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Abstract

Empirical evaluations of real-world research artefacts that derive results from observations
and experiments are a core aspect of usable security research. Expert interviews as part
of this thesis revealed that the costs associated with developing and maintaining physical
research artefacts often amplify human-centred usability and security research challenges. On
top of that, ethical and legal barriers often make usability and security research in the field
infeasible. Researchers have begun simulating real-life conditions in the lab to contribute to
ecological validity. However, studies of this type are still restricted to what can be replicated
in physical laboratory settings. Furthermore, historically, user study subjects were mainly
recruited from local areas only when evaluating hardware prototypes. The human-centred
research communities have recognised and partially addressed these challenges using online
studies such as surveys that allow for the recruitment of large and diverse samples as well as
learning about user behaviour. However, human-centred security research involving hardware
prototypes is often concerned with human factors and their impact on the prototypes’ usability
and security, which cannot be studied using traditional online surveys.

To work towards addressing the current challenges and facilitating research in this space,
this thesis explores if – and how – virtual reality (VR) studies can be used for real-world
usability and security research. It first validates the feasibility and then demonstrates the use
of VR studies for human-centred usability and security research through six empirical studies,
including remote and lab VR studies as well as video prototypes as part of online surveys.

It was found that VR-based usability and security evaluations of authentication prototypes,
where users provide touch, mid-air, and eye-gaze input, greatly match the findings from the
original real-world evaluations. This thesis further investigated the effectiveness of VR studies
by exploring three core topics in the authentication domain: First, the challenges around
in-the-wild shoulder surfing studies were addressed. Two novel VR shoulder surfing methods
were implemented to contribute towards realistic shoulder surfing research and explore the use
of VR studies for security evaluations. This was found to allow researchers to provide a bridge
over the methodological gap between lab and field studies. Second, the ethical and legal
barriers when conducting in situ usability research on authentication systems were addressed.
It was found that VR studies can represent plausible authentication environments and that a
prototype’s in situ usability evaluation results deviate from traditional lab evaluations. Finally,
this thesis contributes a novel evaluation method to remotely study interactive VR replicas

of real-world prototypes, allowing researchers to move experiments that involve hardware
prototypes out of physical laboratories and potentially increase a sample’s diversity and size.

The thesis concludes by discussing the implications of using VR studies for prototype usability
and security evaluations. It lays the foundation for establishing VR studies as a powerful, well-
evaluated research method and unfolds its methodological advantages and disadvantages.



DECLARATION AND CONTRIBUTING PUBLICATIONS

The research presented in this thesis is entirely the author’s own work. This thesis comprises
several research papers ( Publication 1 to 9 ) that were published at international venues:

The narrative of the thesis was published in Proceedings of the IEEE Conference on Virtual
Reality and 3D User Interfaces (IEEE VR 2021) and presented and discussed at IEEE VR
2021’s Doctoral Consortium and at SOUPS 2022 in form of a Lightning Talk.

[Publication 1] Mathis, F. (2021). [DC] VirSec: Virtual Reality as Cost-Effective Test Bed
for Usability and Security Evaluations. In Proceedings of the IEEE Conference on Virtual Re-
ality and 3D User Interfaces (IEEE VR 2021). IEEE, DOI: 10.1109/VRW52623.2021.00235

[Publication 2] Mathis, F. (2022). Moving Usable Security and Privacy Research Out
of the Lab: Adding Virtual Reality to the Research Arsenal. In Symposium on Us-
able Privacy and Security (SOUPS 2022) Lightning Talks. Usenix Association, URL:
http://fmathis.com/publications/ LightningTalk FlorianMathis SOUPS2022.pdf

The results of the expert interviews in Chapter 3 were published as a journal paper in the
International Journal of Human-Computer Interaction (HIHC 2022).

[Publication 3] Mathis, F., Vaniea, K., & Khamis, M. (2022). Prototyping Usable Privacy
and Security Systems: Insights from Experts. In International Journal of Human–Computer
Interaction. Taylor & Francis, DOI: 10.1080/10447318.2021.1949134

The research in Chapter 4 was published as a full paper in Proceedings of the 2021 CHI
Conference on Human Factors in Computing Systems (CHI 2021) and as a full paper in
Proceedings of the International Conference on Academic Mindtrek (Mindtrek 2021).

[Publication 4] Mathis, F., Vaniea, K., & Khamis, M. (2021). Replicueauth: Validating the
use of a lab-based virtual reality setup for evaluating authentication systems. In Proceedings
of the 2021 CHI Conference on Human Factors in Computing Systems (CHI 2021). ACM,
DOI: 10.1145/3411764.3445478

[Publication 5] Mathis, F., Vaniea, K., & Khamis, M. (2021). Observing Virtual Avatars:
The Impact of Avatars’ Fidelity on Identifying Interactions. In Academic Mindtrek 2021
(Mindtrek 2021). ACM, DOI: 10.1145/3464327.3464329

The research in Chapter 5 was published as two full papers in Proceedings of the IEEE
Conference on Virtual Reality and 3D User Interfaces (IEEE VR 2022).

https://ieeexplore.ieee.org/abstract/document/9419223
http://fmathis.com/publications/LightningTalk_FlorianMathis_SOUPS2022.pdf
https://www.tandfonline.com/doi/full/10.1080/10447318.2021.1949134
https://dl.acm.org/doi/abs/10.1145/3411764.3445478
https://dl.acm.org/doi/abs/10.1145/3464327.3464329


[Publication 6] Mathis, F., O’Hagan, J., Khamis, M., & Vaniea, K. (2022). Virtual Reality
Observations: Using Virtual Reality to Augment Lab-Based Shoulder Surfing Research. In
Proceedings of the IEEE Conference on Virtual Reality and 3D User Interfaces (IEEE VR
2022). IEEE, DOI: 10.1109/VR51125.2022.00048 (Best Paper Award Nominee)

[Publication 7] Mathis, F., Vaniea, K., & Khamis, M. (2022). Can I Borrow Your ATM?
Using Virtual Reality for (Simulated) In Situ Authentication Research. In Proceedings of
the IEEE Conference on Virtual Reality and 3D User Interfaces (IEEE VR 2022). IEEE,
DOI: 10.1109/VR51125.2022.00049

The research in Chapter 6 was published as a full paper in Proceedings of the International
Conference on Advanced Visual Interfaces (AVI 2022) and as a position paper at CHI’s first
XR remote research workshop (CHI 2021).

[Publication 8] Mathis, F., O’Hagan, J., Vaniea, K., & Khamis, M. (2022). Stay Home!
Conducting Remote Usability Evaluations of Novel Real-World Authentication Systems
Using Virtual Reality. In Proceedings of the International Conference on Advanced Visual
Interfaces (AVI 2022). ACM, DOI: 10.1145/3531073.3531087

[Publication 9] Mathis, F., Zhang, X., O’Hagan, J., Medeiros, D., Saeghe, P., McGill, M.,
Brewster, S., & Khamis, M. (2021) Remote XR Studies: The Golden Future of HCI Re-
search?. In CHI 2021 Workshop on XR Remote Research, URL: http://fmathis.com/publications/
chi2021 workshop remoteXR.pdf

Other Publications: The author of this thesis collaborated with researchers from the United
Kingdom, France, Belgium, Germany, and Austria in several research projects. A selected list
of publications is listed below (cf., Google Scholar for a full list). The research outputs of the
collaborations are not part of this thesis, but they inspired some of the conducted PhD work,
expanded the author’s knowledge, and kept him motivated throughout his journey.

Mansour, S., Knierim, P., O’Hagan, J., Alt, F., Mathis, F. (2023). BANS: Evaluation of
Bystander Awareness Notification Systems for Productivity in VR. In Symposium on Usable
Security and Privacy (USEC 2023). Internet Society, DOI: 10.14722/usec.2023.234566

Gruenefeld, U., Auda, J., Mathis, F., Schneegass, S., Khamis, M., Gugenheimer, J., Mayer,
S. (2022). VRception: Rapid Prototyping of Cross-Reality Systems in Virtual Reality. In
Proceedings of the 2022 CHI Conference on Human Factors in Computing Systems (CHI
2022). ACM, DOI: 10.1145/3491102.3501821 (Honourable Mention Award)

Mathis, F., Williamson, J. H., Vaniea, K., & Khamis, M. (2021). Fast and secure authentica-
tion in virtual reality using coordinated 3d manipulation and pointing. In ACM Transactions
on Computer-Human Interaction (TOCHI). ACM, DOI: 10.1145/3428121

https://doi.org/10.1109/VR51125.2022.00048
 https://doi.org/10.1109/VR51125.2022.00049
https://doi.org/10.1145/3531073.3531087
http://fmathis.com/publications/chi2021_workshop_remoteXR.pdf
http://fmathis.com/publications/chi2021_workshop_remoteXR.pdf
https://scholar.google.com/citations?user=YqSlDt0AAAAJ&hl=en&oi=ao
https://dx.doi.org/10.14722/usec.2023.234566
https://dx.doi.org/10.1145/3491102.3501821
https://dl.acm.org/doi/abs/10.1145/3428121


ACKNOWLEDGEMENTS AND THANKS

The research in this thesis was funded by the University of Edinburgh and the University of
Glasgow. Additional funding to disseminate this PhD research was received from the Scottish
Informatics and Computer Science Alliance (SICSA), the European Institute of Innovation &
Technology (EIT), the College of Science & Engineering, the Advanced Computing Systems
Association (USENIX), and the National Science Foundation (NSF).

Below are some more personal words about the people who were part of my time in Munich,
Glasgow, Edinburgh, Toronto, and Vorarlberg. Before moving on to a new chapter of my life,
I want to say “Thank you!” to the people who have believed in me and supported me.

First and foremost, I want to thank those closest to me: Reinelde, Gerhard, Patricia, Bettina,
Hilda, and Benny. You enabled me to pursue an academic career and have always supported
me and my decisions. I also want to thank Lydia for motivating me, keeping me sane, and
helping me through the last few months. Thank you for continuously making me a better
human. I prefer to write the following few sentences in German.

Mama und Papa, ihr wisst beide, dass ich ohne eure Hilfe nie nach München, Aarhus, Glasgow
und Toronto gehen hätte können. Danke für eure unendliche und unbezahlbare Unterstützung.
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Chapter 1

Introduction

Begin at the beginning and go on till you

come to the end; then stop.

– Lewis Carroll –

1.1 Motivation

M ore than 20 years ago, in 1999, “Why Johnny Can’t Encrypt: A Usability Evaluation

of PGP 5.0.” by Whitten and Tygar [542] and “Users are not the enemy” by Adams
and Sasse [9] beautifully demonstrated that security systems will not be secure if the usability
of these systems is neglected or even ignored. Since the birth of the usable security and
privacy (USEC) community in around 1995 [155, 568], researchers have argued that systems
are only secure as long as users can (and know how to) securely interact with them. At the
point where systems can be used in a more usable but less secure way than initially designed
for, they will, sooner or later, intentionally or unintentionally, put the users’ security and
privacy at risk. Security mechanisms that are confusing to people will be misused [568], and
in the worst-case scenario, they will not find widespread adoption.

“A big lie of computer security is that security improves as password complexity

increases. In reality, users simply write down difficult passwords, leaving the

system vulnerable. Security is better increased by designing for how people

actually behave.” – Jakob Nielsen [358]

As early as 1996, Zurko and Simon [568] emphasised the need to apply usability evaluations
and techniques to secure systems, develop user-centred security for user-friendly systems,
and consider user needs as a primary design goal instead of adding it as an additional layer
afterwards. The USEC community has brought forth a plethora of novel usable, secure, and
privacy-preserving artefacts that extend state-of-the-art and facilitate new insights. However,
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despite the substantial body of USEC research and the academic, industrial, and societal
interest in human-centred security and privacy, little progress has been made on fundamental
security and privacy issues. There is still no silver-bullet replacement for passwords (and
probably will not be soon [203]). Despite repeated and sustained efforts, phishing is still
one of the most common security threats to UK organisations [73], affecting millions of
users [524]. Many new technologies and novel threats to people’s privacy and security put
even more pressure on human-centred security researchers [17]. Regardless of the USEC
community’s success in the last decade, progress often feels slow:

“Issues of security and usability are no longer the province of military cryptogra-

phers but of software developers, system administrators, and the user community.

Nevertheless, progress in usable security research and design has been slow, due

in part to the need to master a large amount of (usually) mutually exclusive, yet

necessary, skills and knowledge.” – Fléchais and Faily [137]

Whilst the USEC community has inherited many research methods from the broader Human-
Computer Interaction (HCI) field, as the Literature Review in chapter 2 will show, USEC
has methodological challenges that differ from those in other HCI subdomains. Security
often plays a secondary role in reality [267], but recreating authentic use of USEC prototypes
in the lab is challenging. Ethical and legal constraints further complicate (and sometimes
even prohibit) detailed USEC research in the field [100, 529]. Traditional empirical research
methods such as interviews, observations, and online studies are valuable for the USEC
research community and have been successfully applied in the broader USEC field to study,
for example, the users’ interaction behaviour on automated teller machines (ATMs) [100,529],
the strategies and decisions of users when encountering possibly suspicious emails [117], and
the security of smartphone unlock PINs [298]. However, many of these research methods
are unsuitable for adequately evaluating the usability and security of novel USEC research
prototypes as they do not allow participants to interact with and experience the prototypes in
real time. Hands-on experience with prototypes is vital as studies have found discrepancies
between what people say and how they think and behave [159, 485].

An essential next step must be to facilitate and advance USEC research concerned with
hardware prototype solutions and provide researchers with methods that allow them to bridge
the methodological gaps between lab studies and more realistic field studies. The USEC
community has already made use of online platforms such as Amazon Mechanical Turk [298],
virtual study environments [210], or field observations [82, 100] to provide valuable insights
into people’s security behaviour in realistic contexts. Whilst the challenges of conducting
ecologically valid and impactful USEC research in real-world contexts have been recognised
and are partially addressed by the community through, for example, role-playing scenarios to
increase the realism of password studies [133,140], simulating real-world contextual factors in
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the lab [118], and accessing resources within a broader university infrastructure [82], research
methods that combine the strengths of controlled lab studies with research in the field are still
missing. To date, no research has attempted to employ technologies such as virtual reality
(VR) to implement and advance the evaluation of real-world USEC prototypes.

The lack of research methods suitable for empirical evaluations of hardware USEC prototypes
and the constant development of new ubiquitous technologies creates a need to adjust and
advance USEC’s methodological research arsenal [17]. Contextual factors in which USEC
prototypes are evaluated, the users’ interaction behaviour, and the realism of users’ tasks are
important factors that impact a prototype’s usability and security evaluation results. As this
thesis will show in chapter 3, how USEC researchers evaluate research artefacts is often not
in line with reality. For example, the study environments often do not represent the actual
usage scenarios in which USEC research artefacts are eventually deployed in the real world.

This thesis addresses the lack of empirical research methods suitable for evaluating real-
world USEC prototypes, specifically in the authentication field, a major research domain in
USEC [155] and the most addressed research topic in the broader USEC field [110]. Research
on novel authentication prototypes often involves hardware prototypes (for example, [98,323])
as well as complex study setups to asses a system’s security (for example, [27, Fig. 3], [239,
Fig. 2]), making authentication prototypes a suitable candidate for the first validation of the
use of VR studies for USEC research. Therefore, this thesis considers the use of VR studies
as a novel, well-evaluated research method for usability and security research on VR replicas
of real-world USEC prototypes.

1.2 Thesis Statement

This thesis explores the suitability of virtual reality (VR) studies in supporting human-centred
usability and security research. VR studies enable researchers to augment human-centred
research methodologies that are constrained to conditions that can be physically replicated
in the lab. This thesis presents a novel complementary research method for human-centred
usability and security research by exploiting VR’s characteristics to expand the possibilities of
evaluating USEC prototypes. It first identifies existing research challenges in usable security
(USEC) (identify, chapter 3). It then validates the use of VR studies for human-centred
usability and security research (validate, chapter 4). This thesis concludes with investigations
on how VR studies can augment and move USEC research out of the lab (advance, chapter 5
and chapter 6), unfolding the advantages and disadvantages of VR studies for human-centred
usability and security evaluations of real-world prototypes.
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1.3 Main Contributions and Research Questions

This thesis aims to balance the desire for the highest-possible-quality research with the
existing research constraints. It advances human-centred usability and security research by
facilitating prototype-driven USEC research using VR studies. It is important to highlight that
the aim of this thesis is not to contribute an “all-in-one” empirical research method for the
HCI and USEC communities. The research conducted here must be seen as complementary
to the many existing research methods commonly applied in these areas, including interviews,
surveys, focus groups, laboratory studies, field studies, and many more.

The research presented in this thesis, including the use of VR studies for simulating real-world
research and the remote VR research method to move research on prototypes out of the
lab, are valuable contributions to both the USEC and the HCI communities due to USEC’s
interdisciplinary nature and the methodological links of this thesis to HCI and USEC. This
thesis makes novel contributions to the human-centred usability and security research fields
by applying a three-stage research arc (cf., Figure 1.1): It first unfolds the existing challenges
when designing, implementing, and evaluating USEC prototypes (identify). It then validates
the suitability of VR studies for substitutional real-world USEC research (validate). Finally,
it showcases how VR studies contribute to advanced USEC research (advance). The three
central contributions of this thesis are summarised in the next sections.

VirSec: Virtual Reality as Cost-Effective Test Bed for Usability and Security Evaluations

Florian Mathis

IDENTIFY
Identifying USEC's research challenges

STEP 2

VALIDATE
Validating the use of VR studies

for USEC research

ADVANCE
VR studies to advance USEC research

Chapter 3, International Journal of Human-

Computer Interaction, 2022

consist of: expert interviews

[Publication 3]

Chapter 4, CHI 2021 and Mindtrek 2021

consists of: VR studies in the lab and remote

[Publication 4 and 5]

Chapter 5 and Chapter 6, CHI 2021, IEEE VR 

2022, and AVI 2022

consists of: VR studies in the lab and remote

[Publication 6, 7, 8, and 9]

Figure 1.1: This thesis first identifies the challenges USEC experts experience when conduct-
ing USEC research involving prototypes. It then validates the use of VR studies for empirical
USEC research. Finally, it demonstrates the potential of VR studies for USEC research
through several user studies that augment USEC’s methodological research landscape.
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1.3.1 Insights from USEC Experts: Challenges and Opinions

This work first contributes USEC expert interviews on the design, implementation, and
evaluation challenges that experts face when conducting usable security and privacy research
involving prototypes (cf., chapter 3 and RQ1). Whilst other works have touched on what
makes USEC research laborious in general, there has not yet been a structured attempt to
elicit obstacles experienced by experts that use prototypes in their work. This thesis puts
forward such a compilation of experienced challenges. The interviews provide, for the first
time, insights into the USEC experts’ opinions on the current research culture and the applied
research methods within the broader USEC research field.

RQ1 What are the challenges that USEC experts experience when designing, implementing,
and evaluating security and privacy-enhancing prototypes?

1.3.2 Validation of VR Studies for Usable Security Research

Many of the challenges identified in the expert interviews, such as the lack of appropriate
hardware, were considered critical obstacles in the broader USEC field. This thesis aims to
address a subset of the challenges in subsequent empirical evaluations investigating the use
of VR studies for substitutional real-world USEC research. Whilst all the key challenges
identified in the interviews are essential to address, some of those require large-scale commu-
nity input (cf., Key Challenge 1 in chapter 3) or highlight the lack of strong collaborations
between industry and academia (cf., Key Challenge 9 in chapter 3), which are undoubtedly
intriguing to tackle, but were outside the scope of this thesis.

The first VR study contributes a usability investigation of a real-world authentication prototype
through a comparison to its real-world counterpart evaluation, providing answers to RQ2.
Two experiments then formulate an investigation of the representation of a user in VR that is
required to allow for sequential empirical security evaluations and a validation of the use of
VR studies for security evaluations of research artefacts, both leading to answers to RQ3.

In summary, the usability and security studies in Section 4.6, Section 4.7, and Section 4.8
contribute the first empirical comparison of human-centred usable security research in VR
and the real world, leading to the following two research questions:

RQ2 Which findings of VR-based usability evaluations on USEC prototypes match the
findings from corresponding evaluations in traditional physical lab settings?

RQ3 Which findings of VR-based security evaluations on USEC prototypes match the findings
from corresponding evaluations in traditional physical lab settings?
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1.3.3 VR Studies’ Potential for Usable Security Research

Two additional experiments contribute to the validation of using VR studies for real-world
USEC research. They formulate novel research methods for 1) simulated shoulder surfing
research in public, a common threat model when conducting security research on prototypes,
and 2) simulated in situ1 research on real-world prototypes. The focus on shoulder surfing
in chapter 4 and chapter 5 should be seen as a sample demonstration of security evaluations
in VR. Shoulder surfing was selected as security evaluation due to its common use when
evaluating USEC prototypes (for example, [55, 56, 245, 530, 544]), and the impact it had on
the USEC community as a whole, leading to a plethora of works on USEC prototypes that aim
to mitigate shoulder surfing on situated displays [61,101,242], mobile devices [243,402], and
XR headsets [150,158,308], among others. Other security threats such as smudge attacks [28],
thermal attacks [3], and guessing attacks [164] were beyond the scope of this thesis, but they
surely deserve attention in the future.

Both studies in chapter 5 endorse the use of VR studies for USEC research and advance
existing research methods. Whilst in situ studies, more formally known as “field studies”,
are well known within the broader HCI community [258], research of this type is often time-
consuming, expensive, and introduces ethical and legal challenges [100, 291, 529]. The two
experiments in chapter 5 are the first empirical works that use VR studies for simulating real-
world USEC research and aim at combining the internal validity of controlled lab experiments
with the external validity of field experiments (RQ4).

RQ4 Can substitutional in situ studies using VR provide a bridge over the methodological
gap between lab and field studies?

Finally, this thesis contributes a novel remote VR research method, referred to as Remote

Virtual Reality for simulating Real-world Research (RVR3). RVR3 combines traditional out-
of-the-lab VR research [340,400] with using VR for simulating real-world research [149,291].
Empirical evaluations on real-world prototypes are often conducted in a physical lab, which
this thesis advances through the introduction and validation of the use of VR studies. To
contribute towards establishing the use of VR studies as a complementary research method
within USEC research involving prototypes and to advance research in this field, this thesis
concludes by showcasing how RVR3 enables researchers to move their research out of the lab
and evaluate novel real-world prototypes in a remote setting (RQ5).

RQ5 Can the use of VR studies move traditional USEC research on real-world prototypes out
of physical labs?

1In situ refers to a (simulated) environment for which a system is intended to be used, similar to [528, 539].
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1.3.4 Synthesised Thesis Research

The findings and the lessons learned from all studies conducted as part of this thesis contribute
answers to RQ6 and highlight the advantages and disadvantages of using VR studies for
usability and security evaluations. In contrast to the previous research questions, i.e., RQ1 to
RQ5, the last research question of this thesis is answered in chapter 7 and reads:

RQ6 What are the advantages and disadvantages of using VR studies for USEC research
involving prototypes compared to traditional USEC research in physical laboratories and in
the field?

To answer RQ6, the thesis synthesised the overarching findings of chapter 4 to chapter 6 in
five Research Recommendations in Section 7.2.4 to support researchers in their work and
facilitate and advance future research that is concerned with USEC research prototypes.

1.4 Thesis Walkthrough

This thesis has been organised in the following way:

Chapter 2, Literature Review, first provides an overview of empirical evaluations and how
research involving user study participants is generally conducted. It reviews the landscape of
practical research methods in three research areas relevant to this thesis: Human-Computer In-
teraction, Usable Security and Privacy, and Virtual Reality. The literature review discusses the
various research methods applied and highlights the differences and similarities in conducting
human-centred research between one and another area. Finally, this chapter reviews the
broader authentication research domain, a major theme in USEC research [155] which “has
always been one of the main challenges in usable security” [17]. The review briefly touches on
different “authentication types” to set the context of this thesis and then provides an overview
of the current literature on novel forward-looking authentication prototypes. It provides
insights into the research methods that are applied when evaluating USEC prototypes and
discusses some of the evaluation challenges in this field. The literature review summarises the
lessons learned from existing works and unfolds the identified research gaps which motivated
the research questions to which this thesis provides answers.

Chapter 3, Scoping the Problem: Key Challenges in Usable Security Research, synthesises
the key challenges identified in the expert interviews, addressing RQ1. This chapter presents
and discusses, for the first time, the results of interviews with USEC experts who draw on
significant expertise on the design, implementation, and evaluation of USEC prototypes. The
following chapters, chapter 4, chapter 5, and chapter 6, build on the key challenges identified
in this chapter and contribute towards potential solutions.
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Chapter 4, Validating the Use of VR Studies for Evaluating USEC Prototypes, contributes the
first validation of using VR studies for real-world usability and security research. This chapter
is the first step towards providing solutions to the key challenges identified in chapter 3 by
validating the use of VR studies for usability and security research on USEC prototypes, which
forms the foundation for the follow-up evaluations in chapter 5 and chapter 6. Two experiments
compare the usability (RQ2) and security (RQ3) evaluation findings of a prototype replicated
and evaluated in VR with the original real-world study findings. Before contributing answers
to RQ3, this chapter defines the avatar level, i.e., abstract or high fidelity, that is required to
simulate human gestural behaviour (for example, mid-air gestures) in VR. The findings from
these validation studies supply the first evidence of the suitability of VR studies for simulating
real-world USEC research, which is further supported through two additional user studies in
chapter 5.

Chapter 5, Using VR Studies to Advance USEC Research, presents and investigates, for
the first time, 1) a novel VR-based shoulder surfing research method to augment traditional
shoulder surfing research in the lab, and 2) the use of VR studies to assess the impact of
(simulated) in situ studies on a USEC prototype’s usability evaluation outcome.

The first experiment in this chapter describes 3D Observations and VR Observations, two
novel shoulder surfing methods that provide user study participants with a more realistic
shoulder surfing experience than traditional lab studies are capable of, contributing answers to
RQ4 and RQ6. The second experiment in this chapter describes a simulated in situ usability
study that evaluates the impact of an environment on an authentication system’s usability
findings and users’ authentication behaviour. This experiment reports on an evaluation and
comparison of: lab studies in the real world, lab studies in VR, in situ studies in the real
world, and in situ studies in VR, contributing answers to RQ4 and RQ6. Both experiments
in chapter 5 highlight the potential of using VR studies for substitutional real-world USEC
research and unfold the associated advantages and disadvantages.

Chapter 6, Remote Evaluation of Real-World USEC Prototypes Using VR Studies, describes
the combination of traditional remote VR research [340, 400] with using VR as a proxy for
real-world research [139,291,305] and introduces RVR3, a novel research method to remotely
evaluate VR implementations of real-world prototypes. It presents the final experiment of this
thesis and showcases the potential of VR studies for human-centred usability and security
research through a remote usability and social acceptability evaluation of two novel real-world
authentication prototypes (RQ5). The study in this chapter is the first one that moves the use
of VR studies for USEC research entirely out of the lab, highlighting the full potential of VR
studies for USEC research involving VR replicas of real-world prototypes and scenarios.

Chapter 7, Summary and Reflection on Thesis Research, summarises the research conducted
in this thesis and revisits the RQs outlined in Section 1.3. The research in the empirical
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chapters resulted in a set of Research Recommendations to support researchers in their decision
on when (and when not) to use VR studies for human-centred usable security research. The
recommendations are synthesised in this chapter and contribute answers to RQ6. Whilst the
research recommendations of this thesis are more tailored towards authentication research,
the inherently disciplinary nature of this thesis allows researchers from the broader HCI and
USEC communities to learn from the recommendations outlined in this thesis. This chapter
concludes with a discussion of the limitations of this work.

Chapter 8, The End of a Journey: Conclusion, Future Research, and Final Remarks, discusses
open research topics and promising ideas for future research directions when applying VR
studies for usability and security research. This chapter completes the thesis with a more
personal remark by the author of this PhD research.

1.4.1 Overview of Studies

This thesis discusses seven user studies (N = 145), including one expert interview study (N =
12), three VR lab studies (NStudy2 = 20, NStudy5 = 18, NStudy6 = 20), two remote non-immersive
VR studies (NStudy3 = 28, NStudy4 = 22), and one remote immersive VR study (NStudy7 = 25).
Each study contributes to at least one research question outlined in Section 1.3. Table 1.1
provides an overview of the studies and how they relate to the research questions. Each study
in Table 1.1 has an additional column describing the nature and the aim of the research.

Research
Topic

User
Study

Research
Questions

Nature of Experiment
and Purpose

id
en

tif
y

Study 1 RQ1 Expert Interviews (Interviews, remote, N = 12) [Publication 3]
◦ Elicitation of Challenges Experienced by USEC Experts
◦ Compilation of Key Challenges of Prototype-focused USEC Research
◦ “Ways Forward” to Address USEC’s Existing Key Challenges

va
lid

at
e

Study 2 RQ2, RQ6 Usability Study (VR study, in the lab, N = 20) [Publication 4]
◦ Validation of the Use of VR Studies for Usability Evaluations on Real-World USEC Prototypes

Study 3 RQ3 Pre-Security Study (Survey with video prototypes, online, Pre-study of Study 4, N = 28) [Publication 5]
◦ Exploration of the Impact of Avatar Fidelity on Identifying Interactions and Gestures

Study 4 RQ3, RQ6 Security Study (Survey with video prototypes, online, N = 22) [Publication 4]
◦ Validation of the Use of VR Studies for Security Evaluations on Real-World USEC Prototypes

ad
va

nc
e

Study 5 RQ4, RQ6 Shoulder Surfing Study (VR study, in the lab, N = 18) [Publication 6]
◦ A Sample Demonstration of Security Evaluations in VR
◦ Advancing Shoulder Surfing Research Using VR

Study 6 RQ4, RQ6 Simulated In Situ Study (VR + real-world study, in the lab, N = 20) [Publication 7]
◦ Investigation of In Situ Usable Security Research Using Real-World and VR Prototypes

Study 7 RQ5, RQ6 Remote VR Study (VR Study, remote, N = 25) [Publication 8]
◦ Usability and Social Acceptability Evaluation of Novel Usable Security Prototypes Using VR
◦ Transition Prototype-focused USEC Research Out of the Lab Using VR

Table 1.1: Summary of the user studies presented in this thesis, along with the research ques-
tions they contribute answers to, the main purpose of each study, and the related publication.
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Notes on Writing Style and Definitions:

Singular “They”: This thesis uses the gender-neutral pronoun “they”, i.e., they instead of
he or she, when referring to researchers and user study participants. The singular they has
been commonly employed in everyday English and has been formally accepted with the move
towards gender-neutral language as it is inclusive of all people2. It also helps writers avoid
making assumptions about gender.

“Researcher”: This thesis uses the term “researcher” when addressing individuals within
the broader research community. However, not everyone within the research community
defines themself as a “researcher”. Whenever this thesis uses the term “researcher” it covers
any individual who contributes to research, be it a researcher who researches, a student who
undertakes a research project, or a practitioner who practices a profession. Furthermore,
the term “researcher” does not distinguish between different seniority levels – the research
community requires and benefits from all levels of expertise.

“Prototype”: Researchers often have different expectations of what a prototype is [209]. For
example, is a brick a prototype? Presenting one definition that covers all research fields and
prototype variants is challenging. Whenever this thesis uses the term “prototype” (or “research
artefact”), it refers to Wobbrock’s and Kientz’s definition of artefact contributions [556]:

“Artifacts, often prototypes, include new systems, architectures, tools, toolkits, techniques,

sketches, mockups and envisionments that reveal new possibilities, enable new explorations,

facilitate new insights, or compel us to consider new possible futures.”.

“Real-World Research”: Traditional HCI and USEC works use the term “real-world re-
search” to refer to observations in the field, i.e., research in people’s natural environment3.
However, due to the nature of this thesis, which simulates reality inside virtual reality, “real-
world research” refers to either traditional research in a physical lab or to simulated field
research. For example, the “real-world authentication environment” in Section 5.4.2.2 refers
to research that simulates both a lab environment as well as a field environment (for example,
RW Lab and RW ATM in Figure 5.7), whereas the “real-world ATM use” in, for example, De
Luca et al.’s work [100], to which this thesis draws links, refers to field observations. This
thesis uses the adjective “simulated” whenever research in the real world is simulated, both in
a physical environment and in a VR-based environment (cf., Figure 5.7 on page 162).

“Language”: The research presented in this thesis has mainly been conducted in the United
Kingdom. Therefore, all chapters of this thesis are written in British English. It also makes
use of the stylistic Oxford/serial comma4, the final comma in a list of things.

2https://apastyle.apa.org/style-grammar-guidelines/grammar/singular-they, last accessed 22/01/2023
3https://www.nngroup.com/articles/field-studies/, last accessed 22/01/2023
4https://en.wikipedia.org/wiki/Serial comma, last accessed 22/01/2023

https://apastyle.apa.org/style-grammar-guidelines/grammar/singular-they
https://www.nngroup.com/articles/field-studies/
https://en.wikipedia.org/wiki/Serial_comma
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Chapter 2

Literature Review

Research is to see what everybody else has seen,

and to think what nobody else has thought.

– Albert Szent-Gyorgyi –

2.1 Introduction of Literature Review

T he opening chapter introduced the fundamental research problem that this thesis ad-
dresses: the inadequacy of empirical research methods when conducting human-centred

usability and security research that involves hardware prototypes. The societal and techno-
logical transition, where mobility has become pervasive and prime to many people’s lives,
has changed how and where people interact with technology. Smartphones, smartwatches,
public displays, untethered VR/AR headsets, and many more technologies have contributed
to a world where interacting with private data is no longer bound to people’s own four walls.

”In the mainframe era, authentication was limited to the workplace, the only

location where users faced a need to authenticate with a computing system. Today,

the fact that people can and do access sensitive information all the time and

everywhere makes security and privacy protection an ever-present requirement.“

- Alt and von Zezschwitz [17]

In an era where Mark Weiser’s vision [538] of seamless integration of computing devices
into our everyday life has already found application and where “technology spreads from

the workplace to our homes and everyday lives and culture” [51], it must be of interest to
the USEC community to revolutionise its research methods and address the existing (and
emerging [17]) research challenges. Conventional laboratory studies cannot adequately
simulate reality and cannot “provide for the wide range of competing activities and demands
on users that might arise in a natural setting” [226]. Alt and von Zezschwitz [17] highlighted
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the need to fundamentally rethink how the USEC community currently designs, implements,
and evaluates research artefacts that facilitate people’s lives but, at the same time, put their
privacy and security at risk.

The literature review that this thesis will present does not put forward a detailed compilation of
HCI’s and USEC’s history as other experts in the field have already covered this (for example,
Carroll [69–71], Grudin [228], Myers [347], and Garfinkel and Lipford [155]). It also does not
put forward a detailed review of traditional research methods as done in popular HCI books
(for example, as done in “Research Methods In Human-Computer Interaction” by Lazar et
al. [276]). However, the literature review here touches on HCI’s and USEC’s history and
empirical research in general to allow the thesis to provide context for the following sections,
which take a closer look at the research methods in HCI and USEC. Furthermore, the literature
review will put forward an overview of VR’s relevant subdomains applied when validating the
use of VR studies for real-world USEC research. Reviewing the various research methods and
interests within these areas helps the thesis position its contribution to the existing literature
and sets the foundation of its interdisciplinary research approach.

The challenges in investigating USEC prototypes will be discussed in the context of “Usable

Security: History, Themes, and Challenges” [155]. Garfinkel and Lipford [155] synthesised
the historical context and the major themes that have emerged from USEC research. This
thesis builds upon these findings and evaluates physical USEC prototypes, particularly in the
authentication field. As Section 2.2 will show, the landscape of empirical research methods
is extensive. Still, traditional HCI research methods often need to be adjusted to fit the
requirements of USEC research, which will be appraised in Section 2.3.

The review in Section 2.4 will provide insights into the most relevant VR research components
applied in this thesis. Although the VR research community has begun to adopt many research
methods and questionnaires from the HCI communities (for example, the system usability
score questionnaire [60] as used in [130] and the NASA-TLX questionnaire [193] as used
in [567]), it has developed its own standardised questionnaires to deal with domain-specific
research challenges, such as the Igroup Presence Questionnaire (IPQ) [451], the Embodiment
Questionnaire [378], and the simulator sickness questionnaire (SSQ) [238]. These differences
compared to the HCI and USEC communities and how VR found application in this thesis
are discussed in Section 2.4.

Section 2.5 first considers the existing authentication research and then synthesises novel
authentication prototypes that are accompanied by user evaluations. Reviewing the research
landscape of human-centred authentication prototypes is essential as the validation of using
VR studies for USEC research has been conducted on various authentication prototypes as part
of this thesis (for example, on CueAuth [245] and ColorPIN [99]). The investigation focuses
on knowledge-based authentication as it is often the primary authentication mechanism and
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frequently used as a fallback method for biometrics. It has to be acknowledged that secrets,
for example, PINs and passwords, will be part of people’s lives for the near future [53, 203].
However, to acknowledge the size of the research space, this thesis chapter also explores
existing biometric authentication prototypes to provide an overview of the broader user-
centred authentication field. The remaining review discusses how authentication systems are
currently evaluated and unfolds the challenges experienced by the USEC experts in this field.

The chapter concludes with a summary and lessons learned based on the most stressing
findings of this literature review, which have shaped the research presented in this thesis.

2.2 Human-Computer Interaction Research: History

and Research Paradigms

The birth of the HCI community can be traced back to the first CHI conference in 19821.
However, Carroll [69] argued that a book called “software psychology” constituted the
historical foundation for current HCI research as early as 1970. Even earlier, in 1945, one
of the first, albeit hypothetical, human-centred prototypes was described in “As We May
Think” by Bush [64], where the idea of a microfilm-based electromechanical information-
processing machine was presented. Bush’s prototype enabled humans to quickly index and
retrieve documents [64], which inspired computer science researchers, who have made major
HCI contributions in the subsequent years. For example, Sutherland presented Sketchpad
[500], a graphical communication system which opened up a new area of human-machine
communication. Douglas Engelbart and colleagues presented the “on-line system” [128, 129],
a computer collaboration system that employs hypertext links, the mouse, screen windowing,
and other computing concepts. Their user study, which highlighted the advantages of mouse
input over other input methods such as knee control or light pen, was one of the first steps
towards human-centred system evaluations [129].

Until the late 1970s, the user base of interactive machines was mainly dominated by profes-
sionals. However, with one of the first affordable personal computers advertised in January
1975, i.e., the MITS Altair 8800 [2, 393], every human on this planet became a potential
user. A few years later, in 1982, the CHI conference series started with the Human Factors in
Computer Systems conference. Over the years, CHI has grown in popularity, and with it also
the various research contributions and research methods [258, 556]. Although CHI articles
alone do not depict HCI’s entire research landscape and methods, they provide researchers
with a good overview of the development of HCI’s research field [286]. That being said,
researchers often disagree on what “HCI research” actually encompasses and how correspond-

1https://sigchi.org/conferences/conference-history/chi/, last accessed 22/01/2023

https://sigchi.org/conferences/conference-history/chi/


2.2. Human-Computer Interaction Research: History and Research Paradigms 25

(a) Research methods in HCI [162] (b) Virtual field studies [291]

Figure 2.1: An overview of common research methods in HCI, including virtual field studies,
as introduced by Mäkelä et al. [291]. Figures are original copies from [162] and [291].

ing evaluations should look like. A figure by Grudin [228, Fig. 1] shows four fields with major
HCI research threads, highlighting its interdisciplinary nature and relatively broad definition:

“HCI is cross-disciplinary in its conduct and multidisciplinary in its roots, draw-

ing on – synthesizing and adapting from – several other fields, including human

factors (e.g., the roots for task analysis and designing for human error in HCI),

ergonomics (e.g., the roots for design of devices, workstations, and work envi-

ronments), cognitive psychology (e.g., the roots for user modeling), behavioral

psychology and psychometrics (e.g., the roots of user performance metrics), sys-

tems engineering (e.g., the roots for much pre-design analysis), and computer

science (e.g., the roots for graphical interfaces, software tools, and issues of

software architecture).” – Hartson [412]

In an analysis of 1014 CHI papers [258], Koeman highlighted a large number of different
research methods, the various user study lengths, and the differences between user study
sample sizes within HCI. HCI has steadily encompassed more subfields such as Mobile
HCI [252], USEC [437], Human-Computer Integration (HInt) [342], and many more. In 2023,
the CHI conference counted overall eighteen subcommittees2 to which researchers could
submit their work (compared to eight subcommittees in 20133), including Critical Computing,

Sustainability, Social Justice, and Privacy & Security, among others. The vast amount and
variety of HCI subdomains underline its interdisciplinary nature.

Empirical contributions, the act of providing new knowledge through findings based on
observations and data collection, form one of the seven main research contributions in HCI
and are defined as “the backbone of science” [556]. Traditional evaluation methods range from
small-scale lab studies [6, 104, 145] to large-scale evaluations in the field [82, 200, 379], with

2https://chi2023.acm.org/subcommittees/selecting-a-subcommittee/, last accessed 22/01/2023
3https://chi2013.acm.org/authors/call-for-participation/papers-notes/selecting-a-subcommittee/, last

accessed 22/01/2023

https://chi2023.acm.org/subcommittees/selecting-a-subcommittee/
https://chi2013.acm.org/authors/call-for-participation/papers-notes/selecting-a-subcommittee/
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the most frequent ones being controlled lab experiments, field studies, surveys, and interviews
[35, 66, 258, 462]. Although some of these approaches are based on expert evaluations, for
example, cognitive walkthroughs [48, 387] or GOMS analysis for empirical predictions [225],
others involve end-users for usability testing [111]. For instance, one of the most famous HCI
experiments, the Teledata study by Nielsen and Molich [359], tested the user interface of a
videotext system and asked students to report any usability problems they find. Evaluations
of this type have become common in the design and evaluation process of HCI research
artefacts. However, Poppe et al. [389] argued that many of the traditional evaluation methods
are inappropriate these days due to emerging HCI applications that provide new sensing
possibilities and diversify physical interfaces. Performance is no longer a key objective of
HCI applications, but rather how HCI systems can be applied in everyday life [389].

The various HCI evaluation methods and the recent shift to novel research paradigms that
make use of VR studies for simulating real-world research [291,350,450,528] (cf., Figure 2.1)
show that there is no “all-in-one” evaluation method. The lack of “universal panaceas” [173]
is depicted in the famous “three-horn dilemma” that highlights the strengths and weaknesses
of particular research methods and that factors such as the generalisability, rigour, and context
of research cannot all be maximised simultaneously [112].

“No study, irrespective of the method used, can provide findings that are univer-

sally transferable. The study design should show a thorough consideration of

what an adequate degree of transferability would be, in view of the assumptions

of the research question, and present a relevant sampling strategy.” – Malterud

et al. [295]

The literature review discusses in the following sections the most common research methods
in HCI and puts those in contrast to each other.

2.2.1 Lab Studies in HCI

Lab studies have found widespread application in HCI and are the most popular research
method in the broader HCI field. In essence, they are defined as studies that take place in
controlled physical lab environments. Studies of this type are suitable for iterative evaluations
of research artefacts [111] and can be employed in a variety of ways and at almost every
research stage, for example, when comparing different feedback modalities [146] or in advance
of deploying a prototype in the wild. Lab studies are often described as “cost-effective” as they
require comparatively little planning, are suitable for early use in the research process, and
allow for high control over extraneous variables. Typical lab studies isolate specific variables
that will enable researchers to investigate the impact of individual variables on a research
artefact’s usability, for example, the effect of different input methods on usability [380, 464].
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Several researchers commented on the value, pros, and cons of laboratory studies in HCI
as part of an expert panel [557]: According to Landauer, the most familiar application of
laboratory studies is in “iterative developmental, or formative, evaluations” [557] where
Wizard of Oz [87] prototypes or fully functional prototypes are tested on user study samples.
Such evaluations in the lab allow researchers to pinpoint obvious design flaws and incorporate
the observations made and comments raised by user study participants into an iterative design
process. Landauer highlighted the high degree of convenience and control of studies in the
lab and that a “blanket assertion that lab findings are of little value is not justified” [557].
However, whilst lab studies are inevitable for human-centred research, and the most leveraged
study type in HCI [257, 258], researchers have recognised and acknowledged that studies of
this type often do not represent real-life situations [111, 191, 357, 541].

“Laboratory studies are often somewhat unrealistic because they do not happen

in the right context or situation intended for the application, like at home, at a

specific public place or during a sight seeing tour.” – Rukzio [426]

Despite the value of lab studies, it has been argued that, whenever possible, prototypes
should be evaluated with their actual intended users and within their application contexts.
For example, John emphasised that lab studies have a role in HCI research, but their role is
not to evaluate proposed systems and “feeding directly into design” [557]. Whiteside [557]
found that their final product did not meet their expectations because the research in the lab
overlooked crucial contextual factors in which the system is eventually used. They concluded
that laboratory experiments provide little design guidance because they are ecologically
invalid as the laboratory context is not people’s natural context in which they interact with
HCI systems [541, 557].

2.2.2 Field Studies in HCI

Researchers are well aware that the evaluation context4 is key in HCI [421, 446]. In contrast
to lab studies, field studies aim at evaluating prototypes or receiving insights into human
behaviour in their intended use case in the wild (for example, when learning about real-world
responses to interactive gesture-based public displays [192]). There are ongoing debates
about whether or not conducting field studies is worth the inconvenience of increasing the
external validity of user studies [253, 254]. One prominent example is the comparison of a
lab evaluation and an equivalent field study by Kjeldskov et al. [254]. In 2003, Kjeldskov
et al. [252] highlighted the dominance of laboratory evaluations in mobile human-computer
interaction research and that the shortcomings of how research is conducted inhibit the
development of the Mobile HCI research field as a whole. One year later, Kjeldskov et

4Definition from Cambridge Dictionary: “the scenario in which something exists or happens, and that can
help explain it” https://dictionary.cambridge.org/dictionary/english/context, last accessed 22/01/2023

https://dictionary.cambridge.org/dictionary/english/context
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al. [254] compared the results of a lab-based usability evaluation on a context-aware mobile
system with an evaluation in the field to investigate the studies’ abilities to identify the
usability flaws of a context-aware mobile prototype. To the surprise of many HCI researchers,
Kjeldskov et al.’s results show that the benefits of field studies over laboratory investigations
are neglectable and that the advantages of field studies over lab studies are unclear and likely
to be “not worth the hassle” [254]. Ten years after the research by Kjeldskov et al., they
shifted their ground, and although they still have not found a definite answer to the lab vs field
question, the real question should be when and how field research is worth the hassle [253].

The discussions on lab and field studies have been a hot, controversial topic across different
HCI subdomains for years. Nielsen et al. argued that “it is definitely worth the hassle to
conduct usability evaluations in the field” [357], and that different contexts reveal problems
with interaction style and cognitive load that are impossible to identify in the lab only. Dourish
emphasised that “the situation in which technology is used has become more variable, and

so we need to understand more about it. [...] if we take ‘ubiquitous computing‘ seriously,

then we should be applying its ideas ubiquitously, not just in the relatively narrow areas of

interaction with handheld and embedded devices.” [116].

Although field studies are often considered to be the holy grail of human-centred research
when aiming for evaluations in natural environments [111], they are often expensive and hard
to control [254, 291]. Many potential threats to field studies have “conceivable relevance” in
HCI [83, 375], including threats to internal validity, construct validity, and external validity,
as results obtained in one field study might not generalise to other settings.

2.2.3 Online Studies and Online Surveys in HCI

Online studies can broadly be defined as user research conducted in remote settings. Tradi-
tionally, remote software tools such as websites were consulted for research purposes. These
studies often range from more traditional online surveys that consist of people filling in
questionnaires to more ”lab-style” studies where users are asked for hands-on activities. This
includes online surveys that show video prototypes [416], ask the participants to answer ques-
tions about the quality of listening experiences [67], or require the participants to download
and install study applications [201, 218, 369, 566]. Whilst the traditional method of surveys
is to use paper-based surveys [276], with the advent of remote research opportunities there
is a notion of an increase in online platforms such as Stack Overflow5, Reddit6, XRDRN7,

5https://stackoverflow.com/, last accessed 22/01/2023, is a community-based space to discuss and solve
technical challenges

6https://www.reddit.com/, last accessed 22/01/2023, is a platform where people can dive into their interests,
hobbies, and passions.

7https://www.xrdrn.org/, last accessed 22/01/2023, is a platform where XR researchers can connect with
user study participants.

https://stackoverflow.com/
https://www.reddit.com/
https://www.xrdrn.org/
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Amazon Mechanical Turk [20], and Prolific [394] for online research and participant recruit-
ment. As discussed by Lazar et al. [276] in their HCI book, there is often the question of
whether responses from electronic surveys are comparable, trustworthy, and valid as in-person
paper-based surveys. Although there is no evidence that people are more dishonest in online
surveys compared to paper surveys, user study participants in online surveys tend to be more
honest when delivering bad news [499]. Furthermore, anonymously submitted surveys can
lead to an increased level of self-disclosure [318,483]. Online studies on platforms like Reddit
have been shown to be inexpensive, offer data quality comparable to the responses obtained
from student samples [222], and allow for rapid data collection from a large sample, whilst
targeting specific populations [458].

The capabilities of websites for data collection are limited, which motivated researchers to
deploy custom-built or modified software that is more tailored to their research needs [276,
p. 308]. McGrenere et al. [317] built an extension for Microsoft Word 2000 to allow users to
work with a simplified user interface. As part of a field study, they tested a novel interface
design for heavily-featured productivity and installed it on the participants’ devices along with
a logging tool that allowed them to capture usage data when interacting with and navigating
through the menus and toolbars. Wagener et al. [534] modified the VR painting app Open
Brush8 to customise its functionality and deploy a self-care VR app that allowed inducing
pleasant emotions and foster self-reflection and well-being. Dang et al. [89] implemented a
web system to investigate how multiple sliders, with and without feedforward visualisations,
influence the users’ control of generative models (i.e., styleGAN2 [234]). Seitz et al. [454]
deployed an online browser-game that supports users in quantifying the perception of password
strength. Although their game was mainly advertised to peers and students during student
orientation days, everyone who found the web application online was a potential participant in
a research project [454]. Similarly, Henze et al. [202] deployed a typing game in the Android
market to investigate the users’ typing behaviour on the standard Android keyboard. Results
based on 6,603,659 keystrokes and 13,013 installations showed that visualising the users’
touched points through a dot decreased both their input speed and their error rate [202].

In conclusion, Lazar et al. [276] emphasised that HCI researchers have a “formidable resource”
that can (and should) be exploited to overcome the obstacles of laborious, time-consuming,
and - as a result - often error-prone HCI research. In contrast to traditional lab studies, a
significant advantage of online research (be it hands-on or more survey-like) is its capability to
recruit a large number of diverse participants. The widely available and custom-built software
tools allow researchers to collect vast amounts of usage data, often from participants in highly
realistic real-life scenarios, which is close-to-impossible to achieve in the lab.

8Open Brush is a fork of Tilt Brush by Google, which was made open source in 2021:
https://opensource.googleblog.com/2021/01/the-future-of-tilt-brush.html, last accessed 22/01/2023

https://opensource.googleblog.com/2021/01/the-future-of-tilt-brush.html
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2.2.4 Interview Studies and Focus Groups in HCI

Interview studies help researchers to better understand and explore the users’ experiences
and opinions on a specific topic. One of the strengths of interviews in comparison to other
research methodologies is the ability to “go deep” [276]. However, on the downside of
interviews is the challenge of recruiting interviewees as they are often time-consuming and
require personnel resources, which might not always be easy to access. Interviews can
either be structured, where researchers strictly follow a protocol, or semi-structured, where
researchers are roughly guided by key questions and add additional questions depending
on the interviewees’ responses. They can target end-users or experts within a field, which
are particularly valuable for receiving in-depth insights into a research field and learning
about the associated research challenges [264, 484]. Interviews are often conducted face-
to-face in a research lab, on online video chatting platforms, like Zoom [67], or via phone
calls [407]. They are often applied to complement other research methods in HCI, for example,
additionally to usability testing in the lab [314, 380], or to follow up on large-scale online
surveys to support, strengthen, or refute the prior research findings [494, 513].

Interview sessions with more than one interviewee, usually referred to as focus groups, are
promising for collecting user needs and designing product requirements. Focus groups are
often the best way to exchange viewpoints, engage in brainstorming sessions, and get insights
into people’s opinions and preferences in a shared, social setting. Compared to interviews, they
are reasonably effective and inexpensive for gathering a broad range of opinions easily [8,276].
There is a broad range of focus group samples and, similar to the sample size discussions
in HCI [66], there is no clear answer to the “how many people per focus group?” question.
Whilst some researchers suggest recruiting between eight and 12 people [419, p. 300], others
prefer slightly smaller focus groups for more in-depth conversations [179, 271]. Guest et
al. [179] brought up the interpersonal dynamics that potentially impact saturation: “A few

highly disruptive or vocal participants, for example, can reduce the variability of responses

within a focus group” [179], highlighting the need of good moderating skills to contribute
to high reliability and validity of the findings from focus groups. Examples of focus groups
span a large variety of topics. For example, Melenhorst et al. [325] conducted focus groups to
investigate the context-related benefits of mobile phones for elderly people. Others applied
focus groups to collect early feedback on interactive VR experiences [153] or to explore the
users’ perceptions and misconceptions of internet cookies [185].

Although focus groups have found application within HCI, they are often criticised for their
lack of reliable and detailed data to properly ground a product design in its projected use
case [423]. Focus groups are too frequently used as a usability evaluation method and users
cannot accurately assess research artefacts until they interact with those [423].
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2.2.5 Virtual Reality Studies in HCI

In 1997, Pierce and Aguinis raised “awareness of the possibility of using immersive VR

technology as a tool for conducting empirical research [...]” [383]. A few years later, in
the early 2000s, Blascovich [50] proposed using VR studies as a new social psychological
research tool to overcome the existing problems around control–mundane realism trade-off,
lack of replication, and atypical sampling. There is no single work known as the pioneer of
using VR studies for empirical research; however, with these comments in mind, the HCI
community has shown interest in using VR studies to simulate real-world research and cope
with different study requirements and challenges. Mäkelä et al. [291] see VR studies as a
good trade-off between lab and field studies as they contribute towards increased ecological
validity compared to lab studies and are more affordable than traditional field research (cf.,
Figure 2.1). Nobel Prize winner Edvard I. Moser and colleagues highlighted the VR’s potential
to facilitate studies of animal behaviour [332]. Rebelo et al. [404] argued that VR studies
enable researchers to develop realistic-looking environments that exhibit greater control of
the experimental conditions than lab settings, benefitting the user experience evaluations as
VR allows simulating the interaction between a system, the user, and its context of use.

So far, many of the existing studies in the broader HCI field have focused on how well findings
from VR studies transfer to reality. Early works provide the first evidence of the suitability of
VR studies for simulating real-world research in several subdomains of HCI.

Mäkelä et al. [291] explored user behaviour in front of public displays in VR to then compare
it to real-life audience behaviour. Their work highlighted the many similarities between results
from VR studies and original real-world studies, such as successfully recreating the honeypot
effect [59] in VR, which describes how people interacting with public displays “passively
stimulate passers-by to observe, approach, and engage in an interaction” [560]. Voit et
al. [528] explored the differences and similarities when using five different research methods
(i.e., lab, online, VR, AR, in situ) to evaluate smart artefacts. They found that the selected
research method can negatively impact the study outcome with regards to usability ratings.
However, VR and in situ provided similar ratings for usability, attractiveness, and pragmatic
and hedonic qualities of their tested research artefact [528]. Bruno and Muzzupappa [62]
compared a product interface design evaluation in the real world and VR . Their research
found that VR is a valid alternative to traditional research methods for product interface
usability evaluations and that VR does not invalidate the usability evaluation findings [62].
Götz et al. [171] investigated four different methods of autobiographical recall in VR (i.e.,
talking to a virtual computer-controlled avatar, talking to an allegedly connected avatar to the
researcher, writing/drawing with a VR pen, and thinking quietly). They found that all four
autobiographical recall methods induced changes in emotional states, suggesting that their
studied autobiographical recall methods can be used in VR [171].
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VR-based simulations have also found application in research on user-centred automotive
interfaces. Colley et al. [81] explored vehicle motion effects on interaction quality in VR
using a motorised swivel seat, finding that a VR and motion effect simulation increased the
participants’ perceived realism of vehicle motion and their feeling of presence. However, they
conclude that VR-based simulation studies should be primarily used for early explorations as
there are indeed differences between simulated driving and real-world driving [417]. Similarly,
Goedicke et al. [163] investigated, for the first time, an on-road VR driving simulator to
support researchers in conducting “safe testing of human response and effective prediction of
human performance” [163]. Although they concluded that additional validation studies are
required, their initial pilot test demonstrated that an on-road VR driving simulator can indeed
invoke genuine responses from participants [163].

Other works by Savino et al. [439] compared navigation methods in VR to the real world,
finding that whilst the participants’ perceived task load and navigation performance differed
significantly between VR and reality, their route recognition (i.e., number of correct turns and
directional changes) was similar across the environments. They concluded that VR studies
offer a promising simulation environment to test navigation methods, but the current VR
technology is not mature enough to present highly realistic real-world experiences [439].
Weiß et al. [539] evaluated do-it-yourself tasks using an online survey, as well as VR, AR,
laboratory, and in situ studies. They found that the use of surrogate empirical methods such as
AR/VR prototypes is valuable to infer insights about in situ studies. However, they concluded
that simply transferring results from HCI subdomains to other research domains might not be
possible and that researchers must verify prior results before applying substitutional research
methods in different research fields [539].

2.2.6 Summary

The beginning of this section touched on the HCI’s history and empirical research in general.
It then provided an overview of the more specific HCI research landscape, including a review
of the most common HCI research methods such as lab, online, and field studies. Applying
a research method that best fits the nature of a researcher’s aims, objectives, and research
questions is important to fulfil the overarching goal of research: “produce information that can
be shared and applied beyond the study setting” [295] and gradually add to the accumulation
of human knowledge.

The review in this chapter has shown that novel research methods, for example, the use of
VR studies for simulating real-world research, contribute to and facilitate empirical research.
Although the use of VR studies for the simulation of real-world research has already received
some attention and resulted in promising research in the broader HCI communities [291, 439,
528, 539], there have been no attempts in studying VR studies and their feasibility for usable
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security research. This thesis will investigate if and how the use of VR studies can be applied
within the USEC research field to support and facilitate research in this space.

The next section will discuss the links between HCI and USEC research and outlines how
USEC research is generally conducted by reviewing its most common research methods.

2.3 Usable Security Research: HCI’s Sibling?

So far, this thesis has reviewed common empirical research methods in HCI, many of which
can be found in the broader USEC field. The close connection between the HCI and USEC
communities is not a surprise, with the first formal gathering of the USEC community at ACM
CHI 2003, the premier international conference of HCI research [21]. However, compared to
HCI, USEC researchers are concerned with how people make decisions about their privacy and
security, how they interact with security and privacy systems, and how ubiquitous technology
can, and should be, designed for usable, secure, and privacy-preserving experiences. As a
result, the USEC’s methodological challenges are different from those in neighbouring fields.
To name two examples: user study participants can comment on an HCI prototype’s usability,
but they are often unable to judge accurately the security of the prototype and describe security
problems they have experienced [155, 399, 495]. Furthermore, in contrast to HCI, USEC
requires the coordination of both the usability and the security of a research artefact, which is
the key to designing, implementing, and deploying usable and secure systems [437, 542].

“[...] the process of designing and conducting security-related user studies

remains extremely difficult. Users deal with security infrequently and irregularly,

and most do not notice or care about security until it is missing or broken.

Security is rarely a primary goal or task of users, making many traditional HCI

evaluation techniques difficult or even impossible to use.” – Egelman et al. [121]

Despite the different research interests within the communities, the USEC community has
adopted and learned from many HCI research methods: lab studies, field studies, remote
studies, and interview studies have found widespread application and resulted in forward-
looking USEC prototypes and insights into people’s security and privacy behaviour. Zurko
and Simon [568] highlighted the need for user-centred design techniques and argued that most
security systems’ usability problems could be addressed by task analyses, interviews, usability
testings, and iterative designs. In 1999, Whitten and Tygar [542], and Adams and Sasse [9],
demonstrated that security systems will not be secure if the usability of these systems is
neglected. Since then, user-centred security design techniques have begun to find application.

This thesis uses a range of USEC works and methodologies to provide an overview of the
USEC’s various empirical research methods and its landscape.
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2.3.1 Lab Studies in USEC

Researchers often draw on evaluations in a laboratory setting regarding USEC research
that involves prototypes or requires a controlled environment. In many of these lab studies,
the experimenters assess forward-looking prototypes to receive insights into a prototype’s
usability and security and the users’ interaction behaviour. However, observing realistic
security behaviour in the lab is often challenging, requiring USEC researchers to adjust
their study designs [133, 267, 482] or make use of alternative research methods (for example,
Wizard of Oz studies [172], where approximations of fully functional prototypes are deployed).
Mecke et al. [323] conducted a “Wizard of Oz study” to investigate the users’ perception
of physical, biometric, and behavioural authentication concepts to open doors. When role-
playing an “opening door scenario” in the lab, they learned that, whilst the participants
appreciated biometric authentication on doors, they valued the control they gained from
the possession of physical tokens. Krol et al. [267] emphasised the use of role-playing
to overcome some of the limitations of lab studies. In a study by Schechter et al. [443],
the participants went through several online banking tasks using their actual credentials or
simulated credentials. They found that the participants who use their own authentication
credentials behaved more securely than those who received simulated ones [443].

The importance of simulating real-life contexts and providing participants with realistic
research artefacts, rather than with approximations of professionally designed products, is
further evidenced by De Luca et al. [98, 102]. Using two connected mobile phones to provide
users with a back and front display for user authentication enabled the testing of the idea,
but the prototype’s weight negatively impacted its usability [102]. Furthermore, whilst the
previously discussed work by Mecke et al. [323] simulated a real-life context in the lab and
enabled learning more about the participants’ preferences of door unlocking mechanisms,
some participants stated that they were unsure about the functionality of the systems.

In summary, lab studies in USEC research exhibit similar pros and cons as lab studies in HCI,
and have in common that they are often limited to local and homogeneous study samples
and require both the experimenter and the user study participants to be physically present,
which can be problematic when pandemics, such as lockdowns during COVID-19, prohibit
face-to-face research [210]. Furthermore, the USEC prototypes might not accurately represent
how the systems would function in a real-life scenario (for example, [102]). Many USEC
prototypes allow for the user testing in controlled lab environments, but they are not robust
enough for rigorous data collection in the field. In addition to the deployment issues of novel
USEC prototypes, one example of the lack of robustness is the USEC prototype by Schaub et
al. [441], a context-adaptive ambient calendar display that shows a person’s schedule. Whilst
Schaub et al.’s prototype allowed the initial testing of the idea, there were concerns about
the robustness of the prototype and the presence detection and identification, likely resulting
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in more conservative privacy settings than preferred by the users [441]. The lack of robust
USEC prototypes and the need of controlled environments often inhibits the researchers to
move their USEC research on prototypes out of the lab. Some of the challenges and examples
of USEC research in the field are reviewed in the next section.

2.3.2 Field Studies in USEC

Field studies are rare in USEC compared to lab or online surveys (which will be discussed
in Section 2.3.3). This is not to say that there have not been any attempts to conduct USEC
research in the wild; however, USEC researchers face significant challenges when evaluating
their prototypes or investigating the users’ security and privacy behaviour in realistic field
studies. On the paper, field studies are popular among USEC researchers due to their high
ecological validity, which supports researchers in generalising research findings and predicting
user behaviour beyond individual user studies. However, there are significant ethical and legal
constraints when conducting research in the wild [100, 151, 311], which are often beyond the
capabilities of individual researchers and negatively affect and reduce the amount of USEC
research that takes place in the wild.

Despite the challenges in conducting USEC field studies, there are some remarkable examples:
Felt et al. [136] evaluated different SSL warnings, i.e., warnings that indicate that a user’s
integrity and confidentiality on a websites is at risk, in Google Chrome and recorded overall
130,754 user reactions. Compared to a traditional lab study, Felt et al.’s research has a superior
methodology because the behaviour of their participants is not simulated in the lab and
represents the actual task that users naturally choose to do during their daily online activities
[136]. De Luca et al. [100] and the replication study by Volkamer et al. [529] contribute
cross-country insights into people’s ATM interaction behaviour through observations in the
field. Colnago et al. [82] explored the staff and the student’s behaviour and opinions on
deploying two-factor authentication in an academic environment. Paul et al. [377] conducted
a 10-week field study to explore the users’ perceptions of a smart card authentication system.
Their field study made use of a variety of ethnographic research methods, including periodic
surveys, diaries, and observations [377], finding that the participants positively experienced
smartcards for user authentication and that their perceptions were influenced by personal
benefits rather than the increased security. Chiasson et al. [75] conducted a large-scale field
study to investigate click-based graphical passwords and how they work in practice, providing
empirical evidence that relying on results from lab studies alone might be misleading. Harbach
et al. [191] coordinated a one-month field study to gain insights into smartphone users’ real-
world (un)locking behaviour. The results confirmed the previous findings from an online
survey and contributed to the generation of a “ground truth” for improving smartphone
un(locking) mechanisms [191].
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The reviewed literature shows that several researchers successfully conducted USEC research
in the field and made significant scientific research contributions. Despite the high ecological
validity of superior research methods (for example, [136]) and their advantages over more
traditional lab research, the applications of field studies in USEC remain rare. The resources
such as the ones used by Felt et al. [136] and Colnago et al. [82] are often not within reach of
individual investigators and academic research labs, resulting in research that takes place in
the lab and is not moved forward to the field. To overcome these limitations, researchers have
started using online resources for USEC research, which will be reviewed in the next section.

2.3.3 Online Studies and Online Surveys in USEC

Whilst many hardware prototypes are evaluated in the lab due to logistical challenges, the com-
bination of building software prototypes and conducting online studies has found widespread
application in USEC. In this research, investigators deploy their experiments online and
participants solve various tasks in their preferred location and time using their own devices.

Von Zezschwitz et al. [531] conducted a longitudinal study to gather insights into the users’
performance on Android-like patterns and PINs for user authentication. Prange et al. [391]
deployed an Android app to investigate how smartphone users perceive switching from their
primary authentication method to a fallback one. In Gutfleisch et al.’s work [183], participants
were given step-by-step instructions on establishing a remote connection to the experiment
computer. This allowed the authors to remotely investigate how users interact with the security
warning messages and if users are aware of the implications of their interaction [183]. Others
relied on web browsers and their opt-in metrics to empirically assess the effectiveness of
browser security warnings [13, 136] or conducted large-scale authentication evaluations using
web applications [141]. Huaman et al. [210] proposed using a commodity browser to conduct
lab-like USEC research and overcome the challenges around participant recruitment and com-
plicated circumstances. Nguyen et al. [352] showcased through a remote user study that IDE
security plugins can be effective security measures to help developers contribute secure code.
Acar et al. [7] conducted a controlled experiment using Jupyter Notebook9 and Amazon Web
Service (AWS) instances on which developers attempted common tasks involving symmetric
and asymmetric cryptography. Krawiecka et al. [265] introduced an end-to-end framework for
remote experimentation in cyber security and argued that remote experiments allow for “better
representation of human participants and more realistic experimental environments and ensure
research continuity in exceptional circumstances, such as nationwide lockdowns.” [265].

Additionally to the reviewed online studies that used smartphones, browser-based environ-
ments, or end-to-end frameworks, the use of traditional online surveys has found widespread

9The Jupyter Notebook is a web application for creating and sharing computational documents:
https://jupyter.org/

https://jupyter.org/
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adoption in USEC. In fact, online surveys are one of the most popular research methods in
USEC [110]. Redmiles et al. [406] even consider gathering self-reported data from users
through online surveys as key in USEC for understanding and improving how human decision-
making affects security. Markert et al. [298] conducted a large-scale online survey to explore
users’ perception of security, memorability, and ease of use of PIN-based authentication.
Ion et al. [217] compared self-reported security practices of non-experts to those of security
experts, and Tahaei and Vaniea [504] compared the programming skills, privacy and security
attitudes, and secure development self-efficacy of participants across a computer science
student mailing list and four crowd-sourcing platforms.

Despite the widespread application of online surveys in human-centred usability and security
research, collecting self-reported user data is not always straightforward and comes with
notable drawbacks. Redmiles et al. [406] highlighted the importance of word choice, the
context of questions, the order of answer choices, the length of surveys, and the challenges
around sensitive questions: survey takers tend to under-report socially-undesirable behaviours,
whilst over-report desirable behaviours, such as exercising, using the library, or voting.

2.3.4 Interviews and Focus Groups in USEC

Similarly to HCI research, the use of interviews and focus groups has found application in
USEC to learn about the users’ security and privacy behaviours and preferences. Tahaei et
al. [503] conducted expert interviews with software development teams to learn about their
motivations, challenges, and strategies for protecting end-user privacy. Krombholz et al. [270]
conducted expert interviews to understand the deployment process of HTTPS and its chal-
lenges. Interviews are often used in combination with online surveys to, for example, uncover
how much of a role security and privacy played in people’s decisions to use a mobile instant
messenger [288]. Furthermore, they are often combined with observations to learn more about
user behaviour in security scenarios [100]. Prange et al. [392] conducted semi-structured
interviews to receive insights into the participants’ experience with PriView, a concept and
prototype that allows privacy-invasive devices in the users’ vicinity to be visualised. Mecke et
al. [323] conducted semi-structured interviews to compare three authentication prototypes for
doors and collect qualitative feedback from their participants. In line with HCI, interviews and
focus groups in USEC can complement each other or even build upon the initial findings from
online questionnaires. For example, Prange et al. [390] combined semi-structured interviews
with a focus group to learn more about the potential future of usable authentication in smart
home environments. Nicholson et al. [356] conducted focus groups to learn about young
people’s knowledge of cybersecurity and support previous questionnaire findings.
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2.3.5 Summary

As Section 2.3 has shown, a broad range of HCI research methods has found application in
USEC. These methods have pushed forward USEC research, enabled USEC researchers to
learn about the users’ security and privacy behaviour, and contributed novel forward-looking
prototypes. USEC research often adheres to traditional laboratory studies and online surveys,
with some exceptions as reviewed in Section 2.3.2. Little attention has been paid to prototype-
focused USEC research and how research in this space can be facilitated and moved out of
the lab, potentially contributing to the generalisability of research findings.

There are early attempts to move traditional lab-based USEC research out of the lab us-
ing commodity browsers [210]. However, browser-based research methods do not allow
researchers to evaluate the usability and security of hardware prototypes. At a time where
new technologies are constantly becoming part of people’s lives and affect how and where
technologies are being used, it is important to understand how USEC research can be facil-
itated and advanced to cope with the emerging challenges and to mitigate potential threats
before they become reality [17]. Existing research methods such as online surveys and the
variety of web-based research methods (cf., Section 2.2.3) are not adequate for contributing
usability and security evaluations on USEC prototypes as they do not allow participants to
interact with and experience the prototypes in real-time.

In comparison to HCI where novel research methods, for example, VR studies [291, 528],
have found application and contributed to noteworthy contributions to the field, there is a
lack of equivalent validation research, as done by, for example, Mäkelä et al. [291] and Voit
et al. [528], that would allow the USEC community to seamlessly adopt VR studies for
usable security research. To contribute insights into the use of VR studies for USEC research,
this thesis applies, for the first time, VR as a research method for the usability and security
evaluation of virtual replicas of real-world artefacts that replicate look, feel, and functionality
in VR simulations of real-world contexts where prototypes are intended to be used. To validate
the results from USEC research on virtual replicas in VR, and to provide important empirical
evidence of the validity of VR studies for USEC research, comparisons are drawn to studies
in physical lab environments. This helps the thesis in pinpointing the similarities and potential
differences between VR studies that simulate reality and more traditional studies in physical
laboratory environments.

Due to the VR research approach this thesis introduces and validates for USEC research, it is
necessary for this thesis to provide a summary of VR research and how empirical research is
conducted within the VR research field. Additionally, the most stressing prerequisites and
VR subdomains that were consulted for the validation of the use of VR studies for empirical
USEC research are reviewed in the next section.
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2.4 Virtual Reality: An Overview

The history of VR goes back to the 1960s with the VR research field being grounded in
the computer graphics field [313, 501] and initial contributions by Morton Heilig, Senso-

rama [199], and Ivan Sutherland, The Sword of Damocle [501]. As highlighted by Steuer [491],
several definitions of VR are available and accepted within the community. A suitable defini-
tion for the scope of this thesis is: “Virtual Reality is electronic simulations of environments

experienced via head-mounted eye goggles and wired clothing enabling the end user to inter-

act in realistic three-dimensional situations.” [491]. The “three-dimensional situations” are
computer-simulated, multi-sensory environments [383], where a human loses awareness of
the HCI interface and their physical co-presence and, instead, feels present or fully immersed
in a virtual environment [120].

Since the 1960s, there have been investigations on the affordances, applications, and potential
socio-technological implications of VR [123, 181, 227, 290]. The VR research field has
grown significantly in the past few years, with one prominent and aspiring application
being simulating reality and real-world research artefacts in VR (for example, for HCI
research [291,528], neuroscience research [52,507], and fieldwork in design education [149]).
The interest in simulating real-world contexts and research artefacts in VR is motivated by
ever-increasing display fidelity, i.e., “the objective degree of exactness with which real-world
sensory stimuli are reproduced” [319], interaction fidelity, i.e., “the objective degree of
exactness with which real-world interactions are reproduced in an interactive system” [401],
and near-perfect tracking, leading towards perceptual realism and the recreation of interactions,
events, and places that increasingly represent accurate simulations of reality [475].

Reviewing the VR field as a whole is beyond the scope of this thesis as its aim is not to provide
an exhaustive overview of the VR literature, the scientific and technological challenges [120],
and how research is being conducted in the broader VR domain. However, as this thesis
applies VR as an empirical method for USEC research, the next sections provide an overview
of empirical VR research to highlight the similarities and differences between VR, HCI, and
USEC. Furthermore, the two VR subdomains and prerequisites that have been consulted when
applying and validating the use of VR studies for simulating real-world USEC research will
be discussed.

2.4.1 In Contrast to HCI and USEC: Empirical VR Research

Many of the common user-centred research methods in HCI and USEC have been adopted by
VR, including traditional lab studies [182,188,314,366], remote/online studies [339,340,400,
430, 466], online surveys [182, 366], and in-the-wild investigations [230, 486, 521]. However,
due to the hardware-heavy VR research prototypes (for example, [36, 76, 261, 461, 535]), VR
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research often takes place in controlled laboratory environments. For instance, testing a wrist-
worn haptic device that renders virtual objects into the user’s hand on demand [261] requires
inviting user study subjects to the lab to experience and interact with the prototype. Yet, with
the widespread adoption of affordable VR headsets such as the Meta Quest 2 [328], which has
been sold millions of times and is powerful enough for research purposes, researchers have
found new powerful research methods to move VR research outwith the traditional laboratory
context. The two most prominent directions of VR research methods beyond traditional
laboratory settings are studies in the wild [339, 379, 521] and online studies [340, 431, 546]:

Mottelson and Hornbæk [339] explored pointing, 3D tracing, and body illusions and compared
their findings from a laboratory setting with an in-the-wild investigation. Williamson et
al. [546] conducted a remote VR workshop to learn more about the size of virtual space and
how it influences group formations, shared attention, and personal space. Saffo et al. [431]
conducted a remote study on a social VR platform to investigate the users’ behaviours when
collaborating on a tabletop. Steed et al. [486] conducted a remote VR study on presence
and embodiment with the participants already possessing VR headsets. The availability and
affordances of VR headsets motivated Rivu et al. [400] to conduct remote VR research on
participant-owned VR headsets, contribute a framework for remote VR studies, and derive
best practices when moving traditional VR research out of physical laboratory settings.

The advancements of VR research and its research methods have opened many more opportu-
nities for the research community to benefit. Steed et al. [488] emphasised that, although the
COVID-19 pandemic has had a significant impact on the VR research field, it enabled the
fields of HCI and VR/AR to continue to forge forward with experimental work and investigate
distributed user studies which “will be useful for other areas of HCI and, indeed, any field

that relies on human experimentation” [488].

However, if the use of VR user studies finds widespread adoption for human experimentation
beyond traditional VR research, it is essential to understand its feasibility and the differences
between the various research fields before broadly applying VR studies in neighbouring
research domains. For example, in contrast to HCI and USEC, where empirical evaluations
often involve usability testing and contributing answers to common usability questions, the
core research interests of VR researchers are quite different. Novel VR input techniques still
raise typical HCI questions, like how usable the system is or how quickly users can provide
input [346, 465]. Yet, VR research is additionally concerned with avatars [168], 3D and
volumetric display and projection technologies [211, 220], locomotion [109], and the sense
of presence [208, 453], among others. Two of these fields, namely research on the VR users’
sense of presence and VR avatars, were applied in this empirical thesis research. First, to
inform the design of a user representation in VR for security evaluations in Section 4.7 and
Section 4.8 in chapter 4. Secondly, to comment on the participants’ sense of presence and
perceived realism when interacting in simulated VR environments with virtual artefacts of



2.4. Virtual Reality: An Overview 41

real-world prototypes in chapter 5 and chapter 6.

The following section provides an overview of the research on the concept of presence,
including place illusion, plausibility illusion [475], interactional realism [549], and VR
avatars. Both VR domains have been consulted and utilised when validating the use of VR
studies for usability and security research. Other common VR research domains, for example,
research on locomotion and navigation [468] or body ownership [170], are beyond the scope
of this thesis; however, they surely deserve attention when aiming to establish the use of VR
studies as a research method across various human-centred research disciplines.

2.4.2 Prerequisites for Applied Empirical VR Research in USEC

Although the contributions of this thesis are situated in the HCI and USEC fields, it is
important to review the VR concepts that have been consulted and applied when validating the
use of VR studies for simulating real-world USEC research. This thesis will show in chapter 5
and chapter 6 the importance of the user study participants’ sense of presence in virtual
environments when immersing them into simulations of plausible real-world experiences.
The research in Section 4.7 in chapter 4 will show that avatars play an important role when
using shoulder surfing as an example of a security evaluation of USEC prototypes. Therefore,
the existing literature about the concept of sense of presence (cf., Section 2.4.2.1) and user
representations in VR (cf., Section 2.4.2.2) is reviewed.

2.4.2.1 Sense of Presence: Being Part of the VR Environment

The concept of presence, the “feeling of being there”, is rooted in teleoperator systems where
users have the feeling of being at the place of a remote physical robot they are operating.
Presence can be defined as the “subjective experience of being in one environment (there)
when physically in another environment (here)” [554]. The factors that elicit a sense of
presence, including genuine cognitive, emotional, and behavioural responses [415], together
with the various questionnaires that allow researchers to collect data about the users’ sense
of presence [453], highlight the complexity (and inconsistencies [474]) of the concept,
terminology, and application of presence.

“if one thinks that the level of social presence created by interaction with an

mixed reality application is of interest, one should absolutely measure social

presence using a widely-used instrument [...] However, one should not take

this to mean that social presence is a construct relevant to every mixed reality

experience, nor should one assume that an experience that elicits more social

presence than another is superior. The constructs that determine the effectiveness
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of a given application or experience are intrinsically linked to its purpose.” –

Skarbez et al. [471]

Questionnaires such as the IPQ [410, 451, 452] or the Slater-Usoh-Steed questionnaire [478,
520] are intended to be used for virtual environments (cf., “Appendix. Comparison of
Presence questionnaire attributes” in [287]). However, reality is quite different: various works
have compared the sense of presence across different realities, for example, across AR and
VR [523, 558], when blending in real-world snippets [314], or for non-immersive desktop
VR settings [37, 65]. Despite the different interpretations of the term “sense of presence” and
how and where presence questionnaires should (and can) be applied, when people behave in a
virtual environment similarly to how they behave in an analogous scenario in the real world,
then it can be argued that there is some sign of presence [474]. Sense of presence can be
divided into two orthogonal components that contribute to VR users’ realistic behaviour [475]:
Place Illusion (PI) and Plausibility Illusion (Psi). PI refers to a human’s sense of “being there”
and how they perceive such a virtual environment, despite being certain that they are not
(physically) there. In contrast to PI, Psi refers to the content that is actually perceived. It is an
illusion that what is happening within VR is actually happening, although you can certainly
tell it is not [475]. Assuming that a human feels “being there” (PI) and perceives the events
that are happening within a virtual environment as happening (Psi), they are exposed to this
experience and likely to behave as they would in reality [475, 476].

Existing research showed that improving visual and interactional realism leads to increases in
presence [86]. For example, mimicking the tactile sensations and forces of genuine actions
contributes towards interactional realism. Over the years, different VR prototypes that provide
VR users with haptic feedback, therefore contributing towards interactional realism, have been
proposed and evaluated, including stationary prototypes [249, 469], haptic proxies through
handheld controllers [167, 261, 460], and haptic gloves [511, 516]. As this thesis will show, a
location-mapped physical surface, similar to the one developed by Kim et al. [249], already
contributes to some sense of perceived interactional realism (cf., chapter 4). In contrast, the
absence of tactile feedback can negatively impact a user’s perception of authenticity when
simulating real-world environments and prototypes in virtuality (cf., chapter 6).

The concept of the “sense of presence” has been applied in this thesis at several places to
allow the thesis to comment on the participants’ sense of being part of realistic real-world
scenarios and investigate their perception of reality when being exposed to VR replicas of
real-world contexts and research artefacts. Section 5.3 in chapter 4 will apply the IPQ [451]
to learn more about the users’ sense of presence when observing authentications using
three different observation methods, including traditional 2D video observations [29, 308]
and non-immersive/immersive VR observations (cf., Section 5.3.2.2). Similarly, Section
5.4 in chapter 4 will use the IPQ to compare the participants’ sense of presence across
five different authentication scenarios and environments, including different realities (VR
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and reality), simulated laboratory environments, and simulated public spaces. Finally, the
research in chapter 6 will use the IPQ [451] and the TPI social realism questionnaire [287] to
comment on the participants’ sense of presence when experiencing a replicated real-world
ATM authentication scenario in VR. The IPQ questionnaire [451] and its subscales, including
spatial presence, involvement, realism, and sense of being there, have been consulted and
applied in this thesis because the IPQ is a standard, widely-used measure for a user’s sense
of presence that is well understood and has found widespread application [453]. However,
its deficiencies in learning more about social realism have led the research community to
commonly supplement it with additional qualitative feedback and scales, which this thesis
supports through additional qualitative data (for example, Section 5.3.5.4 and Section 6.6.8).

2.4.2.2 User Representations in VR

Several researchers have investigated the impact of avatars on VR users, including the
perception of self-avatars, i.e., a 3D representation of a human that is aligned with their body
and movements in reality, and of others’ avatars, i.e., virtual bystanders that are represented
through VR avatars. First, this section provides a short overview of research on VR avatars
and the perception of self. It then reviews the literature on the impact of co-located VR avatars
on a VR user (for example, the effect of avatars on co-presence, the “subjective experience of
being together with others in a computer-generated environment, even when participants are
physically situated in different sites.” [564]).

Slater et al. [479] argued that the way humans and their bodies are represented in VR plays a
primary role in virtual environments as it is the representation of self and lays the foundation
of an interaction model for body-centred interactions. Several works found that a minimum
level of self-avatar fidelity is required to change the user’s perceptual judgements (for example,
spatial perception [334]) and contribute towards realistic interaction in VR. Roth et al. [424]
argued that the lack of behavioural cues such as eye gaze and facial expressions of VR
avatars can be partly compensated, enabling VR researchers to use abstract avatars to provide
universal generic representations of humans in a relatively affordable and straightforward
way. Others found that a personalised cartoon-like virtual character exhibited a higher sense
of body ownership and presence compared to a realistically reconstructed avatar from real
imagery of the owner [223]. Steed et al. [489] concluded that active self-avatars enhance a
VR user’s ability to perform specific cognitive tasks and that self-avatars are essential for
direct manipulation tasks. Gonzalez-Franco et al. [165] found that whenever the virtual
body of a VR user does not align with the physical body, the user tends to unconsciously
follow their avatar movements and compensate for the technological gap. Indeed, user
performance and experience (for example, the sense of presence, embodiment, or danger) are
not degraded by abstract visual user representations compared to avatars that manifest high
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visual fidelity [289].

When it comes to the impact of VR avatars on others (for example, virtually co-located VR
users), Piumsomboon et al. [386] showed that the presence of an adaptive avatar, a “Mini-Me”
avatar which represents the VR user’s gaze direction and body gestures while it transforms
in size and orientation, significantly improved social presence and the overall experience
of collaborations in virtual environments. Saffo et al. [431] emphasised the importance of
avatar selection in their guidelines for social VR studies and argued that it is important to have
answers on the avatar design early on in the design process. Others suggested that abstract
avatars with, for example, head and hands only, already produce an increased feeling of
co-presence and behavioural interdependence [198]. Jo et al. [224] showed that a cartoon-like
avatar created stronger co-presence than a conventional 2D video-based avatar but was less
trustworthy than a realistic avatar. Casanueva and Blake [72] found significant differences
between co-presence generated by realistic human-like avatars, cartoon-like avatars, and
unrealistic avatars, with the human-like ones achieving the highest sense of co-presence.
Others argued that avatars are the basis for creating realistic scenarios in VR [475] and can be
used to “recreate and evaluate humans responses to realistic scenarios” [221].

Overall, the VR community has put in notable effort in defining how VR users can (and
sometimes should) be represented in virtual environments. The choice of avatar often depends
on the context, the investigators’ research questions, and the resources available [166, 289],
which prohibits the community from defining a universal avatar suitable for all the various
research interests, contexts, and applications. Virtual social environments like Mozilla
Hubs [341] or Ubiq [148] use abstract avatars that show eyes and hands only. In contrast,
Microsoft relies on highly realistic human-like avatars as part of their Rocketbox avatar
library for research and educational use [168,169], with follow-up work on animating motion-
captured movements into the Microsoft Rocketbox library to provide researchers from various
domains with interactive avatars [166].

As a result of the large variety of VR avatars and their effect on the VR users’ sense of
presence and co-presence, Section 4.7 will explore the impact of different avatar fidelities
on the bystanders’ interaction identification performance. In other words, it complements
previous research that investigated the effect of avatars on the VR users’ behaviour and
co-presence and compares, for the first time, how well different avatars are observable when
performing human gestural movements, including touch gestures, mid-air gestures, and eye-
gaze movements. The research in Section 4.7 will show that abstract avatars and their gestural
movements are rich enough when the aim is to evaluate a USEC prototype’s security against
observations, which Section 4.8 will then put forward through an in-depth security evaluation
and comparison to a real-world study. To contribute towards a VR user’s co-presence and
perceived social presence [47], and to provide user study participants with realistic virtual
simulations of real-world contexts, research in chapter 5 and chapter 6 will make use of
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animated human-like avatars as part of Adobe’s Mixamo avatar library [11] for simulated
real-world bystanders. These avatars will be used in chapter 5 and chapter 6 as previous work
highlighted their advantages over abstract avatars when aiming to elicit a sense of co-presence
in VR [72, 224]. The avatars from Adobe’s Mixamo avatar library [11] were animated when
simulating real-world contexts in Section 5.4 of chapter 5 and in chapter 6 as movement
realism can create a strong sense of social presence, despite the absence of photorealism [175].

2.4.3 Summary

This literature review section first reviewed empirical VR research and how it differs from the
HCI and USEC research fields. It then provided a short overview of two relevant VR concepts
for the empirical VR research chapters in this thesis: the sense of presence, the key concept
when studying user interactions in VR [79], and the different virtual representations of users in
VR. The review has shown that empirical evaluations in VR range from traditional lab studies
to remote VR studies where researchers make use of participant-owned VR headsets [400].
Research is now required to show how the discussed VR concepts are applied in VR studies
that simulate real-world USEC research and allow for the usability and security testing of VR
replicas of real-world contexts and research artefacts. This thesis will put forward such an
investigation and considers the sense of presence and VR avatars – along with the usability
and security research in the empirical research chapters in chapter 4, chapter 5, and chapter 6
– for the evaluation of VR replications of real-world environments and prototypes.

2.5 Authentication Prototypes and User Evaluations

So far, the literature review has touched on the broader USEC research field, its challenges,
and on common research methods in HCI, USEC, and VR. It then discussed the VR concepts
that will be consulted and utilised for the validation of VR studies for USEC research. Now
that the thesis has reviewed and discussed how research is done in HCI and USEC and
reviewed the VR literature relevant to this thesis, the final section of the literature review
investigates the landscape of human-centred authentication prototypes and the empirical
evaluation of authentication prototypes. Reviewing the authentication literature helps the
thesis to narrow its scope from the larger USEC field to a more specific subdomain whilst
putting the findings into the context of the broader field. For the research in this thesis,
authentication, which is a major theme in USEC research [155] and the most addressed USEC
research topic [110], remains in the spotlight and is reviewed in the next sections.
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2.5.1 Authentication Research: An Overview

“The role of security is a supporting one—to protect assets and activities that users care about
[...]” [437], a quote by Sasse and Fléchais that expresses the importance, but at the same
time the supporting role, of authentication in people’s daily lives. Authentication, the process
or action of verifying the identity of a user or process, is a recurring task. Florêncio and
Herley [138] found that people use, on average, 8.11 passwords per day. However, going
through an authentication process is usually not people’s primary task [437]. The secondary
role of authentication can be illustrated with the following example: Imagine the scenario
where a student wants to access course materials from the university’s online platform. In this
case, the student’s primary goal is not to authenticate, but to access the course material.

To design unobtrusive, usable protection mechanisms whilst providing people with secure
systems, researchers have put forward a large body of prototypes that aim to improve the
usability and the security of authentications. These authentication methods are commonly
classified into: 1) something the user knows (a secret), 2) something the user is (a property),
and 3) something the user has (a secret token). In 2012, Bonneau et al. [53] highlighted that
no authentication method retains the benefits that legacy passwords provide, hinting at the
fact that the quest to replace secrets (for example, passwords) has not been solved [53].

As this review will show, biometric authentication methods (for example, Apple’s Touch ID)
are often considered to be the holy grail for authentication. Systems of this kind are fast, easy
to use, widely applied in commercial products (for example, fingerprint to unlock Android
devices or Optic ID to unlock Apple’s Vision Pro reality headset [23]), and do not require
users to recall secrets. However, despite their advantages over traditional knowledge-based
authentication, biometric systems introduce privacy concerns [12, 84, 203, 559]. Furthermore,
there are many situations in which biometrics do not work (for example, when users have
wet fingers or due to low lighting conditions [38, 391]). Herley and van Oorschot [203]
emphasised that it is challenging to establish a minimally privacy-invasive biometric solution
that protects users to the same extent as knowledge-based authentication:

”Repeated and sustained effort has failed to uncover a silver-bullet replacement

for passwords. It’s time to admit that this is unlikely to change. No single

alternative technology is likely to possess the combination of security, usability,

and economic features that meet all goals in all situations” – Herley and van

Oorshot [203]

Given the biometrics’ existing shortcomings, it is unlikely that knowledge-based authenti-
cation mechanisms will disappear entirely from the surface, at least not soon. The research
presented in this thesis tackles the authentication problem at its source, which is authentication
based on the knowledge factor [53]. It reviews the entire authentication research, including
(behavioural) biometric prototypes, but the focus of validating the use of VR studies is on
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Table 2.1: A set of scientific contributions on authentication research that involve at least one
human-centred evaluation and at least one prototype published in ACM TOCHI, ACM CHI,
and USENIX SOUPS. Contributions are sorted by venue and publication year.

Authors Venue Year Study Type # of Participants Main Prototype Implementation Device Authentication Type Evaluation

Lab Online Field Usability Security

Everitt et al. [132] CHI 2009 – 3(2x) – N = 110, N = 69 software traditional desktop knowledge 3 –
De Luca et al. [101] CHI 2009 3 – – N = 24 hardware public display knowledge 3 3

Kim et al. [248] CHI 2010 3 – – N = 21 software multi-touch device knowledge 3 3

De Luca et al. [96] CHI 2012 3 – 3 N = 48, N = 34 software smartphone knowledge 3 3

Sae-Bae et al. [429] CHI 2012 3 – – N = 34 software multi-touch device knowledge and biometrics 3 3

De Luca et al. [102] CHI 2013 3(2x) – – N = 20, N = 24 hardware smartphone knowledge 3 3

De Luca et al. [98] CHI 2014 3(2x) – – N = 32, N = 4 hardware smartphone knowledge 3 3

Buschek et al. [63] CHI 2015 3 – – N = 28 software smartphone knowledge and biometrics – 3

von Zezschwitz et al. [530] CHI 2015 3(4x) – – N = 18, N = 3, N = 16, N = 3 software smartphone knowledge 3 3

Holz et al. [207] CHI 2015 3 – – N = 12 software smartphone biometric – 3

Hamdy et al. [187] ToCHI 2011 3 – – N = 274 software traditional desktop biometric 3 3

Mathis et al. [308] ToCHI 2020 3 – – N = 23, N = 21, N = 15 software VR headset knowledge 3 3

Wiedenbeck et al. [543] SOUPS 2005 3 – – N = 32, N = 83 software traditional desktop knowledge 3 –
Tari et al. [506] SOUPS 2006 3 – – N = 20 software traditional desktop knowledge – 3

Chiasson et al. [75] SOUPS 2007 3 – 3 N = 43, N = 191 software traditional desktop knowledge 3 –
Forget et al. [140] SOUPS 2008 3 – – N = 83 software traditional desktop knowledge 3 3

Hayashi et al. [196] SOUPS 2008 3(3x) – – N = 6, N = 54, N = 45 software smartphone knowledge 3 –
De Luca et al. [95] SOUPS 2009 3(3x) – – N = 10, N = 21, N = 1 software and hardware traditional desktop knowledge 3 3

Zakaria et al. [565] SOUPS 2011 3(2x) – – N = 68, N = 30 software personal digital assistant knowledge 3 3

Hayashi et al. [195] SOUPS 2013 3 – 3(2x) N = 128, N = 32, N = 18 software smartphone knowledge 3 3

Harbach et al. [191] SOUPS 2014 – 3 3 N = 260, N = 52 software smartphone any 3 3

Xu et al. [562] SOUPS 2014 – – 3 N = 32 software smartphone biometric 3 3

knowledge-based authentication methods. Yet, investigating and validating the use of VR
studies for empirical research on (behavioural) biometrics surely deserves some attention in
the future and can build upon the findings of this thesis.

2.5.2 Design Space of Authentication Prototypes

The design space of authentication prototypes covers novel authentication methods for mul-
tiple devices, including novel authentication schemes for public displays [101, 118, 537],
smartphones [180, 239, 243], smartwatches [177, 353], smart homes [323, 390], and VR/AR
headsets [150, 158, 308]. A query-based10 review of scientific contributions within the ACM
TOCHI, ACM CHI, and USENIX SOUPS proceedings from 2001 until 2022 (inclusive)
has been conducted to provide a glimpse into the design space of authentication research
that involves prototypes and user evaluations. ACM TOCHI is the flagship journal of HCI
research, CHI is the premier international conference of HCI research, and SOUPS is the
premier venue for interdisciplinary research on HCI, security, and privacy. These proceedings
were reviewed because a large percentage of USEC papers are published at these venues,
particularly at SOUPS and CHI [110].

The query-based review resulted in 157 eligible papers for CHI, 68 for SOUPS, and six
for TOCHI. The papers were then ordered from most cited to least cited and filtered based
on two criteria: including at least one prototype and at least one user evaluation. The ten
most cited papers from each venue that involve at least one prototype and at least one user

10The search query was: “”query”: Title:(authentication) OR Keyword:(authentication) OR Ab-
stract:(authentication) ”filter”: Conference Collections: CHI: Conference on Human Factors in Computing
Systems, E-Publication Date: (01/01/2001 TO 06/30/2022) ” for CHI in June 2022. The same query-based
review was conducted within the TOCHI and the SOUPS proceedings. For SOUPS, the proceedings were
additionally manually browsed to cross-validate the review.
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evaluation are reported in Table 2.1. Note that there are only two articles published in ToCHI
that comprised an authentication prototype and an empirical study. The list in Table 2.1 is
by no means exhaustive, and it is not the aim of the review to provide a holistic overview of
the entire authentication landscape. However, Table 2.1 sets the context for the following
sections by showcasing the study types and evaluations of well-cited authentication works
that involve prototypes and user testing. As Table 2.1 shows, a large body of authentication
prototype research took place in the lab. From the table presented, two works were conducted
online, five in the field, and the remaining studies were conducted in conventional laboratory
settings. The majority of the works discuss software prototypes, and most of them employ
knowledge-based authentication. Sample sizes range from one participant [95] up to 274
participants [187], depending on the nature of the study.

In the following sections, the literature in all three knowledge-based authentication categories
defined by De Luca et al. [101] is reviewed: software-focused authentication solutions,
hardware-focused authentication solutions, and solutions based on the users’ personal devices.
Authentication methods that make use of a variety of input methods such as eye-gaze input
[6, 243, 245], mid-air gestures [26, 245], and touch gestures [96, 102, 245] are discussed.
Finally, a review of biometric authentication methods, the study types commonly applied in
authentication research, and domain-specific research challenges is put forward.

2.5.2.1 Knowledge-Based User Authentication

This section discusses the variety of knowledge-based authentication prototypes, including
software authentication solutions, hardware authentication solutions, and authentication
methods based on hardware owned by the users.

Software-Focused Authentication Solutions. Software solutions aim at solving the
authentication problem on a software level. They often strive to make observations, like
shoulder surfing [125], more challenging even if attackers can observe both the input and the
output of an authentication procedure. De Luca et al. [99] proposed ColorPIN, a highly secure
software-based authentication scheme for ATMs that maps a colour and a PIN element to a key
on a traditional keyboard. Kim et al. [248] evaluated different software-based authentication
methods for tabletops in public spaces that exploit multi-touch interaction to inhibit shoulder
surfing. In their prototype, the user increases the pressure on one finger per hand in predefined
coloured pressure zones to communicate an (x,y) coordinate and select the corresponding
object in the grid. Tan et al. [505] proposed an onscreen virtual keyboard authentication
method that allows for private input by utilising a randomised keyboard layout and cycling
through shift states to indicate the user’s intended input. Roth et al. [425] proposed cognitive
trapdoors as a highly secure PIN-entry method. Users are presented with digits in black or
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white colour. Depending on their PIN, they need to press either the black or the white button
several times. The system then determines the correct PIN digit by intersecting multiple
distinct PIN element sets [425]. All these prototypes utilise software implementations to
enhance authentication and provide end-users with usable and secure authentication methods.

Hardware-Focused Authentication Solutions. In contrast to software solutions, hard-
ware solutions make use of additional hardware for improved security and usability. Dunphy
et al. [118] employed eye-tracking hardware to evaluate gaze-contingent passwords at ATMs,
highlighting the use of eye gaze for user authentication in public and its resistance against
observations. Sasamoto et al. [434] proposed an authentication system that requires users to
identify the location of their password element by moving a trackball to different positions.
While a graphical display presents several images, the trackball simultaneously informs the
user about the mapping of the buttons, making observations close to impossible [434]. Deyle
et al. [107] proposed a tactile PIN entry mechanism that can be operated without any visual
output. Their hardware prototype utilises solenoids with pins that can be raised/lowered
by applying electric current to an embedded electromagnet [107]. Bianchi et al. [42] pro-
tected user authentications from observations using tactile cues. Their prototype hardware
encodes passwords as a sequence of randomised vibration patterns, making it impossible for
an attacker to observe the input. Marky et al. [299] presented 3D-Auth, 3D-printed physical
hardware tokens for advanced user authentication. Similarly, Hwang et al. [214] proposed
passive control widgets for tangible interaction on and around mobile devices, with user
authentication as one potential application.

Authentication Solutions Based on the Users’ Personal Devices. The third cat-
egory, solutions based on the users’ devices, makes use of hardware the users typically
already own. Guerar et al. [176] proposed an authentication system that relies on the user’s
smartphone and uses a QR code to match colours to digits. Sharp et al. [457] used the user’s
personal device to view a one-time password for authentication at public displays. Nyang
et al. [361] proposed utilising the user’s smartphone to obtain a random permutation of a
keyboard layout to authenticate in public. De Luca et al. [101] used the user’s mobile device
for secure authentication based on shared “lies” on a public terminal. Their prototype utilises
the user’s phone for tactile feedback and provides secret information when to add an overhead
of “lies” to the input [101]. Khan et al. [247] used a mobile device to allow for obfuscated
PIN template input. Users receive a PIN template (for example, [48**29**]) on their device
that they then combine with their PIN to authenticate. Winkler et al. [553] tested a private
near-eye display to communicate keypad layouts to users when authenticating on a mobile
device, whilst Yi et al. [563] proposed leveraging the user’s smartwatch and acoustic tones to
unlock mobile devices.
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In summary, the discussed prototypes rely on the knowledge factor (i.e., something the
user knows); however, each prototype is unique in its design and may involve software of
hardware components to a greater or lesser extent in contrast to other prototypes. The range of
knowledge-based authentication methods highlights the variety of authentication prototypes,
which are further supplemented by biometric authentication methods.

2.5.2.2 Biometrics for User Authentication

Although the classification of knowledge-based authentication into software-centred, hardware-
centred, and solutions based on users’ devices can, theoretically, also be applied to (be-
havioural) biometric authentication methods, biometric systems rely on the inherence factor,
i.e., something the user is. Therefore, contrary to knowledge-based authentication systems,
biometric authentication systems are often classified into two groups: physiological biometrics
and behavioural biometrics. Whilst the former is about ”something the user is”, like fingerprint
or heart rate, behavioural biometrics are concerned about ”how the user behaves”, involving
parameters such as a person’s keystrokes when typing [335] or their movements [381].

One of the first smartphones with a biometric authentication method, i.e., fingerprint sen-
sor, dates back to the year 2007 [32]. Since then, the human-centred security community
has proposed and investigated users’ perceptions of a plethora of biometric authentication
mechanisms, some of which are reviewed in the following paragraphs.

Physiological Biometrics for Authentication. De Luca et al. [97] conducted an on-
line survey to better understand people’s reasons for using or not using Apple’s Touch ID
and Android’s Face Unlock mechanism on mobile devices. They found that usability and
security were the most mentioned reasons for using, not using, or deactivating Touch ID and
Face Unlock [97]. Schneegass et al. [448] proposed “SkullConduct”, a biometric system that
uses bone conduction of sound that traverses through the user’s skull. Osadchy et al. [374]
introduced SCiFI, an authentication system for secure and privacy-preserving computation
of face identification. Singh et al. [470] investigated biometric electrocardiogram (ECG) for
user authentication and combined their ECG-based biometric system with face biometrics
and fingerprint biometrics for increased security.

Despite the promising results and applications of biometric authentication systems, Prange
et al. [391] found that the usability of biometric authentication systems often depends on
the context. For example, wet fingers impact a biometric system’s functionality [266, 391].
Matsumoto et al. [310] pointed out the problem of impersonation by using artificial ”gummy
fingers”. There are many more works on physiological biometrics for authentication, including
works that highlight challenges regarding accessing sensor data at a large scale [77, 422] and
data sharing practices that put users’ privacy at risk [203, 327, 388].
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Behavioural Biometrics for Authentication. As a result of the long-lasting password
problem [53], and the drawbacks of physiological biometrics, a plethora of behavioural
biometric authentication mechanisms have been proposed. Pfeuffer et al. [381] studied
how different body motions can be used for behavioural biometric authentication in VR.
Shen et al. [459] used gait recognition to authenticate users in mixed reality applications.
Similarly, Mustafa et al. [345] used head, hand, and body movements for user authentication
while participants had to move towards virtual balls that randomly appeared within a virtual
environment. A recent work by Liebers et al. [282] investigated the feasibility of implicitly
identifying users by their hand tracking data in virtual environment. They found that users are
identifiable with up to 95% accuracy across sessions using an explainable machine learning
approach on the users’ hand tracking data [282].

Despite the promising examples of using behavioural biometrics for authentication, there is re-
search that highlighted the users’ reluctance in adopting them and that behavioural biometrics
may not work in the various authentication contexts. For example, Mecke et al. [323] investi-
gated the users’ perceptions of physical, biometric, and behavioural authentication concepts
to open doors, finding that participants value being in control of the authentication through the
possession of a physical token (i.e., a key). Miller et al. [331] highlighted a noticeable drop in
the authentication accuracy when considering cross-system behaviour-based authentication
mechanisms (for example, when authenticating across various VR/AR headsets).

In summary, whilst biometric authentication is considered to be fast and implicit, it often
requires sharing personal data with third parties, which can be (and have been [113, 508])
stolen. It is challenging to change biometric passwords [492] and users can be forced into
using their physiological biometrics without consent. Additionally, not all users are willing
to use biometric authentication [388] and applications would require long-term, permanent
access to sensor data at a huge scale [422], raising ethical questions as the collection and
storage of sensitive data can result in a leak of personal data [12, 84, 422, 559].

Some of the disadvantages of traditional biometrics motivated Liebers et al. [283] to investigate
“Functional Biometrics”. Functional biometrics treat the human body as a function that
transforms a stimulus from an underlying authentication system and outputs a resulting body
reflection metric, which is received as a characteristic response by the authentication system.
An excellent authentication example that made use of the concept of functional biometrics is
the work by Schneegass et al. [448] in which they developed and tested a research prototype
that utilises the bone conduction of sound through the user’s skull for user authentication.
Their prototype implementation achieved a user identification accuracy of up to 97.0% when
comparing the data from ten participants [448].

Whilst functional biometrics can overcome some of the existing challenges of biometric
authentication, for example, the lack of changeability of biometrics, at the time of writing this
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thesis, it is unclear how such systems can be integrated into existing systems and how they are
perceived by users. This is not to say that biometric authentication systems are not promising,
as evidenced by some widespread adoptions in commercial systems (for example, Apple’s
Touch ID); however, many challenges must be addressed before biometric authentication can
deliver reliable and secure authentication. Biometric schemes often require a non-biometric
fallback method, such as entering a 4-digit PIN when fingerprint authentication authentication
does not function. This is another reason why knowledge-based authentication systems have
a reason to exist and are likely to be part of people’s lives in the (near) future. Therefore,
whilst this thesis put forward a review of both the knowledge-based authentication field
and the biometric authentication field, the validation of using VR studies for real-world
USEC research focuses on knowledge-based authentication in the remainder of this thesis.
Investigating the use of VR studies for biometric authentication prototypes is an interesting
direction, and although beyond the scope of this work, it surely deserves some attention in
the near future (for example, to build upon the Wizard of Oz study by Mecke et al. [323] and
simulate realistic behavioural biometric authentication scenarios in VR).

Now that the review has discussed the broader human-centred authentication field and the
corresponding prototypes, the next section concludes the thesis’ review by discussing common
empirical research methods when evaluating authentication prototypes and highlighting the
associated research challenges.

2.5.3 Authentication Prototypes and Empirical Research

USEC researchers often deal with the usability and security of their authentication prototypes.
Considering both is important because prototypes that are not usable will be misunderstood
by users, likely putting their security at risk. Kainda et al. [231] argued that there is a “blurred
line dividing usability and security factors – some of the usability factors cause users to
behave insecurely, and some of the security factors obviously impair performance”. Sasse
and Fléchais [437] emphasised that systems are often too complex for many users and that
the research community needs to do better in designing and implementing USEC artefacts.

Evaluations of authentication prototypes can be roughly classified into usability and security,
but usability and security investigations vary a lot [56, 544]. Many factors affect the users’
experience in knowledge-based user authentication, including human factors (for example,
cognitive disabilities, age, cognitive styles) and technological factors (for example, the device
used for interaction) [236]. Contextual factors such as the age of the users can further
impact a system’s usability [355] and the users’ security preferences [396]. Over time,
the USEC community has established some “best practices” when designing and evaluating
authentication prototypes. For example, task efficiency, the time needed to authenticate, task

effectiveness, the number of authentication attempts, and the users’ preferences are prominent
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usability metrics when proposing and investigating novel authentication prototypes [236]. For
security evaluations, researchers often opt for trained attackers who observe authentications
[43, 101, 308] or perform a theoretical security analysis [4, 99, 180].

In contrast to the broader USEC field, where online surveys are widely applied to forge forward
USEC research, the evaluation of authentication prototypes often requires lab studies that
allow participants to experience the prototypes in action and in a controlled (lab) environment
(cf., Table 2.1). There are some evaluations of novel authentication methods based on online
studies [132, 141], but those are often the exception and only feasible if the prototypes do not
rely on specialised or custom-built hardware. The design, implementation, and evaluation of
USEC prototypes introduce unique challenges, which this thesis reviews in the next section.

2.5.4 Research Challenges in the Authentication Research Field

Garfinkel and Lipford [155] put forward key challenges in the broader USEC field, including
the inherently interdisciplinary nature and the user evaluation challenge where users are not in
a position to evaluate a system’s security or their security behaviour. The following sections
put a variety of the more general USEC challenges in the context of authentication research
and discuss them based on existing works in the literature.

2.5.4.1 The Interdisciplinary Nature of Authentication Research

Authentication research is interdisciplinary in its nature. A famous example that showcases the
interdisciplinary nature of authentication research and its challenges is the USEC prototype by
De Luca et al. [102]. Their prototype consisted of two smartphones attached to each other and
presented users with a front and back screen for input. The form factor of their initial research
artefact, including the size and the weight, was a burden for one-handed interaction [102]. As
a result, the usability results were not generalisable. A year later, De Luca et al. [98] built a
thinner and lighter hardware prototype using 3D printed cases and investigated its impact on
the usability findings. They found that a more professional research artefact, together with
an enhanced algorithm, positively impacted the user experience, highlighting the importance
of prototype fidelity when conducting usability evaluations. In a similar vein, several of
Mecke et al.’s prototypes required expertise in building hardware prototypes despite not being
fully implemented [323]. Others such as Islam et al. [219] developed a touch sensor for
augmented reality glasses for usable and secure authentication. They created an authentication
prototype using two printed circuit boards, a touch sensor, and an Arduino (a single-board
microcontroller). Similarly to De Luca et al. [102], they discussed an improved version of
their prototype to more practically integrate it into eyewear and to investigate the impact of
the prototype’s size on usability [219].
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The discussed examples touch on the interdisciplinary nature of USEC research: researchers
are often required to have expertise in building hardware prototypes, conducting empirical
research, and considering the impact of the prototype’s fidelity and form factor on usability
and security evaluations. Designing, building, and evaluating authentication prototypes
often requires knowledge in HCI, engineering, USEC, and the expertise from many more
neighbouring research areas to fulfil the overarching goal: eventually providing end-users
with usable and secure systems.

2.5.4.2 Authentication Research and User Evaluations

Compared to traditional HCI research, where a lot of emphasis is on the usability of systems,
USEC research is additionally concerned with the user behaviour and how contextual factors
impact a system’s security. Section 2.3 has already touched on user evaluations in the broader
USEC space. This section discusses the more specific evaluation challenges when exploring
the strengths and weaknesses of authentication prototypes.

Empirical evaluations in authentication research are particularly challenging due to the
authentication’s secondary role in reality [437], the ethical and legal constraints when going
into the wild [100, 529], and the ecological validity concerns when conducting and simulating
authentication research in the lab. For example, instructing participants to pay attention to
privacy and security in a lab study biases them and does not represent a realistic scenario
someone would experience in real life [482]. Whilst in situ studies are possible, they are
often accompanied by ethical and legal constraints [100, 529], restricting the USEC research
that is possible in the wild. An excellent example is the field study of real-world ATM
use by De Luca et al. [100]. Their observations led to forward-looking insights into the
people’s behaviours when interacting with and authenticating on ATMs; however, ethical
and legal constraints prohibited detailed video recordings of the keypad and the users’ inputs.
The challenges around ecological validity, i.e., the extent to which user study participants
behave the way they would in real life, are commonly known in the USEC domain [133, 259].
However, solving the lack of high ecological validity completely remains challenging due to
the authentication’s secondary role [437]. To contribute towards solutions to these challenges,
researchers introduced deception to simulate, for example, an adversary’s presence [85] or
attacks during user studies [110, 121]. Dunphy et al. [118] recreated the sights, sounds,
and experiences that are typical of ATM interaction in public spaces to represent a realistic
authentication scenario. However, their simulation was still restricted to what is possible to
simulate in a physical laboratory environment. Some other attempts to contribute towards
realistic USEC research include filtering participants using self-reported data [133], using
online platforms such as Android’s Play Store to receive feedback by users who authenticate
on their own device [22], and utilising crowd-sourcing platforms, such as MTurk, to study
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larger and more diverse user samples [58].

The work presented in this thesis will complement and advance the existing USEC research
arsenal. Chapter 5 and chapter 6 will show how the use of VR studies facilitates more realistic
USEC research through user evaluations in reasonable approximations of real-world scenarios
without being required to access public and security-sensitive environments in the wild.

2.5.4.3 Many Roads Lead To Usability and Security Evaluations

Finding a “perfect” authentication method is challenging and often a balance between various
usability and security factors [53]. The USEC community makes use of many widely-applied
usability and security metrics (cf., [236, Table 1], [236, Table 2], and [53, Table 1]). However,
these metrics may be more relevant for a given context, and vice versa. For example, a
highly shoulder-surfing resistant authentication method that uses non-visual interaction for
discreet PIN entry [108] is more suitable for low-frequency usage than the traditional PIN
entry method due to its additional time costs. Yet, such an authentication mechanism might
not be suitable for contexts that require high-frequency usage (for example, when frequently
unlocking a smartphone). Other examples include The Memory Palace by Das et al. [91], an
authentication system that encodes authentication secrets as paths along a 3D virtual labyrinth,
which is significantly more memorable but slower than Android’s 9-dot pattern. Das et al. [91]
highlighted the system’s usefulness for infrequent authentication scenarios where speed plays
a secondary role, but acknowledged the shortcomings in scenarios where authentication may
be more frequently required.

As for security, researchers often define a threat vector, a potential risk to the system’s security.
Threat modelling is defined as the formal process of identifying, documenting, and mitigating
security threats to a system [368]. For example, an authentication method that uses smart
glasses for smartphone unlocking [553] protects the users from smudge attacks, shoulder
surfers, and camera attacks. However, the technique has not been designed against the many
other threats that might break the system’s security, such as man-in-the-middle attacks that
give attackers access to the AR user’s private near-eye display.

There are many threats to authentication systems, including having access to a list of hashed
passwords due to data breaches [237] or shoulder surfing other people during their authenti-
cation [125, 243]. Accounting for the many threat vectors is often impossible and requires
researchers to prioritise threats based on their likelihood and security severity.

“There are of course no set of rules, principles or formalisms that, when followed,

are guaranteed to produce usable computer systems. If such rules existed, we

would almost certainly all be using them, and the usability problem would be

solved.” – Garfinkel [154]
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In line with Garfinkel’s comments on designing usable systems [154, p. 43], the key message
here is that there are, of course, no rules or research methods that guarantee usable and secure
authentication prototypes and allow for strict comparisons across different works. However,
as this thesis will show in chapter 3, there is a lack of well-evaluated research methods that
allow for realistic usability and security evaluations of USEC prototypes and highlight the
potential differences to the results from lab evaluations.

2.5.4.4 The Continuously Changing Technological Landscape

The technological landscape is changing rapidly, but designers and developers often miss
the opportunity to consider the impact of novel devices and input methods on security and
privacy. A famous example of a rapid technological change is the replication study by
Sotirakopoulos et al. [482] who attempted to replicate a study on SSL warnings by Sunshine
et al. [496]. Although the work by Sotirakopoulos et al. [482] was only conducted two
years later, the replication was close to impossible due to the change in the underlying
web infrastructure of browsers. A similar trend can be seen in the vast number of devices
for which authentication methods need to be designed. Table 2.1 highlights the range of
authentication prototypes and their form factor, moving from more traditional desktop settings
to smartphones and head-worn devices, such as VR/AR headsets. Alt and von Zezschwitz [17]
argued to “fundamentally rethink the way in which we design new technologies” [17] as the
proliferation of new technologies forms several major security and privacy challenges.

It is often unclear what the new technologies are capable of collecting and how data collection
can facilitate, but also negatively impact, people’s security and privacy. In an area where
various technologies have found widespread adoption, researchers must think outside the box
when defining threat models for authentication prototypes. The need for novel authentication
methods that consider the changing technological landscape can be further demonstrated with
an example from the VR/AR domain: whilst established authentication methods such as the
Android’s unlock pattern can be adopted for new technologies (for example, for authentication
in VR [158]), individual characteristics of new technologies, such as the third dimension
of VR/AR [150, 308], open up opportunities to contribute towards more usable and secure
authentication methods. For instance, research has shown that using the third dimension of
virtual environments in combination with eye-gaze input results in highly usable and secure
authentications [157, 308]. However, due to the fast pace of the technological landscape and
the primary applications of these technologies, which are often not about security and privacy,
technology has often found its way into society before detailed USEC research has been
conducted and looped back to the systems’ designs. One such example is Meta’s VR parental
supervision tool11 that employs pattern-based authentication. Pattern-based authentication

11https://www.oculus.com/blog/introducing-future-vr-parental-supervision-tools-to-help-support-families,

https://www.oculus.com/blog/introducing-future-vr-parental-supervision-tools-to-help-support-families
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provides some level of added security, but the existing literature shows that patterns are
prone to observations and researchers have already proposed various more secure and usable
authentication methods in the last few years [157, 229, 308, 367].

2.5.5 Summary

Section 2.5 of the literature review contextualised the term “authentication” and reviewed
the existing authentication research landscape, including various prototypes, how research is
being conducted in this space, and some of the existing research challenges.

The literature is crowded with authentication prototypes, but there are only little efforts to
move research artefacts, which are often evaluated in laboratory settings (cf., Table 2.1), out of
the lab and contribute towards generating real-world impact. The overarching challenges when
conducting human-centred security research have been discussed by others, most notably by
Garfinkel and Lipford [155], who highlighted its interdisciplinary nature and the challenges
around ecological validity.

There needs to be a change in how authentication research is being conducted to solve the
existing and upcoming challenges in an era where technology becomes (or even already is)
ubiquitous and changes rapidly [17]. Addressing the challenges USEC researchers experience
when designing, building, and testing USEC prototypes, while facilitating and effectively
accelerating research in this space, is a first step towards supporting the transition of USEC
research into practice and keeping up with the fast-paced technological landscape.

The final section of this literature review summarises the main lessons learned from reviewing
the broader HCI, USEC, and VR research fields. It concludes with a discussion of how this
thesis puts forward a complementary research method that aims at supporting and facilitating
USEC research involving real-world prototypes.

2.6 Summary and Conclusions of Literature Review

The literature review discussed empirical research in HCI, USEC, and VR. It then reviewed
the authentication research landscape, including prototypes, research methods, and the current
research challenges. As discussed in section 2.2.5, the use of VR studies for simulating
real-world research has shown some promising applications in the broader HCI field. How-
ever, it is unclear how these findings transfer to the USEC field and what the challenges
are when applying VR studies as a complementary research method in USEC. Although
individual research projects discuss some obstacles USEC researchers experience during the

last accessed 22/01/2023
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implementation and evaluation of their USEC prototype, as reviewed in Section 2.5.4, many
of the more large-scale and overarching challenges are hard to map out in individual research
papers. Understanding the existing hindrances in USEC research on prototypes is essential to
map out where VR studies can best support and facilitate research in this space. Therefore,
the lack of a longitudinal and rich set of experiences and challenges USEC researchers face in
their work has motivated the first research question:

RQ1 What are the challenges that USEC experts experience when designing, implementing,
and evaluating security and privacy-enhancing prototypes?

Section 2.2.5 has discussed how HCI and neighbouring research fields have found application
for VR studies to, for example, simulate field studies on public displays [291] or conduct
detailed studies of the use of research artefacts in situ and in VR [528,539]. However, there is
still a research gap in the use of VR studies in USEC research and it remains unclear where
VR studies can facilitate and forge forward research in this space. The experts’ challenges
and experiences when conducting USEC research involving prototypes in chapter 3 and the
lack of an understanding of the applicability of VR studies for simulating real-world USEC
research have motivated the following two research questions:

RQ2 Which findings of VR-based usability evaluations on USEC prototypes match the
findings from corresponding evaluations in traditional physical lab settings?

RQ3 Which findings of VR-based security evaluations on USEC prototypes match the findings
from corresponding evaluations in traditional physical lab settings?

As this thesis discussed in Section 2.2, there is no “one-size-fits-all” research method, and
the extent to which VR studies are suitable for USEC research has not been explored until
now. Building on fundamental research that provides the first evidence of the use of VR
studies for USEC research in chapter 4, the overarching aim must be to facilitate and advance
research in this space and work towards generating real-world impact. These needs have
motivated two additional research questions that promote USEC research by a) using VR
studies to contribute towards building a bridge over the methodological gap between lab
studies and field studies (chapter 5), and b) moving traditional USEC research on real-world
prototypes out of physical laboratory environments (chapter 6). Whilst chapter 5 contributes
novel research methods for shoulder surfing research and VR-simulated in situ authentication
research, it simultaneously contributes to the validation of VR studies for USEC research:

RQ4 Can substitutional in situ studies using VR provide a bridge over the methodological
gap between lab and field studies?

RQ5 Can the use of VR studies move traditional USEC research on real-world prototypes out
of physical labs?
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The remaining chapters will address the research questions in the order they have appeared in
this thesis, starting with RQ1 in chapter 3 that presents nine key challenges impeding artefact
contributions in USEC, including challenges that have not seen in-depth discussion in prior
literature. Research in chapter 4 and chapter 5 will lay out the foundation of establishing
VR studies as a complementary research method through several replication and comparison
studies between VR and state-of-the-art research methods in the lab (RQ2, RQ3, and RQ4).
Extensive comparisons between the results collected in VR and lab studies will establish the
use of VR studies for prototype-focused USEC research and provide the basis for moving
traditional USEC research out of physical labs, which will be showcased in chapter 6 (RQ5).

The final research question is answered based on the breadth and depth of the research
conducted in this thesis. The findings and lessons learned from the research in chapter 4,
chapter 5, and chapter 6 highlight the advantages and disadvantages of using VR studies for
usability and security evaluations of USEC prototypes. Chapter 7 then answers an overarching
research question (RQ6) to provide a complete picture of this work and conclude the thesis:

RQ6 What are the advantages and disadvantages of using VR studies for USEC research
involving prototypes compared to traditional USEC research in physical laboratories and in
the field?
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Chapter 3

Scoping the Problem: Key
Challenges in Usable Security
Research

This chapter is based on the following publication:

[Publication 3] Mathis, F., Vaniea, K., & Khamis, M. (2022). Prototyp-
ing Usable Privacy and Security Systems: Insights from Experts. In Inter-
national Journal of Human–Computer Interaction. Taylor & Francis, DOI:
10.1080/10447318.2021.1949134

3.1 Introduction

P rototyping is an integral part of human-centred research and design [134, 365, 556].
Wobbrock and Kientz [556] emphasised that artefact contributions are one of the main

research contributions in HCI: where researchers design innovative prototypes, tools, and tech-
niques that demonstrate novel forward-looking possibilities or generate new insights through
implementing and evaluating the prototypes. However, as discussed in the Introduction and
the Literature Review, conducting USEC research that involves prototypes comes with unique
challenges, including hardware deployments in ecologically valid contexts and evaluations
with adequate sample sizes.

This chapter provides the first interview-based insights into the USEC experts’ challenges
when designing, implementing, evaluating, and publicising prototype-focused USEC research
to discover where this thesis can support, facilitate, and advance USEC research and contribute
towards the transition of research artefacts into practice. Interviews with twelve expert

https://www.tandfonline.com/doi/full/10.1080/10447318.2021.1949134
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and nascent USEC researchers from academia and industry who have made significant
contributions to USEC research and whose work involved prototyping novel systems were
conducted to unveil and better understand their research challenges. The interviews contribute
answers to the first research question of this thesis:

RQ1 What are the challenges that USEC experts experience when designing, implementing,
and evaluating security and privacy-enhancing prototypes?

The chapter presents nine key challenges impeding artefact contributions in USEC, including
challenges that have not seen in-depth discussion in prior literature. For example, the imple-
mentation challenges due to the scarcity of appropriate hardware; the difficulties in conducting
ecologically valid studies, especially when evaluating hardware USEC solutions; and the
lack of publication venues where novel and well-evaluated USEC systems are encouraged.
The insights from the USEC experts coupled with the in-depth discussions of the results
are valuable to the USEC community as well as to neighbouring research communities and
inform the empirical research in chapter 4, chapter 5, and chapter 6 of this thesis.

3.1.1 Chapter Structure

Section 3.2 describes the methodology applied to elicit insights into the USEC experts’
research challenges. Section 3.3 outlines the outcomes of the interviews, which were analysed
as described in Section 3.2. The results are discussed in Section 3.4. The closing section,
Section 3.5, will revisit the first research question of this thesis and outlines the next steps.

3.2 Methodology

This section describes the recruiting process of the experts, the structure of the interviews, the
research approach and analysis, and some potential limitations of the methodology.

3.2.1 Recruiting USEC Experts

The interview study went through an ethical review by the University of Glasgow College
of Science & Engineering ethics committee (ref: #300190041). Potential interviewees were
selected to obtain a mix of researchers and practitioners who work at the intersection of HCI
and USEC research. Experts who published works at USEC venues, for example, ACM
CHI and USENIX SOUPS, and had hands-on experience in designing, implementing, and
evaluating USEC prototypes were recruited. A rough literature review was conducted to
compose an initial list of suitable authors and potential interviewees. Additional people were
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added based on their HCI and USEC expertise to fill out the list. The ACM Digital Library,
IEEE Xplore, and Google Scholar was used to find scholars with published USEC work at
highly ranked HCI and security venues, for example, ACM CHI, USENIX SOUPS, and IEEE
S&P. Broad search terms like “usable security”, “usable privacy” formed the basis of the
search, which were followed-up with more specific search terms that were relevant for the
research scope: “security prototype”, “privacy prototype”. The papers were then reviewed
to identify those that included building security and/or privacy-protection solutions and at
least one user-centred evaluation. To further improve the coverage, a snowball approach was
applied: the references in the papers were reviewed for relevant titles and added to the list of
reviewed publications. Google Scholar and the dblp computer science bibliography were used
to determine the publication profile and the experience of the identified authors in the area.
The relevant identified publications were recorded for later use in the interviews. A pool of
56 potential interviewees with significant expertise in USEC and prototyping was identified.
Two researchers sorted the list with an eye towards multiple variables: selecting people with a
range of seniority, university, industry, country, research domain, and experience publishing
prototype papers in USEC venues. Researchers who were more senior and had recent USEC
prototype publications were ranked higher.

Invitations were sent out to twenty potential interviewees as a first step (cf., Appendix B). The
invitation asked if the person was willing to be interviewed about their research. Although
recruiting senior people is time-consuming and challenging, fourteen responses from twenty
invitations (70%) were secured. Two declined due to unavailability, the remaining twelve
agreed to participate. Eleven interviews took place via Skype and were audio and video
recorded with consent. One preferred an email interview, which is a viable alternative [324].
While progressing through the interviews, a few novel insights emerged after the tenth
interview. Two more interviews were conducted, and nothing new was observed in the twelfth
interview (theoretical saturation) [178]. Therefore, no additional requests were sent out.

3.2.1.1 Demographics of the Experts and Interview Material

The final interview sample consisted of 12 USEC experts (4 females, 8 males). Interviewees
were from North America, Europe, and Asia, and work in academia (6), industry (2), or in
both academia and industry (4). At the time of the interviews (November and December
2019), 10 interviewees held a PhD (1 full professor / 4 associate professors / 1 assistant
professor / 1 adjunct professor & security research scientist / 1 user experience researcher / 1
USEC research engineer / 1 research fellow). The sample included two senior PhD candidates
who had published USEC research in top-tier venues and received best paper awards. Their
inclusion widened the covered spectrum as they had more recent hands-on experience in
implementing prototypes and conducting user studies.
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Table 3.1: The interviewees have published a significant number of work (xpub = 123.42) that
is highly cited (xcite = 3740.75). The data reported is from early 2020.

Anonymised
Participants∗ Publications Citations h-index Job title Academia Industry

P1 [0,50] [0,100] [0,5] PhD candidate 3 7

P2 [50,100] [2.500,5.000] >30 User Experience Researcher 7 3

P3 [100,250] [2.500,5.000] >30 Associate Professor 3 7

P4 [0,50] [100,250] >5 PhD candidate & UX Researcher 3 3

P5 [0,50] [100,250] >5 USEC Research Engineer 7 3

P6 [50,100] [500,1.000] >10 Assoc. Prof. & UX Researcher 3 3

P7 [0,50] [0,100] >5 Research Fellow in USEC 3 7

P8 [250,500] [10.000,20.000] >50 Full Professor 3 3

P9 [100,250] [2.500,5.000] >25 Associate Professor 3 7

P10 [50,100] [1.000,2.500] >15 Associate Professor 3 7

P11 [0,50] [1.000,2.500] >10 Assistant Professor 3 7

P12 [250,500] [10.000,20.000] >50 Adj. Prof. & Security Research Scientist 3 3

x 123.42 3740.75 22.5 - ∑ 10 ∑ 6
∗To protect the experts’ identities, intervals for the number of publications, citations, and h-indices are reported.

All interviewees worked in the broader field of USEC, including user authentication, anti-
phishing efforts, mobile security and privacy, and web privacy. The interviewed experts had
on average 123.42 publications (max = 386, min = 18, SD = 129.81), 3740.75 citations
(max = 14627, min = 25, SD = 4857.28) and an h-index of 22.5 (max = 56, min = 3, SD

= 16.69). All reported numbers, i.e., publications, citations, and h-indices, entail all kinds
of publications, including USEC works. The overall number of publications is reported
because all publications eventually contribute to a researcher’s h-index; precisely extracting
the number of USEC-specific papers is challenging (and arguably infeasible).

The final set of publications (N = 27) used to set up context during interviews ranged from
2010 to 2019 (Md = 2018). Of the 27 publications used in the interviews, 14 papers comprised
software-based prototypes and nine comprised hardware components. Four additional USEC
papers from the interviewed experts were used, three of which are considered highly influential
in the USEC field. The fourth paper reports on research on an in-the-wild deployed security
prototype. One of these additional publications discussed, for example, the last decade
of USEC prototypes and outlined learned lessons when developing and evaluating USEC
prototypes. Table 3.1 shows an anonymised overview of the participants. To keep the
interviewed experts anonymised no additional information about the experts and their scientific
works can be provided.

3.2.2 Interview Structure

Semi-structured interviews were informed by the content of the interviewees’ publications,
which the interviewer familiarised himself with. All publications were drawn from the
initial literature review used for the sampling procedure, outlined in Section 3.2.1. The
corresponding publications were used as example papers attached to the initial email request.
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This allowed the lead researcher to efficiently use the interviewees’ time and add context to
their opinions. It also facilitated detailed discussions, allowing the interviewees to explore
examples and the interviewer to ask informed follow-up questions. The semi-structured
interview questionnaire is available in Appendix B. Follow-up questions were prepared and
used if needed. All interviews covered the following topics:

• Typical Research Journey from Idea to Publication: This question aimed to under-
stand how the interviewee normally progresses from a research idea to publication(s)
and how that progression occurs within their broader research community. Journeys
typically included topics such as idea generation, resources, prototype development,
idea refinement, evaluation, and publication.

• Research Challenges and Limitations: Interviewees were asked about their chal-
lenges when conducting research that involves prototypes and their opinion about the
more general challenges and limitations of USEC research.

• The Ecological Validity of Current Evaluations: Insights on different study types
employed by USEC experts were collected, allowing the thesis to understand the
obstacles to conducting ecologically valid evaluations. Inspired by the literature that
argued for developing novel methodologies to understand and design for emerging
technologies and mitigate new threats [17, 155], the experts were asked whether they
see the USEC’s current evaluation approaches as the way to go in the future, or if they
would prefer to see a change.

Finally, the interviewees were debriefed and asked if they have any final questions or thoughts.
The interview closed with an informal chat. Interviews lasted 48.5 minutes on average. The
experts were offered an £8 online shopping voucher for their time. Some of them waived the
compensation for different reasons, such as donating it or keeping it for future research.

3.2.3 Research Approach and Data Analysis

Open coding followed by a thematic analysis [57] was applied on the interview data to identify
patterns in meaning across the interviews and derive themes. This allows the first chapter to
a) build the insights and key challenges directly from the raw data of the expert interviews
and b) uncover the main concerns and challenges of USEC experts when prototyping USEC
research artefacts. The initial literature review in advance of the interviews allowed the
research team to better understand the research area and line up potential interviewees, who
were then contacted by email, as previously described in Section 3.2.1. Doing this enabled the
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lead researcher to familiarise himself with the experts’ works and access a promising USEC
sample to contribute answers to the first research question (RQ1).

For the data collection, semi-structured interviews with open-ended questions were conducted.
While interviews were ongoing, two researchers regularly met to discuss the notes taken by
the interviewer about interesting observations and thoughts that emerged during the interviews
and the publications associated with the upcoming interviews. These meetings allowed
the researchers to reflect on the findings regularly and keep those points in mind in further
interviews. Once all the interviews were completed, the lead researcher transcribed all audio
recordings and open-coded the transcriptions. The initial open coding scope was drawn from
the regular discussion meetings. The lead researcher took additional memos [433], i.e., brief
notes about the thoughts, ideas, and questions that come to the researcher’s mind during data
gathering or data analysis. A second researcher went through the raw interview data and
added additional memos. This process generated 325 open codes and 93 memos. The lead
researcher then organised all codes and printed those out to have a paper-based piece for
each code. Two researchers then conducted a paper-based affinity diagram of the open codes.
The transcript, memos, and audio was revisited when additional information about a code’s
context was needed. The researchers organised the codes into groups which were then further
refined into themes.

In summary, this chapter will present, for the first time, the USEC researchers and practitioners’
experiences and challenges when conducting USEC prototyping research. The themes from
the data analysis of the semi-structured interviews, the experts’ verbal comments, and the
synthesised key challenges when prototyping USEC research artefacts are presented in Section
3.3, along with a discussion of the findings in combination with the previous literature in
Section 3.4. Before presenting the results of the interviews, some methodological limitations
of this research chapter are discussed in the next section.

3.2.4 Methodological Limitations

Whilst the methodology of conducting expert interviews is common in HCI and USEC
(for example, [484, 503]), some specific decisions have limitations to keep in mind. First,
experienced researchers who have been successful in publishing works involving USEC
prototypes were selected. Their experience is valuable, but it is also biased towards those
who ultimately succeeded in publishing. The challenges faced by those who tried and failed
to conduct this type of research due to issues such as lack of mentorship, or choosing too
challenging problems, are not well represented in this chapter.

Second, the interviews with the USEC experts on a research and community level might not
have captured all sides of the conversation. For example, the views of entities such as research
institutions and funding agencies are not covered, which this thesis leaves to future work.
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Third, participants were likely biased by the publications selected and sent to them before
the interview. Pre-selecting publications helped both the interviewer and the interviewees to
scope the interviews in a time-productive manner, but the scoping also likely impacted the
topics the interviewees chose to discuss. Four of the participants, two pairs, had co-authored
papers in the reviewed paper set. Given some participants’ seniority and the field’s size, such
a situation is expected. However, no publication was used in more than one interview session
to ensure that the experts’ verbal comments do not revolve around the same publications.

Finally, the interviews were retrospective in nature, focusing on the experts’ past experiences.
Whilst retrospective interviews are effective for learning about rare events or those that take
place over a long time period, they also suffer from a bias towards memorable events. The
interviewees described projects where the initial idea generation was sometimes years in the
past, likely resulting in some issues of memory bias.

3.3 Results

This section presents the key findings of the interviews: 1) threat modelling, 2) prototyping
USEC systems, 3) sample size and selection, 4) evaluations, 5) USEC’s research culture, and
6) USEC’s real-world impact. Participant numbers (P1 – P12) protect the experts’ anonymity.
Table 3.1 shows some metadata of the interviewed sample. Introductory preambles introduce
the topic and set the frame of the challenge before presenting each key challenge.

3.3.1 Threat Modelling is not Straightforward

Threat modelling is commonly used in USEC research to describe an attacker’s assumed skills
and capabilities. Many input and feedback methods can be observed by bystanders, which led
to a lot of emphasis on shoulder surfing. Shoulder surfing is a social engineering technique
where a bystander looks over a victim’s shoulder to obtain personal information such as
PINs, passwords, or other confidential data [56, 125]. Many publications are concerned with
shoulder surfing, which is likely further raised given the technological change of mobile
devices (for example, VR/AR devices) and their vulnerability to observations [158]. Shoulder
surfing evaluations impact the design and evaluation of USEC prototypes because researchers
need to consider the threat of observations in the design and development process. Whilst
there are many different threats, including, for example, social engineering attacks [268],
online/offline guessing attacks [164], smudge attacks [28, 532], and thermal attacks [3],
shoulder surfing [61,95,157,307] was frequently brought up by several experts who exhibited
a range of opinions about what constitutes a “realistic” threat model.
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Many interviewed experts focused on authentication research in the past, which is not surpris-
ing given the authentication’s dominant role in USEC research [17, 110, 155]. Consequently,
the example of shoulder surfing was brought up several times in reference to how threat
models, prototypes, and study designs interact with each other. The expert interviews revealed
two opposing opinions regarding valid threat models that address security. P5 argued that the
relevance of shoulder surfing attacks depends heavily on the context. They explained that
the threat has different implications in different countries, implying that cultural differences
in perceived personal spaces impact susceptibility to shoulder surfing [411] and that these
attacks scare them:

“in the U.S. as well as in Europe you may not really feel [that] shoulder surfing

attacks are something that you should really care about [...]. In over-populated

countries like India you have a lot of people [...] when you go to an ATM machine

or to places like coffee shops [...] there are like three people standing right

behind you. [...] shoulder surfing is a really big problem” - P5

P8 emphasised that such attacks happen in the real world and that researchers have to consider
the end-users’ concerns as well as the USEC experts’ views to accurately assess the value and
validity of certain threats:

“keep asking the users about what they are worried about; often they are less

worried about the NSA and more worried about their parents/their partner” - P8

However, even if a threat model is appropriate for a given context and important to end-users,
the experts had different opinions on the value of specific threat models. Some experts
mentioned that “shoulder surfing is a problem, but it’s hugely overblown” (P9) and that
shoulder surfing evaluations are not interesting from a security perspective:

“fundamentally for me the problem with observation attacks is, [they] are not that

interesting from a security point of view, it’s a real niche attack [...] [researchers]

report performance against observation attacks with a very narrow threat model:

“can you see it”; which is incredibly, it’s very very narrow” - P3

P2 emphasised the problem that there is no common agreement among the USEC experts
regarding the validity of specific threat models and that “[researchers] think they use the

worst case scenario, but actually they did not” (P2). P7 further described the threat modelling
challenges using shoulder surfing as an example. They emphasised the mismatch between the
researchers’ assumptions and the reality and that it is crucial to consider social norms when
studying threat models because “people move closer than [researchers] actually thought they

ever would, or they stay further away because they respect people’s social norms” (P7).
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KEY CHALLENGE 1

The experts’ opinions regarding the value of specific threat models vary widely. A good
threat model needs to match the contextual realities of end-users, but those realities
are not always known or may only impact a specific subset of people, making threat
modelling a non-trivial part of USEC research.

3.3.2 Prototyping USEC Research Artefacts

Prototyping is an integral part of human-centred research and design [134, 556], one of the
main types of research contributions in HCI [556], as well as a major theme in USEC [155].
Themes about the hardware challenges when building USEC prototypes and the deployment
and evaluation challenges are reported in Section 3.3.2.1 and Section 3.3.2.2.

3.3.2.1 Development and Hardware Challenges in USEC

The experts voiced that developing USEC prototypes is challenging and costly due to limited
access to appropriate hardware and their limited prototyping expertise:

“I think we actually really need more collaborations between the usable security

people and the people who are fairly close to building [hardware prototypes].” -
P8

P1 voiced that they faced issues with one of their prototypes with an eye tracker due to
inappropriate lighting conditions. The interplay between multiple hardware components
caused problems and resulted in significantly more effort, additional pilot tests, and excluding
data from the actual user study:

“I combined [the hardware] all together [...] and then [faced] issues [...] because

they are all working with infrared and [operate] on the same wave length” - P1

“if you recruit 50 participants [...] you have to discard five to ten participants

because the eye tracker is not working” - P1

The experts voiced that hardware limitations led to many prototypes “[that] were made very

quickly [and] are not well made” (P3) or that hardware is used inappropriately, threatening
the ecological validity of the research findings:

“we slapped the phone on [a user’s] wrist and put a little active part in a corner,

so it was sort of a like big wrist watch but it was not usable [...] the validity of

using a phone on users’ wrist is relatively low” - P3
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The experts attested that the lack of appropriate hardware, partially due to a lack of funding,
is a fundamental problem in their research:

“usually we do not have funding to buy new equipment [...] then we have to come

up with ideas of how we can build that hardware” - P4

P2 mentioned that such hardware and funding bottlenecks have a noticeable impact on
USEC research. For example, P2 voiced that their prototypes were significantly heavier than
traditional mobile devices at the time of their research:

“a lot of negative feedback in those evaluations was around the weight of the

prototype [...] [the weight] made it more difficult to use [the prototype]” - P2

Some experts mentioned they had to adjust their research projects due to the lack of appropriate
research equipment:

“we try to have as fast as we can the first prototype and see what are the

challenges from the development side because often we need to alter the project

to fit to the equipment we have” - P4

Others mentioned that setting up different hardware components at their intended place can
be challenging and that these physical restrictions often forced them to devise alternative,
imperfect solutions:

“I didn’t really manage to put [the front camera] exactly in the middle because

the eye tracker was [already] there” - P1

3.3.2.2 Deployment and Evaluation Challenges in USEC

Regarding evaluating USEC prototypes and conducting research beyond evaluations in the
lab, the experts explained that they have a hard time in assessing their prototypes. There are
a lot of issues around deployability, especially when using new or custom-built hardware.
Although USEC experts strive for real-world deployments to increase ecological validity, P4
still sees the transferability of findings to people’s lives as one of the major problems:

“the major problem with evaluating privacy and security systems is that how can

you visualize that the users are acting the way they would act if they would [use]

it in their everyday life” - P4

P2 further voiced that deploying one of their prototypes to a large sample was impossible and
explained the situation of having access to only one device:

“there’s a lot of issues around deployability, specifically when it comes to using

new hardware [...] the deployment was impossible [...] we had one device and

that device we could hand out to one person at a time” - P2



3.3. Results 71

When using new hardware, the experts highlighted that the cost of failure might be high and
that it is crucial to invest only in equipment that is likely to become publicly available and
provides promising future use cases. P2 further emphasised the noticeable impact of limited
deployable hardware on research and that they could not run a memorability study as part of
their evaluation due to the lack of appropriate hardware:

“we did not run a memorability study [for our authentication scheme] mainly due

to hardware issues [...] the magical formula would be having an infrastructure

that allows to [build hardware-based prototypes] in a very quick way” - P2

In summary, the experts reported that research involving hardware prototypes often introduces
additional research hurdles. Besides the hardware challenges, many of the challenges voiced
by the experts eventuate from limited access to appropriate resources and the lack of funding,
which is further discussed in the context of USEC’s research culture in Section 3.3.5.3.

KEY CHALLENGE 2

The experts emphasised that evaluations of USEC research artefacts are expensive and
often infeasible to do in an ecologically valid way, especially when they are large-scale
and require special equipment or hardware-prototyping experience.

3.3.3 Sample Size and Selection Process in USEC

Concerns about the user study samples, especially discussions around the appropriate size of
a sample and its characteristics, are highly dominant when conducting experiments and are
frequently discussed in HCI [66] and USEC [406]. Similarly, the interviewed experts raised
concerns about the sample sizes in USEC evaluations (Section 3.3.3.1) and how participants
for user studies are recruited within the broader research field (Section 3.3.3.2).

3.3.3.1 Small Sample Sizes in USEC

The experts highlighted the importance of collecting large datasets, especially for security
evaluations. P3 described the problem with the pool of real-world passwords that is signifi-
cantly larger than a small subset of passwords collected from user studies: “there’s 70 million

from a cracked database, you got six and a half thousand – that’s like a drop in the ocean”

(P3). P3 further voiced that evaluations with small datasets cannot be used to assess security:

“[we] have got 12-20 users [...] the security data is of no value and the conclusion

is that there is no value inside the small sample size” - P3

Across all the experts, there was a consensus that the sample size and selection is a fundamental
and ongoing challenge that goes beyond USEC. P11 repeatedly emphasised the challenge of
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achieving large sample sizes: “finding a large sample size is really hard” (P11). Whilst small
sample sizes are problematic, as pointed out by P3 and others, external factors such as having
access to different research environments have a notable impact on the sampling process. For
example, P11 voiced that they face significant issues when recruiting participants and that
their resources are limited:

“I recently moved to another country and I was really happy to get 25 [partici-

pants] [...] I was really happy to get them but well ...” - P11

Similarly, P1 expressed that the lack of participants is one of their primary research problems
and that it is often challenging to convince potential participants to come to the lab, which,
according to P1, is not on the university’s campus and would require some additional travel for
participation. Throughout the interview, P11 further voiced that relatively small samples are
too small for some researchers and immediately invalidate the research. However, according
to P11, many researchers overlook the still valuable research and its contributions to the
USEC research field despite small user study samples.

3.3.3.2 Biased Participant Recruitment in USEC

Additionally to the experts’ sample size challenges, there were discussions and concerns
about the participant recruitment process – how participants are recruited for user studies.

“[sample size/selection] is one of the largest outstanding problems with all HCI

systems work which is that we evaluate [our systems] by knocking on the doors

of friends and colleagues and be like ‘hey, come do my user study and I’ll give

you $10’” - P11

P7 echoed the problem of evaluations using the experimenters’ social circles and that it is
often unclear what happens if research artefacts are evaluated with a more diverse sample and
with people unfamiliar with the technology:

“we run [studies] within our social circles, what happens if we get someone

who’s elderly, who’s not familiar with technology [...]” - P7

P2 further highlighted that although they have access to a gigantic user pool, which is not
comparable to the often limited user pools in academic environments, their user pool still runs
out. According to P2, their company still relies on vendors to access an even more extensive
set of participants for user testing.

KEY CHALLENGE 3

The experts voiced that the sample size and the recruitment of participants for studies
are problems across multiple disciplines and major concerns in USEC. Small sample
sizes and biased participant selection reduce the value and validity of USEC research.
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3.3.4 Evaluation Methodologies in USEC

Building upon the various research methods in USEC as reviewed in the Literature Review,
the experts commonly discussed lab studies and field studies and held strong opinions. There
were themes around the importance of both of them (Section 3.3.4.1), the value/cost trade-off
(Section 3.3.4.2), and the perceived value of field studies in USEC (Section 3.3.4.3).

3.3.4.1 The Importance of Lab Studies and Field Studies

The experts emphasised the necessity of different evaluation approaches and that starting with
lab studies is often a prerequisite for evaluating USEC prototypes:

“there’s a place for both [...] I don’t think it makes any sense to go directly into

the field to evaluate new systems when we haven’t done any lab studies at all” -
P9

The experts agreed that lab studies must be conducted before going into the field and that the
value of lab studies should not be underestimated. However, there was an agreement across
all the experts that field studies have the potential to lead to high ecological validity. P11
voiced that different study types have different pros and cons and that imperfect evaluations
of USEC prototypes can still be valid contributions to the research community:

“we can have ideas - that’s the strength of academia – ideas that are totally

radical and new and not going to be evaluated perfectly in the context of a lab

study [...] but that doesn’t mean they don’t have value [or] can’t inspire the

direction of the usable security and privacy future” - P11

P7 further emphasised the importance of taking prototypes out of the lab and placing them into
realistic environments and scenarios. Other experts mentioned that real-world investigations
are of particular significance as participants manifest “demand characteristics” [354]: they
subconsciously change their behaviour to fit the experimenter’s purpose. For example, P11
highlighted the uncertainty of the effects of lab studies on results and that they “cannot be

sure whether [participants] are acting as [they] would act in the wild or if they’ve changed

their behaviour because they know they are being part of a study” (P11).

3.3.4.2 The Trade-off Between Added Value and Costs in USEC

The trade-off between effort in applying a methodology, for example, a lab study vs a field
study, and the value and the ecological validity of the corresponding findings was highly
discussed by the experts and is considered to be a domain challenge in USEC research [155].
The experts stated that running lab studies is considered simpler than running studies in the
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field and that this is one of the main reasons why the USEC research community conducts a
plethora of studies in laboratory environments and significantly less studies in the wild:

“[the] uncharitable view would be that [running lab studies rather than field

studies] is just easier to do” - P8

“my take is that it’s a mix of convenience, not knowing better, and impossibility

as in certain [situations] you can’t do [experiments] that are difficult to do that

it’s not worth the additional effort” - P2

P9 voiced that “it’s easier to do a lab study; the odds of something going wrong are way too

high” (P9). P3 added that before conducting field studies it is important to compare the value
versus the effort of going out to the field:

“there is a place for [field studies] but is there enough added value in field studies

generally that this is important?” - P3

Overall, the experts voiced that field studies can be powerful and it is not unlikely that the
corresponding results deviate from research in laboratory environments. However, they argued
that researchers need to be clear about what they are seeking rather than being exploratory
when conducting field studies. For example, P3 elaborated that “field studies can be valuable

but there needs to be a clear value [...] the data will differ from a lab” (P3). P4 highlighted
the strength of field studies as they provide insights into how the research artefacts are really
going to be used and how people are going to accept them. However, P5 emphasised that it is
hard to pinpoint causes of effects in field studies and that achieving accurate results through
field studies only is challenging.

KEY CHALLENGE 4

The experts mentioned that the choice of evaluation methodology is highly context-
dependent and that it is important to have a clear vision and expectation of the evaluation
scale. There is a clear value in field studies, but there is a need for preceding lab studies
as pinpointing the sources of problems using field studies is challenging.

3.3.4.3 The USEC Experts’ Views on Field Studies

Some experts reported believing that “field studies are sort of a gold standard” (P11) and that
they “would like to see more about how security fits into real life as opposed to specific little

corner cases that are easy to run” (P9). P10 highlighted that the suitability of field studies
heavily depends on the required investigation and the legal/ethical considerations and that this
differs a lot between different countries. The experts described some unsuccessful attempts
when studying research prototypes in real-world settings:
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“we looked at investigating [our security system] within a real setting but there

were just too many legal and ethical constraints around that” - P2

P6 and P7 added that field studies are expensive and that they often rely on findings from lab
studies only due to budget constraints and technological issues.

KEY CHALLENGE 5

The experts voiced that legal, ethical, and budget constraints play a significant role in
deciding whether to conduct field studies in USEC.

3.3.5 USEC’s Research Culture

Different research fields and individual researchers manifest different behaviours, values,
expectations, attitudes, and norms, forming a unique research environment and culture. Open
science and reproducibility, for example, are recognised as vital features of science across
research fields and considered as a disciplinary norm and value [321]. However, in practice,
there are significant differences across research communities. Wacharamanotham et al. [533]
showed that the process of sharing artefacts is an uncommon practice in the HCI community.
Cockburn et al. [78] showed that preregistration of scientific research has received little to no
published attention in HCI. When it comes to USEC and the researchers’ behaviours, values,
expectations, attitudes, and norms, the experts mentioned challenges about the expected, often
hard to reach, high ecological validity of the USEC prototype evaluations (Section 3.3.5.1),
the USEC researchers’ reserved enthusiastic about novel, well-evaluated prototypes (Section
3.3.5.2), and the lack of access to research resources (Section 3.3.5.3).

3.3.5.1 Towards (high) Ecological Validity in USEC

An important objective in USEC is to achieve high ecological validity – the extent to which a
study adequately reflects real-world conditions. A password study by Fahl et al. [133] showed
that participants in lab studies behave differently than how they act in the real world. When
used with care, many insights from self-report security data can translate to the real world.
However, self-reported data can vary from data collected in the field, and alternative research
methodologies should be considered for studying complex constructs [409].

Some interviewed experts mentioned that USEC researchers often expect high ecological
validity and generalisability of the study findings, which matches the research approaches in
the literature. For example, to increase the sample sizes, target more representative samples,
and achieve the expected high ecological validity, USEC researchers often aim to role-play
real-world situations in the lab [133], conduct field studies [189, 294, 296], or utilise online
studies [74,190,297]. However, P12 stated that a real-world evaluation of all systems’ usability
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and security aspects is almost impossible: “the difficulty in evaluating system security is that

the lack of security can have many different sources.” (P12). P12 further emphasised the
complexity of security evaluations:

“All secure systems are alike. But there are many different ways for a system to

be not secure. It is not possible to enumerate them all.” - P12

A concern by P1 was about the lack of common evaluation approaches and that their evaluation
metrics, such as interaction time and input accuracy, often have to evolve from literature
reviews because of the lack of any standards. The researchers’ various evaluation approaches
exacerbate the problem of determining which metrics to investigate and which evaluation
method to employ for assessing USEC prototypes. P2 voiced that the variety of evaluation
approaches often leads to various prototype evaluations and conclusions:

“if you look at five different usable security papers you can’t compare them

because they have used slightly different approaches of evaluating the different

parts of their systems [...] you can’t really say which one was better or worse” -
P2

P2 particularly emphasised the subjectivity of privacy and security and that many researchers
have strong opinions regarding the evaluation of USEC research artefacts. The lack of
standardised sets and metrics to evaluate security schemes makes it even harder to address the
ecological validity and perform comparisons between multiple works:

“I am not aware of any standard scenarios that can say ‘okay, here now we can

compare it if we’re running a lab study’” - P2

In line with Key Challenge 4, P11 underlined the need for a clear vision of what is expected
of evaluations that are either conducted in laboratory settings and are likely less ecologically
valid, or are conducted as organised field studies that are still limited to an extent due to
research participation effects [354, 372]:

“we just need to be a little bit more open to what sort of solutions/evaluations we

are expecting out of [something] that has not actually been deployed in the real

world” - P11

KEY CHALLENGE 6

The experts emphasised that aiming for evaluations with high ecological validity is
crucial in USEC. However, they also voiced that current USEC prototype evaluations
are often incapable of achieving the expected high ecological validity.
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3.3.5.2 Creating Space for Novel USEC Prototypes

P11 expressed that whilst identifying usability and security issues in existing systems is
important (i.e., problem-scoping research), it is equally important to conduct problem-solving
research where USEC prototypes are designed, implemented, and scientifically assessed to
contribute towards usable, secure, and privacy-preserving systems and experiences. Some
experts raised the concern that the USEC community is very focused on the evaluation
part when a significant contributing element is building a prototype functional enough to
demonstrate effectiveness in terms of deployment and usability:

“the [USEC community] wants to evaluate everything when like a big part of

your contribution is just the fact that you could build this [system]” - P11

P11 further emphasised that without recognising the value of functional solutions/prototypes,
which may come with limitations imposed by the real world, the USEC community might
struggle to engage with the realities of solving problems:

“I feel like we as a community refuse to accept that kind of contribution – then

you know, we’re shooting ourselves in the foot, we’re never going to be part of

the broader conversation.” - P11

Other experts criticised the community’s focus on realistic use cases, which results in limited
enthusiasm for building speculative future-oriented USEC prototypes and experiences. P8
mentioned that they had seen some shifts recently, but problem-scoping and problem-solving
USEC research are still not balanced:

“I like some of the shift we’ve seen recently [...] to actually really look at finding

ways of supporting [users]” - P8

Considering the implementation of novel USEC prototypes, P11 argued that there is still a
lack of future-oriented USEC research where use cases are more speculative or avant-garde:

“in general the usable security and privacy security community is not very

imaginative [...] they don’t really like thinking too far in the future” - P11

P10 agreed to some extent and voiced that the USEC community does not appreciate research
where they have to imagine worlds that do not exist.

KEY CHALLENGE 7

The experts emphasised that problem-solving USEC research is relatively scarce.
Whilst problem-scoping USEC research lays the foundation for further investigations,
research that designs, implements, and evaluates USEC prototype solutions is needed.
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3.3.5.3 The Availability of Resources in USEC

The experts highlighted the lack of open-source material within the USEC community that
negatively affects their research. According to P6, there is a significant lack of open-source
implementations of USEC prototypes. P4 voiced that the lack of resources makes it time-
consuming and challenging to build specific features. P11 suggested collectively building a
platform that supports researchers in their research:

“how can we create a platform that will make it super easy for other researchers

to build upon the foundation that you’ve created?” - P11

The experts voiced that the available hardware often defines their research. For example, P2
faced challenges when aiming to evaluate a USEC prototype’s usability while users walked:

“we had the idea of putting people on a treadmill for the evaluation [...] but then

didn’t have a treadmill” - P2

Building upon the sample size discussions in Section 3.3.3, the experts asserted that finding a
broad user base is even more critical in academic research settings and that this is where most
academic studies suffer because the resources for recruiting are limited.

KEY CHALLENGE 8

The experts voiced that the current USEC research community does not consistently
support sharing research resources, such as access to hardware prototypes, software
implementations, and platforms for conducting user studies.

3.3.6 Academia and Industry in USEC

The experts voiced that having access to security systems used by companies for research
purposes is challenging. The lack of access often results in lower ecological validity as well
as barriers to transitioning research results into practice. For example, one issue in USEC
research is that potential industry partners are concerned about harmful findings and do not
allow any “vulnerability research” [151], including prototype-building work. P2 related such
an incident in their research:

“we did have some connections with [companies] but they are like: ´you can’t

touch our machines’” - P2

The experts voiced that this type of research can be of great value, but that there are concerns
over the legal challenges. Building upon the discussions around USEC’s research culture,
Section 3.3.6.1 presents the experts’ comments on the lack of collaborations between academia
and industry. Section 3.3.6.2 reports on the limited real-world impact of USEC research.
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3.3.6.1 Status Quo of Academia and Industry in USEC

The experts mentioned that although there are collaborations between academia and industry,
there is still room for improvement when it comes to exchanging knowledge, sharing research
resources, and accelerating impact. One of the resulting problems is the lack of hardware
accessibility, similar to Key Challenge 8, which leads to limited research contributions and
decreases the ecological validity of USEC research:

“if they just lent us [an ATM] for a period of time it would have been really good

to do our studies” - P8

P7 brought up the challenges with financial institutions in usability and security research:

“which bank would allow [to install] some random prototypical hardware; prob-

ably no bank” - P7

According to P8, the lack of access to hardware in highly realistic settings is only one problem.
They voiced that some companies’ fears of security leaks significantly impacts USEC research:

“if you are working in the security in an environment where there is real-world

security, they often won’t let you do any observations and I think that’s really bad

[...] they are afraid that you’re going to find something that means the security

isn’t working” - P8

Besides the companies’ fears of security leaks, one of the interviewed experts voiced that many
researchers are restricted from publishing findings based on observations within companies:

“[I have] been lucky to have done observational studies a couple of times [but I

was not] allowed to publish them” - P8

3.3.6.2 USEC Research and its “Real-World” Impact

When asking the experts whether they see controlled lab studies as the “way to go” to
evaluate USEC research artefacts and what progress they would like to see within the USEC
community, discussions around the impact of USEC research on real-world applications came
up and that this transition, moving USEC research into practice, is still lacking. Some experts
voiced that the problem is not that the USEC research community lacks ideas for usable and
secure artefacts, but that they would like to see how solutions fit into real life. For example,
P9 voiced that many publications end in a heap of USEC prototypes that never find their way
into people’s daily lives:

“there’s a lot of proposed authentication schemes out there and a lot of them

aren’t gonna move forward like a lot of them are ideas, they didn’t really work
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out, they’re not really showing any promise and so you know, we discarded them”

- P9

Although some usable and secure technologies are widely deployed nowadays, for example,
anti-phishing technologies or two-factor authentication, a large part of USEC research has
not found adoption in the real world. Examples include enhancing authentication on mobile
devices [41, 98, 243, 530] or protecting the users’ privacy when interacting with public
displays [103, 402, 530]. The experts voiced that a major reason for the limited impact is the
huge gap between prototype evaluations and being able to use these prototypes in the real
world: “there’s a huge gap between possibility and building the system and commercialisation”

(P5). Complementing the lack of real-world impact, P8 emphasised that many researchers
lack interest of changing their existing theories or skillset, pointing towards some resistance to
change within the USEC community. The experts highlighted that the interests of the USEC
researchers vary widely and that they are concerned about some other researchers’ mindsets:

“I’ve seen this in rebuttals [...] when I write a review about something [...] and

they are like oh well so many other people have published lab studies, why should

I have to go out and do something differently [...] it’s a lot harder, it’s a lot more

work and as long as I can get this stuff published why should I bother?” - P8

The experts highlighted that USEC research should go beyond publications and not be entirely
driven by the “publish or perish” mindset [315]. P11 encourages the USEC community to
think big and collaboratively aim for more than “little projects”:

“How can we make that little project the next like D3.js1 for usable security?” -
P11

P12 further criticised the opinionated mindset of many researchers and that someone’s
academic career is often considered more important than having real-world impact:

“most researchers’ goal is to produce papers and get their degree or tenure; few

researchers are [actually] building and deploying working systems” - P12

KEY CHALLENGE 9

The experts voiced that there is a lack of strong collaborations between academia and
industry. They further argued that some resistance to changes exists within the USEC
community, resulting in limited real-world impact.

1Bostock et al. [54] presented data-driven documents (D3) as a novel approach for visualisations at IEEE
Transactions on Visualization and Computer Graphics in 2011. Originating from research conducted at Stanford
University, D3.js found its way into web development and is nowadays a library for data-driven visualisations.
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3.4 Discussion

This thesis has identified nine key challenges that restrict and often guide USEC research
involving prototypes. Each key challenge contributes answers to RQ1: the research challenges
in USEC are manifold and it is hard to pinpoint a single source (Key Challenge 1 – 9).
To better support the USEC community and facilitate the process of conducting usability
and security research on prototypes, this thesis chapter first discusses similar challenges in
neighbouring HCI disciplines and then puts forward the use of VR studies as a novel research
method in chapter 4, chapter 5, and chapter 6.

The following sections discuss the implications of the interviews and provide ways forward
for both individual researchers and the USEC community as a whole.

3.4.1 There is No One Best Way for Doing USEC Research

The experts noted that it is impossible to enumerate all system security aspects, but imper-
fectly prototyped and evaluated USEC research artefacts can still have value and inspire
the direction of the USEC’s future. The opinions brought up by the experts regarding the
design, development, and evaluation of prototypes are not far away from the HCI literature.
Greenberg and Buxton [173] and Shneiderman et al. [462] emphasised that the choice of the
evaluation methodology should evolve from the actual problem (for example, what are the
people’s needs?) and from appropriate research questions. In USEC, it is essential to note that
a prototype’s usability and security often highly depends on the specific context as external
factors have been shown to impact a system’s state and a user’s behaviour [231].

The value, benefits, and drawbacks of different evaluation methods were echoed by the experts
together with the non-trivial part of threat modelling (Key Challenge 1 and 4). In the next
section, the experts’ comments are discussed and tied back to the broader research field.

3.4.1.1 Adjusting Expectations of Prototype Implementations and Evaluations

According to some of the experts, for example, P12’s statement in Section 3.3.5.1, or P11’s
statements in Section 3.3.5.1 and Section 3.3.5.2, the USEC’s challenges are exacerbated
by some researchers’ expectations of exhaustive evaluations that assess every single aspect
of a prototype’s characteristics in an ecologically valid setting. Many reasons make this
often infeasible when evaluating prototypes, including 1) the need to run lab studies first to
evaluate the new elements in the prototype and pinpoint causes of problems, 2) not having the
hardware resources available to produce multiple prototypes for in-the-wild testing, and 3)
being restricted in field research due to ethical and legal constraints that are beyond individual
researchers’ capabilities (for example, [100, 529] and Key Challenge 5).
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The hardware prototyping and ecological validity challenges voiced by the experts (Key
Challenge 2 and 6) can be found in neighbouring research communities, such as Ubicomp.
Prototyping novel ubiquitous systems is challenging [111, 174] and often requires additional
expertise and specific tools (for example, knowledge about different electronic components
and access to soldering irons). Greenberg and Fitchett [174] described developing and
combining physical devices and interfacing them within the application software as one of
the biggest obstacles. In a similar vein to the lack of sharing research resources and expertise
in building hardware (Key Challenge 2 and 8), they observed that researchers who develop
systems based on physical devices are often required to start from scratch and face many
difficulties [174]. In their project, building a reactive media space environment, one of their
colleagues (an electrical engineer) joined the team and supported the hardware-building
process [174]. More than ten years later, there are similar interdisciplinary collaborations
in USEC research. One example that highlights the interdisciplinary nature of USEC is the
Back-of-Device prototype by De Luca et al. [102] and their follow-up work, XSide [98].
Their research highlights the impact of a USEC prototype’s form factor on the usability
and the evaluation results’ generalisability. Whilst Greenberg and Fitchett [174] benefitted
greatly from an electrical engineer, the authentication prototype by De Luca et al. [98] greatly
benefitted from the 3D printing expertise of one of their colleagues.

The message here is that collaborations and novel technologies greatly facilitate and improve
USEC prototypes and corresponding evaluations. The USEC experts’ challenges, for example,
Key Challenge 2 and Key Challenge 6, suggest that expectations of prototype implementations
and evaluations must be adjusted in situations where building “perfect” prototypes and
conducting highly realistic evaluations is too challenging or even infeasible.

3.4.1.2 Bridging the Gap Between Lab and Field Studies

The USEC community has been debating the respective value of lab studies and field studies
for some time, with the interviewed experts similarly mentioning the need to be open to
alternative evaluation approaches. Discussions around lab studies and field studies, especially
when and how field studies are “worth the hassle”, are discussed in neighbouring communities
as well, as discussed in Section 2.2.2 in the Literature Review. A corresponding critical
evaluation and comparison of a lab and field study impacted the Mobile HCI research field as
a whole in the subsequent years [253, 254]. Kjeldskov et al. [254] discovered more usability
issues in the lab than in a similar field study for roughly half the cost. Consequently, they
concluded that the added value of field studies is very little and neglectable, which resulted in
a heated debate as their evaluation did not cover long-term use and adoption [215].

In USEC research, the long-term use and evaluation of prototypes is a critical component.
Previous works have shown that habituation can impact the users’ perceptions and security
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behaviours [482, 496]. Other works emphasised the importance of habituation and its key
role in USEC research in the classification of genuine login attempts [502], in research on
authentication prototypes [99], and in research on security alert dialogues [312]. Greenberg
and Buxton [173] argued that there is a need to recognise many other appropriate ways to
evaluate and validate work and that usability evaluations can be ineffective if naively done
“by rule” rather than “by thought” and that “a combination of methods – from empirical
to non-empirical to reflective – will likely help triangulate and enrich the discussion of a
system’s validity.” [173].

There are several researchers who have outlined the need to fundamentally rethink cur-
rent study paradigms [17] and frameworks for understanding privacy risks and solutions in
personalisation-based systems [515]. For example, the uptake of smart speakers or VR/AR
headsets that collect sensitive user (and bystander) data requires a change in the USEC proto-
type designs and evaluations [17]. There have been suggestions to improve the ecological
validity of usability and security evaluations in the lab, as discussed in Section 2.3.1 in the
Literature Review. For example, role-playing real-world situations [133] to mimic scenarios
where security is a secondary task and to better reflect real-world scenarios [435]. However,
simulating real-world scenarios in the lab cannot compete with the ecological validity of more
realistic field studies. A potential direction to address the challenges around ecological validity
is to leverage novel technologies for prototype development, deployment, and evaluation. As
one of the interviewed experts brought up, 3D printing can facilitate the prototyping process
of USEC research artefacts. There are already published works that highlight the strengths of
3D printing for USEC research, for example, the work by De Luca et al. [98] and Marky et
al. [299], which can inspire and inform future USEC research.

Similar to the use of 3D printing technology to support human-centred research and contribute
towards the implementation of research prototypes, there has been a movement in using
virtual and augmented reality to conduct user-centred evaluations of IoT devices and public
displays [291, 528, 539], as discussed in Section 2.2.5 in the Literature Review. Following
P11’s emphasis on aiming for something beyond little projects, contributing a research method
capable of location-independent evaluations of USEC research artefacts could be a powerful
addition to the more conventional lab studies and field studies.

The key message of the interviews here is that the USEC research community must be mindful
of the researchers’ challenges when evaluating USEC prototypes. A potential solution to
the existing challenges between research in the lab and in the field could be the use (and
the community’s acceptance) of novel technologies and well-evaluated research methods for
USEC prototyping research, including the use of 3D printing [98,299] and VR/AR to simulate
and evaluate real-world research artefacts – similar to the broader HCI field where the use
of VR/AR for simulating real-world environments and research artefacts has already found
application (for example, [291, 528, 539]).
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3.4.2 Selecting Sample Sizes in the Presence of Constraints

A major discussion point in the interviews was about the sample sizes and the participant
recruitment process (Key Challenge 3). The experts’ concerns about the sample sizes are not
surprising – sample sizes and selections form a major domain challenge in USEC research
[155,406]. Looking at the content of neighbouring HCI communities, there is a wide range of
sample sizes and compositions used. Caine highlighted that twelve participants is the median
sample size across papers published in CHI 2014 [66]. Focusing on usability only, Turner
et al. [517] found that five users allow discovering 80% of a system’s usability problems. In
line with the experts’ concerns on how the participant recruitment happens in USEC research
(for example, “we evaluate [our systems] by knocking on the doors of friends and colleagues

and be like ‘hey, come do my user study”’ (P11)), Lazar et al. [276] argued that there are
many HCI studies that manifest small and non-diverse samples; therefore, often do not allow
generalising results. The following sections discuss the realities of the sample size selections
and the participant recruitment in USEC in more detail.

3.4.2.1 The “Realities” of Sample Size Selections

The interviewed experts voiced that many different opinions exist within the community for
USEC evaluations and corresponding sample sizes and selections. For example, P3 argued
that a sample size of 12-20 users is too small to have any value. There are indeed published
works that come with large sample sizes. For example, Ur et al. [519] conducted an online
study with 4509 participants to detail the security and usability impact of a password meter’s
design dimensions. Cheon et al. [74] assessed and evaluated a security framework in large
crowd-sourced online studies (N = 2619 and N = 4000). Markert et al. [297] conducted
an online study to analyse the security of smartphone unlock PINs with 1220 participants.
However, samples of that scale are rare and often challenging to achieve, especially when
the research is conducted in the lab. There is a plethora of published works at top USEC
venues such as ACM CHI (for example, [90, 98, 102, 239, 248, 530]) or USENIX SOUPS (for
example, [95, 269, 506]) that studied noticeable smaller samples. Some security evaluations
are even based on a single expert attacker (for example, [43, 95, 102, 269]) or a small sample
of trained participants (for example, [6, 44, 245]). The reviewed works, along with Table 2.1
in the Literature Review, highlight the wide range of acceptable participant numbers within
USEC and how much that acceptance varies across subdomains, resulting in no single rule
about how many participants and what type of participants are required for USEC research.

The key message of the interviews here is that working collectively towards a research standard
or a set of roughly defined guidelines could be beneficial for both individual researchers
and the USEC research community as a whole. This could help the USEC community to
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a) support early career researchers in their USEC research decisions when defining, for
example, which research method? which sampling method? how many participants?, and b)
facilitate comparisons between works. It is important to stress that the question should not be
how many user study participants are required, but to ask how many participants and how
participants can (and should) be recruited respecting affordability, infrastructure, time, and
research question as the availability of the resources can vary a lot, as voiced by the experts.

3.4.2.2 The Quest to Find (many) Participants in USEC

As shown in several USEC works, for example, by Markert et al. [297], Cheon et al. [74],
and Felt et al. [136], online crowdsourcing platforms or university-industry collaborations
facilitate achieving large sample sizes and allow the investigation of USEC research artefacts
at large scales. Yet, the deployment and corresponding evaluations of USEC prototypes
remains a challenge. Online studies are often not suitable to, for example, evaluate hardware-
based prototypes or research artefacts for platforms that participants do not own. For instance,
conducting research on phones with a touch-sensitive rear [102], on smart glasses [553],
or on AR glasses [150] often requires participants to physically attend user studies. The
USEC prototypes are often not robust enough for in-the-wild deployments, or the required
hardware and infrastructure are not yet available for detailed user testing (for example, when
investigating novel AR authentication methods [150, 282]).

In line with the suggestions in Section 3.4.1.2, the key message of the interviews here is to
investigate alternative study platforms and research methods for conducting USEC research
on prototypes that balance a) delivering realistic experiences when interacting with USEC
prototypes with b) reaching out to a large and diverse participant sample.

3.4.3 Problem-Scoping and Problem-Solving USEC Research

In the following, this chapter refers to Figure 3.1 to make the results more tangible and
highlight the USEC’s current bottlenecks. The figure is based on the experts’ statements
and the interpretation of the conducted interviews (Key Challenge 1 to 9). It distinguishes
between: Ê the real world, Ë problem-scoping research, and Ì problem-solving research.
USEC research puts a strong emphasis on problem-scoping research where user behaviour is
observed to identify usability, privacy, and security issues (for example, [33, 100, 189, 191,
216, 279, 296, 297, 351, 405]). The generated knowledge is then used to inform, teach, and
protect people (for example, [18, 68, 250]). However, some of the experts communicated that
there is relatively less progress in leveraging these findings to develop novel, well-evaluated
USEC prototypes and facilitate their transition into practice. Balancing problem-scoping
with problem-solving USEC research has the potential to result in noticeable real-world
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Figure 3.1: The schematic figure represents a substantial part of conducted work in USEC
with a focus on USEC research artefacts. Dotted orange lines indicate underdeveloped links
and solid blue lines strong links.

impact. P11 emphasised the importance of investing in problem-solving USEC research
because otherwise, as they put it: “we’re shooting ourselves in the foot and never going to be

part of the broader conversation” (P11) (Key Challenge 7). The message of the interviews
here is that it is crucial to collectively understand what end-users, the people who are going
to use the systems, need before building a large number of different research prototypes
that end in publications but do not contribute to the bigger picture: transition research into
practice and provide end-users with usable, secure, and privacy-preserving systems. Whilst
spotting privacy and security issues is essential, it is equally important to integrate the findings
from user studies into an iterative research process and build solutions that solve some of
the existing security and privacy concerns. As voiced by the experts, contributing towards
problem-scoping and problem-solving USEC research can foster collaborations between
researchers and research groups, potentially contributing to closing the gap and strengthening
the research loop depicted in Figure 3.1.

3.5 Chapter Conclusion

Although some of the reported key challenges are more relevant to USEC, many issues the
USEC experts face when designing, prototyping, and evaluating research artefacts can be
found in the neighbouring HCI communities. The history of USEC research, including how
the community has been established, the experts’ voiced challenges, and the Literature Review
in chapter 2, shows that USEC does not exist in a vacuum. USEC has adopted many research
methods from the neighbouring HCI communities [155]. Still, as the expert interviews have
shown, the inherently interdisciplinary nature of USEC and the challenges around security
evaluations, threat modelling, ecological validity, and the lack of solid links between problem-
scoping and problem-solving research make USEC unique, complex, and often impede the
transition of USEC research artefacts into practice.
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By synthesising, for the first time, opinions from USEC experts that have not seen in-depth
discussions in prior literature, and raising awareness of the challenges when prototyping and
evaluating USEC prototypes, this thesis provides common ground for ongoing discussions
within the USEC community and outlines nine key challenges, some of which this thesis aims
to address by introducing and validating the suitability of using VR studies for simulating
real-world USEC research involving prototypes. To conclude this chapter, the first research
question of this thesis, RQ1, is answered. Then, the next steps of this thesis are outlined.

3.5.1 Research Question 1 (RQ1) and Ways Forward

This chapter contributes answers to the first research question:

RQ1: What are the challenges that USEC experts experience when designing, imple-
menting, and evaluating security and privacy-enhancing prototypes?

USEC research is often concerned with usability and security evaluations of prototypes. For
prototypes that involve hardware elements (for example, eye trackers [243] or custom-built
handheld devices [102]), the interviews have shown that researchers face significant challenges
in building the prototype, recruiting participants for the evaluation, and conducting realistic
evaluations that allow generalising the results. The findings of this chapter are summarised
in nine key challenges, which are discussed in Section 3.3 and Section 3.4 and cover the
broader USEC field and how USEC research is currently being conducted. The discussed key
challenges inform the remaining research of this thesis in chapter 4 - chapter 6 as follows:

In line with Alt and von Zezschwitz [17], this thesis has recognised from the expert interviews
that there is a need to support and facilitate USEC research that involves designing, building,
and evaluating novel research artefacts. The interviewed USEC experts emphasised that their
resources to build, evaluate, and adequately distribute USEC prototypes are often limited
(Key Challenge 2 and 8). They raised concerns about achieving high ecological validity,
recruiting large and diverse samples, and conducting research in the field (Key Challenge
3 and 6). Furthermore, the experts brought up the trade-off between added value and effort
when conducting field studies. They voiced that field studies are often resource-intensive and
introduce ethical and legal constraints (Key Challenge 4 and 5).

To contribute answers and work towards potential solutions to these challenges and close
the existing gap between problem-scoping, problem-solving, and real-world impact (Key
Challenge 7), this thesis proposes and investigates the use of VR studies for the implementation
and evaluation of USEC prototypes. As prior research in other domains has shown (cf.,
Section 2.2.5 in the Literature Review), VR studies facilitate field studies and can provide a
methodological bridge over the controlled lab studies and the more exploratory field studies.
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Despite the first evidence of the use of VR studies for simulating real-world research and
its success in other domains (for example, in HCI [291, 528]), it remains unclear how this
relatively novel research methodology can (and should) be applied for USEC research and
can forge forward the USEC research field as a whole. This thesis aims to fill this gap in
chapter 4 and chapter 5 through detailed replications and comparisons of the findings of VR
studies and equivalent real-world studies. Additionally, it showcases in chapter 6 a potential
future of USEC prototyping research through the help of remote VR studies for simulating
real-world research artefacts and study environments to allow for future large-scale and cross-
country user studies. Whilst the threat modelling concerns (Key Challenge 1) and the lack
of collaborations between academia and industry are important to address (Key Challenge
9), contributing towards solutions requires additional input from academic institutions and
industry partners, which is beyond the scope of this thesis.

3.5.2 Contributions

In summary, the research in this chapter makes the following contributions:

• It synthesises, for the first time, the challenges faced by USEC experts when designing,
developing, distributing, and evaluating USEC prototypes. Whilst other works have
touched on what makes USEC research challenging in general, there has not yet been a
structured attempt to elicit challenges experienced by researchers who deal with USEC
prototypes. This chapter puts forward such a compilation of experienced challenges,
contributing an empirical contribution [556] that provides new knowledge through
findings based on expert interviews.

• It lays out nine key USEC challenges that resulted from twelve USEC expert interviews,
discusses them in the scope of neighbouring communities, and proposes ways forward
that inform the remaining thesis research in chapter 4, chapter 5, and chapter 6.
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Chapter 4

Validating the Use of VR Studies for
Evaluating USEC Prototypes

This chapter is based on the following two publications:

[Publication 4] Mathis, F., Vaniea, K., & Khamis, M. (2021). Replicueauth:
Validating the use of a lab-based virtual reality setup for evaluating authentication
systems. In Proceedings of the 2021 CHI Conference on Human Factors in
Computing Systems (CHI 2021). ACM, DOI: 10.1145/3411764.3445478

[Publication 5] Mathis, F., Vaniea, K., & Khamis, M. (2021). Observing Vir-
tual Avatars: The Impact of Avatars’ Fidelity on Identifying Interactions. In Aca-
demic Mindtrek 2021 (Mindtrek 2021). ACM, DOI: 10.1145/3464327.3464329

4.1 Introduction

A s a first step, and in advance of contributing towards potential solutions to the key
challenges presented in chapter 4, research is needed to provide the first evidence of

the use of VR studies for usability and security evaluations of real-world USEC prototypes.
If VR studies, in which virtual replicas of real-world prototypes are tested, achieve similar
results as their counterpart evaluations in physical laboratory environments, then they can be
applied in follow-up studies to advance USEC research involving prototypes. The Literature
Review in Section 2.2.5 outlined promising HCI applications for VR studies, such as for
studying user behaviour in front of public displays in the field [291] or investigating simulated
real-world research artefacts [528, 539]. In USEC, such VR studies can a) reduce the costs
of studies evaluating real-world USEC prototypes as researchers do not need to build them
physically; b) allow for the recruitment of many and diverse participants through a remote

https://dl.acm.org/doi/abs/10.1145/3411764.3445478
https://dl.acm.org/doi/abs/10.1145/3464327.3464329
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VR research approach, thereby increasing the ecological validity of the research findings; and
c) reduce the need for face-to-face studies, which is advantageous at times where in-person
studies or field studies are challenging or even prohibited due to, for example, COVID-19
restrictions [149] or not having access to security-sensitive systems such as ATMs.

However, the USEC community is far away from being able to apply VR studies for USEC
research: initial validation work is required to provide the first evidence of the use of such
a novel research method for usability and security evaluations of real-world prototypes.
Therefore, for the first time, this thesis chapter investigates how VR studies can complement
usability and security evaluations of real-world USEC prototypes. Can researchers learn about
the user’s performance on a real-world prototype by measuring their performance on a VR
replica? Does a USEC prototype’s vulnerability to observations when used in VR map to
similar weaknesses if used in the real world? Consequently, this chapter asks and contributes
answers to the following two research questions:

RQ2 Which findings of VR-based usability evaluations on USEC prototypes match the
findings from corresponding evaluations in traditional physical lab settings?

RQ3 Which findings of VR-based security evaluations on USEC prototypes match the findings
from corresponding evaluations in traditional physical lab settings?

Determining which results from VR usability and security studies match those obtained from
the real world is valuable in multiple ways. If USEC researchers can quickly iterate and
evaluate their USEC prototypes in VR before deploying them in the real world, they save
costs, time, and effort. This chapter describes the evaluation and presents the results of an
alternative methods replication study of CueAuth [245], a previously published authentication
prototype (cf., Figure 4.1), to investigate if a real-world study of a USEC prototype can be

Figure 4.1: For the first time, this chapter evaluates the suitability of using VR studies for
human-centred usability and security evaluations of real-world USEC prototypes. The work
in this chapter replicated a recently introduced authentication scheme called CueAuth [245]
(Ê) in VR (Ë). It then evaluated the usability and the security of the VR replica to compare
the results to the original real-world evaluation [245]. The left part of the figure is a copy of a
figure in the original CueAuth paper by Khamis et al. [245].
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similarly run in VR. CueAuth [245] was replicated in a virtual environment and evaluated
using two in-depth user studies: 1) a VR usability study (N = 20) using VR replicas of the
authentication methods used in the CueAuth paper as well as similar metrics, and 2) an online
security study (N = 22) to study the observation resistance of the VR replica under two threat
models, as done in CueAuth [245]. In advance of the security study, a pre-security study (N =
28) was conducted to define the user representation required for follow-up security evaluations
based on VR authentication recordings. The results of the VR usability and security studies
are compared with the real-world evaluation findings reported in the CueAuth paper [245].

The studies and the comparisons to the earlier work allow this chapter to draw novel insights
into the advantages and disadvantages of VR studies for usability and security evaluations of
prototypes, contributing partial answers to the final research question of this thesis:

RQ6 What are the advantages and disadvantages of using VR studies for USEC research
involving prototypes compared to traditional USEC research in physical laboratories and in
the field?

The overarching research question, RQ6, is fully addressed in chapter 7, subsequent to the
remaining empirical research chapters. This chapter concludes by discussing the study results
of the usability and security studies in Section 4.6 and Section 4.8, and how VR studies can be
applied to facilitate and advance research in the USEC prototyping space. The thesis further
contributes to the validation of using VR studies for simulating real-world USEC research in
chapter 5 and chapter 6, and demonstrates how VR studies can advance USEC research.

4.1.1 Chapter Structure

The fourth chapter of this thesis contains three user studies that contribute to the first vali-
dation of using VR studies for real-world USEC research. It first outlines the ethics and the
participants’ compensations in Section 4.2. It then describes the studied USEC prototype,
CueAuth [245], and its input methods in Section 4.3. Section 4.4 provides an overview of
the studies. The chapter then discusses the usability evaluation findings of the VR replica of
CueAuth [245] in Section 4.6. Finally, this chapter presents the security evaluation findings
of CueAuth’s virtual replica in Section 4.8 and concludes with a discussion of the findings in
Section 4.10, contributing answers to RQ2 and RQ3.

4.2 Ethics and Compensation

The studies in this chapter were approved by the University of Glasgow College of Science
& Engineering ethics committee (ref: #300190050 and ref: #300190215). The participants
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were compensated with e15.00 for the usability study and £7.50 each for the pre-security
study and the main security study. The participants in the security study took part in a draw
to receive an additional £7.50 based on their observation performance. This compensation
method was used in the original real-world CueAuth study [245] and is frequently applied in
security studies to motivate participants [158, 307, 308]. The participants could optionally
share photos of notes they took during the security study for an additional compensation of
£0.5. A new set of participants was recruited for each study to avoid any learning effects. The
usability study in Section 4.6 was conducted in Austria due to COVID-19. The pre-security
study in Section 4.7 and the main security study in Section 4.8 were conducted online (cf.,
Section 4.7.2 and Section 4.8.1).

4.3 The Selection of the USEC Prototype

USEC research covers a wide range of areas, many of which are not necessarily easy to
create in-lab experiments for. As the Introduction and the Literature Review have shown,
there is a lot of unexplored potential of the use of VR studies for facilitating and advancing
real-world USEC research. To provide, for the first time, evidence of the feasibility of VR
studies for USEC research, this thesis has to define a suitable prototype that allows for
detailed comparisons between a usability and security evaluation in VR and the real world.
As a result, this chapter reports on a holistic user evaluation of CueAuth [245], a fast and
highly secure authentication system for public displays, such as vending machines and ATMs.
CueAuth covers a range of input methods that are used in security research, including touch
input [102, 540], mid-air input [6, 25], and eye-gaze input [104, 235, 272]. Furthermore, it
provides a holistic usability and security evaluation, and its underlying concept has already
been studied in different contexts [245, 530, 545], making RepliCueAuth, a virtual replica of
CueAuth [245], an ideal candidate for the first validation of the use of VR studies for USEC
research.

4.3.1 CueAuth and RepliCueAuth: An Overview

The virtual replica, RepliCueAuth, manifests the same characteristics and input methods as the
original real-world CueAuth prototype [245]. To enter a PIN in CueAuth, users either perform
touch gestures, mid-air gestures, or smooth pursuit eye movements [525]. The underlying
concept of CueAuth [245] is based on cues on the screen (cf., Figure 4.2-Ëa,Ìa,Ía). For
touch and mid-air, the arrows on the respective digits show the users which gestures they have
to input. The absence of an arrow indicates that the users have to tap (in touch) or perform a
gesture towards the front (in mid-air). In eye gaze, CueAuth [245] employs smooth pursuit
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Figure 4.2: CueAuth’s authentication setup was transferred into a VR environment with a
situated display that shows PIN-pads (cf., Ë-a,Ì-a,Í-a) featuring the cues [245]. To select
a digit, the user responds to the cue displayed on its button. After selection, the cues are
randomly reshuffled. To enter “0” via touch in the shown example, the user performs a touch
gesture to the right in the yellow box to correspond to the yellow “0” button with a right-arrow
(Ë). To enter “1” in mid-air, the user performs the gesture to the front with their left (red) hand
as the “1” button is red and has no arrows (Ì). In eye gaze, each digit moves along a distinct
trajectory, allowing the users to follow the movement with their eyes to make selections. To
enter “0”, the user has to follow the diagonal movement of the digit with their eyes (Í).

movements [525], a calibration-free gaze interaction method. Smooth pursuit eye movements
are compared to the trajectories of animated targets (i.e., digits 0 - 9) to determine which digit
users gaze at. The cues are randomly reshuffled after every user input due to security. The
concepts of the input methods are described in more detail below:

• Touch Input: In touch, the users are required to observe which cue is shown on
the digit and then perform the corresponding touch gesture in the respective box (cf.,
Figure 4.2-Ëa). For example, digits on the left are entered in the red box (i.e., 1,2,4,5,7),
whereas digits on the right (i.e., 3,6,8,9,0) are entered in the yellow box. An arrow
means a touch gesture to the displayed direction. For example, to enter the digit “3” in
Figure 4.2-Ëa, a downwards touch gesture in the yellow box is required.

• Mid-Air Input: In mid-air, the users raise their hands and select digits via mid-air
gestures in the direction of the corresponding arrow (cf., Figure 4.2-Ìa). The gestures
are performed with the left hand if the digit is coloured red and with the right hand if
the digit is coloured yellow. For example, to enter the digit “3” in Figure 4.2-Ìa, the
users are required to perform a gesture to the right with their right hand.

• Eye-Gaze Input In eye gaze, the users provide input by following moving targets with
their eyes, referred to as “pursuits” [525]. Pursuits’ advantages over location-based gaze
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gestures are manifold. Smooth pursuit input does not require accurate gaze estimation;
thus, it does not require eye tracker calibration and minimises pre-interaction times.
Furthermore, Pfeuffer et al. [382] emphasised that calibration negatively impacts the
usability and user experience when interacting with public displays as such interactions
are often rather of shorter duration [343]. To select the digit “0” in Figure 4.2-Ía, the
users are required to follow the diagonally moving target with their eyes.

4.4 Overview of Studies

A repeated-measures design was applied to contribute a VR usability and security evaluation
of a USEC prototype and shed the first light on the feasibility of using VR studies to evaluate
real-world USEC prototypes. The study design is in line with the original real-world study of
CueAuth [245] to avoid introducing any confounding variables. Conditions were counterbal-
anced using a Latin Square. The usability and main security study are designed as conceptual
replications using “alternative methods” [551, 552], which means the VR studies in this thesis
follow the original real-world study design [245], but they use a different research method
to measure the dependent variables (for example, in a virtual lab environment instead of a
physical laboratory). In the following sections, the usability and security evaluations are
described. The results of each study are reported in Section 4.6 and in Section 4.8. Section
4.7 outlines the pre-security study, which informed the VR avatar used in CueAuth’s security
evaluation in Section 4.8.

4.4.1 Overview: Usability Evaluation of RepliCueAuth

The usability study, which this thesis will discuss in Section 4.6, was conducted in person
to ensure consistency of the study environment and the protocol between the participants.
The participants answered various questionnaires directly in VR. Providing them with in-
VR questionnaires [395, 432] ensures a consistent VR experience and does not break their
focus [395]. Doing so also makes the methodology more applicable for future remote VR
studies, as this thesis will show in chapter 6. Participants with similar user profiles as reported
in the original real-world study [245] were recruited, i.e., normal/corrected-to-normal vision
and no prior experience with cue-based authentication. The usability study collected the
participants’ entry time, entry accuracy, and perceived workload when interacting with a
virtual replica of CueAuth. The study concluded with semi-structured interviews to compare
the participants’ opinions and preferences to the qualitative data reported in the CueAuth’s
original real-world study [245].
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4.4.2 Overview: Security Evaluation of RepliCueAuth

For the security evaluation, which this thesis will discuss in Section 4.8, Prolific [394] and
pre-recorded videos recorded in the VR environment were used. Prolific is an established plat-
form for online subject recruitment for scientific purposes and regularly used for advertising
academic studies in HCI and USEC (for example, [14, 300]). The recordings of authentica-
tions in VR (cf., Figure 4.2-3/3a) were embedded in Qualtrics (licensed by the University
of Edinburgh), an online survey tool that study participants can access via web browsers.
The overall study procedure is in line with the original real-world study [245], where the
participants were shown video recordings of authentications in the real world. However, to
provide insights into the feasibility of using VR studies for USEC research, the recordings
for this study were based on VR material. In other words, instead of a human in the real
world who performed an authentication, the videos showed an avatar in the VR environment
performing an authentication. The use of authentication recordings to assess a prototype’s
resistance to observations, i.e., its security against shoulder surfing, is a common research
approach when evaluating the security of a USEC prototype (for example, [29, 98, 102, 239]).

The security study collected the participants’ successful attack rate when observing the
authentications in VR, their attack duration, and their confidence in the guesses. As done
in the original real-world study, the Levenshtein distances [280] between the correct PINs
and the participants’ closest guesses were calculated to conduct a more nuanced security
analysis of participants’ observation performance. The study concluded with semi-structured
interviews on the participants’ attacking strategies and their security and usability perceptions
of the different input methods. Section 4.7 outlines the pre-security study to inform the VR
user representation for the main security study in Section 4.8.

4.5 Data Analysis of the Usability and Security Study

The statistical analysis entails 1) an analysis of the repeated-measures usability, pre-security,
and main security VR studies, and 2) a comparison between the results of the VR studies and
those obtained in the original real-world studies [245]. The latter feeds the discussion of the
validity of using VR studies for USEC research by comparing the VR-based usability and
security results to the results reported as part of the real-world evaluation [245]. To visualise
the data, bar charts and violin plots [204] were used. All data figures in this chapter, as well
as in chapter 5 and chapter 6, were created using https://ggplot2.tidyverse.org/ for [R].

https://ggplot2.tidyverse.org/
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4.5.1 VR Usability and Security Study Data Analysis

In the statistical analysis of the usability and security study, the same statistical tests as used in
the original work [245] were applied. A repeated-measures ANOVA (IV: input method) was
applied in the usability study, and a two-way repeated-measures ANOVA (IV: input method,
threat model) in the security study. ANOVAs were applied on parametric and normal/near-
normal distributed data as they are fairly robust to deviations from normality [49, 161, 444].
Post-hoc pairwise comparisons were Bonferroni corrected for controlling familywise errors.
Greenhouse–Geisser adjustment was used to correct for violations of sphericity. For the
qualitative analysis, a code book [433] based on the findings of CueAuth [245] was used to
support the comparison. A VR code was added to capture VR-related comments that were
not present in the original real-world usability study. An eye was kept out for potential new
codes, but nothing new was observed. The content of the semi-structured interviews was
fairly simplistic, so the lead researcher did all the qualitative data analysis.

4.5.2 Validation Data Analysis

The data set from the original real-world study of CueAuth was obtained through the original
paper’s first author [245] to allow the thesis to comment on the findings’ differences regarding
the study paradigms, i.e., real-world study vs VR study. A two-way mixed ANOVA with
one between-subjects factor (study type: VR vs real world) and one within-subjects factor
(input method) was applied in the usability study. A three-way mixed ANOVA with one
between-subjects factor (study type) and two within-subjects factors (input method and threat
model) was applied in the security study. Whilst this approach allows the thesis to reveal
significant differences between the two study types, a non-significant outcome (i.e., p-value
> 0.05) does not indicate that the values are equal or there is no effect of study type on the
measures [233]. The sample size in the conceptual replication VR studies is determined by the
original CueAuth study [245]. For statistical tests, such sample sizes increase the likelihood
of type-2 errors, i.e., false negatives. Therefore, additionally to reporting non-statistically
significant pairs between the VR studies and the real-world studies of CueAuth [245], the
similar patterns found across the two study types are reported. In the following pages, this
thesis uses a tag (i.e., —Validation—) to highlight the paragraphs that contribute to the
comparison between the two study types (cf., page 100).

4.6 Usability Evaluation of RepliCueAuth

This section presents the usability evaluation of the virtual replica of CueAuth and ties its
results to the original real-world study. Before reporting the results, details about the apparatus,
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the implementation, and the methodology are provided.

4.6.1 Apparatus and Implementation

The VR prototype of CueAuth was implemented using Unity3D (C#), the Leap Motion
SDK [338] for the hand tracking, and the Tobii XR SDK [514] for eye tracking. As headset
the HTC VIVE Tobii DEV KIT (with an integrated 120 Hz Tobii eye tracker) [510] was used
and connected to a VR-ready laptop (Razer Blade 15, NVIDIA GeForce RTX 2080) [403].
The implementation followed the implementation details reported in the CueAuth’s original
study [245] as best as possible. Due to the nature of VR some implementations differ, but the
overall concepts and implementations remained the same:

• Touch Input: Instead of calculating the distance between on-screen touch points to
detect touch gestures, as done in CueAuth [245], colliders and the OnCollisionEnter,
OnCollisionStay, and OnCollisionExit event listeners [509] around the user’s touch
point were used. One collider was positioned at the user’s initial touch point, and the
others (left/right/top/bottom) ≈ 3.5 cm away; this value is based on pilot tests. A touch
gesture is registered depending on which collider the user’s finger collides with. If
none of the colliders is touched, but the touch exits at the user’s initial touch point, the
system recognises a tap. Similarly to work by Kim et al. [249], who used an acrylic
panel to provide VR users with haptic feedback when touching a virtual plane in VR, a
physical surface was location-mapped to the VR touchscreen to provide passive haptic
feedback when performing touch gestures on the virtual screen (cf., Figure 4.3).

• Mid-Air Input: Instead of tracking mid-air gestures through an external device, as
done in the real-world study with a Microsoft Kinect One, two HTC VIVE trackers were

Figure 4.3: A physical surface in the real world (Ê) was location-mapped to the virtual screen
(Ë) in VR. Following this approach provides the participants with haptic feedback when
touching a virtual screen without using an actual touchscreen (highlighted in red).
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attached to the participants’ wrists. The default position is where the participants’ hands
are raised and parallel to the elbows (cf., the virtual avatar in Figure 4.2-3). A small
threshold area (≈ 10 cm, determined through pilot tests) around the default position was
defined as “no input area”. Gestures were detected using colliders the same way as done
for touch. After each gesture, the participants’ hands had to return to the default position
before the next input, which is in line with the real-world implementation [245].

• Eye-Gaze Input: As done in the original CueAuth paper [245], the implementation
by Vidal et al. [525] was used to detect smooth pursuit movements. A moving digit,
used as a stimulus for pursuits [525], is selected if the correlation between its trajectory
and the user’s eye movements exceeds a Pearson correlation coefficient threshold. The
Pearson correlation coefficient has been calculated as done in the original real-world
study of CueAuth [245]. The stimulus with the highest correlation above a predefined
threshold (> 0.8 in [245]) to a user’s eye movements is defined as the stimulus at which
a user gazes at. The threshold, as well as the trajectories of the stimuli (circular, linear
diagonal, and zigzag), are based on the original study [245]. Different configurations
could lead to different entry accuracies and entry speeds [525].

4.6.2 Methodology and Study Design

The within-subjects usability evaluation of CueAuth, summarised in Section 4.4.1, follows
the real-world study design [245] with the input method as the independent variable with
three levels: touch input, mid-air input, and eye-gaze input. The entry accuracies, the entry
times, and the participants’ perceived workload using the NASA-TLX questionnaire [193]
were collected. Additionally, the participants answered 5-point Likert scale questions, as done
in the real-world study (for example, “Input using touch is easy.”, from Strongly Disagree

to Strongly Agree [245]). The participants then went through a semi-structured interview to
allow the thesis to collect qualitative feedback and learn more about their experiences and
opinions when using touch, mid-air, and eye-gaze input in VR (cf., Appendix C).

4.6.2.1 Procedure and Task

Each participant went through three blocks in total, one per condition. The order of the
blocks, including a training session, an authentication session, and the questionnaires, was
counterbalanced using a Latin square. The participants first filled in the demographics. The
input methods were then explained before each authentication session, where participants
authenticated using one of the input methods. The participants then performed training runs to
become acquainted with the corresponding input method. These training runs were excluded
from the analysis. The study prototype verbally announced each predefined 4-digit PIN.
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Each participant had one chance to enter each PIN. After entering 16 PINs per authentication
session, the participants filled in the questionnaires in VR. The same was repeated for the
other conditions. The study concluded with semi-structured interviews.

4.6.3 Demographics

Twenty participants (8 female, 12 male) were recruited through social media, word-of-mouth,
and local societies. Participants were on average 27.25 years (range: 18 - 57, SD = 8.31) and
their demographics (gender, age) correspond roughly to the demographics of the participants
in the real-world study: 13 female participants, ages ranging from 18 to 33 years (M = 24.1,
SD = 3.9) [245]. The data of five participants (vs three in the real-world study [245]) had to
be removed due to technical issues with the VR tracking system. Three (P3, P4, P16) in the
touch input condition, and two (P14, P18) in the mid-air input condition.

4.6.4 Results

The reporting of the results follows the original real-world CueAuth paper [245]. First, the
entry accuracies, the entry times, and the participants’ perceived workloads are reported.
Then, the qualitative feedback collected during the semi-structured interviews is reported.
The statistical analysis follows the approach this thesis described in Section 4.5.

4.6.4.1 Entry Accuracy

There was a significant main effect of the input method on entry accuracy, F(1.451,20.311) =
5.791, p<0.05, η2

p = 0.293. Post-hoc pairwise comparisons revealed significant differences
(p<0.05) in entry accuracy between touch input (M = 89.31%, SD = 8.48%) and mid-air input
(M = 80.21%, SD = 5.77%). No significant differences were found between the other pairs.
Entry accuracies are high for all methods with M = 89.31% (SD = 8.48%) for touch, 81.25%
(SD = 13.30%) for eye gaze, and M = 80.21% (SD = 5.77%) for mid-air input.

Validation

When comparing the VR study results to the real-world study results [245], no statistically
significant interaction (input method× and study type) for entry accuracy was found, F(2,62) =
0.401, p = 0.671, η2

p = 0.013. There was no main effect of study type on entry accuracy, F(1,31)

= 0.058, p = 0.812, η2
p = 0.002. However, touch input was significantly more accurate than

eye gaze in the real-world study [245], which was not the case in VR. The entry accuracies in
the original real-world study were M = 93.38% (SD = 26.05%) for touch input, M = 82.72%
(SD = 38.53%) for eye-gaze input, and M = 84.19% (SD = 39.1%) for mid-air input [245].
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Usability Observation 1

There was no evidence of significant differences of the entry accuracies for touch input,
mid-air input, and eye-gaze input between the VR study and the real-world study.

4.6.4.2 Entry Time

There was a significant effect of input method on entry time, F(1.229,15.972) = 69.778, p<0.05,
η2

p = 0.843. Significant differences were found between eye-gaze input (M = 16.75 s, SD =
4.36 s) and touch input (M = 6.06 s, SD = 1.87 s), and between eye-gaze input and mid-air
input (M = 5.54 s, SD = 1.16 s) (p<0.05). Input using touch was significantly faster than
eye-gaze input in VR, matching the results from the real-world study [245]. Touch input was
significantly faster than mid-air input in the real-world study, which was not the case in the
VR study. Figure 4.4 shows the distributions.

Validation

When comparing the entry times collected in VR to the real-world study, there was evidence
of a significant interaction effect (study type× input method), F(1.054,31.614) = 13.908, p<0.05,
η2

p = 0.317. Follow-up analysis revealed a statistically significant difference in entry time
when using touch input between the VR study and the real-world study, F(1,33) = 24.617,
p<0.05, η2

p = 0.427. Touch input was significantly faster in the real world (M = 3.73 s, SD
= 0.67 s) than in VR (M = 6.06 s, SD = 1.87 s). The other was found for eye gaze, F(1,35) =

*

*

0

20

40

60

touch mid−air eye gaze
input method

en
tr

y 
tim

e 
(in

 s
ec

on
ds

)

VR

*

*

0

20

40

60

touch mid−air eye gaze
input method

en
tr

y 
tim

e 
(in

 s
ec

on
ds

)

RW

Figure 4.4: In the VR study, the participants authenticated significantly faster when using touch
input and mid-air input than eye-gaze input. There was no evidence that touch input in VR is
faster than mid-air input in VR, and vice versa. This is different from the real-world study
(RW), where touch input was significantly faster than mid-air input and eye-gaze input [245].
Red pointrange denotes mean ± standard deviation. * denotes statistical significance, p<0.05
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15.728, p<0.05, η2
p = 0.310. Input with eye gaze was significantly faster in VR than in the

real world (M = 16.75 s, SD = 4.36 s vs M = 26.35 s, SD = 9.56 s). No significant difference
between the study types was found when providing mid-air input (M = 5.54 s, SD = 1.16 s for
VR vs M = 5.51 s, SD = 1.79 s for the real world [245]).

Usability Observation 2

Touch input was significantly faster in the real world than in VR, whereas eye-gaze
input was significantly faster in VR than in the real world. Entry times using mid-air
input remained the same across VR and reality.

4.6.4.3 Perceived Workload (NASA-TLX)

There was no evidence of significant differences of the mean NASA-TLX values between the
input methods, F(2,38) = 0.389, p = 0.681, η2

p = 0.020. The overall task load indices are M =
34.83 (SD = 23.61), M = 34.0 (SD = 19.68), and M = 30.33 (SD = 18.33) for touch, mid-air,
and eye gaze. Despite a non-significant main effect, repeated-measures ANOVAs on the
level of each NASA-TLX dimension were run to investigate if there is an effect on the level
of the individual subdimensions. A significant main effect was found for input method on
performance, F(2,38) = 7.615, p < 0.05, η2

p = 0.286. Post-hoc pairwise comparisons revealed a
significant difference between eye-gaze input and touch input (p<0.05), and between eye-gaze
input and mid-air input (p<0.05). Figure 4.5-VR shows the mean scores.

Validation

When comparing the participants’ perceived workload in the VR study to the participants’
perceived workload in the real-world study, a two-way mixed ANOVA revealed a significant
interaction effect (study type × input method), F(2,76) = 7.233, p < 0.05, η2

p = 0.160. Follow-
up ANOVAs on the level of each input method revealed a statistically significant difference
in the participants’ perceived workload when using eye gaze between the two study types,
F(1,38) = 7.803, p < 0.05, η2

p = 0.170. Follow-up analysis on the level of each NASA TLX’s
sub-dimension revealed a significant difference (p<0.05) between eye gaze in VR and the
real world regarding physical workload, frustration, and effort. For the VR study, the mean
raw values for physical workload, frustration, and effort were M = 18.50 (SD = 21.83), M =
29.25 (SD = 29.79), and M = 40.0 (SD = 27.96). For the real-world study, the values were M
= 46.5 (SD = 26.71), M = 39.25 (SD = 29.44), and M = 57.75 (SD = 24.73). Figure 4.5 shows
the values for each input method and study environment.
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Usability Observation 3

There was no evidence that the participants’ perceived workload differed regarding
touch input and mid-air input in both the real world and in VR. However, the participants
reported significantly lower physical workload, less frustration, and less effort when
providing gaze input in VR than in the real world.

4.6.4.4 Qualitative Feedback

Qualitative feedback was collected through the semi-structured interviews (cf., Appendix
C). Although a strict comparison of qualitative data is challenging [160], there are many
similarities between the VR study and the original real-world study [245]:

Theme 1: Exposure to the Input Methods. Similar to the participants’ comments
in the real-world study, the VR study participants reported being previously exposed to
touch input and mid-air gestures (for example, through the Xbox video game console).
However, they were less exposed to gaze-based interaction, which was experienced by only
two participants before. Interestingly, nine participants in the original real-world study had
prior experience with eye gaze (vs two in the VR study) because of previous user studies [245].
This difference in the participants’ experiences between the study types makes it likely that the
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Figure 4.5: There was no evidence of significant differences in the VR study between the
mean NASA-TLX values on the level of each input method, indicating that the participants
perceived all three methods as equally demanding. However, analysing the NASA-TLX
dimensions revealed a significant perceived performance difference (p<0.05) between eye
gaze and touch, and between eye gaze and mid-air. Eye gaze in the real-world study (RW) was
perceived as more demanding than in VR. Black lines denote the 95% confidence interval.
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Figure 4.6: The participants in the VR study rated the three input methods on 5-point Likert
scales, from 1 (Strongly Disagree) to 5 (Strongly Agree). RW shows the results of the original
real-world study [245]. Black lines denote the 95% confidence interval (CI).

original real-world study of CueAuth [245] recruited participants within another environment
(for example, in an academic setting where user studies are quite common). Although
this finding does not contribute to the validation of using VR studies for real-world USEC
research, it shows that participants’ exposure to the input methods depends on the participant
recruitment and not necessarily on the environment (VR vs real world). There was no evidence
of notable differences in the participants’ perceptions of the input methods when experiencing
them in VR and the real world.

Theme 2: Perception of the Input Methods. The participants’ perceptions of the
methods in VR matched those from the real-world study. Whilst the ranking of the input
methods in Section 4.6.4.5 suggests that they preferred eye-gaze input over mid-air input and
touch input, they associated touch input with more positive attributes than eye-gaze input.
Examples include intuitive, realistic, and effortless. Although mid-air gestures were similarly
positively perceived, there were more negative attributes associated with mid-air gestures than
touch input. The participants voiced that mid-air input requires more explicit movements than
touch input. Furthermore, it has been stated that mid-air gestures look weird. For example,
P13 expressed that “[mid-air input is] neither fish nor fowl” (P13). Eye gaze was perceived
as long-winded and exhausting, but safer than touch input and mid-air input. Both mid-air
input and eye-gaze input were described as hygienic.

Theme 3: Usability of the Input Methods. There were mixed comments on the
usability of the input methods. Touch was found simple and familiar; however, the participants
mentioned that providing touch gestures with virtual hands feels strange. Whilst some
participants perceived mid-air gestures as comfortable, others noted that it feels weird in
public: “looks like a jumping jack” (P17). Eye gaze was perceived as long-winded but
secure. The interviews suggested that touch input was perceived as slightly more usable than
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mid-air input and eye-gaze input. The additional technological layer, i.e., the virtual hand,
was taken negatively, which deemphasises the original advantages of touch input over mid-air
and eye-gaze input in the VR study (cf., Figure 4.6-VR/RW).

Theme 4: Enhancements of the Input Methods. The participants voiced the lack
of proper feedback when providing input and suggested extending the interaction space of
mid-air gestures by more subtle finger gestures or facial gestures. Similar enhancements
were mentioned by the participants of the real-world study [245]. Others noted technological
limitations in the hand tracking and the gesture detection. For eye gaze, the participants
criticised the pixelated targets they had to follow with their eyes.

Theme 5: Perception of the VR Environment and Its Impact. Most participants
voiced that the virtual environment did not impact how they interacted with the prototype.
However, a few mentioned that they felt isolated in VR, which allowed them to pay more
attention to the task in VR than in the real world. P13 voiced that they were unaware of the
researcher’s presence during the study. P19 mentioned that they were careful when performing
specific movements because they feared bumping into real-world obstacles. P20’s opinion
was different, voicing that they treated the VR environment as a safe space and felt “freer” to
perform gestures. The participants described people in the real world as “additional noise”,
but there was no evidence that this was similarly perceived in the VR study. P6 mentioned the
virtual environment was “too clean to be realistic” (P6).

Overall, the interviews represent a similar picture to the participants’ answers to the Lik-
ert scale questions (cf., Figure 4.6). Compared to the participants’ qualitative feedback in
CueAuth’s real-world study [245], touch input was perceived as, for example, more challeng-
ing and more error-prone in VR. These results can be attributed to the hand tracking used in
the VR study, which this thesis discusses further in Section 4.6.5.

Usability Observation 4

Most qualitative feedback was similar across the VR study and the original real-world
study of CueAuth. However, the different sensing capabilities impacted the participants’
perceptions and preferences of some input methods. The VR study negatively impacted
the advantages of touch input over mid-air input and eye-gaze input compared to the
CueAuth’s real-world study.



4.6. Usability Evaluation of RepliCueAuth 106

4.6.4.5 Usability Ranking: The Participants’ Preferred Input Method

The participants were asked to rank their preference of the three input methods. Raw scores
were multiplied by their weight factor: ×3 for rank 1, ×2 for rank 2, ×1 for rank 3, and then
summed up to compute weighted scores. Eye-gaze input was the most preferred input method
(45), followed by mid-air input (41), and touch input (37), which is in line with the qualitative
feedback received in the interviews, but differs from the real-world study where participants
preferred touch input over mid-air input and eye-gaze input [245].

Usability Observation 5

In contrast to the real-world study, where touch was the most preferred input method
and eye gaze the least preferred input method, the VR study participants preferred
eye-gaze input over mid-air input and touch input.

4.6.5 Discussion of RepliCueAuth’s VR Usability Evaluation

The conceptual replication study of CueAuth resulted in similar entry accuracies in all
three input methods (Usability Observation 1). There was no evidence that the participants’
perceived workload was significantly different in the VR study compared to the original
real-world study when providing touch input and mid-air input (Usability Observation 3).
Despite the promising results, the usability study suggests that tracking accuracy, i.e., hand
and eye-gaze tracking, affects a prototype’s usability evaluation findings when evaluated in
VR. The impact of the technology on the usability evaluation findings of virtual replicas of
real-world prototypes was apparent in the VR study as follows:

Compared to the real-world study of CueAuth [245], touch input was significantly slower
in VR than in reality, and eye-gaze input was substantially faster in VR than in the real
world (Usability Observation 2). Eye-gaze input was perceived as significantly less physically
demanding, less frustrating, and required less effort in VR than in the real world (Usability
Observation 3). Eye-gaze input was the most preferred input method in the VR study, whereas
it was the least preferred input method in the real-world study (Usability Observation 5). The
differences between the VR study and the real-world study show that the use of VR does not
necessarily provide the often desired “all-in-one solution” [556] and that USEC researchers
need to have a clear vision what they can expect from usability evaluations on VR replicas of
real-world USEC prototypes. However, as chapter 5 and chapter 6 will show, there are many
opportunities for the use of VR studies to provide USEC researchers with insights into the
usability and security of prototypes and advance research in this space. The differences in the
participants’ touch and eye-gaze input between the VR study and the real-world study are
discussed in more detail in the next two sections. The first research question of this chapter,
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RQ2, will be answered in the conclusion of this chapter in Section 4.10, together with the
findings of CueAuth’s VR-based security evaluation (cf., Section 4.8).

4.6.5.1 Touch Input in VR: The Same as in Reality, but Still Different!

Contrary to mid-air input and eye-gaze input, where no additional virtual artefacts are required
when providing input in VR, touch requires visualising the participants’ hands because humans
leverage the visual feedback of their hands to provide precise input in the real world. In the
VR study, the virtual hand is located between the user and the interaction, which negatively
affects the input performance, as shown in this chapter in Section 4.6.4.2. The participants
in the VR study voiced the virtual hand did not always perfectly align with their real hand.
Although the participants associated touch input with positive attributes, their entries were
not as fast as those logged in the real world. This finding is in line with Knierim et al. [255],
who showed that the participants’ typing performance is affected by virtual avatar hands.

The research presented in this chapter (and also in the remaining thesis) intentionally abstained
from using expensive hardware such as an OptiTrack system or other high-end sensors to
track the participants’ hand and finger movements. One of the goals of VR studies is to cut
down prototyping costs and make studies of this type more accessible to the broader USEC
community, which is only possible if the additional VR hardware required for such studies can
be kept low. That being said, this thesis does not put forward an empirical (and/or systematic)
evaluation of the costs of VR studies for simulating real-world research. However, creating
several virtual replicas using the same commodity hardware is more affordable than building
individual hardware prototypes or using specialised, expensive tracking equipment each time.
This implies that using VR studies can contribute towards more accessible and cost-efficient
USEC research in the long run. However, although the technological limitations potentially
disappear in the future due to improved VR technology (for example, improved hand tracking)
and acquaintance of humans with VR, the current limitations suggest that the use of existing
“low-budget” VR technology is sometimes not able to provide the participants with exactly the
same experiences they would face in the real world, particularly when introducing additional
virtual layers for input (for example, virtual hands that are mapped to users’ real hands).

4.6.5.2 The Consequences of Different Eye Tracking Approaches

Contrary to the real-world study, where the participants preferred touch input the most, the
participants in the VR study preferred eye-gaze input over touch input and mid-air input
(Usability Observation 5). Additionally, they provided faster eye-gaze input in VR than in the
real-world study (Usability Observation 2). This difference in performance and perception of
eye gaze is due to the different eye tracking systems used. In the real-world study, Khamis
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et al. [245] used a stationary eye tracker mounted at the bottom of the display. This likely
resulted in the eye tracking quality being influenced by their participants’ heights, distances
to the display, and the ambient and lighting conditions in their study room. These are known
problems in studies that involve stationary eye trackers [92, 244, 360]. In fact, the authors
of CueAuth [245] admit that “error rates and entry times are influenced by [their] setup and
implementation” [245].

In the VR study in this thesis, an eye tracker integrated into the head-mounted display was
used. This configuration is the most common setup of VR headsets with eye trackers due to
the form factor of current headsets. This means that many real-world artefacts that negatively
impact eye tracking quality (for example, bad lighting conditions) were absent in the VR
study. Eye-gaze input in VR was independent of the participants’ heights, positions, and the
surrounding lighting conditions. This explains why participants were faster and preferred
using eye gaze in the VR study compared to the participants in CueAuth’s real-world study.
However, the findings of both the VR study and the original real-world study of CueAuth [245]
depend on the technology used. A more advanced stationary eye tracker than the one used in
the original real-world study [245] would likely achieve results similar to those found in the
VR replication study.

4.6.5.3 Summary and Next Steps

In summary, the findings of the usability study show that the use of VR studies for USEC
research can help to mitigate the limitations of hardware used in the real world. However,
results from VR studies can also be misleading: if researchers want to assess the usability
of gaze-based interaction assuming ideal tracking conditions, then VR would help them to
achieve that. On the downside, if researchers want to determine the usability of the same
prototype with noise and other external factors, then they would need to account for these
factors in VR. Otherwise, they risk being misled into thinking that the (virtual) prototype works
better than it does (in the real world). As the Literature Review in chapter 2 has shown, HCI
and USEC researchers have traditionally considered similar trade-offs when comparing lab
studies with field studies, with one optimising for control and the other for ecological validity.
The transferability of the quantitative results from VR to the real world highly depends on
how well reality and its limitations are emulated. It is important to recognise that using VR
studies is not an alternative to more traditional research methods such as laboratory studies
and field studies, but it complements existing research methods by simulating real-world
USEC research artefacts and study environments that may be challenging (and sometimes
even infeasible) to study in the real world.

So far, this thesis chapter has put forward the use of VR studies for the usability evaluation
of USEC prototypes, with CueAuth [245] as an example prototype. As a next step, Section
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4.8 will describe and validate the use of VR studies for human-centred security evaluations
to provide a full picture of the VR’s feasibility for simulating real-world USEC research
and conducting user testing. Validating the use of VR studies for both usability and security
evaluations is important to design both usable and secure USEC prototypes [9, 568]. The
importance of usability and security evaluations is evidenced by the large number of USEC
works on prototypes that cover both a usability and security assessment of their research
artefacts (cf., Table 2.1 in the Literature Review). To allow this thesis to comment on the
suitability of VR studies for security evaluations, the next sections will first present the pre-
security study (Section 4.7) and then the main security study (Section 4.8), which evaluates
the CueAuth’s security using recordings based on a VR implementation.

4.7 Pre-Security Study: Defining the VR Avatar

The pre-security study is used to define the avatar fidelity, i.e., the extent to which different
avatars convey the look of a human in the real world (similar to [526]), that is required to
represent a human’s interactions in VR. As shown in Section 2.5 in the Literature Review and
voiced by the expert interviews in chapter 3, the security evaluations of USEC prototypes are
often concerned with shoulder surfing, which involves humans and how they behave when
interacting with USEC prototypes. The Literature Review in chapter 2 has shown that avatars
play an essential role in virtual environments [527], but it is often not clear which avatar best
imitates humans and their interactions. A common approach is to embody avatars of various
appearances, from abstract to more realistic avatars [364]; however, to date, there has not
been an empirical evaluation of the VR avatar required for subsequent security evaluations
on VR replicas of real-world USEC prototypes. In order to validate the use of VR studies
for security evaluations on USEC research prototypes, it is important to ensure that the user
representation used in virtual environments matches a human in the real world.

The pre-security study aims to fill this gap by the first investigation of the impact of different
avatar fidelities on the observers’ interaction identification performance to then allow for a
follow-up security evaluation of CueAuth [245]. In other words, it compares how well different
avatars can be observed when performing touch, mid-air, and eye-gaze input. CueAuth’s
original real-world study conducted the security evaluation on a user in the real world [245].
However, the security study in this thesis will use a virtual avatar to represent a human.
Researching and defining the avatar fidelity before the security study of CueAuth is vital to
reduce the threat of the user representation as a potential confounding variable.

The pre-security study in this section covers three avatar fidelities ranging from an abstract
avatar to a highly realistic avatar by Microsoft Research [169]. It synchronises interactions
performed by a human in the real world with user interactions in VR. The different avatars are
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Figure 4.7: The pre-security study investigates the impact of an avatar’s fidelity on a by-
stander’s performance when identifying the avatar’s touch, mid-air, and eye-gaze gestures.
There was an abstract avatar (Ë) and two more realistic avatars (Ì, Í), which are provided
by Microsoft Research [169] and modified based on the research purpose. Touch, mid-air,
and eye-gaze gestures performed by a human in the real world (Ê) were used as a baseline.

evaluated in front of a public display that allows for touch input, mid-air input, and eye-gaze
input (cf., Figure 4.7). The gestures performed by the user in the real world (baseline) and
the VR avatars are summarised in Table 4.1. Touch, mid-air, and eye-gaze gestures were
chosen to cover a wide range of different input methods and gestures when interacting in
virtual environments (for touch: [307, 497]; for mid-air: [481, 498]; for eye gaze: [307, 384]).
Furthermore, studying these three input methods helps the thesis to tie the results to CueAuth’s
security evaluation, which this thesis presents in Section 4.8.

4.7.1 Apparatus and Implementation

Unity 3D (C#) was used to implement a virtual environment and the different avatars. A
human in the real world performed all gestures outlined in Table 4.1 in the real world and VR.
The interface of CueAuth was replicated to support performing the gestures for touch, mid-air,
and eye gaze (cf., Figure 4.7). For eye-gaze gestures, moving targets were used as stimuli
that move along the trajectories as outlined in Table 4.1. This approach is equivalent to prior
work, which used moving targets to enable gaze-based interaction [245,525]. All avatars used
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in the study are tracked through the HTC VIVE VR headset’s position and rotation in the
space. A Leap Motion Controller was used for the hand and finger tracking. The integrated
Tobii eye tracker (and the Tobii XR SDK [514]) was used for the eye-gaze movement of the
avatars. For the more realistic avatars, an avatar provided by Microsoft Research [169] was
used and slightly modified to fit the purpose of the research. The joint angles of the arms
were calculated using Unity’s Animation Rigging package and Inverse Kinematics (IK) [213].
This allowed to increase the realism of the avatars and couple the avatar’s hands to its body.

No additional hardware or high-end tracking systems were required, except for two additional
HTC VIVE trackers. Implementing the highly realistic VR avatar requires significantly more
expertise and effort compared to the implementation of the abstract avatar, which does not
require any inverse kinematics calculations nor additional HTC VIVE trackers and is based
on simple 3D shapes, i.e., a cube for the head and three cuboids that are merged together for
the body. The same low-polygon hand asset was used for all avatars to avoid introducing
potential confounding variables. For the VR headset and to record the interactions in the
virtual environment, the Tobii HTC VIVE [510], a VR-ready laptop (Razer Blade 15, NVIDIA

GeForce RTX 2080), and OBS [480] were used. The interactions in the real world were
recorded with a NIKON D5300 single-lens reflex camera on a tripod.

4.7.2 Methodology and Study Design

The pre-security study was designed as a within-subjects experiment with two factors. The
first factor was the input method with three levels: touch input, mid-air input, and eye-gaze
input. The second factor was the avatar that represents a person with four levels: 1) human
in the real world (baseline); 2) an avatar that shows eyes and hands only, similar to avatars
used in social virtual rooms like Mozilla Hub [341]; 3) an avatar that included a realistic
virtual body and head as previous work found that eye gaze is closely associated with head
movements under natural conditions [45, 463] and could thus affect humans when observing

Input Method Gesture Number of different Gestures Description

touch left/right 2 Touch gesture to the left/right side.
up/down 2 Up- and downwards touch gesture.

tap 1 Single tap gesture on the screen surface.

mid-air left/right 2 Mid-air gesture to the left/right.
up/down 2 Up- and downwards mid-air gesture.

front 1 Mid-air gesture to the front.

eye gaze linear diagonal 4 Diagonal eye movements (all four directions).
circular CW/CCW 2 Clockwise and counter-clockwise circular

eye movements.
zigzag 2 Vertical/horizontal zigzag eye movements.

Table 4.1: Gesture set based on CueAuth [245], covering touch, mid-air, and eye gaze.
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interactions; and 4) a full-body avatar, where virtual eyes and hands are attached to a highly
realistic avatar [169]. Figure 4.7 shows the avatars. Table 4.1 summarises the gestures.

Qualtrics [397], an online survey tool accessible via the standard web browsers, and Prolific
[394], an established crowdsourcing platform for participant recruitment, were used to deploy
the study online. Compared to the usability evaluation presented in Section 4.6, both the
pre-security study and the security study in Section 4.8 are non-immersive VR studies. VR
setups were used to simulate and record authentications, but the participants experienced those
recordings on a traditional desktop screen. Assessing a USEC prototype’s security against
observations through video recordings on a traditional desktop screen is a common research
method in USEC (for example, [102, 245, 308, 530]). Furthermore, the gestures by the human
in the real world and the avatars in VR were pre-recorded as this is a common approach in
the literature when assessing a prototype’s resistance against observations [27, 102], studying
human action perception [273], or examining the users’ willingness to perform gestures
within a specific context for a particular task [547]. Recording the interactions and embedding
video prototypes [547] into a survey allowed conducting the study online and providing all
participants with the same set of material, eventually contributing to internal validity. The
video material for the study is publicly available1.

In summary, the pre-security study represented an interactive online survey with (VR) video
prototypes that portrayed different human gestural movements. The same research method
was used for the main security study of CueAuth in Section 4.8.

4.7.2.1 Procedure and Task

After obtaining informed consent, demographics were collected. The study then proceeded
with explainer videos of all three input methods and the gestures in Table 4.1 to introduce the
different input methods and the participants’ tasks. Figure 4.7 shows excerpts of the explainer
videos for all three conditions. The same camera position and angle was used throughout
the study. Attention check questions were added to ensure the participants understood
the input methods and their study tasks. The participants were then shown pre-recorded
interactions performed by a human in the real world or one of the three avatars in the virtual
environment. The order of the conditions was randomised and balanced using the Qualtrics’
Randomizer [398]. The participants watched the gestures, i.e., left/right/up/down/tap in touch,
once each before providing a guess. After each avatar, the participants filled in the NASA-
TLX questionnaire [194] to indicate their perceived workload when observing the interactions.
Reporting the participants’ perceived workload when observing human interactions is a
common method in human-centred security research [245, 281]. The study concluded with

1All VR videos are stored on https://youtube.com/playlist?list=PLs1tzNuOyzfwdvIpth 3NjDC2jb T6LpI,
last accessed 22/01/2023

https://youtube.com/playlist?list=PLs1tzNuOyzfwdvIpth_3NjDC2jb_T6LpI
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5-point Likert scale questions asking about the participants’ perceived realism of the avatars
and a ranking of the avatars in terms of preference when observing them.

4.7.3 Demographics

Twenty-eight participants (N = 28) were recruited. The data of eight participants were removed
due to several reasons. Some participants mentioned that they faced some issues with the
video playback, whilst others provided low-quality feedback throughout the study, indicating
that they did not meaningfully participate. The importance of cleaning data and removing
low-quality responses to increase the ecological validity has been discussed in previous works
(for example, [133, 339, 409]). Therefore, the analysis is based on 20 participants (11 male,
9 female) aged between 18 and 54 (M = 31.79, SD = 10.51). Out of the 20 participants,
19 (95%) mentioned that they had heard about the term “Virtual Reality” before, and nine
participants (45.0%) voiced that they have experienced VR before.

4.7.4 Results

The following sections report the results of the participants’ a) interaction identification
performance, the number of correctly identified gestures for touch input, mid-air input, and
eye-gaze input; b) perceived workload when observing the interactions using the NASA-
TLX questionnaire [194] as a common approach for improving shoulder surfing resistance
is to overwhelm the observer’s short-term memory [119, 240]; c) avatar preference; and d)
perceived realism of the avatars.

4.7.4.1 Successful Interaction Identifications

There was no evidence of a statistically significant two-way interaction between avatar and
input method on the number of successful interaction identifications, F(3.529,67.043) = 2.068, p
= 0.103, η2

p = 0.098, no main effect of avatar, F(3,57) = 0.285, p = 0.836, η2
p = 0.015, and no

main effect of input method, F(1.156,21.973) = 1.255, p = 0.297, η2
p = 0.062. The overall average

values of successful interaction identifications are M = 14.5 (SD = 2.56; overall: 80.56%) for
observations on the human in reality, M = 14.6 (SD = 2.80; overall: 81.1%) for the abstract
avatar, and M = 14.25 (SD = 2.97; overall: 79.17%) and M = 14.45 (SD = 2.65; overall:
80.28%) for the two more realistic avatars. The individual values on the level of each input
method are as follows, ordered by the user representation: human in the real world, abstract
avatar, more realistic avatar with a body and a head, full-body avatar: Touch: M = 5.0 (SD =
0.0), M = 4.75 (SD = 0.55), M = 4.45 (SD = 0.51), M = 4.65 (SD = 0.59); Mid-Air: M = 4.65
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Figure 4.8: The participants’ interaction identification performance and the perceived work-
load when observing the VR avatars and the human in the real world performing touch,
mid-air, and eye-gaze input as shown in Figure 4.7. There was no evidence that interactions
performed by an abstract avatar were easier/more difficult to observe than more realistic
avatars and a human in the real world. The same was found for participants’ perceived
workload when observing the VR avatars.

(SD = 0.75), M = 4.65 (SD = 0.67), M = 4.40 (SD = 0.75), M = 4.60 (SD = 0.68); Eye Gaze:
M = 4.85 (SD = 2.34), M = 5.20 (SD = 2.38), M = 5.40 (SD = 2.39), M = 5.20 (SD = 2.35).

All in all, there was no evidence that observations on one avatar were more accurate than on
one of the others and that observations on a human in the real world were easier/more chal-
lenging than on the VR avatars. Figure 4.8 summarises the number of successful interaction
identifications for each avatar and input method.

4.7.4.2 Perceived Workload (NASA-TLX)

A one-way repeated-measures ANOVA on the participants’ mean perceived workload when
observing the different avatars and the human in the real world was conducted. There was
no evidence of a significant effect of avatar on the participants’ perceived workload when
observing them, F(2.138, 40.626) = 2.922, p = 0.062, η2

p = 0.133. The mean NASA-TLX values
were low for all four avatars: M = 18.74 (SD = 8.97) for observing the human in the real world,
M = 21.75 (SD = 13.73) for the abstract avatar, and M = 23.06 (SD = 14.64) and M = 24.39
(SD = 14.12) for the more realistic avatars. The results show that the participants’ perceived
workload was slightly lower when observing the person in the real world. Figure 4.8 shows
the mean values of each NASA-TLX dimension and avatar.

4.7.4.3 Perceived VR Avatar Realism

For eye gaze, a Friedman test revealed a statistically significant difference in perceived avatar
realism depending on the type of the user representation, χ2(2) = 9.435, p<0.05. The more
realistic avatars were indeed perceived as more realistic than the abstract avatar (p<0.05).
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The median values were 2.5 for the abstract avatar and 4.0 for the more realistic avatars. For
mid-air input, there was no statistically significant difference in perceived avatar realism
depending on the type of the user representation, χ2(2) = 1.660, p = 0.436. The median values
were 4.0 for all three avatars. The same was found for touch, χ2(2) = 1.714, p = 0.424, with
median values of 4.0 for all three avatars.

For the overall perceived avatar realism, there was no evidence of a significant difference
between the abstract avatar and the more realistic avatars, χ2(2) = 2.324, p = 0.313. The
median realism values were 4.0 on a 5-point Likert scale for all three VR avatars.

4.7.4.4 Preference of User Representation

The participants were asked to rank the human in the real world and the VR avatars based
on their preference of observing them, i.e., “Which user representation made it easier to

observe the different interactions (1 = best, 4 = worst)?”. Raw scores were multiplied by
their weight factor: ×4 for rank 1, ×3 for rank 2, ×2 for rank 3, ×1 for rank 4, and summed
up to compute weighted scores. For mid-air input, the human in the real world achieved the
highest average ranking (74), next to the full-body avatar (55), the abstract avatar (39), and
the more realistic avatar (36). A similar pattern was found for touch, with the person in the
real world being preferred (76) compared to the full-body avatar (51), the more realistic avatar
(40), and the abstract avatar (39). The average ranking for eye gaze was the highest for the
person in the real world (55), followed by the abstract avatar (52) and the full-body avatar
(50). The more realistic avatar achieved the lowest average ranking in eye gaze (46).

Average ranking scores for each avatar were calculated to comment on the participants’ overall
avatar preference. The results suggest that the human in the real world achieved the highest
score (avg ranking score = 68.33) next to the highly realistic full-body avatar with an average
ranking score of 52. The other more realistic avatar (w/o arms) and the abstract avatar were
ranked similarly, with average scores of 40.67 and 43.33, respectively. The participants’ avatar
preference is reflected in the qualitative feedback reported in Section 4.7.4.5.

4.7.4.5 Qualitative Feedback

A qualitative data analysis was applied to spot the main patterns in the participants’ feedback.
The data set was reasonably simplistic and small, with 1-2 sentences for each question.
Therefore, the lead researcher did all the qualitative data analysis. Participant numbers (P1 to

P20) are used to ensure anonymity whilst presenting rich raw data.

When observing the mid-air interactions, there was a general agreement that the person in
the real world was the easiest to observe. Some participants mentioned that they needed
arms for clarity. For example, “the real world was easiest for me followed by the [most
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realistic one] which is closest to real world. I think this is because of the fully developed arm

extension” (P20). Interestingly, the need for arms was mentioned in combination with the
more realistic avatar, but not with the abstract avatar, which suggests some kind of uncanny
valley effect [337, 456, 477] as the participants did not necessarily expect to see arms in
the abstract avatar condition. The same was mentioned for touch. This is an interesting
finding and aligns with the comments by McMahan et al. [320] on interaction fidelity. They
speculated that the reason why low degrees of interaction fidelity have reached comparable
user experience as high degrees of interaction fidelity may be an effect of familiarity where
users link high fidelity VR to the real world, whereas their perception of low fidelity VR
builds on associations that are rooted in their familiarity with existing HCI interfaces [320].

Some participants noted that all avatars were perceived as easy to observe: “they were all easy

to identify so any would be fine” (P1). However, one participant mentioned that “the lack of

arms in the mid-fidelity avatar was off putting” (P3). Contrary to P3’s comment, P6 voiced
that the “low-fidelity avatar was more obvious and less distracting as it’s so basic” (P6). The
general feedback was that the attached arms helped the participants to identify the different
gestures. One participant mentioned that the movements in the real world were smoother and
that the virtual hands of the avatars did not come with visual and physical feedback: “the

physical feedback of the human hand touching the screen helped me see exactly what was

happening. if the 3D finger bent back a little as it touched the screen (even if it was in an

unrealistic uncanny way) then maybe that would help” (P9). For eye gaze, the participants
mentioned that the human in the real world slightly moved their head when performing the
eye-gaze gestures, whereas this seemed to be less present when observing the VR avatars.
Other participants mentioned that observing the person’s real-world eye movements was more
straightforward than the avatar’s eye movements. One participant explained this around the
fact that they are used to seeing eye movements from real humans rather than avatars: “the

real world was the clearest to me. I think because I am most used to seeing [eye] movements

from real humans.” (P20). Contrary to P20’s comment, P15 voiced that the human in the real
world blinked with their eyes, making it harder to observe eye movements in the real world.

In summary, the qualitative feedback suggests that the comparisons mostly happened between
the person in the real world and the virtual avatars. The participants mentioned surprisingly
few differences between the VR avatars. However, one point many participants addressed
was the lack of arms in one of the more realistic avatars (cf., Figure 4.7-Ì on page 110).

4.7.5 Discussion of the Pre-Security Study and Its Implications

The findings of the pre-security study suggest that an abstract avatar’s interactions are dis-
tinguishable to the same extent as interactions performed by a highly realistic avatar and a
human in the real world (cf., Section 4.7.4.1). There was no evidence that observing one of
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the VR avatars led to a higher perceived workload than the others. However, the participants’
perceived avatar realism, their avatar preference when observing the interactions, and the qual-
itative feedback suggest that the more realistic avatars were preferred over the abstract avatar.
All in all, this thesis section argues that it is important to consider the research questions and
the aim of the research when deciding on the avatar design. A large body of work showed that
avatar fidelity significantly impacts social interactions [152] and that more realistic avatars
evoke stronger acceptance in virtual body ownership [274]. The gained benefits of using
abstract avatars in applied VR research (for example, being cost-effective and more accessible
to the broader USEC field) might not outweigh the advantages of more realistic avatars in
settings where social interactions and virtual body ownership are of importance (for example,
in social VR [431, 546]). However, abstract avatars already provide researchers with valuable
insights into the observers’ interaction identification performances and enable them to dis-
tinguish between different human gestural movements. The key message of the pre-security
study is that there is excellent potential for abstract avatar designs in research where user
observations are at the core of the exploration. For example, when aiming at investigating the
participants’ identification performance during observations of gestures performed by VR
avatars, abstract user representations already provide valuable answers.

As a result of the promising results of abstract VR avatars in the pre-security study and to
further contribute towards making the use of VR studies for USEC research more accessible
(cf., the comments on using low-budget equipment in Section 4.6.5.1), the main security study
this thesis will discuss in Section 4.8 will use an abstract avatar to represent a human and their
interactions in a VR environment. The combination of both the pre-security study and the
main security study in Section 4.8 will allow the thesis to comment on the use of VR studies
for security evaluations of real-world prototypes.

4.8 Security Evaluation of RepliCueAuth

To provide, for the first time, insights into the use of VR studies for the security evaluation
of real-world USEC prototypes, it is essential to change the environment variable, i.e., from
traditional real-world video recordings as used in CueAuth [243] to video recordings based
on a virtual environment, without introducing any potential confounding variables. Therefore,
the main security study is, in line with the pre-security study and the original real-world
study [245], based on two-dimensional (VR) recordings. VR setups were used to simulate and
record authentications and, in line with CueAuth’s real-world study [245], the participants
experienced the recorded VR authentications on a traditional desktop screen. Chapter 5 will
investigate the differences between non-immersive VR [147] observations, i.e., on a standard
desktop screen, and immersive VR observations, i.e., in VR, in a follow-up investigation.
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4.8.1 Methodology and Study Design

The security evaluation of CueAuth, summarised in Section 4.4.2, follows the real-world
study design [245] with the input method as independent variable with three levels: touch
input, mid-air input, and eye-gaze input, and the threat model with two levels: single attack
and repeated-video attack. The difference between the VR investigation and the original
real-world study is that the authentications are recorded from within VR instead of in the real
world. This means that the authentications were performed by an abstract avatar instead of a
human in the real world. As done in the real-world study [245], the participants’ successful
attack rates, the Levenshtein distance between the correct PIN and the participants’ closest
guess; the participants’ attack durations; and the participants’ confidences in their guesses
were collected. Unlike data collected through the semi-structured interviews in the real-world
study [245], the VR security study relied on open questions in written form. As done in the
pre-security study, Qualtrics [397] and Prolific [394] were used to deploy the study online.
The video material for the study is publicly available2. The statistical analysis in Section 4.8.3
follows the approach this thesis described in Section 4.5. The order of the input methods was
counterbalanced using the Qualtric’s Randomizer [398] and its embedded data function.

4.8.1.1 Threat Models

Two frequently used threat models were used when evaluating the security of CueAuth using
VR video recordings: single attacks and repeated-video attacks. Both threat models are
in line with the original real-world security study [245]. The threat models represent the
scenario where a bystander observes another person’s authentications. In both threat models,
the participants know how the authentication prototype works and have an optimal view of
the input. The type of the attack was alternating, as also done in the original real-world
study [245], resulting in four attacks for each threat model and input method.

• Single Attack: The participants have only one chance to observe the authentication, a
common threat model applied in authentication research when evaluating the security
of USEC prototypes (for example, [102, 180, 530]).

• Repeated-Video Attack: The participants can watch a video recording of the authenti-
cation more than once if required, in line with prior works (for example, [102,157,308]).
The participants can pause, rewind, slow down, and speed up the video.

2All VR videos are stored on https://youtube.com/playlist?list=PLs1tzNuOyzfyDx7Y99JatsN42a5MElxea,
last accessed 22/01/2023

https://youtube.com/playlist?list=PLs1tzNuOyzfyDx7Y99JatsN42a5MElxea
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4.8.1.2 Study Procedure and Task

The participants were introduced to the threat models and RepliCueAuth’s input methods
through explainer videos. Control questions after each introduction were added where the
participants had to guess a single-digit entry based on a given picture of the authentication
scheme and the VR avatar’s interaction. This ensured that the participants understood how
the input methods worked. The participants were navigated back to the explainer videos if
they did not pass the control questions. Each block then displayed eight PINs, four for each
threat model. No participant attacked the same PIN more than once. After the observations,
the participants could provide up to three guesses and rate their confidence in their guess
using a 5-point Likert scale from Strongly Disagree to Strongly Agree. The study concluded
with a questionnaire about the participants’ perceptions of the input methods regarding their
security and usability. Finally, the participants were provided with a file upload where they
could upload pictures or screenshots of any notes they took.

4.8.2 Demographics

Twenty-two (22) participants were recruited (10 female, 12 male). Six participants were
excluded (vs two in the real-world study [245]) as it was clear they did not put reasonable
effort into the attacks (0 out of 24 attacks were successful). This led to an average participant
age of 24 years (range: 19 to 35, SD = 4.86). The sample is slightly more diverse regarding
gender (50% female participants) compared to the sample in the real-world study (18.18%
female participants) [245]. The participants’ age in both studies is almost identical, with
an average age of 24 years in the VR-based replication study and 26.9 years in the original
real-world study [245].

4.8.3 Results

First, the participants’ successful attack rates and the Levenshtein distances [280] between
the correct PIN and their closest guesses are reported to provide a detailed security evaluation
of CueAuth when replicated in VR. Then, the participants’ attack duration and confidence,
along with qualitative feedback, are reported.

4.8.3.1 Successful Attack Rate

In the single attack threat model, only a few attacks (M = 10.95%, SD = 18.19%) on touch
input were successful. Not a single attack was successful against mid-air input and eye-gaze
input. When attackers could rewind the videos, slightly more than half of the attacks on touch
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input (M = 59.38%, SD = 22.12%) and mid-air input (M = 59.38%, SD = 27.20%) were
successful, but not a single attack on eye-gaze input.

There was a significant effect of the threat model, F(1,15) = 125.952, p<0.05, η2
p = 0.894, and

the input method, F(1.340,20.097) = 37.426, p<0.05, η2
p = 0.714, on the participants’ attack rates.

There was also a significant interaction effect (threat model × input method), F(2,30) = 30.829,
p<0.05, η2

p = 0.673. Whilst follow-up analysis revealed a significant difference of the attack
rates between the input methods in the single threat model, F(2,30) = 5.787, p<0.05, η2

p =
0.278, post-hoc pairwise comparisons did not confirm these differences. In the repeated-video
attack threat model, there was evidence of a significant difference of the attack rates between
the input methods, F(1.383,20.744) = 41.336, p<0.05, η2

p = 0.734. Attacks on touch input (M =
59.38%, SD = 22.12%) and mid-air input (M = 59.38%, SD = 27.20) were significantly more
successful (p<0.05) than attacks on eye-gaze input (M = 0%, SD = 0.0%). The same pairs
were significantly different in the real-world study [245].

Validation

When comparing the VR study findings to the original real-world study, there was a statistically
significant three-way interaction effect (study type × input method × threat model), F(2,68) =
3.226, p = 0.046, η2

p = 0.706, but no statistically significant two-way interaction effect (study
type × input method), F(2,68) = 0.219, p = 0.804, η2

p = 0.006; (study type × threat model),
F(1,34) = 2.542, p = 0.120, η2

p = 0.070. In line with CueAuth’s real-world evaluation [245],
repeated-video attacks on touch input and mid-air input were more successful than on eye-gaze
input. There was no evidence of significant differences between the input methods for single
attacks in both the VR replication study and the real-world study. However, single attacks on
touch were 10.95% successful in the VR replication study, whilst they were not successful
at all in the real-world study [245]. The other was found in repeated-video attacks on touch
input, with 59.38% successful attacks in the VR replication study and 74% in the original
real-world study [245]. Attack rates on mid-air and eye-gaze input in the VR replication study
match more accurately with the original study. Results are summarised in Table 4.2.

Security Observation 1

The successful attack rates against VR avatars are largely similar to attacks against a
human in the real world, as done in CueAuth’s original real-world study [245]. Similar
patterns can be found in the VR study and the original real-world study, summarised
and put in comparison between the two study types in Table 4.3 on page 130.
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Table 4.2: Single attacks against mid-air and eye gaze resulted in no successful attacks.
Only 10.95% of the observations were successful on touch input. Repeated-video attacks
were equally successful for touch and mid-air input (59.38%), with the Levenshtein distance
showing that attacks on touch input were closer to the correct PIN. The participants’ confidence
(1 = not confident at all, 5 = very confident) remained the same for eye gaze across the threat
models. Their confidence increased in repeated-video attacks on touch and mid-air input.

Single Attack Repeated-Video Attack
Success Distance Confidence Duration Success Distance Confidence Duration

Touch 10.95% 2.03 1.74 103.00 s 59.38% 0.59 4.34 150.98 s
Mid-air 0.00% 2.94 1.33 79.68 s 59.38% 0.83 4.53 138.80 s
Eye Gaze 0.00% 3.55 1.06 63.48 s 0.00% 3.45 1.09 150.54 s

4.8.3.2 Levenshtein Distance

There was a significant effect of the threat model, F(1,15) = 88.679, p<0.05, η2
p = 0.855 and

input method, F(2,30) = 170.284, p<0.05, η2
p = 0.919 on the Levenshtein distance. There

was also evidence of a significant interaction effect (threat model × input method), F(2,30) =
46.126, p<0.05, η2

p = 0.755. Follow-up analysis on the level of each threat model revealed a
significant effect of input method on the Levenshtein distance in case of single attacks, F(2,30)

= 30.551, p<0.05, η2
p = 0.671. There were significant differences between all three input

methods (p<0.05). Between touch input (M = 2.03, SD = 0.77) and eye-gaze input (M =
3.55, SD = 0.32), touch input and mid-air input (M = 2.94, SD = 0.60), and eye-gaze input
and mid-air input. There were also significant effects of the input method on the Levenshtein
distances in case of repeated-video attacks, F(2,30) = 335.889, p<0.05, η2

p = 0.957. There was
a significant difference between touch input (M = 0.59, SD = 0.29) and eye-gaze input (M =
3.45, SD = 0.31), and mid-air input (M = 0.83, SD = 0.46) and eye-gaze input. Repeated-video
attacks did not improve attacks on eye-gaze input, but when attacking touch input and mid-air
input (p<0.05). There was no evidence of a significant difference between the participants’
observation performance in single and repeated-video attacks when observing eye gaze F(1,15)

= 0.652, p = 0.432, η2
p = 0.042. For touch input, the participants’ performance differed

significantly between the threat models, F(1,15) = 58.778, p<0.05, η2
p = 0.797. Repeated-video

attacks were significantly more accurate (M = 0.06, SD = 0.29) than single attacks (M = 2.03,
SD = 0.77). The same was found for mid-air input, F(1,15) = 35.596, p<0.05, η2

p = 0.864, with
repeated-video attacks being significantly more accurate (M = 0.83, SD = 0.46) than single
attacks (M = 2.94, SD = 0.60).

Validation

When comparing the Levenshtein distances in the VR study to the real-world study, there was
evidence of a significant three-way interaction effect (study type × input method × threat
model), F(2,68) = 5.319, p<0.05, η2

p = 0.135, and a significant two-way interaction (method
× study type), F2,68 = 15.959, p<0.05, η2

p = 0.319. There was no evidence of a significant
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two-way interaction (threat model × study type), F(1,34) = 3.823, p = 0.059, η2
p = 0.101. A

more nuanced analysis on the level of each threat model and input method revealed that single
attacks on eye-gaze input in the real-world study were statistically significant closer (p<0.05)
to the correct PINs (M = 2.81, SD = 0.76) than in the VR replication study (M = 3.55, SD =
0.32), F(1,34) = 12.898, p<0.05, η2

p = 0.275. The other was found for touch input, with single
attacks resulting in significantly more accurate observations to the correct PINs in VR (M =
2.03, SD = 0.77) than in the real world (M = 2.83, SD = 0.67), F(1,34) = 10.883, p<0.05, η2

p =
0.242. The difference between the observations on mid-air input in VR and in reality was not
significant, F(1,34) = 0.573, p = 0.454, η2

p = 0.017. The values for single attacks on mid-air
input were M = 2.94 (SD = 0.60) for VR and M = 2.78 (SD = 0.67) for the real world.

In repeated-video attacks, the guesses on eye-gaze input were more accurate in VR than in the
real world, F(1,34) = 18.277, p<0.05, η2

p = 0.350. The value for the VR study is M = 2.63 (SD
= 0.72) and for the original real-world study M = 3.45 (SD = 0.31). There were no significant
differences for touch input, F(1,34) = 0.361, p = 0.552, η2

p = 0.011, and for mid-air input, F(1,34)

= 0.996, p = 0.325, η2
p = 0.028, between the study types. For touch input, the value in the VR

study was M = 0.594 (SD = 0.287) and M = 0.500 (SD = 0.568) for the real-world study. For
mid-air input, the values were M = 0.828 (SD = 0.569) and M = 0.638 (SD = 0.641).

The reported differences in the VR replication study in the single-attack threat model were
not in line with the original real-world study. In contrast to the real-world study [245], the
VR study revealed significant differences in the input methods on the Levenshtein distances
in the single-attack threat model. However, in repeated-video attacks, attacks on touch input
and mid-air input were significantly closer to the correct PINs than on eye-gaze input, which
aligns with the real-world study. Both the VR and the real-world study [245] suggest that
repeated-video attacks improved the participants’ performance in all three input methods,
although only slightly when observing eye-gaze input.

Security Observation 2

The attacks on mid-air input were equally close in both study types, whereas attacks on
eye-gaze input were more accurate in the real-world study. In the VR replication study,
the participants performed significantly closer single attacks on touch input than in the
real-world study. In both the VR study and the real-world study, the repeated-video
attacks were more successful on touch input and mid-air input than on eye-gaze input.

4.8.3.3 Attack Duration

As done in the original real-world study, attack durations were analysed for repeated-video
attacks as participants could play, pause, and rewind the authentications as often as they wished.
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There was no effect of the input method on the participants’ attack duration, F(1.241,16.130) =
0.115, p = 0.792, η2

p = 0.009. The attack durations on touch, mid-air, and eye-gaze input were
M = 150.98 (SD = 65.83), M = 138.80 (SD = 44.68), and M = 150.54 (SD = 33.19).

Validation

When comparing the attack durations in the VR study to the original real-world study, there
was no evidence of a significant interaction effect (study type × input method), F(1.296,44.049)

= 1.938, p = 0.168, η2
p = 0.054. In both studies, attacks on mid-air input were the fastest.

The duration for observing mid-air input in the real world was M = 91.09 (SD = 44.68), M =
163.41 (SD = 114.17) for eye-gaze input, and M = 103.91 (SD = 42.27) for touch input [245].

Attacks on mid-air input were significantly faster than on eye-gaze input in the real-world
study, which was not the case in the VR study. All other pairs match – there were no significant
differences between touch input and mid-air input, and between touch input and eye-gaze
input in the real-world study of CueAuth [245] and in the VR study.

Security Observation 3

There was no evidence that the participants in the VR study spent more or less time
on their attacks than in the original real-world study. In both studies, there was no
significant difference in the attack duration between touch and mid-air input, and
between touch and eye-gaze input. However, attacks on touch and mid-air input took
slightly longer in the VR replication study than in the real-world study.

4.8.3.4 Participants’ Confidence in Their Attacks

There was a significant effect of the threat model, F1,15 = 252.842, p<0.05, η2
p = 0.944, and

the input method, F2,30 = 284.938, p<0.05, η2
p = 0.950, on participants’ level of confidence.

There was also evidence of a significant interaction effect (threat model × input method),
F(2,30) = 147.413, p<0.05, η2

p = 0.908. Follow-up analysis revealed a significant main effect
of input method on the participants’ confidence when performing single attacks, F(2,30) =
15.838, p<0.05, η2

p = 0.514, and repeated-video attacks, F(2,30) = 341.548, p<0.05, η2
p =

0.958. In terms of single attacks, there were significant differences (p<0.05) between touch
input (M = 1.74, SD = 0.48) and mid-air input (M = 1.33, SD = 0.35), and between touch
input and eye-gaze input (M = 1.06, SD = 0.14). For repeated-video attacks, attackers were
significantly less confident about their guesses when PINs were entered with eye-gaze input
(M = 1.09, SD = 0.27) compared to touch input (M = 4.34, SD = 0.74) and mid-air input (M =
4.53, SD = 0.54). There was a significant difference in the participants’ confidence on touch
input, F(1,15) = 158.627, p<0.05, η2

p = 0.914, and on mid-air input, F(1,15) = 284.594, p<0.05,
η2

p = 0.950, between the threat models. There was no evidence of a significant difference
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between the threat models when observing eye gaze, F(1,15) = 0.211, p = 0.652, η2
p = 0.914.

The participants’ confidence was significantly higher (p<0.05) in repeated-video attacks in
case of touch input (M = 4.34, SD = 0.74) and mid-air input (M = 4.53, SD = 0.54) than in
single attacks on touch input (M = 1.74, SD = 0.48) and on mid-air input (M = 1.33, SD =
0.35). Results are summarised in Table 4.2.

Validation

When comparing the participants’ confidence between the two study types, there was evi-
dence of a significant three-way interaction effect (input method × threat model × study
type), F(1.399,47.582) = 10.485, p<0.05, η2

p = 0.236. There was also a statistically significant
interaction effect (input method × study type), F(1.620,55.076) = 15.403, p<0.05, η2

p = 0.31, but
no evidence of a significant interaction effect (threat model × study type), F(1,34) = 3.727, p =
0.062, η2

p = 0.099. Follow-up analysis revealed no significant main effect of input method on
the participants’ confidence when observing touch in the single attack threat model, F(1,34) =
0.237, p = 0.630, η2

p = 0.007. For single attacks on touch input, the participants’ confidence
was M = 1.89 (SD = 1.19) for the real-world study and M = 1.73 (SD = 0.47) for the VR
study. Participants were significantly more confident in their single attacks on mid-air input
in the real-world study than in the VR study, F(1,34) = 6.963, p<0.05, η2

p = 0.170. The same
was found for eye gaze, F(1,34) = 10.732, p<0.05 η2

p = 0.240. The values for mid-air input
were M = 2.03 (SD = 1.01) for the real world and M = 1.33 (SD = 0.35) for VR. For eye gaze,
the values were M = 1.93 (SD = 1.04) and M = 1.06 (SD = 0.144), respectively.

Repeated-video attacks on mid-air input and on eye-gaze input resulted in significant different
levels of confidence between the study types (mid-air: F(1,34) = 6.72, p<0.05 η2

p = 0.165, eye
gaze: F(1,34) = 16.159, p<0.05 η2

p = 0.322). Participants were significantly less confident when
observing mid-air input using real-world recordings (M = 3.71, SD = 1.16) than observing
mid-air input based on VR recordings (M = 4.53, SD = 0.54). The opposite was found for
eye gaze, with participants having been more confident in the real-world study M = 2.28 (SD
= 1.15) than in the VR study M = 1.09 (SD = 0.27). There was no evidence of a significant
difference for touch input in the repeated-video attack threat model, F(1,34) = 3.727, p = 0.062,
η2

p = 0.099. Participants were slightly more confident in the VR study (M = 4.34, SD = 0.74)
than in the real-world study (M = 3.75, SD = 1.09). Results are summarised in Table 4.3.

In line with the real-world study, the participants were more confident in their repeated-video
attacks on touch input and mid-air input than in their single attacks on touch input and mid-air
input. Additionally, they were significantly more confident in their repeated-video attacks on
touch input and mid-air input than in their repeated-video attacks on eye gaze, which was the
case for the VR replication study and CueAuth’s original real-world study [245].
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Security Observation 4

There was no evidence that participants were more confident in attacking touch input in
either one of the study types. However, they were more confident in their single attacks
on mid-air input and eye-gaze input in the real-world study than in VR. Participants
were more confident when performing repeated-video attacks on eye gaze in the real
world compared to the VR study but less confident when attacking mid-air input.

4.8.3.5 Qualitative Feedback

Unlike the data collected through semi-structured interviews in the real-world study [245],
this thesis relied on open questions at the end of the online study. Three main areas of interest
were defined to learn more about the participants’ (1) observation strategies, (2) perception of
the usability of the input methods, and (3) perception of the security of the input methods.

Theme 1: Participants’ Observation Strategies. The participants’ attacking strate-
gies in the VR replication study aligned with those in the original real-world study [245] to a
great extent. Whilst the majority of the participants mostly noted down the PIN numbers on a
piece of paper, some others sketched the authentication system or used software tools such
as Excel spreadsheets to support their observations (cf., Figure 4.9). They raised that further
training could help them in running successful attacks. Single-view observations on touch
input and on mid-air input were perceived as too fast. Participants found it challenging to
switch between the hand movements and the digits on the screen. Observations on eye-gaze
input were perceived as too challenging. The participants mentioned they could hardly see
the eyes move. Instead, they guessed the direction of the avatar’s eyes to indicate on which

Figure 4.9: The participants reported to make use of different strategies to support their
observations. The majority wrote down numbers on a piece of papers, whilst others drew a
sketch of CueAuth or made use of Excel spreadsheets.
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digit the user gazed at. Others mentioned that the combination of focusing on the avatar’s
eye movements and the screen put them off. In repeated-video attacks, the participants
made use of rewinding and slowing down the videos. This was mentioned frequently in
touch input and mid-air input, but not when observing eye-gaze input. In mid-air input,
the participants mentioned that observing one-handed interactions was easier. Similar to
single attacks on eye-gaze input, the participants perceived input using eye gaze as “hard”
to attack and mentioned that slowing down the videos did not help them to recognise eye
movements. Some participants reported having a vague idea of the entered digits, but could
not use this information to provide successful attacks on eye-gaze input, which is in line with
the successful attack rate (Security Observation 1).

Theme 2: Participants’ Security Perception. When asked which input method the
participants perceive as most secure, all reported that they perceive eye-gaze input as most
secure, which is in line with the findings reported in the VR usability study in Section 4.6.4.4
and the original real-world study [245]. Similar to the real-world study, opinions differed
when asking about the least secure method: eleven participants found touch the least secure
input method, whilst five participants found mid-air the least secure input method. This
slightly differs from the real-world study [245], where the participants believed that touch
input is safer than mid-air input.

Theme 3: Participants’ Usability Perception. The feedback received from the par-
ticipants in the security study aligns with the findings reported in the VR usability study
in Section 4.6.4.4 and the real-world study. Input using touch was defined as easy to use,
convenient, and practical. P4 and P6 mentioned that entering a PIN can be done discreetly by
covering up the hands. However, P16 mentioned that the on-screen gestures could linger on
the screen after input, i.e., smudge attacks [28]. Others brought up that touch input is easy
to attack and that people are already used to attack this input method. Additional comments
were on the methods’ hygiene and social acceptability. For example, P4 raised the concern
about the infection risk in a post-pandemic world where people must touch surfaces. Some
participants mentioned that providing mid-air input feels like being a fool in public and looks
strange. Overall, the participants were reserved towards the social acceptability of mid-air
input. P11 and P12 stated that mid-air input reminds them of playing games on a Nintendo
WII or in VR. P14 mentioned that mid-air input feels like sharing the PIN with everyone
around. P12 voiced that using mid-air gestures over-complicates input a lot. The participants
were reserved towards the usability of eye-gaze input. Providing input with eye gaze was
considered hard to use, hard to learn, and long-winded. P5 mentioned that the concept feels
weird. Furthermore, the participants noted that eye-gaze input could lead to many errors,
prompting users to go through the authentication process several times. On the positive side,
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P4 emphasised that eye-gaze input could support disabled people in their interaction.

Security Observation 5

Many of the mentioned comments in the VR security study match those voiced in the
VR usability study (cf., Section 4.6) and the real-world study [245]. This suggests that
the participants’ usability and security perception of the input methods remained the
same across the studies and was not influenced by the avatar and VR.

4.8.4 Discussion of RepliCueAuth’s VR Security Evaluation

In contrast to CueAuth’s real-world security study, where the participants watched real-world
video recordings [245], the participants in the VR replication study watched VR recordings
of user authentications that took place in a virtual environment using an abstract VR avatar.
Additionally, the participant recruitment in the VR study took place on Prolific [394]. This is
conceptually different to the original real-world security study, which recruited participants
for a lab study [245]. Voit et al. [528] observed that the participants in their online method
were less engaged than in studies where a researcher was present. The poor performance
of six participants in the VR security study of CueAuth suggests that this phenomenon [88]
was present here too. In the VR security study, the same number of participants (N = 22) as
in CueAuth’s original real-world security study was recruited. Whilst Khamis et al. [245]
excluded two participants due to their poor performance (0 out of 24 attacks were successful),
six participants had to be excluded in the VR security study for the same reason. There
were repetitive guesses throughout the survey, for example, “1234”, and repeatedly wrongly
answered control questions, indicating that some participants did not participate meaningfully
in the study. This suggests that the 22 participants in CueAuth’s real-world study [245] felt
more committed to their participation than the ones in the study of this thesis. The VR security
study emphasises the importance of filtering out low-quality responses in security studies
and extends the findings by Redmiles et al. [409] and Fahl et al. [133] who argued that the
ecological validity can be improved by filtering out such cases.

After excluding the six participants, the VR security study results match with the findings
from the real-world evaluation to a great extent. There was no evidence that the successful
attack rates differed significantly between the two study types (Security Observation 1) and
the performance of attacks against the different input methods followed the same pattern
across both studies with similar significant differences in VR and the real world. However,
whilst more general measures such as the participants’ successful attack rate matched between
the study types (Security Observation 1), more specific measures, such as the Levenshtein
distances, differed between the studies (Security Observation 2).
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To summarise, the results of the VR-based security study show that observing VR avatars
during authentications reveals insights into the security of USEC prototypes, providing the
first understanding of the use of VR studies for simulating real-world security research on VR
replicas of real-world prototypes. The findings presented in this section, together with the
VR usability study in Section 4.6, will contribute to the overarching research question of this
thesis, RQ6. RQ3, which asked which findings of VR-based security evaluations on USEC
prototypes match the conclusions from corresponding evaluations in traditional physical lab
settings, will be answered in Section 4.10.2. Before contributing answers to the research
questions RQ2 and RQ3, some limitations of the research in this chapter are discussed.

4.9 Limitations

It is important to consider the following technological and experimental design limitations
when interpreting the findings of and concluding this chapter. First, a VR-based usability and
security evaluation of a real-world USEC prototype, CueAuth [245], was reported. Whilst
replicating CueAuth allowed studying the usability and the security of a breadth of input
methods that are frequently used in security research (for example, touch: [102, 540], mid-
air: [6, 25], and eye gaze: [104, 235, 272]), future research, for example, additional replication
studies, are required to generalise the results to the broader USEC research field.

Second, the security evaluation is based on two specific threat models: 1) single observation
attacks, and 2) repeated-video attacks. In the pre-security study in Section 4.7, the replication
security study in Section 4.8, and the real-world security study [245] the observations were
single-person attacks through optimal views on the authentication scheme. Using non-optimal
user-defined views or more advanced threat models, for example, multiple observers [240],
may result in different findings. However, as this thesis is the first work that contributes
a validation of the use of VR studies for simulating real-world USEC research and aims
at contributing a robust baseline exploration for follow-up investigations, it was essential
to incorporate commonly used threat models that have found widespread adoption when
assessing USEC prototypes (for example, [102, 108, 239, 243]).

Third, following Khamis et al.’s study design means facing the same limitations [245].
CueAuth’s evaluation depended on the hardware used in the real world and the VR studies.
Other hardware, such as OptiTrack systems, may lead to more accurate hand and finger
tracking. However, if (remote) VR studies are to become mainstream (cf., chapter 6), they
must utilise personal commodity hardware that a typical VR user would own. It is unlikely
that average VR users will own a high-end tracking system like OptiTrack.

Finally, replication studies are generally challenging to conduct [550]. One of the largest
replication studies attempted to replicate 100 studies and succeeded only in 39% of them
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[31, 80]. Human test subjects consciously or subconsciously remember previous experiences
impacting their thoughts, behaviour, and performance. Thus, experiments can result in
different results due to the non-uniformity of nature [184, 447]. The VR equipment used for
the studies must be noted and considered for future replication studies. Advancements in
technology, specifically in VR/AR hardware and sensing capabilities, are already happening.

4.10 Chapter Conclusion

This chapter investigated, for the first time, the use of VR studies for usability and security
evaluations on VR replicas of real-world USEC prototypes through three experiments. Ta-
ble 4.3 summarises the main findings of the VR usability and security study and puts those
in contrast to the real-world study results of CueAuth [245]. The user study in Section 4.6
focused on the usability evaluation of a virtual replica of a real-world USEC prototype. It
evaluated the usability of three input methods, i.e., touch, mid-air, and eye-gaze input, in
VR and investigated how the findings transfer to the real world. The participants achieved
similar entry accuracies; reported similar perceived workload when authenticating using
touch input, mid-air input, and eye-gaze input; and shared similar security perceptions of
the input methods across the studies. However, longer input entries were found when using
touch input in VR. This finding indicates that introducing virtual artefacts, such as hand and
finger tracking, negatively impacts the participants’ performance when interacting with USEC
prototypes in VR instead of in reality. In contrast to this finding, wearable eye trackers as used
in the VR usability study (cf., Section 4.6), instead of static eye trackers as used in the original
real-world study [245], have a positive impact on the participants’ performance, which can be
misleading and may overestimate a USEC prototype’s usability.

Through the pre-security study in Section 4.7 and the security study in Section 4.8, many
similarities between observations performed on a virtual avatar and on a human in the real
world were observed. Attack rates did not significantly differ between the study types and
there was no evidence that the participants spent more or less time on their attacks in the VR
security study compared to the real-world study. However, measures like the accuracy of the
participants’ guesses and their confidence differed significantly between the two study types,
with the participants in the real-world study being closer to the correct guesses on eye-gaze
input, but not when performing single-view attacks on touch input. Overall, the participants’
perception of the usability and security of the input methods in both the VR usability study
in Section 4.6 and the VR security study in 4.8 match to a great extent the perception
of the real-world study participants (Usability Observation 4 and Security Observation 5).
The validation analysis revealed many similarities between the quantitative measures of the
conceptual replication studies using VR and CueAuth’s real-world counterparts [245]. Similar
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Table 4.3: The VR study achieved similar results regarding the participants’ entry accuracy and
perceived workload when interacting with CueAuth compared to the real-world study [245].
There was no evidence that the participants’ attack rate and duration differed significantly
between the study types. However, the two study types significantly differed in measures
such as entry time, the distance of the participants’ guesses to the correct PINs, and their
confidence. ? The reported values are for both single and repeated-video attacks with the
notation single | repeated. Bold highlights best usability and security.

Usability Measures Security Measures
Real-World Study [245] VR Study Real-World Study [245] VR Study

Entry Accuracy Attack Rate?
Touch 93.38% 89.97% Touch 0.00% | 74% 10.95% | 59.38%

Mid-Air 84.19% 80.42% Mid-Air 0.01% | 64% 0.00% | 59.38%
Eye Gaze 82.72% 83.75% Eye Gaze 0.03% | 0.05% 0.00% | 0.00%

Entry Time Levenshtein Distance?
Touch 3.73 s 6.06 s Touch 2.83 | 0.50 2.03 | 0.59

Mid-Air 5.51 s 5.54 s Mid-Air 2.78 | 0.64 2.94 | 0.83
Eye Gaze 26.35 s 16.75 s Eye Gaze 2.81 | 2.63 3.55 | 3.45

Perceived Workload Attack Duration?

Touch 23.25 34.83 Touch N/A | 103.9 s 103.00 s | 150.98 s
Mid-Air 39.584 34 Mid-Air N/A | 91.9 s 79.68 s | 138.80 s

Eye Gaze 46.54 30.33 Eye Gaze N/A | 163.4 s 63.48 s | 150.54 s
Preferred Input Method Attacker Confidence?

Touch 56 37 Touch 1.89 | 3.75 1.74 | 4.34
Mid-Air 33 41 Mid-Air 2.03 | 3.71 1.33 | 4.53

Eye Gaze 31 45 Eye Gaze 1.93 | 2.28 1.06 | 1.09

to the design implications in the real-world study [245], this thesis can deduce the following
implications from the VR usability and security studies:

• Design Implication 1: Eye gaze is the most secure input method, but the slowest (cf.,
Table 4.3). This suggests that eye gaze is suitable when authentication frequency is
low and subtle authentication is required, which aligns with the design implication 1
reported in the real-world study [245].

• Design Implication 2: When comparing eye-gaze with mid-air input in the VR usabil-
ity study and VR security study, this thesis concludes that mid-air input is more usable
than eye-gaze input, but eye-gaze input is more secure (cf., design implication 2 [245]).

• Design Implication 3: The qualitative feedback in the VR studies suggest that mid-
air input is not suitable for public spaces as it requires additional space and “looks

like a jumping jack” (P17). Therefore, novel authentication methods should aim for
providing alternative input modalities if wished by end-users. This finding is also
depicted in [245]’s design implication 3.

In the following, RQ2 and RQ3 are answered based on the research conducted in this chapter.

4.10.1 Research Question 2 (RQ2)

The usability study in Section 4.6 contributes answers to the following research question:
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RQ2: Which findings of VR-based usability evaluations on USEC prototypes match
the findings from corresponding evaluations in traditional physical lab settings?

To answer RQ2, it was necessary to investigate how the results of a user study in VR match
with the results obtained in a real-world study. In a conceptual replication user study, several
common usability metrics (cf., Table 4.3) were compared between a VR usability study and
the equivalent original real-world user study [245]. The results of the conceptual replication
suggest that using VR studies to evaluate the usability of real-world authentication prototypes
is possible. However, the use of VR is not an “all-in-one” solution, and results from VR
studies may differ from results collected in the real world. For example, in contrast to the
real-world study, eye-gaze input was preferred over mid-air input and touch input in the VR
study. This aligns with the participants’ entry time when providing eye-gaze input and touch
input. Authentications using eye gaze were significantly faster in VR than in the real world,
but touch input was slower in VR than in the real world. However, the comparison between
the VR study results and the original-real world study did not reveal significant differences
between the participants’ perceived workload. The comments made by the participants during
the interviews were mostly in line with the qualitative feedback in the original real-world
study. For example, the participants were concerned about performing mid-air gestures in
public in both the VR study and real-world study. Table 4.3 provides an overview of the
usability and security metrics of CueAuth collected in the real world and VR.

4.10.2 Research Question 3 (RQ3)

The pre-security study in this thesis chapter (Section 4.7) has informed the security study
reported in Section 4.8. Both studies contribute answers to the following research question:

RQ3: Which findings of VR-based security evaluations on USEC prototypes match
the findings from corresponding evaluations in traditional physical lab settings?

As Section 4.7 has shown, interactions in VR are already distinguishable when using an ab-
stract avatar design. Whilst abstract avatars are sufficient when assessing a USEC prototype’s
resistance against observations, there are many situations in which more human-like avatars
are to be preferred. This thesis aimed to keep the avatar design as simplistic as possible to
make the use of VR studies for USEC prototyping research more broadly accessible and
cost-effective whilst still allowing USEC researchers to evaluate their prototype’s security.
Given that an abstract avatar design was informative enough to simulate touch input, mid-air
input, and eye-gaze input in virtual environments, the next question was how well the results
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of a VR-based security evaluation of a USEC prototype match the results of an equivalent
evaluation in the real world.

This chapter’s security evaluation in Section 4.8 suggests that the number of successful attacks
against a VR avatar is largely similar to the number of successful attacks against a human in
the real world. In both study types, the repeated-video attacks resulted in more successful
attacks on touch input and mid-air input compared to the single attacks. Furthermore, the
threat model (single attack vs repeated-video attack) did not impact the attack rate on eye-gaze
input in both study types. Similar patterns were found for the Levenshtein distances and the
participants’ confidence between the VR study and the original real-world study [245]. The
participants’ confidence and their low success rates when observing eye-gaze input align
with prior work that emphasised the high observation resistance of gaze-based input (for
example, [156, 235, 272, 308]).

All in all, the VR-based security evaluation of CueAuth achieved promising results, with many
similarities to the real-world study (cf., Section 4.10 and Table 4.3). The findings of the main
security study in Section 4.8 confirm that observations on an abstract avatar provide USEC
researchers with an accurate assessment of their prototype’s security against observations.
Furthermore, the results endorse the pre-security study findings in Section 4.7 regarding the
distinguishability of different input methods and provide researchers with insights into the
participants’ perceptions of the input methods’ usability and security.

4.10.3 Ways Forward

Through this chapter’s first investigation of using VR studies for the implementation and
evaluation of VR replicas of real-world USEC prototypes, this thesis has opened the door
for follow-up research that reinforces the validation of using VR for USEC research and
advances the more traditional USEC research methods. In the next chapter, this thesis further
contributes to the validation of using VR studies for USEC research to allow the thesis
to comment on how well VR-based usability and security explorations match equivalent
investigations in real life and through the means of more traditional lab-based research
methods. Contributing additional validation studies is important to further strengthen the
argument of using VR studies for simulating real-world USEC research and complementing
the existing, well-established lab studies and field studies. Additionally to the validation, the
next chapter contributes, for the first time, to the realism of shoulder surfing evaluations in the
lab using VR studies. Furthermore, it investigates, for the first time, how the use of VR studies
allows researchers to simulate real-world scenarios in which USEC systems are eventually
deployed and used by end-users, potentially contributing to ecological validity [260].
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4.10.4 Contributions

In summary, the research in this chapter makes the following empirical as well as method-

ological contributions [556]:

• It investigates, for the first time, the use of VR studies for usability and security
evaluations on VR replicas of real-world USEC prototypes. By doing so, it provides new
empirical knowledge about the use of VR studies for real-world authentication research
and may influence how the human-centred usable security community does science,
forming an empirical contribution as well as a methodological contribution [556].

• It complements prior work that evaluated VR replicas of real-world artefacts by:

a) the first VR usability evaluation and online security evaluation using VR
recordings of a real-world USEC prototype, and

b) the first validation of both usability study and security study findings through
comparisons to their equivalent real-world studies.

• Finally, the research in this chapter is the first work that augments the design, imple-
mentation, and evaluation arsenal of USEC prototypes using VR and lays out a strong
foundation for future research, some of which is pursued in chapter 5 and chapter 6.
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Chapter 5

Using VR Studies to Advance USEC
Research

This chapter is based on the following two publications:

[Publication 6] Mathis, F., O’Hagan, J., Khamis, M., & Vaniea, K. (2022). Vir-
tual Reality Observations: Using Virtual Reality to Augment Lab-Based Shoulder
Surfing Research. In Proceedings of the IEEE Conference on Virtual Reality and
3D User Interfaces (IEEE VR 2022). IEEE, DOI: 10.1109/VR51125.2022.00048
(Best Paper Award Nominee)

[Publication 7] Mathis, F., Vaniea, K., & Khamis, M. (2022). Can I Borrow
Your ATM? Using Virtual Reality for (Simulated) In Situ Authentication Re-
search. In Proceedings of the IEEE Conference on Virtual Reality and 3D User
Interfaces (IEEE VR 2022). IEEE, DOI: 10.1109/VR51125.2022.00049

5.1 Introduction

V R studies allow simulating real-world contexts and conducting human-centred research
on virtual replicas of real-world research artefacts, validated in chapter 4 for usability

and security evaluations on VR replicas of USEC prototypes, and discussed in Section 2.2.5
of the Literature Review for the broader HCI field. This chapter focuses on forging forward
research in the USEC research field through in-depth user studies on two core topics in human-
centred authentication: shoulder surfing research and in situ research. As this chapter will
show, the USEC community benefits from the use of VR studies in multiple ways: First, VR
studies do not constrain USEC research to physical lab environments and available resources.
The participants of user studies can be immersed into different scenarios and environments

https://doi.org/10.1109/VR51125.2022.00048
 https://doi.org/10.1109/VR51125.2022.00049
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with little effort, facilitating USEC research in multiple – often also hard-to-reach – security-
sensitive environments. Second, characteristics that are typical in the wild, for example,
additional bystanders and ambient noise, can be integrated into VR study environments.
Therefore, VR studies allow researchers to simulate in situ research for accurate usability
and security testing of USEC prototypes. Finally, using virtual replicas instead of real-world
implementations facilitates replication studies and cross-country evaluations. Future VR-
based user studies are not necessarily bound to physical locations, potentially contributing to
large-scale usability and security testing of USEC research artefacts.

This chapter contributes additional VR studies to strengthen further and broaden the validation
of using VR studies for real-world USEC research. Whilst chapter 4 has laid out promising
results when replicating a real-world lab study in VR, this chapter shows how the use of VR
studies contributes to closer-to-reality USEC research on research artefacts. This will be
achieved by transforming real-world lab environments into VR replicas of plausible public
settings in which USEC systems are typically used. Each study in this chapter involves
established baselines from the literature against which the VR results are compared. For
the shoulder surfing research in Section 5.3, a comparison of two novel shoulder surfing
research methods against traditional 2D recordings is performed. For the VR-simulated in situ

authentication study in Section 5.4, the results from simulated in situ settings in the real world
and VR are compared to traditional investigations in both a real-world laboratory environment
and a virtual laboratory environment.

All in all, both studies in this chapter aim to provide researchers with a bridge over the
methodological gap between lab and field studies when 1) conducting usability and security
evaluations on USEC prototypes and 2) evaluating USEC prototypes in their intended use
case. Equivalent evaluations are challenging and often infeasible to achieve with existing,
more traditional research methods due to the constraints of physical lab environments and the
challenges USEC researchers face when going into the wild, as reviewed in the Literature
Review and reported by the USEC experts in chapter 3. Therefore, it is important to understand
better the use of VR studies for USEC research and how their use advances the broader USEC
field. The lack of knowledge about how VR studies advance USEC research motivated the
fourth research question of this thesis:

RQ4 Can substitutional in situ studies using VR provide a bridge over the methodological
gap between lab and field studies?

If, and only if, the use of VR studies can forge forward USEC research concerned with
prototypes, then USEC researchers can justify their use for human-centred usability and
security research instead of relying on more traditional laboratory studies. If there is no
added value to its use, then the contributions of VR studies to the USEC field remain unclear.
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Therefore, this thesis chapter will provide insights into the advantages of VR studies for
USEC research on prototypes. Additionally to answering RQ4, the findings of this chapter
will contribute partial answers to the overarching research question, RQ6, by outlining the
advantages and disadvantages of using VR studies for USEC research compared to more
traditional research in the lab. For example, the use of VR studies enables researchers to learn
more about the participants’ observation behaviour when aiming at guessing another person’s
PIN input (cf., Section 5.3). VR studies also provide researchers with a research method
that allows simulating and conducting research in security-sensitive real-world scenarios (cf.,
Section 5.4.2.3), which is often infeasible in the real world due to financial, ethical, and legal
constraints, as voiced by the USEC experts in chapter 3.

5.1.1 Chapter Structure

Section 5.3, the first user study of this chapter, describes the use of VR studies for shoulder
surfing research. It first introduces the topic and then the authentication scenarios and the
apparatus used in Section 5.3.2. It then outlines the methodology in Section 5.3.3 and reports
and discusses the results in Section 5.3.5 and Section 5.3.6, together with some study-specific
limitations in Section 5.3.7. Section 5.3 concludes by contributing answers to RQ4, which are
synthesised into lessons learned in Section 5.5.

Section 5.4, the second user study of this chapter, showcases and validates the use of VR
studies for simulating in situ authentication research. It first introduces the current evaluation
challenges when going into the field in Section 5.4.1 and then discusses the study methodology
in Section 5.4.2. It then describes the hardware and the implementation in Section 5.4.3 and
outlines the results of the user study in Section 5.4.5. The second user study concludes with
a discussion of the results in Section 5.4.6, with some study-specific limitations in Section
5.4.7, and eventually contributes answers to RQ4 in Section 5.4.8.

The fifth chapter of this thesis concludes with an overall discussion of the findings in Section
5.5 and outlines the ways forward to motivate the next chapter.

5.2 Ethics and Compensation

The research this thesis will discuss in Section 5.3 has been reviewed and approved by the
University of Glasgow College of Science & Engineering ethics committee (ref: #300200034).
Note that both studies in Section 5.3 and Section 5.4 were conducted in Austria due to the
COVID-19 restrictions. Participants were paid e15 (e10/h) and participated in a lottery
to win an additional e15. They were informed in advance of the study that the chances
of winning increase with the number of successfully observed PINs/patterns. Providing a
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lottery to win an additional e15 contributes to motivating participants to perform well in their
shoulder surfing tasks [245, 308].

For the research in Section 5.4, the participants were paid according to the local standard
(e10/h). The study has been reviewed and approved by the University of Glasgow College of
Science & Engineering ethics committee (ref: #300200295). In this study, a single-blinded
research approach was applied to ensure that the results better reflect real-world behaviour
when interacting with USEC prototypes [267]. The experimental motive was not disclosed
to the participants – doing so may impact their behaviour and responses. Although blinded
experiments have already been conducted in the VR, USEC, and HCI research fields (for
example, [10, 205, 292, 348, 561]), there are ethical considerations with not telling the entire
truth to the participants. Therefore, the study’s aim was disclosed at the end of the study.

5.3 VR Studies to Augment Lab-Based Shoulder Surf-

ing Research

5.3.1 Introduction

Accessing personal data almost anytime and everywhere has become a fundamental part
of people’s daily lives. Examples include checking emails on smartphones, accessing the
account balance through online banking apps, or withdrawing cash at ATMs. In many of
these situations, people are required to authenticate, for example, to enter a PIN, which
puts them at risk of getting observed, referred to as shoulder surfing [125]. Consequently,
researchers looked into the shoulder surfing resistance of a large variety of authentication
schemes (for example, [43, 99, 102, 239, 434]). A common approach in USEC research is to
study such authentication prototypes’ security by inviting the participants to the lab, showing
them two-dimensional (2D) video recordings that depict a user interacting with the system,
and asking them to guess the observed PIN. These recordings show user authentications
from predefined observation angles, with the intention to simulate a “best-case scenario” for
an attacker that shoulder surfs the user. Previous works have shown that such 2D video
recordings form a suitable baseline for shoulder surfing research [29]. However, it remains
unclear if the selected perspectives represent best-case scenarios for attackers and if 2D video
recordings provide realistic shoulder surfing experiences. Although studying shoulder surfing
in a live setting is possible, real-time shoulder surfing studies are challenging [544], and in
some cases even infeasible due to the various ethical and legal constraints [100, 529].

To draw on the success of the VR-based security study in Section 4.8, and to close the
gap between commonly used 2D video recordings [102, 243] and the often hard-to-conduct
real-time shoulder surfing evaluations, this study investigates the applicability of VR studies
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Figure 5.1: The first study in this chapter explores the use of VR studies for shoulder surfing
research. The impact of non-immersive and immersive VR observations on participants’
observation performance and behaviour while shoulder surfing authentications is evaluated.
To demonstrate the strengths of VR-based shoulder surfing research, this study explores
three different authentication scenarios: (Ê) ATM authentication, (Ë) smartphone PIN
authentication, and (Ì) smartphone pattern authentication.

and VR-based three-dimensional observations for shoulder surfing research. This thesis has
already presented a comparison between 2D videos recorded in VR (2DVO, the baseline
in this study) and traditional 2D real-world videos in Section 4.8 in chapter 4. Now, the
first half of this chapter will advance research in this field by investigating the impact of
3D non-immersive and immersive VR observations on the participants’ shoulder surfing
performance and behaviour. Compared to shoulder surfing research on 2D video recordings,
in 3D non-immersive and immersive VR observations the participants can freely change their
observation position before observing the authentications, aiming at providing a more realistic
shoulder surfing experience compared to how shoulder surfing research is currently conducted
using traditional real-world video recordings.

As a result, the research in this section will showcase how VR studies enable researchers to
study shoulder surfing in settings that are challenging to replicate in the lab and infeasible to
research in naturalistic real-world settings. As discussed in the Introduction in Section 1.3.3,
shoulder surfing is selected as security evaluation due to its common use when evaluating
USEC prototypes (cf., [55, 56, 245, 530, 544]) and the impact it had on the USEC community
and prototype designs in general. The three main aims of this study can be summarised
as follows: (1) Exploring the strengths and weaknesses of non-immersive and immersive
VR observations for shoulder surfing research (cf., Section 5.3.2.2); (2) Demonstrating how
VR studies contribute to more realistic shoulder surfing research through three different
authentication scenarios (cf., Figure 5.1); and (3) Discussing the findings in the light of prior
works and providing lessons learned to support researchers when applying VR studies for
shoulder surfing research. The research in this section contributes answers to the fourth
research question:

RQ4 Can substitutional in situ studies using VR provide a bridge over the methodological
gap between lab and field studies?
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If the question can be answered with a ‘yes’ and the use of VR studies contributes towards a
bridge over the methodological gap between lab and field studies, then the research presented
in this thesis section contributes to increased realism of USEC research that is concerned
with shoulder surfing and USEC prototypes. If the question cannot be answered with a ‘yes’,
further investigations would have been required. However, as this section will show, the use
of VR studies provides the participants of user studies with a more realistic shoulder surfing
experience than traditional 2D real-world recordings are capable of, enabling the researchers
to advance shoulder surfing research and learn more about the shoulder surfers’ behaviour
without necessarily impacting the results from security assessments of USEC prototypes.

5.3.2 Authentication Scenarios, Apparatus, and Implementation

Two public spaces were simulated to evaluate the suitability of VR studies for shoulder surfing
research: 1) ATM authentication and 2) smartphone PIN (and pattern) authentication at a
bus station (cf., Figure 5.2). These two scenarios were selected for several reasons: First,
a survey by Eiband et al. [125] showed that shoulder surfing is most prominent in public
spaces, especially when using smartphones. Second, ATMs are often found in public spaces,
are frequently visited by people (for example, De Luca et al. [100] reported widespread
ATM usage), and are challenging to research in the real world [100, 529]. Running a similar
study in front of a real-world ATM is close to impossible in the detail required for in-depth
authentication and shoulder surfing research. Finally, shoulder surfing forms an important
threat vector in USEC research, is one of the most common used threat models when evaluating
novel authentication prototypes (for example, [27, 102, 243]), and both studied authentication
schemes, i.e., PIN and pattern input, form a popular security baseline in the human-centred
security field (for example, for PINs: [27, 102, 158, 239], for patterns: [27, 102, 158]).

Figure 5.2: Two authentication environments were studied: PIN and pattern smartphone
authentication at a bus station and an ATM authentication scenario next to a petrol station.
The black circle shows the avatar’s position during the study (cf., Figure 5.1)
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5.3.2.1 Apparatus and Implementation of the Authentication Scenarios

To evaluate the suitability of VR-based three-dimensional observations for shoulder surfing
research, it was first necessary to collect recordings of users authenticating. The three
authentication scenarios (cf., Figure 5.1) were implemented using Unity 3D (C#) to then
prepare authentication recordings. As headset the HTC VIVE Tobii DEV KIT [510] was
used and connected to a VR-ready laptop (Razer Blade 15, NVIDIA GeForce RTX 2080).
A Leap Motion Controller for the hand and finger tracking [338] and an abstract avatar
design with a head, body, legs, eyes, and hands were used to represent a user. The abstract
avatar’s dimensions and movements were mapped to a human in the real world. The abstract
avatar design was informed by the research in Section 4.7 and Section 4.8 of chapter 4,
suggesting that shoulder surfing studies conducted in virtual environments do not necessarily
require highly realistic full-body avatars. Using an abstract avatar makes VR studies more
accessible to the broader research community as it does not require additional expertise in
tracking systems, i.e., OptiTrack, and experience in building avatars. The same abstract
avatar (cf., Figure 5.1) was used for all three USEC systems, environments, and observation
methods to contribute to internal validity. To track a smartphone’s movements in the virtual
environment (cf., Figure 5.1), an HTC VIVE tracker was attached to the back of a real
smartphone, similar to Amano et al.’s work (cf., [19, Figure 5]). 2D video recordings and
non-immersive/immersive VR recordings were then prepared for the study, as reported in
Section 5.3.2.2. The participants’ shoulder surfing experience was enriched with realistic
environmental sounds that match the visual appearance of the VR environment, including
traffic sounds and birds twittering.

A low-polygon styled city package [212], a 3D ATM model [143], and a slightly modified
3D smartphone model [124], i.e., the lock screen was replaced with a PIN and pattern
authentication scheme, were used to present the participants with a VR replica of a real-world
authentication environment. For the PIN-based authentication, Unity’s OnCollisionEnter
method [509], which triggers after another object collides, i.e., the user’s finger, was used.
Unity’s Line Renderer component [1], which takes an array of N ≥ 2 points in 3D space
to draw a straight line between each point, was used to implement a realistic pattern-based
authentication scheme. In the smartphone authentication scenarios, the user interface of the
authentication scheme, i.e., the PIN/pattern layout, was only visible for the authentication
duration. The authentication screen disappeared after entering a 4-symbol PIN/pattern,
simulating real-world smartphone authentication where the user lands on their smartphone’s
home screen after unlocking their device.
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5.3.2.2 Authentication Recordings

Traditional two-dimensional (2D) video recordings, the baseline of this study, are typically
recorded from predefined observation angles to provide the user study participants with a
best-case scenario, i.e., a clear sight on a mobile device’s screen and input [43, 102, 239,
243, 434]. VR capture [420] was used to create 2D video recordings1 of the user’s input
and the authentication scheme. Figure 5.1 on page 139 shows the three authentication
systems the participants observed. The observation position and perspective that present the
participants with a “best-case scenario” were selected through internal pilot tests. For the
three-dimensional recordings, Ultimate Replay [512], a state-based replay system that records
the scene at regular intervals, was used. Additional scripts to track mesh changes and keep
track of the different states of Unity’s Line Renderer component were implemented based
on exchanges with Trivial Interactive, a small group of independent game developers who
released UltimateReplay [512]. The participants then experienced the authentications for ∼
2 s - 3.5 s, similar to previous PIN/pattern-based research [6,99], using 2D Video Observations,
3D Observations, and VR Observations. The observation methods are now described in detail:

• 2D Video Observations (2DVO, baseline). The baseline of this study depicts the
scenario where both the avatar’s input and the authentication scheme were recorded
using an angle that provides a shoulder surfer with a “best-case scenario”, similar to
how prior shoulder surfing evaluations were conducted (for example, [43,239,434,530]).
The participants performed their shoulder surfing observations on video recordings on
a computer screen and could not manipulate the observation position and orientation.
The authentications were recorded through virtual cameras in the virtual environment,
as described in Section 5.3.2.2. The research in Section 4.8 in chapter 4 has shown that
shoulder surfers’ observation performance on VR-based two-dimensional video material
aligns with the findings from a video-based real-world shoulder surfing study [245].
Therefore, the baseline against which 3D Observations and VR Observations are
compared is based on 2D videos recorded in VR.

• 3D Observations (3DO, non-immersive). The participants’ initial observation view
was positioned so that the camera pointed towards the avatar’s back. This was done to
ensure that the participants develop individual observation strategies and are required
to change their initial position and perspective. The participants navigated in the
environment using a traditional mouse-keyboard configuration, inspired by previous
work on direct manipulations in non-immersive VR environments (for example, [131,
418]). They used the keyboard to simulate walking, i.e., translation along the x/y/z-axis,

1The VR videos are available at https://youtube.com/playlist?list=PLs1tzNuOyzfyQqqFILbfVi4LNGcBVcQ6X,
last accessed 22/01/2023

https://youtube.com/playlist?list=PLs1tzNuOyzfyQqqFILbfVi4LNGcBVcQ6X
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and the mouse to simulate head movements, i.e., rotations along the x/y/z-axis. After
setting up their preferred observation position and orientation, the participants watched
the authentications on a traditional computer monitor. They were not restricted to
real-world conditions, which allows the study to explore if the participants exploit
the affordances of 3D observations in a non-immersive VR environment (for example,
being independent of gravitational force).

• VR Observations (VRO, immersive). The participants were wearing a VR headset,
i.e., the HTC VIVE, and could freely move around and change their observation
perspective and position. This depicts a scenario closest to in situ observations where
a bystander freely moves around in physical space and shoulder surfs another person
during their authentication. In comparison to 2DVO and 3DO, in VRO the participants
were fully immersed in the VR environment.

5.3.3 Methodology

Several 1.5 hour in-the-lab investigations were conducted. In the role of attackers, the partici-
pants observed 648 authentications (18 participants × 12 PINs/patterns × 3 authentication
scenarios). Participants were recruited using social media postings and word of mouth (out-
side of a university environment). The study followed a within-subjects design where all
participants observed authentications in all three authentication scenarios: 1) 4-digit PIN
entries on an ATM, 2) 4-digit PIN entries on a smartphone, and 3) 4-symbol pattern entries on
a smartphone, and with all three observation methods. The order of the observation methods
and the authentication scenarios was counterbalanced using a Latin Square.

As independent variable (IV) there was the observation type with three levels: 2DVO (base-
line), 3DO, and VRO, and the threat model with two levels: single-view observations and
repeated-view observations. Both threat models are frequently used when evaluating a USEC
prototype’s security (for example, [139, 239, 245]). Whilst in single-view observations the
participants could observe the authentication only once, in repeated-view observations the
participants could replay the authentication. The attack type alternated, as done in Section
4.8 in chapter 4. The impact of the IVs on four dependent variables was measured: Obser-
vation Performance: the participants’ observation performance, the number of successful
PIN/pattern guesses; Levenshtein Distance: the minimum number of single-digit edits be-
tween the participants’ best guess and the correct PIN/pattern, which is commonly used
in shoulder surfing research [3, 103, 158]; Sense of Presence: the participants’ sense of
presence experienced when using the different observation methods, measured using the IPQ
questionnaire [451]; and Perceived workload: the participants’ perceived workload when
using the different observation methods, measured using the NASA-TLX questionnaire [194].
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Demographic questions, including age, gender, and prior experience with VR, were asked
using Qualtrics [397]. In-VR questionnaires [135, 395] were used to measure the participants’
perceived workload (NASA-TLX [193]) and their sense of presence (IPQ [451]).

5.3.3.1 Study Procedure

The scenarios, the authentication schemes, the observation methods, and the tasks were
explained to the participants before the data collection. The participants then went through
an example observation where they observed an example PIN entry (for example, “1234”).
Example authentications help the participants to familiarise themselves with the observation
methods and the authentication schemes. They then started with the first observation method,
for example, 2DVO, and observed four authentications for each authentication context. The
participants were not allowed to clip through the VR avatar in 3DO and VRO as this would not
be possible in the real world. However, they were not restricted from positioning themselves
in, for example, front of the VR avatar because a) this can happen in the real world as well
when, for example, standing at a bus station, and b) the use of virtual research artefacts enables
investigating if participants make use of proxemics [186]: do observers in VR maintain a
certain social distance to the person authenticating? are they aware that such observations
are likely noticeable by the person authenticating? The participants could provide up to three
PIN/pattern guesses for each observation, of which the guess closest to the correct PIN/pattern
has been analysed. They then reported their perceived workload using the NASA-TLX
questionnaire [193] and their sense of presence using the IPQ questionnaire [451]. The study
concluded with semi-structured interviews on the participants’ perceived performance and
observation experience when using the different observation methods. Appendix D provides
the semi-structured interview questions asked at the end of the study.

5.3.3.2 Data Analysis

Unless otherwise stated, an aligned rank transformation was applied to the data to correct for
violations of normalcy, i.e., ART by Wobbrock et al. [555] and ART-C [126] for post-hoc
pairwise comparisons (cf., ARTool in [R]2). The aligned rank transformation allows analysing
multiple factors nonparametrically, which is not possible with classic nonparametric statistical
tests, for example, with a Friedman test or Wilcoxon signed-rank test [555]. Therefore,
the aligned rank transformation transforms non-parametric data into a form which can be
analysed using a parametric statistical test [555]. Table 5.2 provides an overview of the
F-ratios, together with the effect sizes, means, and standard deviations of the results.

2https://depts.washington.edu/acelab/proj/art/, last accessed 22/01/2023

https://depts.washington.edu/acelab/proj/art/
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The interview data was transcribed for the qualitative data analysis. The participant statements
were split into meaningful excerpts. This process resulted in 292 participant statements, which
were then systematically clustered using an affinity diagram. The lead researcher performed
the initial clustering. A second researcher then reviewed the clustering independently and
added tags to the clusters that required another iteration. Both researchers then met to discuss
the clustering and resolve any discussion points during the review process. Three main themes
that contribute to the validation of using VR studies for USEC research and advance research
in this field were identified: 1) Observation Methods’ Unique Characteristics, 2) VRO for More
Realistic Shoulder Surfing Experiences, and 3) Lab vs Real-World Observations. Reporting
the number of participants who shared certain opinions would be inaccurate due to the use of
a semi-structured interview approach and the study’s exploratory nature. Thus, frequencies
are not reported. Quotes are translated from German to English where necessary.

5.3.4 Demographics

Eighteen (18) participants took part in this study (5 male, 13 female). The participants were
on average 32.44 years (min = 18, max = 61, SD = 12.22). All participants reported that they
have used an ATM before and own a smartphone they use daily. Slightly more than half of
the participants (N = 11) mentioned that they have used VR before.

5.3.5 Results

This section first reports the participants’ observation performance, represented through the
percentages of successful observations and the mean Levenshtein distances. It then reports the
participants’ sense of presence and perceived workload when using 2DVO, 3DO, and VRO.
Finally, the section provides a qualitative analysis of the semi-structured interviews and the
participants’ observation strategies. The results are summarised in Table 5.1 and Table 5.2.

5.3.5.1 Observation Performance and Levenshtein Distance

Participants’ observations in VRO resulted in more successful observations (M = 93.14%,
SD = 25.34%) than in 2DVO (M = 89.35%, SD = 30.92%) and 3DO (M = 81.40%, SD =
39.01%). To proceed with a more nuanced analysis and to gain better insights into how close
the participants’ guesses were to the entered PINs/patterns, the mean Levenshtein distances
between participants’ best guesses and the correct PIN/pattern were calculated.

ATM Authentication: For the ATM authentication scenario, the participants’ observation
performance was M = 94.44% (SD = 15.94%) for 2DVO, M = 83.33% (SD = 23.90%) for
3DO, and M = 95.59% (SD = 14.40%) for VRO. There was a significant effect of observation
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method, F(1,83) = 4.584, p<0.05, η2
p = 0.10, and threat model, F(1,83) = 4.526, p<0.05, η2

p

= 0.05, on participants’ guesses and their distance to the correct PIN. There was also an
interaction effect between threat model × observation method, F(1,83) = 3.319, p<0.05, η2

p =
0.07. Follow-up analysis on the main effect of observation method revealed that participants’
guesses on ATM authentications were closer to the correct PIN when using VRO (M = 0.074,
SD = 0.250) and 2DVO (M = 0.097, SD = 0.288) compared to 3DO (M = 0.278, SD = 0.470)
(p<0.05). Table 5.1 provides an overview of the numbers for each authentication scenario
and threat model, together with the statistical analysis in Table 5.2.

Smartphone PIN Authentication: The participants’ observation performance was M =
77.78% (SD = 30.34%) for 2DVO, M = 69.44% (SD = 36.41%) for 3DO, and M = 83.82%
(SD = 26.74%) for VRO. There was a significant effect of observation method, F(1,83) =
4.95, p<0.05, η2

p = 0.11, and threat model, F(1,83) = 6.69, p<0.05, η2
p = 0.07, on the mean

Levenshtein distance. Overall, the participants’ guesses in VRO were closer to the correct
PIN (M = 0.265, SD = 0.448) than in 3DO (M = 0.648, SD = 0.867) (p<0.05). There were no
significant differences between the other pairs (2DVO: M = 0.403, SD = 0.685).

Pattern Smartphone Authentication: The participants’ observation performance was M =
95.83% (SD = 14.02%) for 2DVO, M = 91.67% (SD = 22.36%) for 3DO, and M = 100.00%
(SD = 0.00%) for VRO. There was a significant effect of observation method, F(1,83) = 3.21,
p<0.05, η2

p = 0.07, and threat model, F(1,83) = 25.53, p<0.05, η2
p = 0.24, on the mean

Levenshtein distance. Overall, the participants’ guesses in VRO were closer to the correct
pattern (M = 0.00, SD = 0.00) than in 3DO (M = 0.139, SD = 0.371) (p<0.05). There were
no significant differences between the other pairs (2DVO: M = 0.083, SD = 0.305).

Summary: Observation Performance

The Levenshtein distances confirm the differences in the participants’ observation
performance between VRO and 3DO, but not between VRO and 2DVO. VRO resulted
in the most accurate observations, followed by 2DVO.

5.3.5.2 Sense of Presence (IPQ)

There was a significant effect of observation method on the overall IPQ scores, F(2,34) = 71.429,
p<0.05, η2

p = 0.81. Post-hoc analysis confirmed that the sense of presence was significantly
higher in VRO (M = 4.22, SD = 1.76) than in 3DO (M = 2.28, SD = 1.93) and in 2DVO (M
= 1.55, SD = 1.77) (p<0.05). The difference between 3DO and 2DVO was significant too
(p<0.05). Figure 5.3 shows an overview of the results, featuring the subscales 1) sense of
being there (PRES), 2) spatial presence (SP), 3) involvement (INV), and 4) experienced
realism (REALISM).
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Figure 5.3: VRO led to a significantly higher sense of being there, higher spatial presence,
higher involvement, and higher experienced realism than 2DVO and 3DO. There were no
statistically significant differences in the participants’ perceived workload when using the
different observation methods. Error bars denote the 95% confidence interval (CI).

A more nuanced analysis of each IPQ subscale level was performed to better understand the
significant differences:

Sense of being there. The observation methods elicited statistically significant changes
in participants’ sense of being, F(2,34) = 31.932, p<0.05, η2

p = 0.65. Post-hoc analysis revealed
a statistically significant lower sense of being in 2DVO (M = 0.88, SD = 1.45) and in 3DO (M
= 2.33, SD = 2.14) compared to VRO (M = 4.78, SD = 1.55) (p<0.05). The difference between
2DVO and 3DO was also statistically significant (p<0.05).

Spatial presence. The participants’ experienced spatial presence differed statistically
significantly between the observation methods, F(2,34) = 59.61, p<0.05, η2

p = 0.78. Post-
hoc analysis revealed statistically significant differences in participants’ spatial presence in
2DVO (M = 1.28, SD = 1.48) and in 3DO (M = 2.34, SD = 1.99) compared to VRO (M = 5.03,
SD = 1.18) (p<0.05). The difference between 2DVO and 3DO was significant too (p<0.05).

Involvement. The experienced involvement was statistically significantly different across
the observation methods, F(2,34) = 20.592, p<0.05, η2

p = 0.55. Post-hoc analysis revealed
statistically significant differences in 2DVO (M = 2.11, SD = 2.15) and in 3DO (M = 2.35,
SD = 1.91) compared to VRO (M = 4.32, SD = 1.46) (p<0.05). There was no evidence that
the participants’ experienced involvement differed statistically between 2DVO and 3DO.

Realism. The participants’ experienced realism was statistically significantly different
between the different observation methods, F(2,34) = 23.944, p<0.05, η2

p = 0.58. Post-hoc
analysis revealed statistically significant differences in participants’ experienced realism in
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2DVO (M = 1.50, SD = 1.64) and in 3DO (M = 2.13, SD = 1.83) compared to VRO (M = 2.96,
SD = 1.98) (p<0.05). The difference between 2DVO and 3DO was significant too (p<0.05).

Summary: Sense of Presence

VRO led to a higher sense of being part of the virtual environment, to a higher spa-
tial presence, and to a higher feeling of involvement and experienced realism than
2DVO and 3DO. This suggests that VRO contribute to reasonably realistic shoulder
surfing experiences, even in a laboratory setting.

5.3.5.3 Perceived Workload (NASA-TLX)

The participants’ perceived workload was normally distributed for 2DVO and 3DO, but not
for VRO, as assessed by Shapiro-Wilk’s test (p<0.05). As ANOVAs are considered to be
fairly robust to small deviations from normality [49, 161, 444], a one-way repeated-measures
ANOVA was performed. Participants’ perceived workload was statistically significantly
different between the observation methods, F(2,34) = 4.715, p<0.05, η2

p = 0.217. However, the
post-hoc analysis did not confirm the significant differences between the observation methods
(p>0.05). The mean values of the participants’ perceived workload were M = 28.15 (SD =
15.77) for 2DVO, M = 27.31 (SD = 14.61) for 3DO, and M = 18.98 (SD = 17.62) for VRO.
Figure 5.3 shows the mean NASA-TLX values for each dimension.

Summary: Perceived Workload

There was no evidence that VRO or 3DO led to a higher workload than 2DVO. This
suggests that the differences in the participants’ perceived workload when using 2DVO,
VRO, and 3DO are negligible.

5.3.5.4 Semi-structured Interviews

Semi-structured interviews were conducted to learn more about the participants’ perceptions
and performances when using the observation methods. Additionally, the interviews allow the
thesis to comment on the participants’ perceived differences to shoulder surfing in the wild.

Theme 1: Observation Methods’ Unique Characteristics. Although 3DO pro-
vided the participants with a more realistic shoulder surfing experience than 2DVO, the
mouse-keyboard interaction impacted their observation performance. Consequently, the
“plug-and-play” characteristic of 2DVO resulted in observations being perceived as easier
than 3DO. P11 mentioned that in VRO “[they] could position [themselves] in a way how
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they wanted it and it was super easy to select the position; this was more difficult with
keyboard/mouse” (P11). Others mentioned that in VRO “[you] just need to walk to a specific
position” (P17). Regarding 3DO, the participants mentioned that their experience was closer
to reality than 2DVO because “it felt more like that [they] really want to look over someone’s
shoulder” (P15). P7 mentioned that “they could experiment a bit like in the real world where
you can observe [the authentication] from different perspectives.” (P7). Although some
participants in 2DVO raised the lack of manipulations, there was a consensus that it was
easier to observe authentications in 2DVO than in 3DO. The participants mentioned that the
observation position and angle provided them with a clear line of sight and that their only
task was to watch the recordings. In fact, some participants mentioned they found the 2D VR
videos more realistic because they used VRO and 3DO “in a way to really abuse them” (P9).
Section 5.3.6.1 and Figure 5.4 will discuss some observation positions in more detail.

Theme 2: VRO for More Realistic Shoulder Surfing Experiences. In VRO, P3
voiced that “the [real] environment would be completely irrelevant; it does not matter if
[they are] in a basement, in an attic, outside, or at the sea” (P3) and that they did not feel
like being part of an experiment. Others mentioned that “with the VR headset [they] moved
within the environment and it felt on a physical way more realistic” (P4). For 3DO, the
participants voiced that they did not feel being part of the environment to the same extent
as in VRO because of the presence of reality and that they were “aware of everything that
surrounded [them] in the reality” (P15). P3 explained this based on the fact that they were
“sitting in front of the PC and could see stuff on the left and right side that is not related to the
[authentication scheme]” (P3). For 2DVO, the participants emphasised that their task was only
to “watch” the authentications and that they were “very conscious that there is a technical
device between [them] and the environment” (P4). The overall qualitative feedback suggests
two extremes: whilst VRO contributed towards a reasonably realistic in situ shoulder surfing
experience, 2DVO and 3DO were considered as observations from “another reality”, with
3DO being slightly more capable of contributing to an in situ shoulder surfing experience.

Theme 3: Lab vs Real-World Observations. The participants reported that they
would perform real-world observations similarly to VRO where they could freely move around
in VR: “I can imagine that [real-world observations] work exactly how I did it in VR” (P12).
However, across all participants, the message was that they would respect the social distance
to the user more in the real world. P9 mentioned that “[they] would probably stay further
away and do it less conspicuously” (P9). Others voiced that they ignored the social factor
during the study and “only optimised [their] viewing point” (P10). P10 further voiced that
they “did not pay attention on [the social] factor [and] didn’t care about the user standing
there.” (P10). P11 mentioned that “at the point where I had on the VR headset I looked over
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someone’s shoulder and I probably would not do this [in the real world]. I would work more
with the eyes instead of really looking over someone’s shoulder and go that close.” (P11). P4
added that in the real world “there would be other people [and that they] would probably feel
being observed” (P4). P13 voiced that in the ATM scenario “the user who withdraws cash
probably already acts precautiously – so you would realise when someone stays that close to
you.” (P13). P18 voiced that they would not “stay that close to others; they can already feel
you breathing; especially in the ATM example it is very unlikely that this happens in such a
way” (P18). Some participants mentioned they were unaware that such observations could
happen in the real world and that VRO made them aware of the potential threat of shoulder
surfing observations. P3 even voiced that they would now tell other people to “protect their
PIN with the left hand” (P3).

In summary, VRO contributed to more realistic shoulder surfing experiences than 2DVO;
however, the participants mentioned that people would sense if someone is close to them.
In the study, the participants did not necessarily consider the social factors (for example,
proxemics [186]), in their observations (cf., the participants’ tracked observation positions
in Figure 5.4, visualised through black dots). Social factors can indeed take on an essential
role in real-world observations. For example, Brudy et al. [61] utilised notions of proxemics
to provide participants with an awareness of shoulder surfing moments and protect their
information against bystanders when the system detects shoulder surfing. Section 5.3.6 will
discuss the shoulder surfing behaviour of the participants in more detail.

5.3.6 Discussion

The first half of this chapter explored how the use of VR studies contributes to advanced
shoulder surfing research. Through its comparisons to a well-established baseline in the
literature, it further strengthens the validation of applying VR studies for USEC research. One
finding was that VRO provided the participants with a reasonably realistic shoulder surfing
experience without negatively impacting their shoulder surfing performance compared to the
use of traditional 2D video recordings (cf., Section 5.3.5.1). VRO contributed to a higher
sense of being in the environment, a greater feeling of spatial presence, a higher level of
involvement, and a higher experienced realism than 2DVO, the de facto standard approach
when evaluating a USEC prototype’s security.

Whilst the advantages of VR Observations over more traditional 2D video recordings (i.e.,
2DVO) are expected findings with the benefits of immersive VR in terms of sense of presence
being known by the VR community [490, 522], VRO’s affordances are particularly interesting
for human-centred security research. The findings imply that previous shoulder surfing studies
using 2D video recordings were not capable of providing the participants of user studies
with a realistic shoulder surfing experience. Therefore, shoulder surfing studies based on 2D
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video recordings impacted the often desired high ecological validity, as highlighted in Section
3.3.5 in chapter 3. Despite the strengths of VRO, the results suggest that 2DVO are sufficient
to assess a system’s resilience against observations (cf., Section 5.3.5.1). This confirms
Aviv et al.’s findings when comparing 2D video recordings with live observations [29]. In
all three authentication contexts, there was no evidence that observations using VRO were
more accurate than 2DVO. In the next section, the impact of 3DO on shoulder surfing
experiments and the participants’ observation behaviour are discussed in more detail. The
participants’ observation behaviour was similar across the authentication scenarios with
no notable differences; therefore, the smartphone PIN/pattern visualisations are moved to
Appendix D and the discussion on the participants’ observation behaviour in Section 5.3.6.1
is based on the ATM authentication scenario.

5.3.6.1 VR Observations: A Blessing and Curse for USEC Research

The participants’ shoulder surfing behaviour suggests that they made use of the unique
characteristics of non-immersive VR in 3DO (cf., Figure 5.4). This was apparent as follows:

Figure 5.4: Ê shows the reference position + orientation of 2DVO. The participants made
use of the absence of physical constraints in 3DO (cf., Ë). The immersive VR observations
showed that social factors (for example, the proximity to the VR avatar) lose relevance in such
a virtual environment, which is discussed further in Section 5.5.1.1. Ì shows a VR observation
in which the participant pretended to tie their shoes while performing the observation (a); (b)
shows the observation position through another perspective.
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In 3DO, the participants positioned themselves in several positions, many of which are
challenging to reach in close-to-reality VRO (or in the physical real world) due to gravitational
force and physical constraints. Although some of these positions seem to be unrealistic at
first glance, observations from above the avatar (cf., Ë in Figure 5.4) can indeed happen in
the real world. For example, drones equipped with cameras [536] or surveillance cameras
(CCTVs) on the corner of buildings can lead to such observation positions and angles as
depicted in Figure 5.4. Furthermore, some participants linked their observations to other
real-world actions. P7 brought up the example of observing ATM input in an unobtrusive way
while tying their shoes (cf., Ì-a in Figure 5.4).

The use of VR studies, VRO, and 3DO for shoulder surfing research enables researchers
to study different observation strategies in much more detail than what can be achieved
with traditional 2D video recordings, i.e., 2DVO. However, VR studies for this type of
research might not be in favour of critical security evaluations when the observation method
deviates from a realistic observation, such as mouse-keyboard manipulations as used in
3DO. Figure 5.4 and the qualitative feedback suggest that the participants made use of the
affordances of 3DO to, for example, being physically independent, but 2DVO and VRO led to
more accurate observations and to a more precise security assessment (cf., Section 5.3.5.1).

The results suggest that when VR observation methods are introduced and the shoulder surfing
resilience of a system is at the centre of the investigation, the participant-defined observation
positions can greatly overestimate a prototype’s resilience against observations. Taking
3DO and ATM authentication as an example, someone could conclude that observations
on ATM authentications are successful in “only” 83.33% observations, whilst both the de
facto standard evaluation approach (2DVO) and VRO resulted in noticeable more successful
observations (2DVO: 94.44%, VRO: 95.59%). Therefore, researchers risk being misled into
thinking that their USEC prototype is more resilient against observations than it actually is.

5.3.6.2 VR Observation Methods and Their Use Cases

The literature discussed how the participants’ lack of experience could lead to an underes-
timation of risk [544] and emphasised the importance of the participants’ familiarity with
the authentication methods [99, 102, 239, 263, 308]. As shown in this study, the participants’
experiences are essential when researchers introduce novel observation methods for shoulder
surfing research. As evidenced by the participants’ feedback during the semi-structured
interviews, VRO were perceived as highly realistic. However, the interaction with alter-
native methods, which differ from their real-world observation experiences (for example,
mouse-keyboard manipulations as in 3DO), harm shoulder surfing evaluations and corre-
sponding security conclusions of USEC systems. Still, in cases where the focus is more on
an exploratory shoulder surfing evaluation, such as studying the participants’ observation
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behaviour and their strategies, shoulder surfing methods such as 3DO can be particularly
helpful: they enable researchers to analyse situations that are challenging to research using
existing means in physical lab settings. Furthermore, the use of VR studies can be beneficial
to contribute to more realistic USEC research. Studies of this type are particularly promising
when researchers aim to run many consecutive experiments. It is often easier to maintain and
access VR replicas of security-sensitive environments and make adjustments. For example,
VR studies easily allow exchanging USEC systems or immersing user study participants into
different security-sensitive environments, as demonstrated by the three different authentication
methods and authentication scenarios in this study.

5.3.6.3 VR Shoulder Surfing Studies and Research in the Wild

It is important to emphasise that VR studies for shoulder surfing research should not replace
field studies, but rather complement them in situations where going into the field is infeasible
or too challenging. As reviewed in the Literature Review in chapter 2 and highlighted by
Mäkelä et al. [291]: “VR field studies situate between lab studies and real-world field studies,
being closer to field studies in ecological validity, and closer to lab studies with regards to
their required effort”. The shoulder surfing study presented in this section demonstrated how
VR enables researchers to study human shoulder surfing on USEC systems in several contexts.
Examining all three authentication contexts in the wild would require a significant amount
of additional hardware (for example, tracking sensors and cameras) and is often prohibited
due to the ethical and legal constraints of security-sensitive contexts [100, 529]. Whilst the
USEC and HCI communities often expect field research to increase the generalisability and
the ecological validity of research findings, as reported in chapter 3, it has been argued that
“we [as a community] just need to be a little bit more open to what sort of solutions/evaluations
we are expecting out of [something] that has not actually been deployed in the real world.“
(cf., P11 in Section 3.3.5.1 in chapter 3).

The results of this work imply that, yes, the use of VR studies for shoulder surfing contributes
to more realistic research and is superior to studies in more traditional lab environments;
however, the researchers’ expectations of VR studies and simulations of real-world shoulder
surfing cannot be to fully bridge the gap between lab studies and more naturalistic in-the-wild
studies. Yet, in situations where shoulder surfing research in the field is infeasible, VR
shoulder surfing studies are superior and forge forward USEC research as they allow to
evaluate prototypes and learn more about potential security threats in plausible environments.
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5.3.7 Limitations

There are some limitations that are worth discussing. The study evaluated the participants’
shoulder surfing behaviour and provided insights into how the participants used VR’s unique
affordances when performing observation attacks on different USEC systems and in different
environments. However, the research in this section did not account for the many additional
factors, such as shoulder surfing users when interacting with different devices (for example,
tablets [402]) or situations in which shoulder surfing defense strategies are applied [246].
Similar to the work by Aviv et al. [27], the research did not study text-based authentication,
mainly because traditional PIN and pattern authentications are the most commonly used
baseline measures in shoulder surfing and authentication research [102, 158, 239]. Future
research may apply 3D VR recordings to evaluate multimodal authentication schemes (for
example, eye gaze in combination with touch or mid-air input [5, 239]).

Furthermore, a non-vivid environment with no additional bystanders was used to immerse
the participants into different authentication scenarios and contribute to a strong baseline
evaluation of the use of VR studies for shoulder surfing research. No additional noise was
introduced because one key factor of shoulder surfing research on authentication systems is to
provide participants with a best-case scenario when observing authentications [43, 239, 434,
530]. In such scenarios, bystanders or, in general, more vivid environments might introduce a
confounding variable which would not allow the thesis to comment on and provide a strong
baseline evaluation. Finally, a photorealistic VR environment may further increase the visual
realism of such a virtual environment. However, recording security-sensitive scenarios is
often infeasible in the wild. For example, creating 360◦ real-world recordings as done by
Saad et al. [428] introduces ethical and legal challenges in the context of ATM authentication.
Such recordings are limited to what is possible to stage or record in the real world. Virtual
replications are particularly promising at this point: they provide researchers with more
flexibility in changing parts of the environment [291] and allow them to study scenarios that
are challenging or even impossible to access in the real world. Observing user authentications
on, for example, an ATM in the real world would go beyond what is ethically and legally
possible. Therefore, 3DO and VRO were compared against the de facto standard approach
when evaluating authentication systems, i.e., 2DVO, the baseline. The qualitative data hinted
at similar observation behaviour to the real world (cf., Section 5.3.5.4).

5.3.8 Conclusion

The first half of this chapter investigated, for the first time, the use of VR studies for human-
centred shoulder surfing research. It introduced non-immersive and immersive VR obser-
vations to advance lab-based shoulder surfing research and contributed to bridging the gap



5.3. VR Studies to Augment Lab-Based Shoulder Surfing Research 156

between more traditional lab research and research in the field. Furthermore, the research
demonstrated how VR and its unique affordances can be applied in the human-centred security
research domain to study shoulder surfing in different authentication scenarios affordably and
effortlessly. It showed that immersive VR recordings provided the participants with a reason-
ably realistic shoulder surfing experience without impacting their observation performance
compared to commonly used 2D video recordings.

5.3.8.1 Contribution to Research Question 4 (RQ4)

The shoulder surfing study in this chapter contributes answers to the fourth research question:

RQ4: Can substitutional in situ studies using VR provide a bridge over the method-
ological gap between lab and field studies?

As discussed by De Luca et al. [100] and Volkamer et al. [529], and highlighted in chapter 3
of this thesis, conducting USEC research in the wild is challenging and often infeasible to do
with the level of detail required for usability and security research. Therefore, comparisons to
real-world shoulder surfing experiences were mainly performed on the participants’ feedback
during the semi-structured interviews in Section 5.3.5.4. Furthermore, the aim of VR studies
is not to replace the existing USEC research methods, but to complement them and open the
door for and facilitate hard-to-conduct research in the wild.

In summary, and to provide answers to RQ4, the results from the VR shoulder surfing
study suggest that, ‘yes’, the use of VR studies can contribute towards a bridge over the
methodological gap between lab and field studies. The interviews revealed that the participants
perceived VRO as more realistic than traditional 2DVO. They reported that they felt not being
part of a user study because they were unaware of the real-world study setting when using
VRO: “the [real] environment would be completely irrelevant; it does not matter if [they are]
in a basement, in an attic, outside, or at the sea” (cf., P3 in Section 5.3.5.4). Interestingly,
the participants’ observation performances remained relatively stable regarding the use of
traditional 2DVO, which further strengthens the use of VR studies for shoulder surfing
research. Whilst results from VR studies align with the more traditional studies that use 2D
(real-world) video recordings, the use of VR facilitates and advances research in this field by
providing the participants with more realistic shoulder surfing experiences. The advantages
of VR-based shoulder surfing studies over traditional lab studies are also beneficial for
researchers. Due to the benefits of VR studies, researchers can more accurately study their
USEC prototype resistance against observations and iteratively incorporate the participants’
observation behaviour into the design and evaluation of novel USEC prototypes.
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The use of VR studies for shoulder surfing research is particularly auspicious when the
aim is to combine the strengths of live observations and video recordings. Although video
recordings contribute to internal validity as the entire sample receives the same video material,
live observations can, as evidenced by Schaub et al. [442], result in more critical security
evaluations. VR shoulder surfing studies, as presented in this work, combine the internal
validity of recordings with the ecological validity of live observations, eventually contributing
to and allowing researchers to conduct realistic shoulder surfing research despite the ethical
and legal challenges in the field. This means that VRO contributes towards a future, well-
established research method that enables researchers to conduct in situ shoulder surfing
research on different USEC systems and in various security-sensitive contexts, which was
not possible previously using more traditional research methods. The research this thesis will
discuss in Section 5.4 provides additional answers on the use of VR studies for bridging the
methodological gap between lab and field studies, and further supplies the validation of this
thesis regarding the use of VR studies for USEC research.

5.4 VR Studies for Simulated In Situ USEC Research

5.4.1 Introduction

As the Literature Review in chapter 2 and the USEC expert interviews in chapter 3 have
shown, researchers face significant challenges when conducting research in the wild. A classic
example is research on ATMs, an area of research that is challenging to perform due to ethical
and legal constraints [100, 529]. Whilst a plethora of novel ATM authentication methods has
been proposed (for example, [39, 99, 118]), there is a shortcoming in research methodologies
that allow researchers to evaluate these systems in their corresponding environment, i.e., in
situ, creating uncertainty in the value and validity of USEC research conducted in the lab, as
voiced by the interviewed experts in chapter 3. Many of these authentication methods can
provide end-users with more usable and secure authentication experiences than traditional
4-digit PIN authentication on a physical keypad can achieve. However, the vast majority of
these systems has not been evaluated in realistic scenarios in the wild. Consequently, novel
usable and secure authentication methods have often not found their way into practice.

ATMs in the United Kingdom use traditional 4-digit PIN authentication since 1976, which is
subject to many vulnerabilities (for example, shoulder surfing attacks [102, 243] or thermal
attacks [3, 15]). One potential reason for the lack of transitioning research artefacts into
practice is the challenges around resources and links to industry partners, as learned in the
expert interviews in chapter 3. It is also not ethically and legally feasible to video record
people’s actual PIN input in the real world, making academic research in this space particularly
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challenging [24, 100, 529]. As a result, researchers either evaluate their security systems in
a setup that is isolated3 from an actual authentication scenario (for example, [99, 245]), or
aim to create “realistic” authentication scenarios in the lab (for example, [118]). However, it
remains to be seen how the conclusions drawn from lab experiments align with the findings
from more realistic in situ evaluations where the authentication scheme is part of an actual
production task [437] (for example, withdrawing cash).

In situ investigations, where the authentication scheme is part of a production task, are
particularly interesting because authentication is usually not a person’s primary task [437].
Although the study in Section 5.3 achieved promising results when exploring the use of VR
studies for enhanced security research with shoulder surfing as an example security threat (for
example, a security evaluation that aligns with existing baseline evaluations whilst providing
insights into observation strategies; cf., Table 5.1 and Figure 5.4), it remains unclear how
well in situ USEC research, where the usability of novel USEC prototypes is investigated in a
realistic use case, can be simulated in VR. The lack of answers raises the following questions:
does a USEC prototype’s usability evaluation results differ when evaluated in situ rather than
isolated from a person’s production task? do people behave in VR-simulated authentication
scenarios similarly as they do in the real world?

To contribute answers to RQ4 and further address the overarching research question, RQ6,
this study reports on a user study where the participants (N = 20) experienced an ATM
authentication scenario in the real world and VR. The study will compare a) the participants’
performance and their behaviour when interacting with two different ATM replications
and b) how embedding an authentication scheme into its actual usage context impacts the
experiment’s usability results. The results of this study contribute additional answers to the
fourth research question:

RQ4 Can substitutional in situ studies using VR provide a bridge over the methodological
gap between lab and field studies?

As in Section 5.3, but this time with a focus on usability evaluations, if RQ4 can be answered
with a ‘yes’ and the use of VR studies can contribute towards a bridge over the methodological
gap between lab and field studies, then the research in this section contributes to the often
desired high ecological validity of USEC research and enables researchers to move their
usability evaluations on USEC prototypes out of traditional lab settings into more realistic
security-sensitive (VR) environments. If the answer is ‘no’, then VR studies are incapable
of simulating realistic in situ usability evaluations, and future work would be needed to
investigate other approaches capable of simulating in situ experiences. However, as this

3Isolated refers to a scenario where the participants experience the authentication independent from an actual
production task [437].
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Figure 5.5: The second study in this chapter investigates, for the first time, the impact of
isolated authentications, where users authenticate in a lab environment (Ê), and in situ
authentications, where users’ authentication precedes a primary task (Ë), on a prototype’s
usability evaluation results. The research highlights the importance of simulated in situ USEC
evaluations, demonstrates how the use of VR studies advances prototype evaluations, and
enables researchers to conduct usability research in contexts that are close to impossible to
study in the wild and challenging to replicate in the lab.

section will show, the use of VR studies contributes towards realistic simulations of in situ
authentication experiences and can transition the authentication task into a secondary task
that precedes a production task [435], which matches more closely to how security tasks are
perceived in the real world.

5.4.2 Methodology

Whilst a common approach to evaluate novel authentication schemes is to compare their
usability to traditional authentication systems (for example, [93, 239, 243, 367]), this study
investigates how the context in which a novel authentication prototype is evaluated impacts
the user behaviour and the prototype’s usability evaluation results. So far, this thesis has not
performed an empirical comparison between simulated in situ and isolated authentications,
which is particularly interesting from a human-centred security perspective. Conducting
detailed in situ authentication research in the real world is often infeasible, and authentication
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is usually not considered a person’s primary task [251, 267, 437]. As a result, and to further
contribute to the validation of the use of VR studies for simulating real-world USEC research,
the study in this section compares simulated in situ evaluations to evaluations in the lab in
both the real world, which simulates a physical lab environment and a public space, and in a
virtual environment (cf., Figure 5.5 and Figure 5.7).

The study followed a within-subjects design with the order of the conditions being counter-
balanced using a Latin Square. The ATM environments were set up as realistic as possible
to contribute to ecological validity (cf., Figure 5.7 and Section 5.4.3). Skarbez et al. [473]
emphasised that a realistic scale of the space is the most crucial factor for generating a
“feeling of reality” [473]. Although the studied authentication settings depict a “realistic”
ATM scenario, there is, in line with the results in Section 5.3, still a gap to an ATM experience
in the wild. The differences between this study’s findings and in-the-wild ATM interaction
observations by De Luca et al. [100] are further discussed in Section 5.4.6.2.

5.4.2.1 Studied USEC Prototype: ColorPIN

ColorPIN [99] was replicated to achieve this study’s main goal of investigating the suitability
of VR studies for simulated in situ USEC research and assessing the impact of VR and in situ
evaluations on the users’ authentication performance and behaviour. The motivation behind
replicating ColorPIN [99] is manifold. First, ColorPIN is proposed as an authentication
scheme for ATMs, but its original evaluation took place in isolation, which means that
the users’ authentications were not part of an actual ATM interaction scenario [99]. This
study aims to close the gap between commonly isolated usability evaluations and hard-to-
conduct in situ usability evaluations of USEC prototypes. Second, ColorPIN’s intended
application context, ATM authentication in security-sensitive public environments, received
significant attention from the USEC community in the past and highlighted the challenges
researchers experience when conducting USEC research [100, 529]. Furthermore, ColorPIN’s
underlying concept, i.e., one-to-one relationship between PIN length and required input,
is commonly used in authentication research to not artificially increase input times (for
example, [108, 245, 308, 530]).

In summary, the financial, ethical, and legal barriers when conducting USEC research in the
wild (cf., chapter 3), the widespread use of ATMs [349], and ColorPIN’s characteristics [99],
make ColorPIN a suitable candidate for the first investigation of VR studies for simulated in
situ usability evaluations of USEC prototypes.

ColorPIN: A Brief Overview. ColorPIN is a highly secure and usable ATM authenti-
cation scheme, initially proposed by De Luca et al. [99] and further studied by Bianchi et
al. [40] and Lee [278]. A user enters a ColorPIN using a commercial keyboard by selecting
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Figure 5.6: Example of a ColorPIN input which was used during the study to introduce the
participants to the prototype.

a letter corresponding to a digit (cf., Figure 5.6). For example, instead of entering 1-2-3-4

on a keypad, users map their ColorPIN to coloured letters displayed below the digits on the
authentication interface. To input 1(black) in Figure 5.6 the user would need to press “U” on
the keyboard. The letters are randomly assigned after each input for increased security.

5.4.2.2 Independent Variables

The impact of two independent variables (IVs) on user authentications was investigated: the
authentication context, isolated from a primary task vs integrated into a primary task (in situ);
and authentication environment, real world vs VR. ColorPIN was replicated in VR and used
as authentication scheme for all conditions to contribute towards internal validity. Figure 5.7
shows the replicated ColorPIN [99] prototype in all authentication environments and contexts.
The “in the lab” conditions in Figure 5.7 represent the state-of-the-art baseline conditions,
which were implemented in reality and VR. The “in the field” conditions in Figure 5.7 are
inspired by Krol et al. [267] and Sasse and Fléchais’ [437] comments on security and its
secondary role in everyday life. Therefore, in “in the field” the ColorPIN authentication
prototype is embedded into its intended ATM authentication application (cf., Section 5.4.2.3).

Authentication Context (IV1). First, the extent to which the authentication context
impacts the users’ authentication performance and behaviour was investigated. The research
in this section distinguishes between two contexts:

• Isolated Authentication (Lab): Isolated refers to a traditional lab setting where the
USEC prototype is not evaluated in the intended usage context (for example, on a
desktop PC instead of an ATM). This presents the participants with an authentication
isolated from a production task, the de facto standard when evaluating authentication
prototypes (for example, [6, 243, 245, 530]). This authentication context aligns with
the study context of the original real-world study by De Luca et al. [99] and forms the
baseline in the real world (RW Lab) and VR (VR Lab).
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Figure 5.7: Five simulated authentication scenarios were studied: Two in the real world and
three in VR. Virtual replicas of both real-world environments were implemented. In the lab
was treated as a baseline in this study in both the real world (RW Lab) and VR (VR Lab).

• Integrated Authentication (ATM): ColorPIN was integrated into an actual ATM for
which the USEC prototype has initially been built [99]. Integrating the USEC prototype
into an ATM aims to increase authentication realism. By doing this, the users’ attention
is not artificially drawn to the authentication itself. There were two scenarios: one in
the real world (RW ATM) and one in VR (VR ATM). Due to the required resources in the
real world to simulate realistic ATM environments (for example, additional bystanders
and access to a public space with an ATM), this study further demonstrates how the
use of VR studies advances USEC research by an additional condition (i.e., VR ATM

Public). VR ATM Public allows the thesis to comment on the impact of the environment
on the participants’ authentication behaviour and if external factors, such as bystanders
and social density [285], affect the results from a usability evaluation.
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Authentication Environment (IV2). The extent to which the environment impacts the
users’ authentication performance and behaviour formed the second independent variable.
This investigation is based on two authentication environments:

• Real World (RW): Depending on the authentication context (isolated or integrated),
the real-world condition depicts a traditional lab environment or a staged ATM authen-
tication scenario. This allows the thesis to a) compare how a simulated ATM scenario
matches a virtual replica of the same environment and b) investigate how the usability
evaluation results align with the ColorPIN’s original study setting [99].

• Virtual Reality Simulations (VR): Virtual replicas of the real-world environments
(i.e., lab and outdoor) were created to explore the users’ authentication performance and
behaviour when using ColorPIN [99] in a virtual environment. This allows the thesis to
compare the authentication performance and behaviour in VR to a real-world setup and
pinpoint potential differences. An additional VR environment representing a simulated
public space (cf., VR ATM Public in Figure 5.7) was implemented to demonstrate
further the use of VR studies for simulated in situ USEC research.

5.4.2.3 Participant Instructions

Traditional storytelling was used to present participants with a realistic authentication scenario
– a method where researchers introduce plausible authentication scenarios to increase the
ecological validity of user studies [133, 267]. Whilst in RW Lab and VR Lab the participants
were told to imagine they would need to use their credit card to withdraw money, in integrated,
i.e., RW ATM, VR ATM, and VR ATM Public, the participants had to take out their credit card
(a fake one which was provided) and navigate through the ATM user interface (UI) before
authenticating. Consequently, the ATM interaction steps in RW ATM, VR ATM, and VR ATM

Public consisted of a) inserting the credit card, b) interacting with the ATM according to the
given scenario, c) authenticating using ColorPIN, and d) taking the credit card and the money
out of the ATM. For RW Lab and VR Lab, the participants authenticated using ColorPIN in
front of a (virtual) desktop screen. This scenario depicts a traditional usability evaluation of
authentication prototypes (for example, [99, 245]). The participants were then exposed to
ColorPIN and their task was to authenticate. The following ATM scenario was used for all
scenarios and environments: “Your PIN for your credit card is: [ColorPIN]. As a customer,

you now want to login to your account using card and PIN code so that you can withdraw

[amount of cash]. After entering your PIN, you expect that the system provides you with the

requested cash and spits out the money. Please withdraw [amount of cash] now.”.

The story remained the same across the conditions. The amount of cash the participants had
to withdraw (for example, e20) and their ColorPIN changed. The participants were asked
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to perform the ATM withdrawal task in a way most similar to how they would do it in the
wild. This allows the thesis to receive insights into the participants’ input behaviour and
shielding strategy when interacting with the (virtual) ATM. Furthermore, it allows the thesis
to comment on the participants’ perceived differences to ATM interaction in the wild.

5.4.2.4 Study Procedure

The participants’ task was to authenticate with ColorPIN using each of the five conditions,
which means that participants went through 5 authentication sessions (authentication context
× authentication environment = 4 + VR ATM Public = 5). The participants were first
introduced to the authentication scenarios, i.e., lab and ATM, and then to the authentication
environments, i.e., in the real world and VR. They then underwent a training phase where
they were introduced to ColorPIN before collecting data. They then went through a ColorPIN
authentication in one of the environments and scenarios. After each authentication session,
they reported their sense of presence using the IPQ questionnaire [451] and their perceived
workload using the raw NASA-TLX questionnaire [194] (reported for both the authentication
and the overall ATM interaction, if applicable). Although the use of presence questionnaires
for real-world experiences is debatable [520], the reported sense of presence in the RW
conditions is treated as an indication of the participants’ experience and sense of being part
of an ATM authentication scenario, which is further discussed along with the qualitative
feedback collected during the semi-structured interviews.

After filling in the IPQ questionnaire and the NASA-TLX questionnaire, the participants were
asked to verbally walk the experimenter through their interactions and tell him about their
perceived primary and secondary tasks (structured interview, Section 5.4.5.5 and Appendix D).
The structured interview allows the thesis to collect data about the participants’ task perception,
i.e., if they perceived the security task as their primary or secondary task. Participants were
also asked to fill in 5-point Likert scale questions about their feeling of being part of a user
study and how the context impacted their behaviour. The study concluded with 1) rankings on
the realism of the different authentication contexts and environments and 2) semi-structured
interviews (cf., Section 5.4.5.7 and Appendix D). The participants’ security knowledge and
attitude using the Security Behavior Intentions Scale (SeBIS) [122] and their technological
affinity using the Affinity for Technology Interaction (ATI) scale [142] was collected to
support and facilitate future replication studies.

5.4.2.5 Data Analysis

Unless otherwise stated, repeated-measures ANOVAs were used. As done in the first study of
this chapter, an aligned rank transformation was applied to correct for violations of normalcy,
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i.e., ART by Wobbrock et al. [555]. ART-C [126] was used for post-hoc pairwise comparisons,
which were corrected using Bonferroni correction. As described in Section 5.4.2.2, there are
two baselines in this study: RW Lab and VR Lab. Two-way repeated-measures ANOVAs
where the independent variables were Context (Lab vs ATM) and Environment (RW vs VR)
were run. This covered RW Lab, VR Lab, RW ATM, and VR ATM. Additional one-way
repeated measures ANOVAs when comparing VR Lab to VR ATM and to VR ATM Public were
conducted. There were no outliers that had to be removed (for example, measurement errors,
data entry errors) – those data points that are suspected of being legitimate to be representative
of the population as a whole were kept [373]. Previous work on ColorPIN showed that such
outliers can be expected [278]. The structured interviews after each condition were transcribed
and coded. The main themes of the interviews are presented in Section 5.4.5.5.

For the semi-structured interviews, the participants’ statements were divided into meaningful
excerpts. This process resulted in 280 participant statements, which the lead researcher
systematically clustered using an affinity diagram. To increase the objectivity of the clustering,
a second researcher reviewed it and added tags to clusters that required another iteration. Two
researchers, the lead researcher and a second researcher, met to discuss the clustering and
resolved any discussion points that came up during the review process. Five themes were
identified through this process: 1) Reasoning of Participants’ Perceived Realism Ranking, 2)
Perceived Differences: ATM Authentication in the Wild, 3) Input Behaviour: The Keyboard,
4) ColorPIN Recall Strategy, 5) General Comments. The most relevant themes for evaluating
the use of VR studies for real-world USEC research are reported in Section 5.4.5.7. Reporting
the number of participants who shared certain opinions would be inaccurate due to the use of
a semi-structured interview approach. Thus, frequencies are only reported where appropriate.
Quotes are translated from German to English where necessary.

5.4.3 Apparatus and Implementation

Two software elements (in Unity, C#) were implemented to evaluate the use of VR studies
for simulating in situ USEC research and compare the findings from such a VR evaluation to
traditional usability testing in the lab. A fully functional 2D ATM UI was implemented for a
real ATM, and a fully functional 3D ATM UI for a virtual replica of it (cf., Figure 5.7). For the
real-world ATM that employs ColorPIN, a touch screen, cardboard, styrofoam, and metallic
spray paint were used. The participants interacted with the ATM in an outdoor environment
in front of the research lab (cf., Figure 5.7). Moving the ATM part of the study outdoors
contributed to the realism of interacting with an ATM. As done in the original real-world
study of ColorPIN [99], a commercial keyboard was attached to the ATM’s touch screen, an
embedded Samsung Galaxy Tab 3.

The ATM in the real world and VR allowed the participants to navigate through the UI as they
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wished. A sensory behaviour was implemented for the real-world ATM to ensure internal
validity between the two ATMs. This means that once the participants put in the credit card,
the ATM’s UI changed based on an external trigger initiated by the experimenter, i.e., Wizard
of Oz [87]. This behaviour was fully implemented in VR. An ATM that matches the prototype
in the real world [143] was used for the virtual ATM. The real-world study environment was
replicated as close as possible, and the branding of a local bank was used to increase the
realism of the ATMs.

Due to the baseline conditions and to further validate the use of VR studies for USEC research,

Figure 5.8: In each VR setup, there was a physical keyboard, a greenscreen, and a camera to
blend the keyboard and the user’s hands into virtuality, similar to McGill et al.’s work [314]
and Oculus Passthrough API [106]. Pilot tests were run to position the cameras and tripods to
ensure they do not interfere with the participants’ interactions during the study.



5.4. VR Studies for Simulated In Situ USEC Research 167

the lab in the real world (RW Lab) was replicated in VR to present the participants with a
virtual replica of a similar lab environment in VR (VR Lab). Implementing a baseline in both
realities and performing comparisons between the real-world conditions (for example, RW

Lab vs RW ATM) and the VR conditions (for example, VR Lab vs VR ATM) allows the thesis
to comment on the use of VR studies for simulated in situ USEC research and to contribute
towards the assessment of the validity of using VR studies for USEC research.

For the VR conditions, the Meta Quest 2 VR headset and a Logitech C920 camera were used
to bring the real-world keyboard into virtuality. The camera was mounted on a mini tripod
or a flexible camera holder, depending on the condition (cf., Figure 5.8). An inferred partial
blending was implemented for the transition of the user’s virtual hands (rendered through the
Oculus Integration SDK [106]) to the user’s real hands (rendered through the camera feed).
This means that a view of the keyboard, i.e., a CSL wireless slim keyboard, and the user’s
hands were blended into VR using a chroma key shader and a green screen, similar to McGill
et al.’s work [314]. The position of the user’s virtual hands was checked, and if the hands did
not overlap with the physical keyboard, the virtual hands were rendered, otherwise their real
hands. This was piloted in advance of the study to ensure a smooth transition between the
participants’ virtual and real hands. Adobe’s Mixamo avatar library [11] was used for the
VR bystanders in VR ATM Public (cf., Figure 5.5 and Figure 5.7). Environmental noise was
added in the VR ATM environment (i.e., people chatting and birds twittering) to contribute
to the fairness of the comparison between RW ATM and VR ATM, and to contribute to the
immersion of the participants into a more vivid environment in VR ATM Public.

5.4.4 Demographics

Participants were on average 35.45 years old (SD = 9.46). Thirteen participants (N = 13)
self-identified as male, 7 as female. All participants have used an ATM before, with M = 2.33
(SD = 2.03) ATM cash withdrawals a month. Almost all (n = 17) had previous VR experience,
briefly at a demonstration (n = 10), a couple of times at a friend’s house (n = 6), or as part of
their job (n = 1). The sample’s security knowledge and attitude score [122] was M = 3.18
(SD = 1.57) on a scale from 1 to 5 (Device Securement: M = 4.21, SD = 1.36; Password

Generation: M = 3.3, SD = 1.59; Proactive Awareness: M = 2.44,SD = 1.28; Updating: M =
2.87,SD = 1.45) and its technological affinity [142] from 1 to 6 was M = 3.88 (SD = 1.63).

5.4.5 Results

This section first reports the participants’ authentication times, error rates, sense of presence,
and perceived workload when authenticating in the real world and VR. Section 5.4.5 then
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concludes with the results from the structured interviews, the answers on the 5-point Likert
scale questions, and the qualitative feedback from the semi-structured interviews.

5.4.5.1 Authentication Time

The participants’ authentication time from the first character entry until the last character entry
was collected. This depicts the overall authentication time reported in the original ColorPIN
study [99] and is a common approach when evaluating authentication methods [102,242,308].
There was a significant main effect of environment, F(1,49) = 27.00, p<0.05, η2

p = 0.36, on
the participants’ authentication times. Authentications were significantly faster in the real
world than in VR (p<0.05), with RW Lab (M = 13.28 s, SD = 7.76 s, Md = 10.04 s) being
significantly faster than VR Lab (M = 20.89 s, SD = 8.33 s, Md = 20.50 s), and RW ATM (M =
16.57 s, SD = 14.01 s, Md = 12.36 s) being significantly faster than VR ATM (M = 23.85 s, SD
= 25.32 s, Md = 16.45 s). There was no evidence of a significant main effect of context, F(1,49)

= 0.149, p = 0.70, η2
p = 0.003, and no interaction effect, F(1,49) = 0.313, p = 0.58, η2

p = 0.006.

When comparing VR ATM Public (M = 25.55 s, SD = 13.73 s, Md = 22.57 s) to VR Lab

and VR ATM, there was a significant effect of contex on the authentication times, F(2,33) =
3.676, p < 0.05, η2

p = 0.18. Post-hoc pairwise comparisons did not confirm these significant
differences (p>0.05). Despite the absence of significance, there was an increase of the mean
authentication times in both environments: from RW Lab to RW ATM (+24.71%), from VR

Lab to VR ATM (+14.17%), and from VR Lab to VR ATM Public (+22.31%).

Results are visualised in Figure 5.9. Authentication times in RW Lab, which was treated as
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Figure 5.9: Authentications were significantly faster in reality than in VR. Authentications
were slower in both environments when performed before withdrawing cash from an ATM.
There was no evidence that the number of ColorPIN corrections and errors differ significantly
between the conditions. Error bars denote adjusted 95% CIs [336].
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the real-world baseline and replicated the original real-world study by De Luca et al. [99],
were roughly the same as reported in the original ColorPIN work (M = 13.28 s and SD =
7.76 s vs M = 13.33 s and SD = 1.74 s) [99].

5.4.5.2 Error Rate (PIN Corrections and Incorrect Entries)

The error rate is reported as corrections, the number of corrections before submitting a
ColorPIN, and as errors, the number of incorrect ColorPIN entries with a maximum of three
tries to authenticate correctly. There was no main effect of the environment, the context, and
no interaction effect on the participants’ number of corrections. Table 5.3 shows the statistical
analysis, including the F-ratios, effect sizes, means, and standard deviations. Corrections
were lowest in RW Lab with no corrections at all, followed by VR ATM Public (M = 0.20,
SD = 0.68), VR ATM (M = 0.30, SD = 0.90), VR Lab (M = 0.40, SD = 0.73), and RW ATM

(M = 0.45, SD = 1.07). There was no evidence that the number of incorrect entries differed
significantly between the conditions. The values were RW Lab (M = 0.60, SD = 1.11), RW

ATM (M = 0.65, SD = 1.07), VR Lab (M = 0.55, SD = 0.92), VR ATM (M = 0.40, SD =
0.92), and VR ATM Public (M = 0.75, SD = 0.99). Results are visualised in Figure 5.9. The
statistical analysis is summarised in Table 5.3.

Cash Withdrawal Performance. The participants’ cash recall performance was anal-
ysed using Cochran’s Q test. The cash recall performance depicts the extent to which the
participants could recall the amount of cash they were supposed to withdraw. Insights into
this metric allow the thesis to investigate how the different authentication scenarios impact the
participants’ memorability (i.e., their primary task performance). The participants’ primary
task performance, i.e. correctly recalling the amount of cash they had to withdraw, was not
statistically significant between the conditions, χ2(4) = 2.194, p = 0.70. There were two
participants in RW Lab, four in RW ATM, and five each in VR Lab, VR ATM, and VR ATM

Public who were unable to correctly recall the amount of cash to withdraw.

5.4.5.3 Sense of Presence (IPQ) and Perceived Workload (NASA-TLX)

Table 5.5 provides an overview of the means, the standard deviations, and the statistical
analysis of the IPQ and NASA-TLX values, featuring the subscales 1) sense of being there
(PRES), 2) spatial presence (SP), 3) involvement (INV), 4) experienced realism (REAL), and
5) the raw NASA-TLX scores. Overall, the participants’ sense of presence was significantly
higher in RW ATM, VR ATM, and VR ATM Public than in RW Lab and in VR Lab (p <

0.05), and significantly higher in VR ATM Public than in VR Lab (p<0.05). A more nuanced
analysis on the level of each subscale is reported in Table 5.4 and Table 5.5, which followed
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Table 5.5: Results of the one-way RM ANOVA on the IPQ and NASA-TLX scores of the VR
conditions. p < 0.05 highlighted. The p < 0.05 column shows pairwise comparisons.

IPQ Scores
(One-way RM ANOVA) (1) VR Lab (2) VR ATM (3) VR ATM Public Context(Lab/ATM/Public) p<0.05

Sense of being there (PRES) 3.10 (1.04) 4.55 (1.02) 4.85 (1.24) F(2,38) = 22.41, p < 0.05, η2
p = 0.54 1-2;1-3

Spatial Presence (SP) 3.52 (1.78) 4.27 (1.46) 4.60 (1.18) F(2,38) = 8.880, p < 0.05, η2
p = 0.32 1-2;1-3

Involvement (INV) 3.35 (1.70) 3.69 (1.72) 4.14 (1.61) F(2,38) = 3.822, p < 0.05, η2
p = 0.17 1-3

Realism (REAL) 2.14 (1.57) 3.04 (1.71) 3.03 (1.77) F(2,38) = 8.71, p < 0.05, η2
p = 0.31 1-2;1-3

Overall Presence Score 3.05 (1.80) 3.77 (1.67) 4.04 (1.64) F(2,38) = 19.275, p < 0.05, η2
p = 0.50 1-2;1-3

NASA-TLX Scores
(One-way RM ANOVA) (1) VR Lab (2) VR ATM (3) VR ATM Public Context (Lab/ATM/Public) p<0.05

ColorPIN only 31.71 (29.49) 33.04 (30.91) 40.04 (30.03) F(2,38) = 2.65, p = 0.084, η2
p = 0.12 n/a

ATM + ColorPIN n/a 35.17 (30.29) 40.88 (27.78) F(1,19) = 1.48, p = 0.24, η2
p = 0.07 n/a
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Figure 5.10: The participants’ sense of presence was significantly higher in RW ATM, VR
ATM, and VR ATM Public compared to RW Lab and VR Lab. There was no evidence that the
mean raw NASA-TLX values differed significantly between the conditions.

the approach described in Section 5.4.2.5. There were statistically significant main effects
in all IPQ subscales, with the participants’ sense of being part of an ATM authentication
scenario, spatial presence, and realism being statistically significantly higher in the simulated
in situ ATM experiences than in RW Lab and in VR Lab. For the NASA-TLX values, there
was no evidence that the participants’ perceived workload differed significantly between the
conditions (p>0.05). Figure 5.10 and Table 5.5 provide an overview of the statistical analysis.
Table D.1 in Appendix D shows the individual NASA-TLX subdimensions.

5.4.5.4 5-Point Likert Scale Questions

The participants were asked on 5-Point Likert scales (1 = strongly disagree, 5 = strongly
agree) if a) they felt being part of a laboratory study during the authentication, b) they were
aware of the experimenter, c) the experimenter’s presence impacted their performance and
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behaviour, and d) recalling the PIN made it more challenging to complete the other cash
withdrawal steps, and vice versa. A Friedman test with post-hoc Wilcoxon signed-rank tests
(Holm-Bonferroni corrected [206]) resulted in a significant difference between the conditions
and the participants’ feeling of being part of a laboratory study, χ2(4) = 12.670, p<0.05. The
participants’ feeling of being part of a laboratory study was statistically significantly less in
RW ATM (Z = -2.375, p = 0.018), VR ATM (Z = -2.484, p = 0.013), and VR ATM Public (Z =
-2.365, p = 0.018) compared to RW Lab. Table 5.4 shows the means and standard deviations.

All in all, the main takeaway from the 5-Point Likert scale scores and the structured interviews
in Section 5.4.5.5 is that there was evidence that the participants’ “feeling of being part of
a user study” was stronger in RW Lab than in the other conditions, which highlights the
affordances of staged in situ environments and VR studies to contribute towards perceived
realism of user studies when evaluating USEC prototypes.

5.4.5.5 Structured Interviews

Structured interviews were conducted after each authentication procedure to learn about
the tasks the participants perceived as their primary and secondary tasks. Additionally, the
participants were asked about potential differences to their prior ATM interaction experience.
The full questionnaire is available in Appendix D, with the statements highlighted with (*)
addressed in Section 5.4.5.4. The analysis is summarised in Table 5.4.

Topic 1: Primary and Secondary Task Perception. When isolating the ColorPIN
authentication system from an actual production task (RW Lab and VR Lab), there was a
notable amount of participants who perceived entering their ColorPIN as their primary task
(RW Lab: n = 12; VR Lab: n = 17). When ColorPIN was part of an overall production task
where participants performed a task before and after the actual authentication, i.e., in RW

ATM, VR ATM, and VR ATM Public, the participants mentioned less often that they perceived
entering their ColorPIN as their primary task (RW ATM: n = 9; VR ATM: n=8; VR ATM

Public: n = 8). This means that whilst the three ATM conditions did a slightly better job
in providing participants with a realistic authentication context than RW Lab and VR Lab,
the ATM environments were still unable to provide fully realistic authentication experiences.
Some participants still perceived the authentication as their primary task, which deviates from
the real world (cf., [267, 438]).

Topic 2: Participants’ Perceived Differences to Real-World ATM Experiences.
When the participants were asked about their perceived differences to a real-world ATM
withdrawal in their everyday life, there was one comment that frequently appeared across the
conditions. The participants emphasised that the USEC prototype, i.e., ColorPIN, differed
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from the ATM authentication system they are familiar with (i.e., traditional 4-digit PIN
authentication, n = 9 for RW Lab, n = 15 for RW ATM, n = 12 for VR Lab, n = 14 for VR

ATM, n = 10 for VR ATM Public). This finding implies that when researchers study novel
USEC prototypes, it remains challenging to present the participants of user studies with highly
realistic real-life scenarios due to the prototype’s novelty, which is further discussed in Section
5.4.6.2.

In RW Lab and VR Lab, the participants mentioned that they were sitting in front of a PC
(n = 8 for RW Lab, n = 4 for VR Lab) and that this led to a different experience than being
part of an ATM interaction scenario (n = 10 for RW Lab, n = 12 for VR Lab). About half of
the participants (n = 11) mentioned that in RW ATM the fidelity and location of the ATM
deviated from an ATM withdrawal scenario in the wild (n = 7 for VR ATM, n = 2 for VR ATM

Public). Some participants mentioned that using VR (for example, putting on the headset)
is something they would not do in real life (n = 6 for VR Lab, n = 5 for VR ATM, n = 4 for
VR ATM Public), which means that the additional VR hardware used to simulate reality can
impact the participants’ perception of reality. Some participants (n = 7) mentioned that they
would take precautions when they see other people next to them, which they reported not
having done in the study.

5.4.5.6 Perceived Realism Ranking

The participants were asked to rank the different conditions based on their perceived realism
(1 = best, 5 = worst). Raw scores were multiplied by a weight factor (×5 for rank 1, ×4
for rank 2, etc.) and then summed up to compute weighted scores. RW ATM achieved the
highest score (85) with VR ATM Public (80) on rank two and VR ATM on rank three (70). The
baseline conditions were perceived as the least realistic ATM contexts, with RW Lab slightly
more realistic (37) than VR Lab (31). The ranking shows that in both reality and virtuality, the
replicated ATMs improved the participants’ perceived authentication realism, which aligns
with the responses about their feeling of being part of a user study (cf., Table 5.4).

5.4.5.7 Semi-structured Interviews

Semi-structured interviews were conducted at the end of the study to capture the rich nuances
of the participants’ experiences more qualitatively. The data has been analysed as described in
Section 5.4.2.5. The full questionnaire is available in D in Appendix D. Follow-up questions
were asked when needed.

Theme 1: Reasoning of Participants’ Perceived Realism Ranking. The partici-
pants perceived RW ATM as most similar to an ATM withdrawal experience in the wild, as
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reported in Section 5.4.5.6. P1 voiced that “the real-world ATM was the most realistic because

there was something in front of me, I could really feel the card.” (P1). Others mentioned that
they perceived the real-world ATM as the most realistic one because “you cannot get closer

to that where you have the ATM 1:1 in front of you” (P11). There were discussions around
the realism of an ATM scenario where other people are close to the person who interacts
with the ATM. P19 perceived RW ATM and VR ATM as more realistic than VR ATM Public

because they had not experienced an ATM authentication scenario where other people were
relatively close to the ATM. Others perceived VR ATM Public as more realistic than VR ATM

and explained this around the fact that ”ATMs are usually at locations where much more is

going on“ (P4). For both RW Lab and VR Lab, the participants mentioned that they felt “like
playing a game; you sit in front of a keyboard and enter a PIN” (P14) and that the baseline
conditions do not represent a realistic ATM withdrawal scenario: “I never withdraw cash in

front of a desktop monitor” (P1).

Theme 2: Perceived Differences: ATM Authentication in the Wild. When asked
about any differences to an ATM authentication in the wild, the participants voiced that they
were familiar with the actions they had to do: “the actions I had to do were very similar to

the real world; take the card, put in the card, take it out – it is the same mechanism” (P18).
However, they frequently brought up that the USEC prototype, i.e., ColorPIN [99], did not
represent a realistic authentication scenario and how they authenticate in real life: “it was

quite realistic, I mean you enter a different PIN - the ColorPIN - which is different to the real

world“ (P14). This was mentioned for both the staged real-world ATM scenario and for the
two VR ATM scenarios. For VR ATM and VR ATM Public, the participants hinted at the lack
of haptic feedback: “in VR all the haptics were missing, and also to identify the distance when

interacting with the touch screen” (P12). Some participants, for example, P6, mentioned
that they probably need more exposure to VR and that VR’s novelty led to a different feeling
compared to their prior real-world ATM withdrawal experience: “the difference is at the

beginning to get familiar with the technology, to see where the hands are and when you

interact with the keyboard.” (P6).

Theme 3: Input Behaviour: The Keyboard. About half of the participants used
touch typing when authenticating using ColorPIN, independent of the environment. Some
participants voiced that they usually use touch typing when providing keyboard input, but
their interaction behaviour was different in the study: “[I] only used one finger because that

is how I do it when interacting with an ATM” (P10) and “like I‘d type on a traditional ATM,

there wasn’t much difference” (P6). Interestingly, P1 mentioned that they only used touch
typing in RW Lab and VR Lab because these two environments provided them with a feeling
of being part of a workplace rather than an ATM environment. The importance of contextual
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factors and user behaviour in USEC prototype research is further discussed in Section 5.4.6.1.

5.4.6 Discussion

When conducting, for the first time, simulated in situ research on a USEC prototype in VR
and a staged real-world setting, it was found that both RW and VR exhibit similar evaluation
patterns when comparing isolated with simulated in situ authentications. The participants’
sense of presence increased significantly from the laboratory settings, i.e., RW Lab and VR

Lab, to the ATM environments, i.e., RW ATM, VR ATM, and VR ATM Public, in both the
real-world environment and virtuality. The participants felt less part of a user study in all
ATM conditions compared to RW Lab, the de facto standard evaluation methodology when
assessing novel authentication prototypes. This suggests, together with the participants’
qualitative feedback, that applying VR studies to simulate in situ authentication research
contributes to a considerable high authentication realism. Furthermore, authentication times
increased by 24.71% from RW Lab to RW ATM, by 14.17% from VR Lab to VR ATM, and
by 22.31% from VR Lab to VR ATM Public. The increased authentication times and the
participants’ comments during the interviews suggest that in situ evaluations impact USEC
prototypes usability evaluation findings. There was no evidence that authentications using
ColorPIN are more or less demanding in VR than in the real world, which supports the use
of VR replicas for real-world USEC research and further adds to the validation of using VR
studies for human-centred usability and security research.

Although the use of VR studies for simulating in situ research achieved promising results,
some typical user behaviour in the wild, such as shielding PIN entries [24, 100], was not
present in this study, which is further discussed in Section 5.4.6.2.

KEY LESSON 1

VR studies enable simulating in situ real-world USEC research on VR replicas, even
in contexts that are often infeasible to research in the wild. Yet, it is important to
acknowledge potential behavioural differences between the participants in (VR) lab
studies and those in more naturalistic in-the-wild scenarios.

5.4.6.1 There Is More to Context Than Authentication

USEC prototypes that are proposed and designed for specific contexts, for example, for public
displays [99,242,245] or mobile devices [41,239,243], should, if feasible, be evaluated in their
intended usage scenario. Johnson [226] argued that the conventional usability laboratory is
not able to adequately simulate conditions in the wild and cannot “provide for the wide range

of competing activities and demands on users that might arise in a natural setting” [226].
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However, although evaluations in the lab are affordable, often relatively easy to conduct, and
allow for quick prototype iterations and evaluations, there are often no follow-up studies in
the wild, as noted in the expert interviews in chapter 3. As a result, it remains unclear how
research prototypes can be applied and used in their intended usage context. In the simulated
in situ study reported in this chapter, several participants voiced that they used touch typing in
RW Lab and VR Lab, but not in RW ATM, VR ATM, and VR ATM Public, and explained this
around the fact that they perceived RW Lab and VR Lab as “sitting in front of a PC at work”.

Future research is encouraged to contribute to usability evaluations in different contexts as
they do, as evidenced by the findings in this chapter, impact the users’ performance, sense of
presence, and behaviour. In situ research is particularly important because user behaviour is a
key factor in security failures [435] and the users’ behaviour in the lab might not depict their
behaviour in more realistic settings in the wild. If USEC prototypes are studied in traditional
(physical or virtual) laboratory settings only, as simulated with RW Lab and VR Lab, the
USEC research community will not be able to identify and capture the causes of undesirable
user behaviour.

KEY LESSON 2

Context is a key factor when evaluating USEC prototypes and can impact a prototype’s
usability evaluation results and how users interact and behave. Using VR studies to
replicate real-world scenarios that are hard to research using other means contributes to
more realistic and effective USEC research than more traditional laboratory studies.

5.4.6.2 Despite the Use of VR Studies, Achieving High Realism is (Still) Hard

Although the virtual ATM scenarios outperformed the VR baseline, for example, resulting in
a higher sense of presence and perceived realism (cf., Section 5.4.5.3 and 5.4.5.6), eliciting
in-the-wild user behaviour using VR studies remains a challenge. This was apparent in the
study as follows: participants mentioned that both the real-world ATM and the two VR ATM
replicas provided them with a high level of realism and that all three setups came close to their
prior in-the-wild ATM interaction experience. However, the USEC prototype, ColorPIN [99],
impacted their perceived realism and behaviour. There was a consensus that the lab setup did
an excellent job in replicating an ATM scenario, but that the novelty of the prototype made
them realise they are still in a user study and that there is a mismatch to an ATM authentication
in the wild (cf., Section 5.4.5.5). Whilst it can be argued that the novelty effect can be reduced
by replacing ColorPIN [99] with a more traditional authentication system, doing this would
hinder researchers from drawing any conclusions on the usability of novel USEC prototypes
and would restrict such user studies to already deployed systems.
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The use of VR studies contributes to more realistic simulations of in situ USEC research than
traditional lab studies are capable of, especially when studying security-sensitive contexts that
are otherwise challenging to access in real life. However, the study’s results show that when
novel prototypes are introduced, the participants will likely not behave as they would in the
wild. None of the participants shielded their PIN entry. In contrast, observational studies in
the real world showed that about a third of ATM users usually apply PIN entry shielding [100].
This implies that the use of VR studies for simulated in situ USEC research cannot fully
replace studies in the wild. Yet, as evidenced by the results, the use of VR studies can advance
research in the lab and support researchers in studying scenarios that are challenging (and
sometimes even infeasible) to investigate in the wild.

KEY LESSON 3

Staged real-world environments and VR replicas contribute to a high sense of authen-
tication realism. However, evaluating novel USEC prototypes in highly ecologically
valid contexts remains challenging due to the nature of user studies and the novelty of
research prototypes.

5.4.7 Limitations

Some research decisions as part of this study are worth discussing. First, the study was
conducted within an ATM authentication scenario, a context that is challenging to study in the
real world [100]. Whilst this shows that using VR studies enables researchers to study USEC
prototypes in security-sensitive contexts in great detail, the research in this thesis section
cannot provide an exhaustive list of advantages and disadvantages of using VR studies for the
full breadth of USEC research. Other contexts and USEC prototypes, for example, biometric
airport systems [436] or authentication systems for doors [323], are worth investigating to
further establish the use of VR studies for simulated in situ usability evaluations and exploit
VR’s full potential for USEC research. Furthermore, Volkamer et al. [529] highlighted
differences in people’s ATM interaction behaviour across countries. Future work might want
to run a cross-country study of a VR-based in situ research approach to compare the results
with the findings reported in this PhD and with ColorPIN’s original study results [99].

Finally, as technology improves and the society becomes more acquainted with VR, more
advanced VR headsets and more realistic authentication environments will likely increase
the participants’ perceived realism when interacting with VR replicas of real-world USEC
prototypes. The study in this thesis was conducted in 2021 using the Meta Quest 2, which has
to be noted and considered when aiming to replicate the findings. Advanced VR headsets (for
example, the Meta Quest Pro), increased display resolutions, more extensive field of views,
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and better keyboard support (for example, Meta’s Tracked Keyboard SDK4) may contribute
to even more realistic (virtual) study environments and interaction experiences.

5.4.8 Conclusion

For the first time, the second study of this chapter explored the suitability of VR studies for
simulating in situ USEC research. It evaluated ColorPIN [99], a novel USEC prototype, in
two authentication contexts (in the lab and in public) using two authentication environments
(in the real world and VR). The study found different usability evaluation results between a
traditional lab environment and a more realistic ATM authentication environment in both the
real world and VR. Interestingly, the participants felt less being part of a user study in all
ATM scenarios compared to the lab environment in the real world, which suggests that the
use of VR studies contributes to more realistic USEC research than studies in more traditional
(physical) lab environments. Based on the investigation of using VR studies for simulating
in situ USEC research, the second part of this chapter showcased how VR supports and
facilitates USEC research in contexts that are otherwise challenging (or even infeasible) to
study in the real world. The study findings emphasise the impact of different authentication
contexts on the usability evaluation findings of USEC prototypes and highlight the need for
the USEC community to study novel prototypes in their intended usage scenario rather than
in physical, often limited, laboratory environments.

5.4.8.1 Contribution to Research Question 4 (RQ4)

The VR-based in situ study contributes answers to the following research question:

RQ4: Can substitutional in situ studies using VR provide a bridge over the method-
ological gap between lab and field studies?

In a similar vein as the shoulder surfing study (cf., Section 5.3), the simulated in situ study
and its results are based on staged authentication scenarios, but this time in the real world and
VR. Staging such authentication scenarios means, as evidenced by the results, that there is
still a gap to naturalistic research in the wild. However, by using VR studies to simulate in situ
research, this thesis demonstrates how authentication scenarios can be studied in environments
beyond the traditional ones in physical laboratory settings. As shown in Section 5.4, the use of
VR studies allows researchers to present user study participants with a lab environment similar
to how research in the lab is currently conducted, i.e., a traditional lab or office space. This is
depicted through the VR Lab condition in Figure 5.7. However, if beneficial for and required

4https://developer.oculus.com/documentation/unity/tk-overview/, last accessed 22/01/2023

https://developer.oculus.com/documentation/unity/tk-overview/
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by the research questions, VR studies enable immersing the participants into highly realistic
USEC scenarios and gradually adding contextual elements into the user study environments
(for example, additional bystanders as simulated in VR ATM Public; cf., Figure 5.7).

Most importantly, utilising VR studies allows researchers to immerse the participants into
realistic authentication scenarios, which is important when studying the usability of USEC
prototypes as in real life “security as a task is secondary to a main purpose” [267]. The study’s
findings in this section imply that, ‘yes’, the use of VR studies for simulating real-world
research contributes towards providing a bridge over the methodological gap between lab
and field studies. Despite some differences to observations in the real world (for example,
the participants’ lack of shielding behaviour), VR studies revolutionise how USEC research
involving prototypes is currently being conducted in physical labs by allowing researchers to
study USEC prototypes and the participants’ behaviour in plausible real-world scenarios.

5.5 Chapter Conclusion

This chapter explored, for the first time, the use of VR studies for two core research topics in
USEC: human shoulder surfing research (cf., Section 5.3), one of the most common threat
models when evaluating the security of novel USEC artefacts; and simulated in situ USEC
research (cf., Section 5.4), a long-lasting research challenge due to the financial, ethical, and
legal constraints when aiming to conduct highly ecologically valid USEC research in the field.

Although the two studies presented in this chapter contribute to the applicability and validation
of the use of VR studies for simulating real-world research, their main goal was to advance
research in the USEC field and showcase the potential of VR studies for USEC research. The
VR shoulder surfing study in Section 5.3 has introduced two novel shoulder surfing research
methods: non-immersive 3D Observations and immersive VR Observations. It evaluated both
shoulder surfing methods against more traditional VR-based 2D recordings, which have been
previously validated against real-world recordings in Section 4.7 and Section 4.8 of chapter 4.
The use of VR Observations provides a novel research method to evaluate the security of
USEC prototypes and learn more about the participants’ behaviour when aiming to observe
other people’s input. Building upon the comments by Krol et al. [267] and Aviv et al. [27],
who argued for live shoulder surfing research instead of using recorded videos, the use of
VR studies combines the strengths of live observations with the strengths of the consistency
across study samples due to the nature of VR recordings.

All in all, the shoulder surfing study in Section 5.3 has demonstrated how the use of VR studies
enables researchers to access and study different authentication environments, opening the
door for the research community to use VR’s unique affordances to advance human-centred
security research through more realistic shoulder surfing studies and security evaluations.
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The simulated in situ study in Section 5.4 has shown that contextual factors, such as the
medium (reality or virtuality) and the environment (lab or public), impact the results from
usability evaluations of USEC research prototypes. The findings in Section 5.4 are of particular
relevance as the simulated in situ investigations have found empirical evidence of the impact
of the scenario on a USEC prototype’s usability results. Simulating security as a secondary
task that aligns with how security is treated in real life [267, 437] has been tackled by several
experts in the field (for example, by role-playing scenarios or storytelling [443,455]). However,
VR studies provide researchers with a novel research method that allows them to simulate
and immerse their user study participants into various plausible real-world scenarios.

5.5.1 Research Question 4 (RQ4)

The overarching findings from this chapter, including the VR shoulder surfing study and the
simulated in situ study, are brought together here in the context of the fourth research question:

RQ4: Can substitutional in situ studies using VR provide a bridge over the method-
ological gap between lab and field studies?

As discussed in the individual studies in Section 5.3.8.1 and Section 5.4.8.1, this chapter
concludes that, ‘yes’, the use of VR studies for simulating real-world USEC research con-
tributes towards providing a bridge over the methodological gap between lab and field studies.
It is important to note that the ecological validity discussions in the expert interviews (cf.,
chapter 3) around lab studies and field studies should not be treated as categorical. Instead,
studies of those types – including the use of VR studies for simulating real-world research
– are likely to be found on a continuum, similar to how mixed reality experiences exist on
a reality-virtuality continuum [330] (cf., Figure 5.11). Therefore, expanding on Mäkelä et
al.’s comments about VR field studies “being closer to field studies in ecological validity,

Figure 5.11: A one-dimensional visualisation of the location of VR studies on a theoretical
ecological validity continuum, ranging from fully controlled lab studies to more naturalistic
field studies. The visualisation is based on [291, Figure 6] and a SOUPS 2022 Lightning
talk [301]. It showcases the application continuum of VR studies, as demonstrated with VR
Lab, VR ATM, and VR ATM Public in Section 5.4 of this thesis (cf., Figure 5.7).
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and closer to lab studies with regards to the required effort” [291], this thesis argues that
the ecological validity proximity of VR studies to the existing research methods, such as lab
studies and field studies, is highly contextual and study-specific. For example, VR Lab, an
example of the use of VR studies for simulating a real-world lab environment, exhibits more
characteristics of a traditional lab environment than of a field environment. In contrast, VR

ATM Public is closer to an authentication scenario in the wild than VR Lab. However, the
VR Lab condition is particularly interesting because VR studies can be used for simulating
real-world lab environments without necessarily contributing towards ecological validity.
Depending on the nature of a researcher’s interests and their overarching research aim (for
example, is a naturalistic scenario required? or is a simplistic virtual lab environment suffi-
cient for initial usability testing?), VR studies can be used for various research interests and
research questions. It is important to stress here that whilst high ecological validity is impor-
tant, achieving the highest possible ecological validity might not always be a researcher’s
aim when, for example, conducting early usability testing or pinpointing differences between
simulated lab evaluations and field evaluations.

The following three lessons synthesise the key takeaways from the research in this chapter:

5.5.1.1 Lesson 1: Account For Real-World Factors if They are of Relevance
and Consider How the Corresponding Research Findings Transfer to
the Real World

VR studies greatly advance shoulder surfing research and simulated in situ USEC research.
They enable researchers to get insights into the participants’ observation strategies and
how people behave when interacting with USEC research artefacts in their intended use
case. However, the results from such VR studies highly depend on how well reality is
emulated. Researchers are encouraged to control for proxemics [186] in virtual environments
if social factors are relevant to their research question(s). Contrary to prior work that found
that the users’ perception of personal space in the real world is similar to that in a virtual
environment [30,197], the shoulder surfing study in Section 5.3 revealed that when participants
optimise their shoulder surfing observations, social factors and the proximity to the user
authenticating lose relevance and may even be ignored in VR. Considering the existing
VR community discussions is important when aiming for close-to-reality shoulder surfing
behaviour and authentication experiences in virtual environments. For example, Slater [475]
argued that the effect of both “place illusion” and “plausibility illusion” (i.e., “essentially
the extent to which a scenario complies with a user’s expectations” [472, 473]) contributes
to realistic behaviour in virtual environments and that improved visual realism can enhance
realistic behavioural responses [477].

The studies in this chapter demonstrated how the use of VR studies increases the realism of
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shoulder surfing research (Section 5.3) and enables and facilitates simulated in situ research on
USEC prototypes (Section 5.4). However, it is important to keep in mind that hinting at similar
user behaviour to the real world is, due to the introduced challenges when conducting in-depth
security and privacy research in the wild [100, 306], often only possible using qualitative
research methods (cf., Section 5.3.5.4 and Section 5.4.5.7). Therefore, comparisons to real-
world observations are important to draw when using VR studies. Such comparisons can be
implemented by outlining the differences to the results of baseline conditions and qualitative
data collection methods that rely on the participants’ prior real-world experiences.

5.5.1.2 Lesson 2: Consider the Use of VR Studies When the Aim Is to Con-
tribute Towards Reasonably “Realistic” Shoulder Surfing and Authen-
tication Experiences, but Keep Baseline Measures such as 2D Video
Observations, RW Lab, and VR Lab

As evidenced by the participants’ qualitative feedback and the sense of presence reported
in the shoulder surfing study in Section 5.3, VRO led to more realistic shoulder surfing
experiments than 2DVO. However, this thesis and the existing literature provided empirical
evidence that traditional 2DVO already provide a suitable baseline measure when assessing a
USEC prototype’s resilience against observations (cf., [29] and Section 5.3.5.1). Whilst novel
shoulder surfing methods, for example, 3DO and VRO, may be used to contribute towards
more realistic shoulder surfing experiences, they do not necessarily outperform traditional
2DVO (and might even be misleading, cf., Section 5.3.6.1).

Similarly, for the simulated in situ authentication study in Section 5.4, it is essential to
allow researchers to compare their results against well-established baselines (for example, to
evaluations in traditional lab environments as simulated with RW Lab in the real world and
VR Lab in VR). Without such comparisons, it is challenging to comment on the value and
validity of in situ USEC studies based on staged real-world scenarios and VR simulations.

The long-term goal of establishing VR studies as a research methodology, as presented in
this chapter, must be to allow researchers to “neglect” the comparisons to baseline conditions
in the real world. However, when doing so, the results from “pure VR simulations” need
to be treated carefully. The use of VR studies for simulating real-world research is still in
the beginning and likely requires long-time community input from HCI, USEC, and VR
researchers to show its full potential. This thesis chapter has put forward strong building
bricks to promote and support future VR investigations on real-world USEC prototypes. It is
important to set clear expectations and identify early on whether or not it is helpful to employ
a VR-based research approach. In situations where investigations in the wild are infeasible,
VR-based USEC research can be particularly promising. To make the results more tangible
and support replications and comparisons to prior works, it is recommended to keep baseline
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conditions such as 2D Video Observations, RW Lab, and VR Lab in the not-too-distant future.

5.5.1.3 Lesson 3: Apply VR Studies as a Research Method When Contexts
are Challenging to Access in the Real World

VR-based shoulder surfing studies and simulated in situ studies, as presented in Section
5.3 and Section 5.4.2.3, are not an alternative to naturalistic research in the field, but they
complement and advance the more traditional research methods. Studies of this type enable
researchers to study scenarios that are otherwise challenging to access in the field and resource-
intensive to replicate in the lab. The use of VR studies for human-centred usable security
research does not require having physical access to security-sensitive contexts and provides
researchers with more control of the study environment, eventually contributing to high
internal validity. Virtual environments are more affordable and faster to build, deploy, and
evaluate than equivalent real-world scenarios [291].

The use of VR studies for human-centred usability and security research is particularly
promising when pandemics (for example, COVID-19) significantly impact the safety and
well-being of the researchers and the user study participants. Whilst the studies presented
in this chapter took place in laboratory environments, future work is encouraged to look at
more distributed research approaches. Remote VR experiments introduce practical and ethical
concerns [486], but they can “continue to forge forward with experimental work” [488].

As this thesis will show in chapter 6, applying VR studies in a remote research approach is
particularly promising for usable security research when the aim is to simulate and evaluate
more future-oriented, speculative real-world USEC prototypes and experiences.

5.5.2 Ways Forward

This chapter showcased two promising applications for the use of VR studies in the human-
centred usability and security domain. It further contributed to a core contribution of this thesis
by adding to the validation of the use of VR studies for USEC research through comparisons
to baselines in both the shoulder surfing study in Section 5.3 and the simulated in situ study
in Section 5.4. So far, this thesis has shown how lab-based VR studies facilitate and forge
forward usability and security research. However, an essential next step to contribute to VR’s
full potential for USEC research that typically takes place in the lab must be to demonstrate
how the use of VR studies can contribute towards location-agnostic USEC research on VR
replicas of real-world prototypes. In other words, how can the use of VR studies enable
researchers to transfer real-world prototypes into virtuality and deploy virtual replicas of
prototypes and study environments online to recruit participants from across the world?
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As Chapter 6 will demonstrate, VR studies can indeed contribute towards a future where
USEC evaluations on real-world prototypes are first transferred into VR and then deployed
online. Chapter 6 will combine traditional remote VR research [339, 340, 400] with using
VR as a proxy for real-world research, as proposed in chapter 3 and validated in chapter 4
and chapter 5. It will present a location-agnostic VR user study with the participants located
in nine different countries, and evaluates the usability and social acceptability of two novel,
speculative real-world USEC prototypes. As the last chapter of this thesis, it demonstrates how
VR studies complement and advance the research methods available to the USEC community
to study real-world prototypes and human factors.

5.5.3 Contributions

The contributions of this thesis chapter are three-fold. Both studies in this chapter contribute
to the lessons outlined in Section 5.5 and provide empirical contributions as well as method-

ological contributions [556] to the USEC and HCI fields. The first study-specific set of
contributions is based on the VR shoulder surfing study in Section 5.3:

• It provides an empirical contribution [556] through its proposal and human-centred
investigation of the use of non-immersive and immersive VR observations for shoulder
surfing research on USEC research artefacts.

• It showcases through three different authentication scenarios how the use of VR studies
contributes towards more realistic shoulder surfing research than traditional lab studies,
providing a methodological contribution [556] that may improve how the USEC and
HCI communities design, build, and analyse research artefacts in the future.

The second set of contributions is based on the simulated in situ study this thesis discussed in
Section 5.4. It makes the following methodological and empirical contributions [556]:

• It proposes and investigates, for the first time, the use of VR studies as a research
method for simulated in situ USEC research on VR replicas of real-world prototypes
(i.e., methodological contribution [556]). Furthermore, it evaluates its methodology
through a replication and comparison study of ColorPIN [99], providing an empirical

contribution [556] to the USEC and HCI research fields.

• It supplies the validation of applying VR for USEC research, shows how simulated in
situ evaluations lead to a sense of realism, and provides strong fundamental work to
enable researchers to study novel USEC prototypes in their intended usage contexts.
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Chapter 6

Remote Evaluation of Real-World
USEC Prototypes Using VR Studies

This chapter is based on the following two publications:

[Publication 8] Mathis, F., O’Hagan, J., Vaniea, K., & Khamis, M. (2022).
Stay Home! Conducting Remote Usability Evaluations of Novel Real-World
Authentication Systems Using Virtual Reality. In Proceedings of the Interna-
tional Conference on Advanced Visual Interfaces (AVI 2022). ACM, DOI:
10.1145/3531073.3531087

[Publication 9] Mathis, F., Zhang, X., O’Hagan, J., Medeiros, D., Saeghe, P.,
McGill, M., Brewster, S., & Khamis, M. (2021) Remote XR Studies: The Golden
Future of HCI Research?. In CHI 2021 Workshop on XR Remote Research,
URL: http://fmathis.com/publications/chi2021 workshop remoteXR.pdf

6.1 Introduction

S o far, this thesis research has shown how VR studies contribute to more realistic USEC
research compared to more traditional research in physical laboratory settings. For

example, as shown in chapter 5, this was achieved by immersing the participants into various
plausible VR replicas of real-world authentication scenarios. However, the studies in chapter 4
and chapter 5 relied on a physical lab setup to prepare the VR material (cf., Section 4.8 in
chapter 4) and run the actual user studies (cf., Section 4.6 in chapter 4 and Section 5.3 &
Section 5.4 in chapter 5). The latter setup, running the VR studies in physical labs, means
that the participants were recruited within a local environment. In the context of this PhD
research, the participant recruitment happened mostly in local areas within Austria and

https://doi.org/10.1145/3531073.3531087
http://fmathis.com/publications/chi2021_workshop_remoteXR.pdf
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Figure 6.1: This chapter proposes Remote Virtual Reality for simulating Real-world
Research (RVR3) to evaluate novel real-world prototypes. Two real-world USEC proto-
types for public displays (i.e., Hand Menu (Ì) and Tap (Í)) were implemented and compared
against Traditional 4-digit PIN authentication (Ê) and Glass Unlock (Ë) [553]. The individual
prototypes are described in Section 6.3.

the United Kingdom due to the researcher’s residence. Whilst the results from such local
studies are valuable and inspire follow-up research, the local participant recruitment is an
ongoing challenge in the broader HCI and USEC fields. Linxen et al. [284] found that 73%
of CHI study findings are based on Western participant samples, which represent less than
12% of the world’s population [284]. Whilst many research methods exist to reach out to
broader populations and learn about people’s behaviour and opinion, such as interviews,
online surveys, or field studies, these methods are often impractical to evaluate prototypes
that involve hardware components. Recent comments by Schmidt et al. [445] and Alt [16]
emphasised the need to move traditional lab research out of the lab and introduce research
methods that do not rely on user studies in the lab. From the researchers’ perspectives, the use
of VR “provides an opportunity to recreate your research environment virtually and let your

participant access this from home. The researcher thereby is not limited to a lab environment

but can rebuild arbitrary settings, including but not limited to public spaces, cars, homes

or work environments” [445]. Figure 6.1 shows the VR research environment implemented
for and used in this chapter, together with the different VR replicas of the real-world USEC
prototypes, which are described in more detail in Section 6.3.

The previous chapters have provided the first evidence of using VR studies for USEC research
and showcased two promising applications within the human-centred authentication field. To
further showcase the potential of VR studies for USEC research, this chapter puts forward,
for the first time, a remotely conducted VR user study, i.e., from a distance, to evaluate
real-world prototypes, hereafter referred to as Remote Virtual Reality for simulating Real-

world Research (RVR3). RVR3 is capable of targeting user study subjects from multiple
countries, eventually contributing to a sample’s diversity. Virtual replicas distributed as part
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of RVR3 do not require physical storage space, are easy to maintain, and require no access
to hardware prototypes or contexts that are hard to reach in the real world. Finally, RVR3 is
beneficial when direct interaction between the researchers and the participants is challenging
or even prohibited (for example, due to COVID-19) [309, 488]. RVR3 has the potential to
revolutionise research on USEC prototypes that is usually conducted in the physical lab. It
provides researchers with a novel research method to move research on real-world prototypes
out of the lab, similar to how online surveys have found widespread application in the broader
USEC field and have made significant contributions to the field [406, 408].

This chapter presents research that applies remote VR studies to create virtual replicas of and
evaluate real-world USEC prototypes. As such, it is the first work that applies VR studies as a
research method for assessing real-world research artefacts without comparing the results to a
real-world counterpart evaluation. Whilst this means the findings from such VR-based studies
need to be treated carefully as results in the real world might differ, the future of VR studies is
to apply VR as a research method to design, implement, and evaluate virtual implementations
of potential real-world research artefacts without the need to run replication evaluations
in the real world. Conducting USEC research on real-world prototypes holistically in VR
is particularly interesting as researchers can apply speculative design research [127, 262]
on devices that are not yet widely available (for example, ubiquitous immersive “always-
on” technology [227]). As this chapter envisions a future of designing, implementing, and
evaluating real-world USEC prototypes entirely in VR, it combines traditional remote VR
research (for example, [339, 340, 431]) with using VR as a proxy for real-world research, and
evaluates the usability and social acceptability of two novel real-world USEC prototypes:
Hand Menu and Tap. The prototypes and the role of augmented reality (AR) for advanced
real-world authentication in public spaces are described in more detail in Section 6.3.

In summary, the research in this chapter provides promising insights into the usability and
social acceptability of novel real-world USEC prototypes for public displays. It showcases
how traditional usability research on USEC prototypes can be moved out of physical laboratory
environments, contributing answers to RQ5:

RQ5 Can the use of VR studies move traditional USEC research on real-world prototypes out
of physical labs?

6.1.1 Chapter Structure

Section 6.2 describes the ethics, the compensation, and the data collection. Section 6.3
describes the USEC prototypes and the authentication context. The chapter then describes the
USEC prototypes’ implementations in Section 6.4 and outlines the research methodology in
Section 6.5. It then reports the study findings in Section 6.6 and discusses some study-specific
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limitations in Section 6.8. The chapter concludes by discussing the findings in the light of
prior work in Section 6.7 and by contributing answers to RQ5 in Section 6.9.

6.2 Ethics, Compensation, and Data Collection

Ethical approval was sought and received from the University of Glasgow College of Science
& Engineering ethics committee (ref: #300210038). Participants were recruited using social
media (for example, Twitter and XRDRN1) and word of mouth. The participants were paid
according to their local standard (for example, £15 for participants from the UK). They used
the Meta Quest 1 or Meta Quest 2 headset to participate – no other VR headsets were eligible
to use for this study. Data was temporarily stored on the participants’ VR headsets as .csv files.
The data was locally stored to ensure no automatic file transfer is required for conducting
such a remote VR study. The participants uploaded the stored .csv files at the end of the study
session into an anonymised folder onto the University of Glasgow cloud storage. Asking the
participants to upload the .csv files directly at the end of the study was done to avoid receiving
potential “fake data” [488] and to allow the participants to reach out for help if needed for
the file transfer. The participants had access to a .PDF that explained how to uninstall the
study application from their device after the study. Uninstalling the study application deleted
all stored user study data from their device and ensured no study traces were left behind.
Additional data (for example, demographics, SEBIS [122], ATI [142]) were collected using
Qualtrics [397]. Participant IDs (P1 to P25) were used to ensure anonymity. Appendix E
contains all the study material and instructions used in this remote VR study.

6.3 Investigated USEC Prototypes and Context

Two novel authentication prototypes were studied to investigate VR’s feasibility in conducting
remote research on simulated real-world USEC prototypes: Hand Menu and Tap. Both
prototypes use augmented reality to present users during their authentication with a unique
and private PIN layout (cf., Figure 6.2). This makes authentications resilient against shoulder
surfing. Both Hand Menu and Tap allow for touch-less user authentication, avoiding touching
public surfaces, which can pose a considerable risk in the transmission of bacteria and
viruses [413]. In line with previous work, the keypad layouts are randomised once at the
start of each 4-digit PIN authentication due to security [553]. The randomisation is applied
in all authentication prototypes, i.e., Hand Menu, Tap, and Glass Unlock [553], except in
the traditional 4-digit PIN authentication (the first baseline in this chapter). The investigated
USEC prototypes and the implemented baselines are now described in more detail:

1https://www.xrdrn.org/, last accessed 22/01/2023

https://www.xrdrn.org/
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Figure 6.2: In Ê, the participants use a traditional keypad to authenticate. Glass Unlock [553]
(Ë) makes use of AR to present the participants with a private keypad layout. In Hand
Menu (Ì) and Tap (Í), the participants provide input on a hand-attached AR keypad (Ì) or
on augmented digits that are attached to their fingertips (cf., Í).

• Traditional Authentication + Glass Unlock: Two USEC prototypes were imple-
mented as baselines: 1) Traditional 4-digit PIN authentication and 2) Glass Un-
lock [553], an AR-based authentication prototype. Using traditional 4-digit PIN au-
thentication as a baseline condition is a common approach in authentication research
(for example, [27, 99]). Glass Unlock (10Key) [553] was added as a second baseline
because both Hand Menu and Tap make use of the underlying concept of using AR
for advanced authentication in public. Furthermore, the study aimed to investigate the
participants’ behaviour and Glass Unlock’s usability when the prototype is simulated
in VR and used for a different context than initially proposed for, i.e., smartphone
unlocking [553]. In Glass Unlock, the user provides input on a traditional keypad, but
this time with unlabelled buttons, i.e., the keypad has no digits. Instead, the randomised
keypad layout is presented using the user’s AR glasses (cf., Figure 6.2–Ë).

• Hand Menu Authentication (Hand Menu): Instead of entering a PIN on a physical
keypad, a one-time randomised keypad layout is augmented next to the user’s wrist
on which they provide mid-air input. Augmenting a keypad and applying one-time
randomisation to the digits ensures the prototype’s resilience against observations [553]
and allows for touchless input. In summary, Hand Menu is a hand-attached user
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interface that follows Microsoft’s HoloLens 2 “Hand menu” implementation [329] and
allows for fast and secure input (cf., Figure 6.2-Ì).

• Tap Authentication (Tap): In Tap, digits are augmented above the fingertips of the
user’s non-dominant hand in random order (cf., Figure 6.2-Í). Only the user can see
this mapping through their AR glasses. This allows for the underlying mapping of the
digits, i.e., the number assigned to a finger, to be unknown by a bystander. To provide
input, the user taps with their right index finger on their left-hand fingertips. Each finger
of the user’s left hand allows input of two digits depending on the current mode (A or
B). Each mode covers five digits (for example, mode A: 6,2,0,5,9; mode B: 1,3,7,8,4).
Tap makes use of pinch gestures2 in the user’s dominant hand to switch between the
modes and enable them to correct and submit their PIN. Pinch gestures are commonly
used for AR interaction [46, 385]. The user can switch between the two modes (A
and B) by performing a pinch gesture between the thumb and index finger of the right
hand. By using these two modes, the user can access all ten digits. For example, in
Figure 6.2-Í the little finger allows input of the digit “9” in mode A. To delete the
last digit entered, the user performs a pinch gesture with their right hand’s thumb and
middle finger. This gesture can be repeated multiple times to delete digits continually.
Confirming the entered PIN was implemented using a pinch gesture between the thumb
and ring finger of the user’s right hand.

As real-world context, a VR replica of an ATM authentication scenario was implemented.
Figure 6.3 shows the virtual room, the ATMs, and the virtual avatars that aimed to represent a
realistic European ATM cash withdrawal scenario. Implementing an ATM cash withdrawal
scenario allows the thesis to evaluate different real-world USEC prototypes in their intended
usage scenario using a remote VR research approach. Furthermore, a VR replica of an
ATM cash withdrawal scenario demonstrates how USEC research on public displays can be
performed without having physical access to security-sensitive environments and systems.

6.4 Implementation and Apparatus

Virtual replicas of the fictional real-world USEC prototypes were implemented in VR using
Unity 3D (C#). Oculus Integration and the Oculus hand tracking SDK [362] were used for
the hand tracking. The Oculus’ sample hand tracking implementation [362] was modified
to provide the participants with a keypad with auditory and visual feedback when providing
input. For Glass Unlock [553], the participants were presented with a virtual keypad layout
in an egocentric view, i.e., the virtual keypad mapping was linked to the participants’ head

2https://docs.microsoft.com/en-us/hololens/hololens2-basic-usage, last accessed 22/01/2023

https://docs.microsoft.com/en-us/hololens/hololens2-basic-usage
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Figure 6.3: An ATM authentication scenario was implemented to present the remote study
participants with a realistic and plausible real-world environment. The figure shows an
overview of the VR 3D environment and the participant’s position (red box) when interacting
with the USEC prototypes and the ATM during the study.

movements. This simulates the situation where a person wears AR glasses (for example, the
Microsoft HoloLens 2). Oculus’ OVRHand and OVRSkeleton [362] were used to augment a
keypad next to the user’s wrist when performing an open palm hand gesture in Hand Menu and
map the digits to the user’s fingertips in Tap (cf., Figure 6.2). The augmented keypad in Hand

Menu was aligned to the right side of the user’s wrist (non-dominant hand). In Tap, a 0.35 s
delay between subsequent digit entries was added to avoid accidental inputs, determined
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through pilot tests. In summary, Hand Menu and Tap simulate AR-based authentication
systems that augment a) a virtual keypad next to users’ wrist (for Hand Menu) or b) virtual
digits on top of users’ fingertips (for Tap).

For the authentication environment, a 3D ATM model [143] and 3D objects from Snaps
Prototype [371] were used (cf., Figure 6.3). The simulated real-world scenario consists of
five ATMs, one customer chatting with a bank employee, and one customer interacting with
one of the ATMs (cf., Figure 6.1 and Figure 6.3). Adobe’s Mixamo avatar library [11] was
used for the bystanders in the virtual environment (cf., Figure 6.3). Environmental sound, i.e.,
people chatting, was added to enrich the experience and contribute to a more realistic ATM
interaction scenario in public. The virtual ATM is fully functional and allows the participants
to input a virtual credit card and navigate through a traditional European ATM user interface.
After successful PIN input, the ATM outputs the credit card and the cash. In-VR menus and
questionnaires (for example, for NASA-TLX [193] and the SUS [60]) were implemented to
guide the participants through the study and not to break their VR experience [395]. Figure 6.4
shows the implemented VR menus. As study apparatus, the participants either used the Meta
Quest 1 or Meta Quest 2 as a VR headset. Additionally, they used a Zoom-capable device and
Oculus Casting to share their screen and provide the experimenter with a real-time view of
their VR experience.

Figure 6.4: A menu in VR guided the participants through the remote VR study, ensuring to
not break their VR experience [395] and to avoid switching between a) interacting in VR and
b) filling in surveys outside of the VR experience multiple times during the study.



6.5. Methodology 194

6.5 Methodology

The study application, an .apk file that can be installed on the Meta Quest 1 or Meta Quest
2, was distributed together with an installation guide describing how to install the study
environment on the VR headset. A Zoom meeting was then scheduled for a 1.5 hour within-
subjects user study. The Zoom meeting guided the participants through the remote VR
study and allowed the researcher to conduct rich semi-structured interviews at the end of the
study. The participants’ demographics were collected before the user study session using
Qualtrics [397]. The applied framework in this study follows one of the primary approaches for
conducting remote VR studies: standalone VR application for development, direct download
for distribution, and social media/mailing lists for the participant recruitment [400, Fig. 5].
Overall, the study methodology can be defined as a remotely conducted immersive VR study
to evaluate VR implementations of real-world USEC prototypes.

6.5.1 Independent and Dependent Variables

The two novel USEC prototypes, Hand Menu and Tap, were compared against the VR
simulations of the Traditional and the Glass Unlock (10Key) [553] authentication prototypes.
Therefore, the study had one independent variable (IV), the USEC prototype, with four
levels: 1) Traditional, 2) Glass Unlock, 3) Hand Menu, and 4) Tap. Traditional usability
metrics when evaluating novel USEC prototypes in the authentication field were measured:
the participants’ input time, the number of PIN corrections, and the number of incorrect
PIN entries. Additionally, the participants were asked about their perceived workload using
the NASA-TLX questionnaire [193] and their user experience using the UEQ [275]. The
usability of the prototypes was measured using the SUS questionnaire [60]. The participants
were asked additional 5-point Likert scale questions (for example, “Input using this method

is [usable in public].”) to allow the thesis to comment on the social acceptability of novel
AR-based USEC prototypes when used for authentication in public.

Collecting insights about the social acceptability of novel AR-based authentication methods
that introduce mid-air input, i.e., Hand Menu, and hand gestures, i.e., Tap, is important as
prior work showed that location and audience have a significant impact on a user’s willingness
to perform gestures in public [416]. Assessing the social acceptability is also particularly
important when eventually adopting novel authentication methods (for example, Social
Compatibility: “an authentication mechanism has to be designed to be compatible with such

social factors and norms” [94]). The study concluded with a usability, security, and combined
usability and security ranking, and with a semi-structured interview (cf., Appendix E). The
sample’s security behaviour using the Security Behavior Intentions Scale (SeBIS) [122] and
its technological affinity using the Affinity for Technology Interaction (ATI) scale [142] is
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reported to support replication. Furthermore, the participants’ sense of presence using the
IPQ [451] and the TPI (dimension: social realism) questionnaire [287] is reported. After the
participants experienced the VR environment for roughly one minute, their sense of presence
was collected. Collecting the sense of presence along with the qualitative data from semi-
structured interviews allows the thesis to comment on the participants’ sensation of being in a
real place and if the scenario was perceived as plausible and actually occurring [475].

6.5.2 Study Design and Task

Each participant experienced all USEC prototypes (within-subjects experiment). The order of
the prototypes was counterbalanced using a Latin Square. Participants were first introduced
to the different prototypes using a slide deck. They then experienced the virtual environment
and filled in the IPQ questionnaire [451] and the TPI questionnaire [287]. The participants
then entered three 4-digit PINs (for example, “1234”) using the first authentication prototype
as part of a training session. The ATM’s user interface provided an authentication video in
VR and all necessary details for the authentication sessions (for example, the PIN to enter).
After the training, the participants went through a series of five PIN authentications. These
authentications are referred to isolated authentications as the authentication itself is not part
of a production task [305, 437]. This means the participants task was to enter 4-digit PINs
using the corresponding authentication method.

After five successful authentications, they experienced the USEC prototype as a supporting
task, i.e., in situ, as motivated by chapter 5, similar to how security tasks occur in the
real world [437]. The decision of multiple authentication experiences was motivated by
previous social acceptability research [416]: multiple exposures allow participants to develop
preferences and contribute to more realistic results when asking about the prototypes’ social
acceptability [416]. Studying the social acceptability of the USEC prototypes is particularly
important because if USEC systems are not usable and socially acceptable, people will use
less secure alternatives. Furthermore, immersing the participants in a real-world setting allows
the thesis to situate the results on social acceptability within real social experiences and better
understand the participants’ opinions and perceptions [416].

The participants had to a) take the (virtual) credit card, b) put the credit card into the ATM, c)
authenticate using the corresponding authentication method, d) select the amount of money to
withdraw, and e) take the card and the cash out of the ATM. They then reported their perceived
workload [193], their user experience [275], rated the USEC prototype’s usability [60], and
filled in 5-point Likert scale questions [245]. The same procedure, including the training, was
repeated for the other USEC prototypes. The study concluded with a usability and security
ranking and with a semi-structured interview.
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6.5.3 Data Analysis

Unless otherwise stated, one-way repeated-measures ANOVAs (for parametric data) and
Friedman tests (for non-parametric data) were run. Post-hoc tests were Bonferroni corrected
to correct for multiple comparisons. The semi-structured interviews were audio recorded and
transcribed. The lead researcher went through all interviews to split the participants’ state-
ments into meaningful excerpts. A group of independent researchers (N = 5) then conducted
an initial affinity diagram using Miro [333], an online collaborative whiteboard platform.
The lead researcher first introduced the USEC prototypes and the interview questions. The
team then grouped the participant statements into themes. All researchers were instructed to
divide participant statements into two (or more) statements if required. The lead researcher
finalised the affinity diagram based on an initial 2-hour session with the other researchers.
This process resulted in an affinity diagram of 778 participant statements. The main findings
of the semi-structured interviews are reported in Section 6.6.8. Reporting the number of the
participants who shared certain opinions would be inaccurate due to the use of semi-structured
interviews; thus, frequencies are only reported where appropriate.

6.5.4 Demographics

The results in this chapter are based on 25 participants (15 male, 9 female, 1 non-binary) who
participated from overall nine different countries: 12 from the United Kingdom, four from
France, three from the United States of America, and one each from Spain, Belgium, Finland,
Czech Republic, Canada, and Singapore. The participants were on average 25.76 years (min
= 17, max = 35, SD = 4.36). All participants were right-handed, except one with no marked
preference for using the right or left hand. To participate, 19 participants used the Meta Quest
2, six the Meta Quest 1. The participants have VR experience of up to 5 years and 11 months
(M = 20.58 months, SD = 23.036). All mentioned that they had used an ATM before. Their
security behaviour score [122] was M = 3.37 (Md = 4.0, SD = 1.47) on a scale ranging from
1 to 5 (Device Securement (M = 4.25, SD = 1.34), Password Generation (M = 3.19, SD =
1.48), Proactive Awareness (M = 2.66, SD = 1.36), and Updating (M = 3.63, SD = 1.1)). Their
technology affinity score [142], from 1 to 6, was M = 4.20 (SD = 1.43).

6.6 Results

This section outlines common authentication metrics, including input times, the number
of corrections, and the number of incorrect PIN entries. First, isolated authentications
are reported. Then, authentications that were part of an ATM interaction experience (in
situ), as described in Section 6.5.2, are reported. The section then reports the participants’
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perceived workload and experience when interacting with the prototypes. Additionally, the
SUS scores [60], the participants’ usability and security ranking, the responses to the 5-point
Likert scale questions, and the main findings of the semi-structured interviews are reported.

6.6.1 Input Times

Input times from the first digit entry to the last input are reported. Only successful authenti-
cations w/o corrections were considered for the analysis to ensure internal consistency and
a fairer comparison between the prototypes. There was a significant difference of input
times between the USEC prototypes, F(3,69) = 67.33, p<0.05, η2

p = 0.745. Traditional (M =
3.70 s, SD = 1.31 s) and Hand Menu (M = 3.17 s, SD = 0.95 s) were significantly faster than
Glass Unlock (M = 5.29 s, SD = 1.75 s) and Tap (M = 7.10 s, SD = 1.64 s) (p<0.05). Glass

Unlock was also significantly faster than Tap (p<0.05). For in situ, there was a significant
main effect of USEC prototype on input times, F(3,27) = 12.67, p<0.05, η2

p = 0.585. Input
times differed significantly between Traditional (M = 3.85 s, SD = 1.91 s) and Tap (M = 6.65 s,
SD = 1.89 s), between Hand Menu (M = 3.46 s, SD = 1.63 s) and Glass Unlock (M = 4.35 s,
SD = 1.75 s), and between Hand Menu and Tap (p<0.05). Table 6.1 provides an overview.

6.6.2 Number of Corrections

The number of corrections differed significantly between the prototypes, χ2(3) = 13.45,
p<0.05. Tap resulted in significantly more digit corrections (M = 0.70, SD = 0.76) than
Hand Menu (M = 0.06, SD = 0.14). There was no significant difference between the other
pairs (Glass Unlock: M = 0.30 (SD = 0.37), Traditional: M = 0.35 (SD = 0.44)). For in situ,
there was no evidence that the number of corrections differed significantly, χ2(3) = 3.16, p
= 0.367. The values were M = 0.24 (SD = 0.66) for Traditional, M = 0.40 (SD = 0.82) for
Glass Unlock, M = 0.12 (SD = 0.44) for Hand Menu, and M = 0.38 (SD = 0.77) for Tap.

6.6.3 Number of Incorrect PIN Entries

There was no evidence that the number of incorrect PIN entries differed significantly between
the USEC prototypes, χ2(3) = 7.16, p = 0.067 (Traditional: M = 0.11 (SD = 0.20), Glass

Unlock: M = 0.07 (SD = 0.13), Hand Menu: M = 0.07 (SD = 0.13), Tap: M = 0.22 (SD =
0.28)). The same was found for in situ authentications, χ2(3) = 3.86, p = 0.277 (Traditional:
M = 0.16 (SD = 0.37), Glass Unlock: M = 0.04 (SD = 0.20), Hand Menu: M = 0.08 (SD =
0.40), Tap: M = 0.04 (SD = 0.20)). Table 6.1 provides an overview of the values.
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Table 6.1: Authentications in Traditional and Hand Menu were faster than Glass Unlock and
Tap. Statistical analysis shows that Glass Unlock and Tap did not necessarily result in more
PIN corrections and entry errors. The statistical analysis followed the description in Section
6.5.3. p < 0.05 highlighted. The p < 0.05 columns show pairwise comparisons.

Isolated
(1) Traditional (2) Glass Unlock (3) Hand Menu (4) Tap Statistical Analysis p<0.05

Input Times 3.70 (1.31) 5.29 (1.75) 3.17 (0.95) 7.10 (1.64) F(3,69) = 67.33, p<0.05, η2
p = 0.745 1-2;1-4;2-4;3-4;2-3

PIN Corrections 0.35 (0.44) 0.30 (0.37) 0.06 (0.14) 0.70 (0.76) χ2(3) = 13.45, p<0.05 3-4
PIN Entry Errors 0.11 (0.20) 0.07 (0.13) 0.07 (0.13) 0.22 (0.28) χ2(3) = 7.16, p = 0.067 n/a

In Situ
(1) Traditional (2) Glass Unlock (3) Hand Menu (4) Tap Statistical Analysis p<0.05

Input Times 3.85 (1.91) 4.35 (1.75) 3.46 (1.63) 6.65 (1.89) F(3,27) = 12.67, p<0.05, η2
p = 0.585 1-4;3-4

PIN Corrections 0.24 (0.66) 0.40 (0.82) 0.12 (0.44) 0.38 (0.77) χ2(3) = 3.16, p = 0.367 n/a
PIN Entry Errors 0.16 (0.37) 0.04 (0.20) 0.08 (0.40) 0.04 (0.20) χ2(3) = 3.86, p = 0.277 n/a

6.6.4 Perceived Workload (NASA-TLX) and User Experience (UEQ)

The participants’ perceived workload differed significantly between the USEC prototypes,
χ2(3) = 35.98, p<0.05. Glass Unlock (M = 32.90, SD = 16.75) and Tap (M = 48.07, SD
= 22.36) resulted in a significantly higher perceived workload than Traditional (M = 20.47,
SD = 16.12) and Hand Menu (M = 16.77, SD = 12.80) (p<0.05). A more nuanced analysis,
together with all means and standard deviations, is reported in Table 6.2.

Hand Menu received a positive user experience evaluation (> 0.8 [449]) in all dimensions of
the UEQ questionnare [275] (cf., Figure 6.5). Tap received a neutral evaluation (-0.8 < score
< 0.8 [449]) except for stimulation and novelty (> 0.8). The UEQ dimensions for all USEC
prototypes are visualised in Figure 6.5 and the statistical analysis is reported in Table 6.2.
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Figure 6.5: The visualisation shows all dimensions of the UEQ questionnaire. Black error
bars denote 95% CI. Dotted red lines denote UEQ’s +/-0.8 threshold [449].
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Table 6.2: The table shows the NASA-TLX sores, the 5-point Likert scale scores, the UEQ
scores, and the USEC prototypes’ usability scores. p < 0.05 highlighted. The cells for the
5-point Likert scale questions are highlighted in green when the mean score is >= 3.75,
orange when the mean score is 2.5 >= x < 3.75, and red when the mean score is below

2.5. Cell highlighting is inverted for error-proneness.

(1) Traditional (2) Glass Unlock (3) Hand Menu (4) Tap Friedman Test p<0.05

NASA-TLX [193]

Mental Demand 15.80 (20.34) 54.00 (28.10) 20.00 (25.21) 58.00 (31.72) χ2(3) = 33.61, p<0.05 1-2;1-4;2-3;3-4

Physical Demand 23.40 (25.11) 26.80 (24.74) 20.40 (20.61) 49.80 (30.63) χ2(3) = 18.32, p<0.05 1-4;3-4

Temporal Demand 25.20 (21.77) 21.40 (17.23) 19.80 (23.21) 33.20 (26.88) χ2(3) = 15.42, p<0.05 3-4

Performance 14.40 (16.91) 15.40 (13.53) 9.40 (9.50) 30.80 (29.46) χ2(3) = 10.14, p<0.05 3-4

Effort 19.80 (21.04) 46.80 (28.83) 19.00 (16.89) 61.80 (30.17) χ2(3) = 38.74, p<0.05 1-2;1-4;2-3;3-4

Frustration 24.20 (26.95) 33.00 (28.39) 12.00 (18.37) 54.80 (31.61) χ2(3) = 28.10, p<0.05 1-4;2-3;3-4

Overall 20.47 (16.12) 32.90 (16.75) 16.77 (12.80) 48.07 (22.36) χ2(3) = 35.98, p<0.05 1-2;1-4;2-3;3-4

5-point Likert Scale

Ease 4.48 (0.92) 3.32 (1.03) 4.72 (0.54) 2.48 (1.19) χ2(3) = 47.62, p<0.05 1-2;1-4;2-3;3-4

Naturalness 4.36 (0.81) 2.68 (1.18) 3.88(1.20) 2.36 (1.22) χ2(3) = 34.39, p<0.05 1-2;1-4;2-3;3-4

Pleasantness 3.20 (1.22) 3.16 (1.14) 4.36 (0.81) 2.88 (1.20) χ2(3) = 18.65, p<0.05 1-3;2-3;3-4

Speed 4.00 (1.15) 2.68 (1.44) 4.24 (0.72) 2.64 (1.22) χ2(3) = 22.91, p<0.05 1-2;1-4;2-3;3-4

Error-proneness 2.48 (1.33) 3.80 (1.26) 2.44 (0.82) 4.04 (1.24) χ2(3) = 34.18, p<0.05 1-2;1-4;2-3;3-4

Usable in Public 3.36 (1.41) 4.36 (0.81) 4.40 (0.76) 3.64 (1.29) χ2(3) = 10.32, p<0.05 (not confirmed)

Comfortable in Public 2.96 (1.43) 3.96 (1.02) 4.16 (0.85) 2.96 (1.65) χ2(3) = 16.06, p<0.05 1-3;3-4

UEQ [275]

Attractiveness 0.29 (0.72) 0.39 (1.21) 1.94 (0.78) -0.21 (1.39) χ2(3) = 34.21, p<0.05 1-3;2-3;3-4

Perspicuity 2.74 (0.31) 1.44 (1.11) 2.39 (0.57) 0.44 (1.28) χ2(3) = 47.71, p<0.05 1-2;1-4;2-3;3-4

Efficiency 1.62 (1.05) 0.46 (1.29) 2.11 (0.67) -0.31 (1.54) χ2(3) = 40.556, p<0.05 1-2;1-4;2-3;3-4

Dependability 1.06 (0.76) 1.33 (0.93) 1.90 (0.62) 0.32 (1.13) χ2(3) = 31.31, p<0.05 1-3;2-4;3-4

Stimulation -0.82 (0.91) 0.81 (1.01) 1.68 (0.89) 1.24 (1.00) χ2(3) = 50.32, p<0.05 1-2;1-3;1-4;2-3

Novelty -2.45 (0.97) 0.91 (0.99) 1.47 (1.06) 2.16 (0.71) χ2(3) = 58.26, p<0.05 1-2;1-3;1-4;2-4

Hedonic Quality -1.64 (1.24) 0.86 (0.99) 1.58 (0.98) 1.70 (0.98) χ2(3) = 53.65, p<0.05 1-2;1-3;1-4

Pragmatic Quality 1.81 (1.03) 1.08 (1.19) 2.13 (0.64) 0.15 (1.35) χ2(3) = 46.07, p<0.05 1-4;1-2;2-3;3-4

SUS [60] 84.5 (11.39) 70.2 (17.45) 90.5 (7.64) 50.3 (21.06) n/a n/a

6.6.5 System Usability Scale (SUS)

The SUS scores are reported as a standard metric for calculating the relative usability of
the USEC prototypes [427]. No statistical analysis has been conducted on the SUS scores;
instead, the SUS scores were analysed descriptively. Hand Menu yielded an “excellent” SUS
score [34] of M = 90.5 (SD = 7.64), followed by Traditional with M = 84.5 (SD = 11.39).
Glass Unlock and Tap yielded an average SUS score between “OK” and “GOOD” [34], with
M = 70.2 (SD = 17.45) for Glass Unlock and M = 50.3 (SD = 21.06) for Tap.

6.6.6 Usability/Security Ranking and 5-Point Likert Scales

Weighted scores (i.e., rank 1×4, rank 2×3, etc.) were calculated to report the usability, secu-
rity, and combined usability and security ratings of the USEC prototypes. Hand Menu achieved
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the highest usability score (82), followed by Traditional (72), Glass Unlock (56), and Tap (40).
Tap was perceived as most secure (80), followed by Hand Menu (79), Glass Unlock (65), and
Traditional (26). For combined usability and security, Hand Menu achieved the highest score
(92), followed by Glass Unlock (65), Tap (52), and Traditional (41). This means that the
participants liked Hand Menu the most and Traditional the least. Whilst Tap was perceived as
secure, its usability impacted the participants’ preference, which is discussed in more detail
in Section 6.7.1.

For the 5-point Likert scale questions, there was a significant difference between the proto-
types’ ease, χ2(3) = 47.62, p<0.05, naturalness, χ2(3) = 34.39, p<0.05, pleasantness, χ2(3)
= 18.65, p<0.05, speed, χ2(3) = 22.91, p<0.05, error-proneness, χ2(3) = 34.18, p<0.05,
extent to which they were perceived as usable, χ2(3) = 10.32, p<0.05, and comfortable to use
in public, χ2(3) = 16.06, p<0.05. Table 6.2 shows all pairwise comparisons.

6.6.7 Sense of Presence (IPQ and TPI)

The participants’ sense of presence when experiencing the VR ATM scenario was measured.
Their sense of presence was M = 3.59 (SD = 1.80) and their perceived social realism (TPI
[287]) was M = 4.89 (SD = 1.27). The values for the IPQ’s dimensions were M = 4.2 (SD
= 1.55) for sense of being part, M = 4.61 (SD = 1.33) for spatial presence, M = 2.99 (SD =
1.76) for involvement, and M = 2.77 (SD = 1.75) for experienced realism. This suggests that
whilst our participants’ sense of being part and spatial presence was “acceptable” [326], the
involvement and experienced realism scores were only “marginally acceptable”, which can
probably be explained by the lack of interactions in VR prior to the measurement.

6.6.8 Semi-structured Interviews

An affinity diagram, which was used to structure the qualitative data from the interviews as
described in Section 6.5.3, resulted in six main themes:

Theme 1: Differences to Real-World Authentication. The participants mentioned
that “most of the techniques are really similar to how [they] would imagine they are being

implemented in the real world” (P19) and that their interaction experience and behaviour was
“fairly similar to reality” (P14), “quite the same as I would experience in real” (P17), and
“realistic in how it worked” (P8). However, P22 mentioned that “it is always easier with a

real [ATM] machine” (P22) and that they missed the physical keypad in Glass Unlock and
Traditional. The lack of haptic feedback when providing input on the (physical) keypad was
brought up by many participants. P13 voiced that Traditional and Glass Unlock use a physical
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keypad in the real world; therefore, they “expect the [physical] buttons to be there” (P13).
Another topic that came up frequently was the hand and finger tracking’s accuracy and that
this may be different in reality: “most errors I did would disappear in the real world” (P22);

“maybe I did more mistakes because of VR” (P9); “usually in real life I use multiple fingers

and [authenticating] is a bit quicker” (P2).

Theme 2: Prior Real-World ATM Experience. There was a consensus that the VR
environment provided the participants with a good simulation of a plausible ATM interaction
scenario and that the “ATM was very convincing [and] felt like authenticating on the machine”

(P22). P7 mentioned that “in virtual reality, I had the same mindset as if I were to be in front

of a real ATM” (P7). P3 referred back to the training session and stated that “if I had to do a

training session in the real world, I would expect what I did [...] everything was matching my

expectations” (P3). However, some participants mentioned that they were less aware of the
(virtual) context around them: “I have this tunnel effect in VR that I do not have in the real

world” (P22) and that they could tell “it is not real” (P12). P5 voiced the graphic fidelity gave
the impression it was only a simulation. P18 mentioned that although the scenario, sound,
and setting were good, the visual representation impacted their perceived realism.

Furthermore, there were differences between the participants’ previous experience of ATM
interactions and the study environment. P23 voiced that their ATM experience differs signifi-
cantly from the user study environment: “I don’t usually see people in the bank [...] I don’t

even see the receptionist for the bank”(P23). P14 mentioned that they usually go to a drive-by
ATM where they drive up with their car, open the car window, and reach out of the window
to withdraw cash with their smartphone. Similarly, P25 mentioned that “this is very much

down to my personal setup [but] I can use my phone to withdraw money from an ATM” (P25).
P21 mentioned that ATMs are sometimes located in open spaces, making them more nervous
when withdrawing cash. P2 voiced that they “usually get [money] from like a hole in the wall

[...] usually they have them on the street”(P2).

Theme 3: The USEC Prototypes’ Usability. There were usability comments on all
four VR USEC prototypes:

• Traditional: The participants found Traditional as usable and mostly referred to their
familiarity with the prototype. P15 voiced that Traditional is “sort of intuitive [...] partly

because that’s something we’ve used for ages” (P15). P19 mentioned that “people

are already familiar with such a system” (P19) and that it is a “common model” for
them because of prior exposure. All in all, the participants’ comments suggest that they
were already familiar with Traditional, reinforcing the decision to treat Traditional as a
baseline to simulate 4-digit PIN authentication on an ATM keypad.
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• Glass Unlock: In line with the original Glass Unlock study [553], the participants
reported that Glass Unlock requires an attention switch between the augmented keypad
and the physical keypad: “I‘ve tried to switch between the two [layouts], but I am

terrible at memorising numbers [...] memorising the keypad layout was not possible

for me” (P14). The fact that input in Glass Unlock still used a “traditional” keypad
influenced some participants as they had, due to habituation, already established a
mental model of the original keypad layout: “sometimes, because of habits [...] I

have the mapping of 1,2,3,4,5,6 in my mind, which causes a bit of confusion” (P24).
Overall, the participants perceived Glass Unlock as socially acceptable “because it‘s

very similar to traditional [authentication]” (P19) and because “it is quite discreet and

not embarrassing [when authenticating]” (P8).

• Hand Menu: The participants perceived Hand Menu as fast and easy to use. P21
voiced that it takes the advantages of AR but is “still not too complicated, easy to

understand, and easy for people to adapt from the real world to AR, which is important

from a product perspective” (P21). P24 mentioned that Hand Menu “is really close to

what we are used to in real life, but provides a little bit more flexibility” (P24). Some
participants found that Hand Menu is slightly less acceptable in public because of

“poking the air, which is a little bit weird right now [...] less conventional input, maybe

in like 30 years that‘s not the case anymore then, but we’re not there yet.” (P6). P14
stated that “if someone was to walk by me as I’m at the ATM they think I’m a freak

because I‘m just tapping in the air and I’m wearing these crazy glasses” (P14).

• Tap: Tap received negative usability comments due to the hand tracking accuracy and
its complexity to recall gestures: “people have to learn a lot [...] I wasn’t able to

remember what combination it was to delete or confirm” (P11). Some participants
voiced that Tap is comparable slow and does not feel “natural” (P8). P5 mentioned that
they sometimes have to hold something in their hand when using an ATM, which makes
Tap inconvenient to use. The participants questioned Tap’s social acceptability. P20
mentioned that “each hand gesture has a different meaning in a different culture [...] a

**pinch gesture between middle finger and thumb** in the Buddhism culture has [the

meaning of] trying to mediate” (P20). P25 brought up that Tap “is a little bit awkward

and I might feel a bit stupid doing that in public” (P25). P6 voiced that “showing the
middle finger” was the easiest way for them to provide input but that they would be less
inclined to use Tap in public due to such inappropriate gestures.

Theme 4: Perceived Security of AR-based Authentication Prototypes. The par-
ticipants perceived the AR authentication prototypes, i.e., Glass Unlock, Hand Menu, and
Tap, as more secure than Traditional. Whilst shoulder surfing [125] was frequently mentioned
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as a potential threat when using Traditional, the participants voiced for the other prototypes
that they “probably need to get some view of the AR experience” (P6) or perform a man-
in-the-middle attack because “[the systems] require some network communication” (P20).
P18 mentioned that they are usually aware of bystanders when authenticating in public, but
that the use of AR could influence their awareness of the surrounding: “with AR, I think that

breaks a little bit of the reality, so you are more prone to the security problem.” (P18). Overall,
the participants mentioned either getting access to the user’s AR view by a) trying to catch a
glimpse of what is rendered on the glasses (P4) or b) hacking the system (P7), or conducting
a man-in-the-middle attack (P20) to capture information transferred from the AR glasses to
the situated display (in this case an ATM).

Theme 5: VR-based Real-World Studies: Pros and Cons. There was overall posi-
tive feedback on the remote VR user study when simulating the real-world ATM environments
and the USEC prototypes. P4 mentioned that using a VR-based introduction to novel real-
world prototypes is particularly promising for someone who “is nervous about doing this on

the street or in a (real) bank” (P4) and that it could be particularly helpful to “teach kids who

have their first experience using these interfaces, like getting their first bank card” (P4). P20
mentioned that “AR is still hard to use in real life and [the VR setting] gives a very good setup

for reconstructing [an ATM] situation”. Others voiced “it is easier to get more people to try

it, because you can have multiple people using it at the same time” (P25), that implementing
and evaluating all different USEC prototypes in reality would be expensive (P21), and that a
remote VR study allowed them to participate in this research, despite being in another country
(P16). P23 mentioned that experiencing the USEC prototypes in VR changed their initial
preference: “I didn’t expect Glass Unlock to be good [...] I thought Hand Menu would be my

favourite, but it turns out Glass Unlock was actually my favourite; so I’m happy that I get to

experience all three in virtual reality, before I can apply it to real life.” (P23).

The participants raised some concerns about the lack of interaction fidelity and that VR
implementations might not accurately represent how input on a physical keypad in Traditional

and Glass Unlock would work in reality: “this is still simulated, maybe in a real use case you

would have different opinions” (P19). P25 further voiced that the VR implementations of the
four real-world USEC prototypes come with “lower fidelity than if you actually build four

machines [in reality]” (P25).

Theme 6: The Participants’ Real-World Study Environment. The participants
participated in the VR study from various locations3: from their living room (8), their home

3Note that the study setup, i.e., the VR experience, depicted in Figure 6.3, was the same across all the
participants. The idea of participating from several physical locations and testing USEC prototypes in VR is
not to evaluate simulated real-world USEC prototypes in, for example, bedroom settings, but to enable the
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office (7), their bedroom (5), a research lab (4), and their private gym (1). The participants
voiced there was nothing that significantly impacted their VR experience during the study.
Although some participants mentioned minor issues with the Oculus Guardian [363] when
configuring their Quest before the actual user study or during the training session, they “did

not pay attention to the [real-world] surrounding at all” (P15). P22 brought up the problem of
bumping into real-world obstacles, which required some preparation before the data collection:

“I just have to be careful not bumping into my desk when approaching the ATM” (P22).

6.7 Discussion

The remote VR study showcased RVR3’s potential to move USEC research on VR replicas
of real-world prototypes out of a physical laboratory. The study results provide a glimpse
into the usability and social acceptability of two novel USEC prototypes: Hand Menu and
Tap. Authentications using Tap took significantly longer and were more demanding than
Traditional. However, there was no notable difference between Traditional and Hand Menu re-
garding perceived workload, input speed, number of digit corrections, PIN entry error rate, and
pragmatic quality (cf., Table 6.1 and Table 6.2). Hand Menu resulted in an “excellent” SUS
score, achieved the highest usability score, and received an overall positive UEQ evaluation.
However, the perceived social acceptability was less prevalent for Hand Menu and Tap due to
the use of AR glasses and mid-air input, which some participants perceived as inappropriate
in public. As put by P14: “if AR glasses can get a better form factor, so Nreal and the Snap

Spectacles [glasses] are decent, [...] once people start using them [...] and when apple comes

out with [their AR glasses], that’s when we get more of that acceptance.” (P14). There were
mixed comments about the perceived realism of the authentication context, which is discussed
further in Section 6.9.1.2.

Whilst the results of the user study imply that people are reluctant in adopting Hand Menu and
Tap due to social acceptability concerns, the results can be decisive and trend-setting for the
future of USEC prototypes. RVR3provided the first insights into the use of novel, not yet
widely available technology, for advanced user authentication in public, which will be further
discussed in Section 6.7.1 and this chapter’s conclusion in Section 6.9.

6.7.1 RVR3: A Complementary Research Method

Schmidt et al. [445] and Alt [16] highlighted the HCI and USEC communities’ recent interest
in moving human-centred research out of physical labs. Evaluating VR replicas of real-

participants to participate from their preferred location, potentially contributing to larger and more diverse
samples. No real-world environments were recorded by the VR headset.
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world USEC prototypes using a remote VR research approach, as performed in this chapter,
notably advances human-centred research. So far, evaluating hardware prototypes outside
of a research lab was often infeasible due to deployability issues, as found in the expert
interviews in chapter 3. Whilst HCI prototypes can be evaluated in physical lab environments,
corresponding studies often lack realism [118] and exhibit small and homogeneous samples
[66, 258, 284]. Using Remote Virtual Reality for simulating Real-world Research (RVR3)
as a proxy for real-world research opens a new world of opportunities for the broader HCI
and USEC research communities. Researchers can recruit user study subjects from different
countries, scale up their sample sizes, and adjust their research artefacts, including the study
environments and the prototypes, without purchasing or building special hardware.

However, despite the prior HCI works that validated VR’s use for empirical real-world
research (for example, [291, 528]) and the first validation of the use of VR studies for USEC
research presented in chapter 4 and chapter 5, it is important to acknowledge potential
technical limitations of VR and have a clear vision of what can be expected from evaluations
that are conducted on virtual artefacts in VR instead of on real-world prototypes in real life.
For example, investigating Tap’s usability in the lab using better hand tracking technology
(for example, an OptiTrack system [370]) may impact the participants’ usability perception
and their performance. At this point, as put by one of the experts during the expert interviews
in chapter 3, “we [as a community] just need to be a little bit more open to what sort of

solutions/evaluations we are expecting out of [something] that has not actually been deployed

in the real world” (P11).

In summary, RVR3 forms a promising research method to implement and evaluate VR replicas
of real-world USEC prototypes and move user-centred research out of physical laboratories.
However, care needs to be taken when interpreting the results from VR user studies that
simulate real-world research as, similar to lab studies and organised field studies, they still do
not necessarily represent naturalistic user behaviour in real-life settings as shown in chapter 5
and indicated by the participants during the semi-structured interviews in this chapter.

6.8 Limitations

There are some study-specific decisions that are worth discussing. First, this chapter did
not put forward an empirical assessment of the USEC prototypes’ security as Winkler et
al. [553] argued that private near-eye displays, i.e., AR glasses, allow for secure interaction
by design. However, future work may want to conduct exhaustive security evaluations and
empirical security assessments of the USEC prototypes introduced in this chapter before
widely deploying them in the wild. Furthermore, to understand the USEC prototypes’ usability,
a large number of common usability measures (for example, NASA-TLX [193], SUS [60],
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and UEQ [275]) and in-depth qualitative data from interviews were consulted. However, some
studies [100, 189] also consider the participants’ preparation times, i.e., the mental time it
takes until a user performs input. The primary contribution of this chapter was not to introduce
novel USEC prototypes but to showcase how novel USEC prototypes can be evaluated using
RVR3. Therefore, the study was not set up to precisely measure the preparation times.

6.9 Chapter Conclusion

This chapter closes this PhD research by answering RQ5 and introducing Remote Virtual

Reality for simulating Real-world Research (RVR3), a novel research approach to evaluate
VR replicas of real-world USEC prototypes. A remote VR user study with 25 participants was
conducted to assess the usability and social acceptability of two real-world USEC prototypes:
Hand Menu and Tap. The remote VR study provided a glimpse into the usability and social
acceptability of AR-based authentication systems, fictional prototypes based on prior work
that may (or may not) find application in the near-distant future. Authentications were
moderately fast in both Hand Menu (up to M = 3.17 s, SD = 0.95 s) and Tap (up to M = 6.65 s,
SD = 1.89 s); however, the participants criticised the prototypes’ social acceptability and
mentioned that people might feel reluctant to use AR-based systems these days. The chapter
highlighted the VR’s affordances to move traditional lab-based research on VR replicas
of real-world prototypes to the participants’ homes. It demonstrated RVR3’s potential to
complement and, sometimes, replace research in traditional physical laboratory environments,
opening the door for the HCI and USEC communities to evaluate VR implementations of
novel real-world prototypes out of the lab.

The next section answers RQ5 and outlines two promising research applications for Remote

Virtual Reality for simulating Real-world Research (RVR3) in the USEC domain.

6.9.1 Research Question 5 (RQ5) and Research Applications

This chapter contributes answers to the following research question:

RQ5: Can the use of VR studies move traditional USEC research on real-world
prototypes out of physical labs?

Based on the remote VR study presented in this chapter, yes, VR studies can move traditional
USEC research on real-world prototypes out of physical labs. This chapter provided empirical
evidence that a research infrastructure exists, including the deployment of VR applications, the
participant recruitment, and having access to commercially available VR headsets, that allows
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USEC researchers to deploy their virtual replicas of study environments and USEC prototypes
online. Whilst the research in chapter 5 has shown how the participants’ experiences can be
moved out of physical lab environments, this chapter showcased how entire user studies on VR
implementations of real-world prototypes can be moved to the participants’ homes using VR
studies, revolutionising and facilitating research on USEC prototypes that is usually conducted
in physical laboratories. To further contribute to RQ5 and highlight the long-term potential
of VR studies, this chapter concludes by outlining two promising research applications for
RVR3 that can forge forward USEC research involving hardware prototypes.

6.9.1.1 Research Application 1: Longitudinal Studies

This chapter presented a remote VR study to evaluate the usability and social acceptability of
novel real-world USEC prototypes. The study showed that, yes, VR studies can be applied in
the USEC research field to move research on VR implementations of real-world prototypes
out of the lab. However, the study revealed that the participants’ familiarity with prior systems
could impact the study results. This was apparent in the study as follows: P24 mentioned that
their prior experience impacted them when using Glass Unlock: “because of habits [...] I

have the mapping of 1,2,3,4,5,6 in my mind”. At this point, RVR3 can be particularly valuable
by tasking participants to authenticate using Glass Unlock once every day (for several months).
This would allow the researchers to obtain learning effects and receive more realistic usability
assessments of USEC prototypes than existing research methods are currently capable of.
For example, conducting longitudinal studies where the participants must commute to a
physical lab to interact with the research artefacts is often not feasible over several months.
Longitudinal studies are rare in the broader HCI field, with over 85% of studies lasting a
day or less [258]. RVR3 addresses the shortcoming of the current HCI and USEC landscape
by opening the door for the communities to conduct longitudinal user studies without much
resources and effort. For example, the use of VR studies, once well-evaluated across the
broader HCI and USEC research fields, can lead to unsupervised user research where the
general public can participate in user studies anytime and anywhere (for example, as already
put into practice by Mottelson et al. [340]).

6.9.1.2 Research Application 2: Cross-Country Studies

RVR3 has enabled recruiting participants from nine different countries. However, a formal
cross-country comparison of the USEC prototypes’ usability and social acceptability was
out of the scope of this PhD research. Based on the participants’ qualitative feedback in
Section 6.6.8, conducting large-scale geographically agnostic comparisons is one promising
application for remote VR studies that can further contribute to the transition of research
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findings into practice. Such a cross-country evaluation can further highlight VR’s strengths
for remote investigations on VR replicas of real-world prototypes and allows identifying
the impact of social and technological factors on the results of prototype evaluations. The
combination of user evaluations and research on VR replicas on real-world USEC prototypes
is particularly interesting because technology is often designed and evaluated using western,
educated, industrialised, rich, and democratic “WEIRD” samples [284]. RVR3 provides
an excellent opportunity for researchers to broaden the international representation of the
participant samples and work towards impactful HCI systems that are universally useful and
engaging. However, in the same breath, researchers must be careful when implementing VR
replicas of real-world prototypes and environments. Their mental model (for example, how
an environment should look like) may not necessarily align well with the expectations of an
international participant sample (cf., Section 6.6.8). Whilst RVR3 allows researchers to con-
duct cross-country evaluations, research is required to identify the challenges associated with
large-scale cross-country studies on implemented VR simulations of real-world prototypes.

6.9.2 Contributions

This chapter makes the following empirical artefact contributions [556] as well as method-

ological contributions [556] to the USEC and HCI research fields:

• For the first time, it provides a methodological contribution [556] through its investi-
gation of the usability and social acceptability of implemented VR replicas of novel
real-world USEC prototypes in a remote VR user study (RVR3). Whilst prior work
moved traditional VR research online [340, 400] and investigated the VR’s feasibility
for real-world USEC research in the lab (chapter 4 and chapter 5), this chapter extends
research in this space by conducting a VR-based usability study of implemented VR
replicas of real-world USEC prototypes in a fully remote VR setup.

• Furthermore, it provides an artefact contribution as well as an empirical contribution

[556] through its proposal of two novel USEC prototypes (Hand Menu and Tap) for
authentication in shared and social spaces and its usability and social acceptability
results from a remote VR study with 25 participants located in nine different countries.

• Finally, it discusses the results based on the “out-of-the-lab research” comments by
Schmidt et al. [445] and Alt et al. [16] and concludes with two promising research
applications when studying real-world USEC prototypes using RVR3.
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Chapter 7

Summary and Reflection on Thesis
Research

Research must continue to be the centerpiece of

intellectual life, and our commitment to research

must grow, because our problems are growing.

– Ernest L. Boyer –

7.1 Introduction

T his thesis made the following statement in the Introduction in chapter 1:

“This thesis explores the suitability of virtual reality (VR) studies in supporting

human-centred usability and security research. VR studies enable researchers

to augment human-centred research methodologies that are constrained to con-

ditions that can be physically replicated in the lab. This thesis presents a novel

complementary research method for human-centred usability and security re-

search by exploiting VR’s characteristics to expand the possibilities of evaluating

USEC prototypes. It first identifies existing research challenges in usable se-

curity (USEC) (identify, chapter 3). It then validates the use of VR studies for

human-centred usability and security research (validate, chapter 4). This thesis

concludes with investigations on how VR studies can augment and move USEC

research out of the lab (advance, chapter 5 and chapter 6), unfolding the advan-

tages and disadvantages of VR studies for human-centred usability and security

evaluations of real-world prototypes.”

In the subsequent empirical chapters, chapter 3 to 6, research was presented that supports
the thesis statement and contributes answers to five research questions, RQ1 to RQ5:
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RQ1 What are the challenges that USEC experts experience when designing, imple-
menting, and evaluating security and privacy-enhancing prototypes?

RQ2 Which findings of VR-based usability evaluations on USEC prototypes match the
findings from corresponding evaluations in traditional physical lab settings?

RQ3 Which findings of VR-based security evaluations on USEC prototypes match the
findings from corresponding evaluations in traditional physical lab settings?

RQ4 Can substitutional in situ studies using VR provide a bridge over the methodologi-
cal gap between lab and field studies?

RQ5 Can the use of VR studies move traditional USEC research on real-world proto-
types out of physical labs?

Answers to the questions were provided in concluding sections within each chapter. Table 7.1
provides an overview of the chapters and the places where this thesis has answered the RQs.

Table 7.1: Overview of the research questions that were answered in the individual chapters,
chapter 3, chapter 4, chapter 5, and chapter 6. Chapter 7 addresses the overarching research
question, RQ6, based on the sum of all studies.

Research Question (RQ) Thesis Chapter Thesis Section

RQ1 chapter 3 Section 3.4 and Section 3.5.1 [Publication 3]
RQ2 chapter 4 Section 4.10.1 [Publication 4]
RQ3 chapter 4 Section 4.10.2 [Publication 4 and 5]
RQ4 chapter 5 Section 5.3.8.1, 5.4.8.1, and 5.5.1 [Publication 6 and 7]
RQ5 chapter 6 Section 6.9.1 [Publication 8]

RQ6 chapter 7 Section 7.2.4

In the following, the research in the individual chapters is synthesised into research rec-
ommendations to provide answers to an overarching research question, RQ6. So far, the
thesis has reviewed the literature in chapter 2, provided the first validation research of the
use of VR studies for USEC research (cf., chapter 4 and chapter 5), and showcased how VR
studies revolutionise and forge forward USEC research that involves prototypes (cf., chapter 5
and chapter 6). The central contributions of this thesis are now summarised in Section 7.2.
Section 7.2.4 then presents five lessons learned and research recommendations when using
VR studies for human-centred usability and security research on VR implementations of
real-world prototypes.
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7.2 Central Contributions

This thesis makes novel contributions which inform the design and the evaluation of USEC
research artefacts. Its main contributions are mapped onto a three-stage research arc (cf.,
Figure 1.1): (1) Identify: Expert interviews on the existing USEC research challenges and
ways forward; (2) Validate: Investigation of the use of VR studies for simulating real-world
USEC research involving prototypes; and (3) Advance: Evaluation of novel research methods
and artefacts to push forward USEC research and contribute towards facilitating USEC
research that is concerned with prototypes. This section summarises these contributions.

7.2.1 Identify: Insights from USEC Experts

In chapter 2, this thesis found that many challenges make USEC research laborious and
sometimes even infeasible. Individual works have touched on what makes USEC research
particularly laborious. For example, both De Luca et al. [100] and Volkamer et al.’s [529]
work highlight the ethical and legal constraints associated with observational research in
security-sensitive contexts. However, what was missing was a structured attempt to elicit
challenges experienced by USEC experts that go beyond their experience in individual
research projects. The identified key challenges in the broader USEC field raise awareness of
the current shortcomings and provoke change in how the USEC community tackles research
problems, some of which this thesis put forward as the first investigation of using VR studies
for empirical USEC research. Whilst some of the challenges in chapter 3 are known by the
community, they are not necessarily reported in publications and are often only accessible to
researchers who are privileged enough to be part of the “hallway chatter” at international HCI
and USEC conferences. Therefore, the research in chapter 3 is the first work that provides
this kind of “hallway knowledge” view of the challenges faced by USEC researchers who
design, implement, and evaluate research prototypes to the broader research community.

7.2.2 Validate: VR Studies for USEC Research

The exploration and validation of the use of VR studies for USEC research, to which five
empirical studies contributed, reported in Section 4.6, Section 4.7, and Section 4.8 in chapter 4,
and Section 5.3 and Section 5.4 in chapter 5, is a core element of this thesis and makes
significant contributions to the field. This thesis contributes an experimental comparison of
traditional real-world research in the lab with the use of VR studies for simulating real-world
environments and research artefacts. Furthermore, it contributes two VR-based investigations
on simulated shoulder surfing research and simulated in situ authentication research. Both
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studies supply the validation of the use of VR studies for USEC research and contribute novel,
well-evaluated research approaches for evaluating USEC prototypes.

7.2.3 Advance: VR Studies’ Potential for USEC Research

Through the two empirical studies in Section 5.3 and Section 5.4 in chapter 5, this thesis
contributes to advancing USEC research. It introduces novel research methods for 1) shoulder
surfing research in public, a common threat model when conducting security research on
prototypes, and 2) in situ research on real-world prototypes, showcasing how the use of
VR studies facilitates and enables more realistic USEC research. Both studies in chapter 5
are the first empirical works that apply VR studies for USEC research and combine the
internal validity of controlled laboratory experiments with the more realistic settings of field
experiments. Finally, this thesis introduces and executes the idea of remote VR studies for
the evaluation of future-oriented real-world USEC prototypes, referred to as Remote Virtual

Reality for simulating Real-world Research (RVR3). For the first time, a remote VR study that
simulates a real-world environment and novel AR-based USEC prototypes demonstrates how
VR replicas of real-world research artefacts can be evaluated in a remote setting, paving the
way for more large-scale, longitudinal, and impactful USEC research involving prototypes.

7.2.4 Synthesised Thesis Research: Research Recommendations

This thesis contributes five lessons learned and research recommendations based on the
empirical research presented in chapter 3 to chapter 6. The lessons learned and the research
recommendations provide answers to the overarching research question, RQ6, and aim to
support, facilitate, and advance USEC research.

RQ6 What are the advantages and disadvantages of using VR studies for USEC research
involving prototypes compared to traditional USEC research in physical laboratories
and in the field?

7.2.4.1 Lesson 1: VR Studies for Research in the Lab and in the Field

The USEC expert interviews in chapter 3 revealed that contributing towards high ecological
validity is a fundamental and ongoing challenge in USEC. Researchers face significant
challenges when deploying research artefacts in the wild and providing user study participants
with authentic use cases when evaluating novel prototypes. Whilst traditional lab studies
are commonly used in USEC, they are often incapable of simulating real-life scenarios.
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Even if in-the-wild research is feasible, the interviews in chapter 3 showed that some USEC
researchers consider their (academic) career as more important than going the “extra mile” of
field studies compared to more “straightforward” research in laboratory settings. For example,
one of the experts criticised the mindset of some researchers who share the opinion of “why
should I have to go out and so something differently [...] it’s a lot harder, it’s a lot more
work and as long as I can get this stuff published why should I bother?” (P8). The use of
VR studies for USEC research cannot change the “publish or perish” mindset [315] of some
researchers and, as discussed in Section 5.4.6.2 in chapter 5, cannot fully elicit user behaviour
typical in the field. However, it provides a novel research method to conduct simulated in situ
USEC research that may not be feasible in the real world and hints at people’s preferences and
opinions when experiencing USEC prototypes in plausible scenarios. As shown in Section 5.4
and visualised in Figure 5.11, the use of VR studies can be mapped onto a “ecological validity
continuum” and, depending on the research interests, VR studies can be designed as being
closer to lab studies or field studies. This allows researchers to simulate different scenarios
and evaluate research artefacts under various circumstances, as showcased in chapter 5 and
chapter 6.

The flexibility of VR studies provides, for the first time, researchers with a holistic research
method that enables transitioning along an ecological validity continuum and incorporating
the pros and cons of both (virtual) labs and more naturalistic (virtual) public spaces, as
demonstrated in chapter 5. For example, VR studies allow researchers to conduct detailed
human factors research in ATM authentication contexts, which is often impossible using
other means. However, it is important to acknowledge that VR studies cannot fully simulate
research in the wild due to, for example, the nature of user studies, i.e., demand characteristics
[105,372], and the novelty of research artefacts, as shown in Section 5.4.6.2. Yet, the empirical
research in chapter 5 and chapter 6 has shown that applying VR studies for USEC research is
promising and allows researchers to assess research artefacts across different environments
and in otherwise hard-to-reach real-world contexts.

Research Recommendation 1 . chapter 5, chapter 6

This thesis recommends applying VR studies for research in (virtual) lab environments
(for example, VR Lab in Section 5.4) and more naturalistic research in simulated field
environments that is particularly challenging to conduct in the real world (for example,
VRO in Section 5.3 and VR ATM Public in Section 5.4). It is recommended to utilise
VR studies as a powerful research method for usability and security evaluations at both
ends of the ecological validity continuum (cf., Figure 5.11).
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7.2.4.2 Lesson 2: When and How To Use VR Studies for Simulated Real-World
Research

Selecting the most suitable research method for a given problem is challenging and often
influenced by many factors, including the researcher’s research interests and financial, ethical,
and legal constraints. A promising research method, although not yet widely applied in HCI
and USEC, is triangulation: the explicit use of multiple methods, measures, and approaches
for empirical research and evidence [414, 548]. For example, the use of low-cost surveys
with video prototypes is effective for gathering initial results about the social acceptability of
multimodal research artefacts [547]. In the next step, the initial findings from surveys can be
supported through in-depth focus groups, studies in the lab, or by using a remote VR research
approach where participants are immersed in realistic use cases. Individual research methods
have different strengths and weaknesses, some of which contribute towards generalisability
whilst others are more rigorous and contextual [112].

Studies on VR research artefacts and in virtual environments are valuable when research
in the real world is infeasible or particularly challenging due to ethical, legal, and financial
constraints. If research in the real world is feasible, VR studies can be part of a triangulated
research approach and greatly support (or challenge) the findings from controlled laboratory
studies and more naturalistic research in the wild. The research in chapter 4 emphasised
the importance of emulating reality and its limitations when moving usability evaluations
on prototypes into virtuality. Relying on results from VR studies only can be misleading, as
discussed in Section 4.6.5.3 in chapter 4; however, VR studies for simulating the real world
are valuable when researchers aim at evaluating the usability of prototypes assuming ideal
conditions (for example, no tracking issues for gaze-based input, as shown in chapter 4). If the
evaluation of input methods should consider the existing technological limitations, additional
implementation work is required to better emulate real-world conditions and other external
factors that may impact human behaviour and performance.

All of the discussed factors, including the comments by Mäkelä et al. [291] about “when
to consider virtual field studies”, the research on supervised and unsupervised VR studies
[277, 339, 340], and the development, deployment, and recruitment process of VR studies
[400, 487], must be considered when making a final call about the most suitable research
method for a given research problem and research question. Questions like “which input
methods do people prefer when providing input on public displays?” and objective usability
and security evaluations of various USEC prototypes are feasible to answer by using (remote)
VR studies, as shown in chapter 4, chapter 5, and chapter 6. However, pointing at highly
realistic human behaviour might only be partially possible using semi-structured interviews,
and it is only fully explainable through observations in the wild (for example, as discussed in
Section 5.4.6.2 in chapter 5 with the example of shielding PIN entries).
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Research Recommendation 2 . chapter 3, chapter 4, chapter 5, chapter 6

This thesis recommends the application of VR studies as a complementary research
method alongside traditional lab studies and field studies. VR studies can be utilised
to inform follow-up studies or to provide support for, or challenge, previous research.
Ideally, the use of VR studies for simulating real-world environments and research
artefacts considers three main factors:

1. The research question(s) and the overall research aim. For example, is the aim
of the study to compare different input methods? Or is the aim to point at
realistic human behaviour in the wild? In other words, what conclusions do the
researchers aim to draw from research on VR replicas of real-world prototypes
and in VR simulations of real-world environments?

2. The complementary research methods, for example, traditional lab and field
studies, to support or challenge the findings from VR studies, and vice versa.

3. How the research can be best conducted respecting the financial, ethical and legal
constraints, and the development, deployment, and participant recruitment.

7.2.4.3 Lesson 3: VR Studies to Simulate Speculative Future Realities

The USEC expert interviews in chapter 3 highlighted the need for future-oriented research,
where use cases of USEC prototypes and methods are more speculative or avant-garde. They
mentioned that it is crucial for them to only invest in equipment that is likely to provide a
promising future use case. VR studies form a valuable and affordable research method for
simulating and studying a potential future of USEC systems that goes beyond state-of-the-art.
For example, instead of building “throwaway” prototypes and setting up study environments
for individual studies, VR studies can replicate a range of USEC prototypes and real-world
environments with little effort, as shown in chapter 5 and chapter 6. Furthermore, applying VR
studies allows the implementation and in situ evaluation of more speculative, forward-looking
USEC prototypes, as demonstrated with Tap and Hand Menu in Section 6.3.

As part of this PhD research, various USEC prototypes for public displays and smartphones,
virtual laboratory environments, and virtual public spaces were implemented and empirically
evaluated in chapter 4, chapter 5, and chapter 6. Without using VR studies, it would have been
necessary to have access to various physical devices (for example, an ATM, a smartphone,
AR glasses) and different physical environments and social constructs (for example, an ATM
in public) to simulate real-world usage of the USEC prototypes and allow for in situ usability
and security research. In contrast, VR studies have allowed simulating reality with one VR
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headset across different studies without additional hardware, demonstrating how VR studies
for simulating real-world USEC research can cover a broad range of prototypes and more
futuristic scenarios, i.e., “immersive speculative enactments” [467], without having physical
access to those. Immersive Design Fiction, often seen as an extension of the concept of Design
Fiction to VR [322], raises questions about the transferability of results obtained in VR to
real-world conditions. As this thesis has shown in chapter 4 and chapter 5, many findings from
usability and security evaluations in VR transfer to the real world, which is further supported
by the research in other subdomains (for example, [291, 344, 376, 528]). Conducting similar
human-centred usability and security research as done in this thesis in a real-world context
is difficult and sometimes even impossible due to the ethical and legal constraints, which
sometimes makes it impossible to assess the ecological validity of data collected through
simulations (for example, in VR) [114]. Instead, Dole and Ju [114] argue using the concept of
“face validity” as a proxy for judging the researcher’s ecological validity: “when participants
take a simulation seriously, one should feel more confident that the study’s results will apply
to the real world” [114]. For example, if a participant claims to have experienced a VR replica
of a real-world research artefact previously (for example, Traditional in chapter 6), then it
can be argued that the simulation had real consequences on their experiences and opinions
and was perceived seriously enough to draw implications of the research findings [114, 467].
Thus, VR studies for remote research on VR implementations of speculative real-world USEC
prototypes provide answers to questions that would otherwise be challenging to find due to the
resource-intensive nature of this research and the financial, ethical, and legal constraints. By
applying VR studies early on in the research process, researchers can already learn about the
social acceptability of novel USEC prototypes for security-sensitive contexts and investigate
VR implementations of more futuristic real-world systems that are not yet available or mature
enough for testing in the real world.

That being said, the implications of VR studies that aim at exploring possible future realities by
creating speculative scenarios in VR might not hold true in the distant future. The technology
acceptance [256, 293], including the social acceptability, the ethical implications, and the
social implications, may change over time. For example, Williamson et al. [416] showed that
“users will develop preferences and change their acceptance rates after multiple trials” and
that the user acceptance of gestures increases after even one positive experience.

Research Recommendation 3 . chapter 4, chapter 6

This thesis recommends the use of VR studies for simulating future realities and more
speculative use cases for USEC prototypes. However, it is recommended to replicate
research after a period of time to account for technological advances and changes in
the social acceptability of novel interactive systems and experiences.
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7.2.4.4 Lesson 4: VR Studies to Enable and Facilitate Location-Agnostic Re-
search on VR Replicas of Real-World Research Artefacts

The research in chapter 4 and chapter 5 has shown how physical spaces can be replicated
in VR and used for user testing in different physical locations. For example, Section 5.4 in
chapter 5 represented a public space environment in virtuality without having access to the
real-world environment. However, there is still a methodological gap in research that enables
and facilitates location-agnostic research. In other words, how can the use of VR studies
contribute towards location-agnostic research by moving real-world spaces into virtuality and
simultaneously moving user testing out of physical laboratory settings? Chapter 6 envisioned
such a future where real-world USEC prototypes and environments are first transferred
into virtuality and then deployed online to allow for location-agnostic research on USEC
prototypes. Such a remote VR research approach revolutionises existing USEC research
methods on real-world prototypes and opens a new world of opportunities for the USEC
community. For example, remote VR studies can be applied for longitudinal large-scale and
cross-country evaluations on VR replicas of real-world prototypes (cf., Section 8.1.2.3).

Sampling participants from across the world also means that participants have different
expectations of real-world environments, even more so than when recruiting from a local
area only. The qualitative feedback in Section 6.6.8 in chapter 6 on the participants’ real-
world experiences suggests that large-scale deployments of VR study environments must
consider the variety of a user study samples’ expectations and infrastructures. For example, as
shown in Section 6.6.8, one participant reported withdrawing cash from an ATM from within
their car, which does not necessarily align with the ATM scenario utilised in chapter 6. VR
studies for simulating real-world research allow the recruitment of large and diverse samples,
but they introduce unique challenges when aiming at simulating reality and learning more
about behaviour and reality perception from participants across the world. Therefore, the
participants’ perceived realism of VR replicas of real-world scenarios and prototypes can
be affected by local infrastructures that differ across countries and is important to capture in
future research.

Research Recommendation 4 . chapter 6

This thesis recommends the use of remote VR studies for location-agnostic research on
VR replicas of real-world prototypes. However, when using Remote Virtual Reality

for simulating Real-world Research (RVR3) for cross-country VR study deployments,
it is recommended to report and consider the participants’ social norms, expectations
of reality, and their sociotechnical infrastructures and processes when interpreting the
research findings and informing follow-up research.
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7.2.4.5 Lesson 5: Replication Studies in VR and in the Real World

The empirical research presented in this thesis has shown that, yes, the use of VR studies for
simulating real-world USEC research is feasible and results in valuable USEC research that
revolutionises how research on real-world prototypes is currently being conducted. Chapter
4 and chapter 5 have shown that many of the research findings based on VR studies align
with their complementary real-world evaluations. However, due to the current VR technology
and the novelty of the research artefacts, some of the results deviate from research in the
real world, as shown in chapter 4 when comparing CueAuth’s usability in VR to the original
real-world study [245] and in chapter 5 when comparing the VR users’ interaction behaviour
to observations in the wild. As a result, it remains important to contribute replication studies
of and comparison studies to real-world evaluations in the near future. Comparison studies
between virtuality and reality require time and effort due to the two-pronged research approach
that requires the design and implementation of user studies in VR and the real world. However,
in return, they further supply the validation of VR studies as a powerful research method
for the broader research field and enable the community to interpret and better understand
research resulting from studies based on VR artefacts of real-world systems.

Chapter 6 envisioned a future of VR studies on simulated real-world research artefacts without
formal comparisons to real-world counterpart evaluations. The strengths of such a “VR only”
research approach has been demonstrated by other works in the literature, for example, to
conduct HCI research in a virtual aeroplane environment [350] or to manipulate height [144].
However, despite the existing literature and chapter 6, which provided the first insights into the
usability and social acceptability of novel USEC prototypes for user authentication on public
displays, it is recommended to contribute additional comparison studies between virtuality
and reality in the near future. This will root and further strengthen the use of VR studies as a
fundamental, well-evaluated research method for the larger HCI, USEC, and neighbouring
research domains.

Research Recommendation 5 . chapter 4, chapter 5, chapter 6

This thesis recommends accompanying VR studies with evaluations and comparisons
to the real world in the near future. If comparisons to observations and experiments
in real life are challenging, it is recommended to incorporate at least one baseline
condition in VR, similar to how the research would have been conducted in the real
world, as done with VRO and VR Lab in chapter 5 and Traditional in chapter 6.
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7.3 Limitations

Limitations of the individual studies were discussed in each chapter. Here, more general
limitations of this thesis are discussed. Future research directions are described in chapter 8.

7.3.1 The Focus on Authentication Research

The use of VR studies for USEC research was evaluated within the authentication research
field, a major research domain in USEC [155] and the most addressed research topic in the
broader USEC field [110]. By studying USEC prototypes that incorporate different input
methods, for example, CueAuth with touch, mid-air, and eye-gaze input [245] and ColorPIN
with keyboard input [99], this thesis makes contributions that are relevant to a variety of other
HCI and USEC prototypes. However, the USEC research field has demonstrated a variety
of research interests beyond authentication. For example, research on privacy-preserving
prototypes that protect people’s privacy in public spaces is often concerned with other metrics
(for example, reading speed [402] and text comprehension [241]). VR studies might not be
viable and beneficial for all USEC subdomains, particularly when the research in the real
world does not necessarily involve hardware or requires no in situ evaluations. However,
they can facilitate and support research on USEC prototypes and inform and advance future
research that aims to apply VR studies for the broader HCI and USEC research challenges.

7.3.2 The Impact of VR Technology on Research

As shown in the research in Section 4.6 in chapter 4 and Section 5.4 in chapter 5, some of the
VR findings deviated from the study results from the real-world studies. These differences,
particularly the differences in Section 4.6 in chapter 4, are most likely of technological nature,
highlighting that the used VR technology may have not been mature enough to deliver the same
experiences someone would experience in reality. Does this mean VR studies are not ready
yet for human-centred research because the underlying technology is not mature enough?
No, not really. Yet, it means that some of the findings presented in this thesis are based on
the used hardware, as discussed in, for example, Section 4.6.5 in chapter 4. Therefore, some
of the differences between the VR study results and the real-world counterparts might not
hold true in the distant future due to the advances in VR technology. Typical VR challenges
such as hand tracking accuracy are yet to be resolved but will likely lose importance as
the technology develops over time. This, in return, can contribute to improved usability of
some of the tested USEC prototypes (for example, Tap in chapter 6). This thesis used the
HTC VIVE VR headset, an integrated Tobii eye tracker, a Leap Motion, and the Meta Quest
1/2 VR headset when applying VR studies for simulating real-world research artefacts and
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environments. The impact of the technology on the research findings might also depend on
the participants’ familiarity with said technology. Section 8.1.2.1 discusses the importance of
additional extensive replication studies as soon as advanced VR technologies are available
and have transitioned more broadly into people’s everyday lives.

7.3.3 The User Study Samples: How Representative Are They?

Different recruitment channels were used to validate the applicability of VR studies for USEC
research. For the lab studies, which covers the research in Section 4.6 in chapter 4 and
Section 5.3 and Section 5.4 in chapter 5, the participants were mainly recruited within the
researcher’s social circle outside of an academic environment. For the studies that were
conducted online, Prolific [394] and social media, including https://www.xrdrn.org/ (last
accessed 22/01/2023), were used for participant recruitment. No specific focus was put into
recruiting more diverse groups from different backgrounds and demographics. Furthermore,
sample sizes are heavily discussed in the HCI and USEC research communities, with twelve
participants being the most common sample size across studies accounting for a full 10% of
all CHI studies published in 2014 [66]. The sample sizes in the core studies of this thesis
range from twelve participants for the expert interviews in chapter 3 to 25 participants for the
remote VR study of real-world USEC prototypes in chapter 6. Although these sample sizes
are common for research in laboratory settings, it is essential to acknowledge that this thesis
cannot comment on the impact of more extensive and diverse samples on the research findings.
To contribute to a long-term solution of the sample size and sample homogeneity discussions
in (and beyond) HCI and USEC, the research in chapter 6 has outlined and discussed two
research applications, which this thesis picks up again in Section 8.1.2.3 in chapter 8.

7.3.4 The Lengths of the User Studies

Most user studies in this thesis took around 1.5 hours and the participants were exposed to the
individual study conditions for a fraction of the time. Although the thesis made use of training
sessions to introduce and familiarise the participants with the research artefacts and the virtual
environments, comments on the effect of longitudinal research on the use of VR studies
cannot be made beyond some of the qualitative data received in the semi-structured interviews
(for example, in Section 5.4.5.7 and Section 6.6.8). Koeman et al. [258] highlighted the need
for longitudinal studies in HCI and that human-centred research studies longer than a day
are rare, with 85% of the CHI 2022 papers studying participants for a day or less. The need
for longitudinal research is where the remote VR study in chapter 6 can inform and inspire
future research. Section 8.1.2.3 in chapter 8 discusses how the use of VR studies can facilitate
longitudinal, cross-country studies on VR implementations of real-world prototypes.

https://www.xrdrn.org/
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Chapter 8

The End of a Journey: Conclusion,
Future Research, and Final Remarks

Life is like riding a bicycle. To keep

your balance you must keep moving.

– Albert Einstein –

8.1 Conclusion and Ideas for Future Work

B efore closing the book and moving on to another stage of life, this thesis concludes
the PhD research in Section 8.1.1. It proposes promising future research directions in

Section 8.1.2 that further facilitate and contribute towards cutting-edge USEC research. The
thesis closes with a final thought about VR studies for real-world research in Section 8.2.

8.1.1 Conclusion

Advanced research methods that support and facilitate USEC research concerned with pro-
totypes are required. For the first time, this thesis investigated the applicability and validity
of using VR studies for simulating real-world USEC research on VR implementations of
real-world prototypes. Two novel research methods were introduced to advance lab-based
shoulder surfing research and enable simulated in situ evaluations of USEC prototypes. These
two research methods and, more generally, the use of VR studies for real-world USEC re-
search forge forward human-centred usable security research and contribute to bridging the
long-lasting research gap between traditional lab studies and more naturalistic field studies.

Furthermore, this thesis introduced and showcased the use of Remote Virtual Reality for

simulating Real-world Research (RVR3) for location-independent USEC prototype evalua-
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tions. RVR3 supports researchers in addressing homogeneous and small user study samples of
real-world prototype studies by enabling the recruitment of participants from across countries.
Although the transferability of the VR studies’ results depends on the VR technology, this
thesis has shown that VR studies for simulating real-world research are beneficial in multiple
ways. VR studies make a great addition to the USEC’s research arsenal by laying out, for
the first time, a research method that allows researchers to create VR replicas of real-world
prototypes and environments to then evaluate those through a remote research approach.

To conclude, utilising VR studies for USEC research revolutionises how traditional USEC
research on prototypes is currently being conducted and contributes to bridging the method-
ological gap between laboratory studies and field studies. This thesis put forward a novel
USEC research method that has the potential to find widespread adoption and push forward
the research in this space through more realistic and impactful human-centred usability and
security analyses compared to traditional studies in physical laboratory environments.

8.1.2 Future Research Directions

Many future research paths could further root and strengthen the use of VR studies for real-
world research and magnify the impact such a novel research method can have on the broader
research field. Researchers have access to a plethora of VR artefacts, libraries, and software
development kits that are publicly available and facilitate the development of VR studies for
research purposes. For example, RemoteLab [277], Ubiq-exp [487], Microsoft’s Rocketbox
avatar library [169], Unity’s Asset Store [493], and Meta’s Oculus Integration SDK [106]
support researchers in the future use of VR studies for real-world research. Some specific
applications for (remote) VR research were discussed in the previous chapters of this thesis
(for example, in Section 6.9.1 in chapter 6). Addressing the bigger picture of this thesis, the
most promising future research directions are summarised and discussed here.

8.1.2.1 Research Direction 1: Future (Replication) Studies

First and foremost, the individual studies in each thesis chapter discussed study-specific
limitations, which are worth addressing in future works. For example, the key challenges
identified in the expert interviews in chapter 3 are based on a USEC expert sample that
draws on a large set of publications at top-tier venues. The opinions and challenges of
more junior researchers, who might have more hands-on experience but whose work has not
yet reached publication, were only partially captured. Future work targeting a more junior
sample and incorporating institutions and industries in the discussions is required to identify
additional USEC key challenges and provide a holistic overview of the challenges that impact
the transition of USEC research into practice. However, due to interviewing experts in the
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field, the key challenges of this thesis provide valuable insights into the USEC field and its
challenges when designing, implementing, and evaluating prototypes.

Furthermore, this thesis has replicated several previously published USEC prototypes to
evaluate the suitability of the use of VR studies for real-world USEC research (for example,
CueAuth [245] and ColorPIN [99]). Follow-up replication studies of the VR studies in this
thesis can shed further light on the impact of the technology on research findings collected
in VR instead of in reality. For example, the study in Section 4.6 in chapter 4 has shown
how the impact of VR technology impacts the usability evaluation findings of novel USEC
prototypes and that the transferability of results from VR to the real world highly depends on
how well the reality is emulated. Follow-up replication studies in the not-too-distant future (≈
five to ten years) can extend the previous research findings. It is vital to consider the impact
of societal and technological factors on the results of replication studies. The advancement
of VR technology over time may impact the results from VR studies that simulate reality.
Additionally, as VR technology becomes more widespread available over time, the society’s
exposure to extended reality (be it VR or AR) and their experience will increase and likely
impact their behaviour, performance, and preferences. Therefore, it is essential to distinguish
between and consider both the impact of societal factors and the technological advancements
when applying VR studies for future replication studies.

8.1.2.2 Research Direction 2: VR Studies for the Breadth of Human-Centred
Real-World Research

This thesis contributed towards solutions of some USEC key challenges that were previously
identified in the expert interviews in chapter 3. The contributions in chapter 4, chapter 5,
and chapter 6 are based on empirical research from 2019 until 2022. Whilst the sum of
the three years of in-depth empirical research contributed to five research recommendations
that went through several iterations, they are not carved in stone and are likely to be further
extended over time. It is not unlikely that technological advances and people’s familiarity and
interest in VR technology will impact some of the recommendations outlined in this thesis.
Advancements in technology and people’s familiarity with VR, along with future work, may
further support the recommendations and result in additional research recommendations that
fill the gaps unknown at the time of this PhD research.

Extending the research recommendations presented in this thesis is an exciting future research
direction to establish the use of VR studies for simulating the entire spectrum of human-centred
real-world research. Two of the main challenges of using VR studies for simulating real-world
research are to decide a) when and where comparisons to the real world are required and b)
what expectations and conclusions researchers can (and should) draw from evaluations on VR
replicas and in virtual environments. Individual research projects contributed to the validation
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of using VR for real-world research that is concerned with human factors and research
artefacts (for example, the work by Voit et al. [528], Savino et al. [439], Weiß et al. [539],
and Mäkelä et al. [291]). To contribute towards a future where VR studies complement
and advance the breadth of real-world research that is concerned with human factors and
research artefacts, a logical next step must be to collectively build upon the recommendations
presented in this thesis and establish the use of VR studies as a complementary, well-evaluated
research method for the sum of human-centred research, including the USEC, HCI, and their
neighbouring research communities.

8.1.2.3 Research Direction 3: Longitudinal and Cross-Country Research

Research artefacts are often not studied for an extended period of time. Koeman [258]
highlighted the dominance of lab studies that only last between 60 minutes to 90 minutes.
Only a minority of user studies in HCI (≈ 14%) involve participants for longer than a
day [258]. Such short-term studies cannot account for learning and novelty effects, potentially
resulting in “prematurely embracing or disregarding new concepts” [258]. Learning effects
can notably impact research artefacts [99, 102] and there is empirical evidence that people
with different backgrounds exhibit different interaction behaviour. For example, Volkamer et
al. [529] found that significantly more subjects shield their PINs when paying with their cards
in Germany, as compared to the United Kingdom and Sweden. When applying the Security
Behavior Intentions Scale [122] to 3,500 participants across seven countries, it was found that
people from Asian countries tend to exhibit less secure behaviour than, for example, people
from the United States [440]. These findings emphasise the importance of cross-country
research as results in one country may not transfer to the many others. However, the expert
interviews in chapter 3 revealed that USEC researchers are often reluctant to research USEC
prototypes beyond individual lab studies.

“I’ve seen this in rebuttals [...] when I write a review about something [...] and

they are like oh well so many other people have published lab studies, why should

I have to go out and do something differently [...] it’s a lot harder, it’s a lot more

work and as long as I can get this stuff published why should I bother?” - P8

As a result of lab-based research, the corresponding user study samples are often homogeneous
and based on a “WEIRD” sample [284]. Taking the research published at CHI from 2016
to 2020 as an example, the majority of research contributions (73%) are based on Western
participant samples [284], with over 100 countries not contributing study participants [284, Fig.
2]. Despite the shortcomings of current user study samples for human-centred research
[66, 258], it has to be acknowledged that studying geographically diverse samples may not
always be required. For example, there is value in user studies that involve specific groups
of people and focus on more specific use cases (for example, authentication methods for
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people with visual impairments [115, 232] or when learning more about the adoption of HCI
systems at local institutions [82]). Furthermore, moving all research online and conducting
longitudinal cross-country evaluations is neither possible nor desirable. An estimated 2.7
billion people, one-third of the world’s population, remain unconnected to the Internet in
2022 [518] and have no access to online platforms and hardware suitable for remote VR
studies of similar nature as presented in chapter 6 in this thesis.

Future research must contribute to research methods that enable people to participate in
research anywhere and anytime to deepen the understanding of HCI and USEC systems
and processes. The use of remote VR studies as applied in chapter 6 allows the research
community to amplify the impact of VR studies on the human-centred research field. Future
work is required to identify a) the full potential of remote VR studies, b) the challenges
associated with longitudinal cross-country evaluations on VR implementations of real-world
research artefacts, and c) the places where individual researchers and the community as a
whole require and benefit from support.

8.2 A (More Personal) Final Thought: Are VR Studies

Taking Over?

To complete this PhD thesis, the following paragraphs contain a more personal thought from
the author of this work; therefore, it is written in the first person perspective.

At the end of my PhD, after presenting one of my last PhD studies at an international
conference, a researcher approached me with the following question (paraphrased for clarity):
“Why do you not claim that your work – using VR studies for simulating real-world research –
should replace, rather than complement, traditional lab studies?”. In the following, I share my
response with everyone who has read this far to make my thoughts accessible to the broader
research community:

I believe that neither lab studies, field studies, (remote) VR studies, nor any other empirical
research method will ever be the golden future of human-centred research if considered in
isolation. All empirical research methods have their advantages and disadvantages, and it
should be of interest to the individual researcher and the research community as a whole to
make use of all available research methods and resources to eventually magnify the impact of
the research we, as a research community, can have in people’s lives.

For the first time, this thesis has proposed and evaluated the use of VR studies as a com-
plementary research method for USEC research on real-world prototypes. Now it is on the
broader research community to decide whether the effort and time spent on validating and
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showcasing the pros and cons of using VR studies for real-world USEC research will be
fruitful and facilitate and positively contribute to USEC research in the long run.

“The goal of academic research in usable security should be to help speed the

discovery (and therefore the adoption) of techniques that simultaneously improve

both usability and security. Research does this by developing underlying theo-

ries that are both explanatory and generative, discovering and validating new

techniques, and creating pedagogies for training future practitioners. Ideally,

research should allow new UPS techniques to be rapidly tested and either im-

proved or discarded in the lab, rather than having developers test those ideas on

unwitting customers.“ – Garfinkel and Lipford [155, p. 4]

The quote above by Garfinkel and Lipford on page four of their book called “Usable Security:
History, Themes, and Challenges” [155, p. 4] beautifully describes the ideal goal of academic
research. The combination of various empirical research methods, including VR studies,
can help speed up the discovery, development, and evaluation of usable, secure, and privacy-
preserving HCI systems. Taking a step back and glancing again at the comment about claiming
that VR studies for simulating real-world research should “replace, rather than complement,
traditional lab studies”, it becomes clear to me that aiming to “replace” existing empirical
research methods does not contribute towards a future where HCI systems, to which USEC
prototypes belong, facilitate and enrich people’s lives.

“It is only when we have convergent information about the same problem gained

from different methods that we can talk of accrual of knowledge. But such an

accrual, of convergent substance from divergent means, -when and if we can

achieve it- is far more robust and generalizable than results of any one study

could be.” – McGrath et al. [316]

A breadth of research methods is required to holistically understand when, how, and why peo-
ple interact with HCI systems the way they do and master the challenges around contributing
to the design and implementation of usable, secure, and privacy-preserving systems. I hope
that utilising VR studies for USEC research contributes to Garfinkel and Lipford’s goal of
academic research and speeds up the discovery of well-evaluated and impactful HCI systems.

Finally, before closing the book, the expert interviews in chapter 3 have inspired me greatly
and it is in my interest to conclude this thesis with a final remark: After three years of
extensive empirical research, I hope that my PhD work, but above all also the comments by
the experts in chapter 3, promote profound reflections within the USEC research community
on the when, how, and why human-centred usability and security research is being conducted
and how we can best transition research artefacts into practice to generate real-world impact.
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COVID-19 Statement

This PhD research was conducted during the COVID-19 pandemic1 from October 2019 until
December 2022. Although there are no explicit signs that the pandemic impacted this PhD
research and its findings, it cannot be entirely ruled out that the participants’ behaviours and
preferences were not impacted due to the COVID-19 pandemic.

The research in this thesis complied with the University of Glasgow College of Science &
Engineering ethics committee’s COVID-19 policies. Precautions, including wearing face
masks and utilising disposable hygiene covers for the VR equipment, were taken across all
in-person studies to ensure the participants’ (and the researcher’s) safety and well-being.

1https://www.who.int/emergencies/diseases/novel-coronavirus-2019, last accessed 22/01/2023

https://www.who.int/emergencies/diseases/novel-coronavirus-2019
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Appendix A

Supplemental Materials

Q uestionnaires, question sets, and surveys can be found in the appendices that follow
this one. For questions on the supplemental materials and additional requests (in-

cluding PDF copies of contributing publications, slide decks for study introductions and
conference talks, implementations, etc.) please contact me at florian-mathis@outlook.com.
The following appendices outline the surveys, questionnaires, and participant information
sheets that were used as part of this PhD research. The standardised questionnaires that have
been used in this PhD research, such as the NASA-TLX questionnaire [193], the IPQ [451],
the Security Behavior Intentions Scale (SEBIS) [122], and the Affinity for Technology Inter-
action (ATI) [142], are retrievable through the corresponding original publications. Personal
information of the experimenter (for example, phone number) were redacted from the consent
forms and the participant information sheets. Qualtrics surveys were shortened to avoid
repetitions of conditions and align them better with the thesis’ contributions. Videos were
created for some of the studies in this thesis to disseminate the research. The videos are
publicly available on various YouTube channels (last accessed: 18/02/2023):

Chapter 4

Teaser, Full Talk, and VR Video Material: RepliCueAuth: Validating the Use of a
Lab-Based Virtual Reality Setup for Evaluating [139]

• https://www.youtube.com/watch?v=oStAeg-DhwE (source: ACM SIGCHI, YouTube)

• https://www.youtube.com/watch?v=3b6 9N-4iFI (source: ACM SIGCHI, YouTube)

• https://youtube.com/playlist?list=PLs1tzNuOyzfyDx7Y99JatsN42a5MElxea
(source: Florian Mathis, YouTube)

VR Video Material: Observing Virtual Avatars: The Impact of Avatars’ Fidelity on Identify-
ing Interactions [304]

mailto:florian-mathis@outlook.com
https://www.youtube.com/watch?v=oStAeg-DhwE
https://www.youtube.com/watch?v=3b6_9N-4iFI
https://youtube.com/playlist?list=PLs1tzNuOyzfyDx7Y99JatsN42a5MElxea
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• https://youtube.com/playlist?list=PLs1tzNuOyzfwdvIpth 3NjDC2jb T6LpI
(source: Florian Mathis, YouTube)

Chapter 5

Teaser, Full Talk, and VR Video Material: Virtual Reality Observations: Using Virtual
Reality to Augment Lab Based Shoulder Surfing Research [303]

• https://www.youtube.com/watch?v=FjhAn6YKQYs (source: Florian Mathis, YouTube)

• https://www.youtube.com/watch?v=kclKvbd zYE (source: Florian Mathis, YouTube)

• https://youtube.com/playlist?list=PLs1tzNuOyzfyQqqFILbfVi4LNGcBVcQ6X
(source: Florian Mathis, YouTube)

Teaser and Full Talk: Can I Borrow Your ATM! Using Virtual Reality for Simulated In Situ
Authentication Research [305]

• https://www.youtube.com/watch?v=i41Kzfw6M3g (source: Florian Mathis, YouTube)

• https://www.youtube.com/watch?v=H981srgIdtE (source: Florian Mathis, YouTube)

Chapter 6

Teaser: Stay Home! Conducting Remote Usability Evaluations of Novel Real-world Authen-
tication Systems Using Virtual Reality [302]

• https://www.youtube.com/watch?v=5BgArSKUFS4 (source: Florian Mathis, YouTube)

Full Talk: Remote XR Studies: The Golden Future of HCI Research? [309]

• https://www. youtube.com/watch?v=cY1uiOuebvI (source: Florian Mathis, YouTube)

Thesis Talk at SOUPS 2022

Full Talk: Moving Usable Security and Privacy Research Out of the Lab: Adding Virtual
Reality to the Research Arsenal [301]

• https://www.youtube.com/watch?v=doNs7WC-wjU (source: USENIX, YouTube)

https://youtube.com/playlist?list=PLs1tzNuOyzfwdvIpth_3NjDC2jb_T6LpI
https://www.youtube.com/watch?v=FjhAn6YKQYs
https://www.youtube.com/watch?v=kclKvbd_zYE
https://youtube.com/playlist?list=PLs1tzNuOyzfyQqqFILbfVi4LNGcBVcQ6X
https://www.youtube.com/watch?v=i41Kzfw6M3g
https://www.youtube.com/watch?v=H981srgIdtE
https://www.youtube.com/watch?v=5BgArSKUFS4
https://www.youtube.com/watch?v=cY1uiOuebvI
https://www.youtube.com/watch?v=doNs7WC-wjU
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Understanding Approaches, Challenges, and Requirements of Usable 
Security Researchers and Practitioners 

Participant Information Sheet  

   Researcher: Florian Mathis f.mathis.1@research.gla.ac.uk 
   Supervisor: Dr. Mohamed Khamis, Mohamed.khamis@glasgow.ac.uk  

                                   Dr. Kami Vaniea,  kvaniea@inf.ed.ac.uk 
 

1. Invitation 

You are being invited to take part in a research interview. Before you decide it is important for you to 
understand why the research is being done and what it will involve. Please take time to read the following 
information carefully and discuss it with others if you wish. Ask us if there is anything that is not clear or if 
you would like more information. Take time to decide whether or not you wish to take part. 

Thank you for reading this.  

 

2. Purpose of the Interview 

We would like to reach out to you to conduct a short interview via Skype or any other suitable 
communication tool. Based on an extensive literature review we noticed your contributions to the human-
centred security community and are very interested in learning more about your research. The aim of the 
project is to get an overview of current challenges of the development and evaluation of security systems 
and to what extent we can enhance usability and security evaluations in the long run. The participation is 
voluntary. The analysis of the interviews will be published at top-tier venues such as CHI, the premier 
international conference of Human-Computer Interaction, and SOUPS, Symposium on Usable Privacy and 
Security. 

 

3. Conditions and Data Storage 

The interview will last for approximately 45 minutes and will be recorded and saved directly in the University 
of Glasgow cloud to keep it confidential (https://gla-my.sharepoint.com). Access to the raw data is restricted 
to the researcher (Florian Mathis) and his supervisors (Dr. Mohamed Khamis, Dr. Kami Vaniea) only. We will 
anonymise your data (by default). However, we would appreciate it if we are allowed to use parts of your 
statements in combination with your authority and your publications. This would be beneficial for our HCI 
community and would also allow readers to see statements in specific contexts. 

 

Essential statement on confidentiality as required by University Ethics Committee:  

Confidentiality may be limited and conditional – and the researcher has a duty of care to report to the 
relevant authorities possible hard/danger to participant or others. 

 
4. Data Usage 

The data will be used within our research and is part of Florian Mathis’ Research Phd. We will store the audio 
recordings in the University of Glasgow cloud (https://gla-my.sharepoint.com). Access to the raw data is 
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restricted to the researcher (Florian Mathis) and his supervisors (Dr. Mohamed Khamis, Dr. Kami Vaniea) 
only. Based on the request of interviewees the data can be destroyed at any point. The data will be kept 
until beyond the end of the Research PhD (up to 10 years) and findings of the interviews might be re-used 
for additional research projects within Florians’ Research PhD. 

 

5. Who has reviewed the study? 

This study adheres to the BPS ethical guidelines, and has been approved by the College of Science and 
Engineering ethics committee of The University of Glasgow. 

 

6. Funding and Contact 

This research is supported by the University of Edinburgh and the University of Glasgow jointly funded PhD 
studentships: https://www.gla.ac.uk/research/ourresearchenvironment/prs/uofguofedinphdstudentships/ 

The project has been reviewed and approved by the Research Ethics Committee in the School of Computing 
Science at the University of Glasgow (number protocol: tba). For further information please feel free to get 
in touch with the researcher f.mathis.1@research.gla.ac.uk (or via phone: +447402698437).  
 
Whilst you are free to discuss your participation in this study with the researcher, if you would like to speak 
to someone not involved in the study, you may contact the Ethics Committee at 
Christoph.Scheepers@glasgow.ac.uk. 
 
For further information, or if you wish to receive a summary of the findings of this experiment at a later 
date, please contact the researcher or the supervisor of this project, details listed below. 
 
Researcher                                                                                          Supervisor  
Florian Mathis                                                                                     Dr. Mohamed Khamis 
Email: f.mathis.1@research.gla.ac.uk                         Email: Mohamed.Khamis@glasgow.ac.uk 
Tel: +447402698437                                                                          Tel: +44 (0) 1413308078 
 
 
Data Protection and Confidentiality 
Your data will be processed in accordance with the Data Protection Act 1998 (up until 24th May 2018) and the General Data 
Protection Regulation 2016 (GDPR) thereafter. All information collected about you will be kept strictly confidential. Unless they are 
anonymised in our records, your data will be referred to by a unique participant number rather than by name. If you consent to being 
audio recorded, all recordings will be destroyed once they have been transcribed. Your data will only be viewed by the 
researcher/research team. All electronic data will be stored on a password-protected computer file within the School of Computing 
Science. All paper records will be stored in a locked filing cabinet within the School of Computing Science. Your consent information 
will be kept separately from your responses in order to minimise risk in the event of a data breach. 
 
Data Protection Rights 
University of Glasgow is a Data Controller for the information you provide. You have the right to access information held about you. 
Your right of access can be exercised in accordance with the Data Protection Act 1998 (up until 24th May 2018) and the General Data 
Protection Regulation thereafter. You also have other rights including rights of correction, erasure, objection, and data portability. For 
more details, including the right to lodge a complaint with the Information Commissioner’s Office, please visit www.ico.org.uk. 
Questions, comments and requests about your personal data can also be sent to the University Data Protection Officer - dp@gla.ac.uk 
(https://www.gla.ac.uk/myglasgow/dpfoioffice/contact/) 
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CONSENT FORM 

Before agreeing to this consent form, you should have been given an information sheet to read, 

which explains the general purpose of this interview and the tasks it involves.  If you did not receive 

this, please inform the researcher (Florian Mathis, <f.mathis.1@research.gla.ac.uk>).  Throughout 

the interview, the researcher will explain in detail the different activities that you will be completing, 

but if you have any questions or require medical attention, please do not hesitate to ask.  You can 

withdraw your given statements at any point. 

In this study, you are required answer questions within the context of usable security and within one 

of your predefined publications. The data will be treated as confidential and kept in secure storage 

at all times.  

The material will be used in research publications, both print and online. The interview will take 

approximately  45 minutes to complete and will be compensated with an £8 Amazon voucher at the 

end. You can withdraw from the interview at any time. To take part in the interview, the following 

criteria must be met: 

 

• I am at least 18 years old. 

• I am willing to get interviewed by Florian Mathis f.mathis.1@research.gla.ac.uk within the 

context of usable security. 

If you agree in using parts of your data within the context of your authority please tick the box:  

 

Important: The default (i.e., not ticking the box) is that we fully anonymise your data. If you decide to agree 

that we can use the data within the context of your authority, we would inform you about drafted examples 

before submitting to any conference in any cases. For instance, we would outline paragraphs that include 

your statements in combination with your authority. Such could be, for instance, statements such as: “This is 

according to Dr. XYZ a major limitation in her/his current […]. In particular, as outlined in her/his work [X] …".  
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1. I confirm that I have read and understand the Participant Information Sheet, and understand my 

Data Protection Rights under GPDR for the above study, and have had the opportunity to ask 

questions. 

2. I understand that my participation is voluntary and that I am free to withdraw at any time, without 

giving any reason, and am free to omit answering any particular question, without providing a reason. 

3. I give consent for my actions to be recorded during the interview. 

4. I understand that all data collected from me will be treated confidentially and anonymized by 

default and will be seen in its raw form only by the experimenters. 

5. By default, if published all data collected is not identifiable as coming from me. However, I have 

the right to agree that the researchers are allowed to use the data within the context of my authority. I 

am aware of the fact that this permission is granted by ticking the box above. 

 

Experimenter details:  Florian Mathis (f.mathis.1@research.gla.ac.uk, +447402698437) 

Supervisor details:  Dr. Mohamed Khamis (Mohamed.khamis@glasgow.ac.uk) and  

              Dr. Kami Vaniea  (kvaniea@inf.ed.ac.uk) 

This study has been approved by the Ethics Committee. 

By signing this form, you have read the conditions stated above and agree to take part in the study.  
 
FULL NAME: _______________________________________________________ 
 
SIGNATURE: _______________________________________________________ 
 
DATE:               _______________________________________________________ 
 
EMAIL (contact details): 
 
               _______________________________________________________ 
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Interview Invitation

USEC experts were asked if they are willing to be interviewed about their research. Links to
some of their USEC papers that were relevant for the interviews were added as part of the
interview request. Figure B.1 shows one of the anonymised requests.

Figure B.1: The interview request included an introduction of the research group, example
papers of the expert, and an attached information sheet. Note that some parts in the email are
censored for anonymity reasons.

Semi-structured Interview Questions

1. Typical Research Journey from Idea to Publication

(a) Let us consider a novel security or privacy-preserving system: If we walk along
the path, from an initial idea to the final publication, how would these steps look
like?

(b) With a focus on each specific step: What are challenges or limitations that you en-
countered when designing, implementing, and evaluating such prototype systems?
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2. Research Challenges and Limitations

(a) Were there limitations that you encountered when iteratively designing, imple-
menting, and evaluating prototype systems?

(b) What were the most challenging parts when developing [experts’ prototype sys-

tem]? Were there any limitations or things you would have preferred to do
differently but could not do so?

(c) What are your thoughts regarding the approaches USEC researchers apply to
evaluate privacy and security?

3. The Ecological Validity of Current Evaluations

(a) Do you see controlled lab studies as the ”way to go” to evaluate security and
privacy-aware prototype systems?

(b) What are your thoughts on the different study types (e.g., lab, online, or in-the-
wild studies) USEC researchers currently apply to assess a prototype system’s
privacy/security and usability?

(c) What keeps USEC researchers and practitioners away from investigating security
and privacy-aware systems in more realistic contexts (e.g., at a public space such
as a bus station)?

(d) Would you prefer to see ”more realistic” studies, for example, field studies? Can
you please outline why or why not you think so?

(e) Talking about the ecological validity of human-centered evaluations: What con-
ditions have in your opinion a significant influence on the validity of research
findings?

(f) Let’s assume you have the time and resources available to re-run parts of your
[papers study] again. Would there be anything you would like to investigate in
addition to the metrics you have already mentioned in your publications?
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VirSec: Comparing Usability and Security of Touch, Mid-Air Gestures, and Gaze gathered in virtual reality to 

the real world 

Participant Information Sheet  

   Researcher: Florian Mathis f.mathis.1@research.gla.ac.uk 
   Supervisor: Dr. Mohamed Khamis, Mohamed.khamis@glasgow.ac.uk  

                                   (2nd) Dr. Kami Vaniea,  kvaniea@inf.ed.ac.uk 
 

IMPORTANT – Exclusion criteria 
In order to take part in this study, you must meet the following requirements: 

1. Aged 18 or over 
2. No history (personal and family) of epileptic seizures, strokes, or photosensitivity 
3. Not a member of any of the following groups 

a. Pregnant women 
b. The elderly 
c. Sufferers of any serious medical conditions i.e. you fall into one of the following categories 

i. Inpatient care 
ii. Incapacity 

iii. Chronic serious health conditions 
iv. Permanent or long term conditions 
v. Conditions requiring multiple treatments 

d. Sleep deprived 
e. Under the influence of alcohol 
f. Previously suffered concussion or traumatic brain injury 
g. Prone to dizziness from immersive virtual experiences 
h. Sufferers of panic attacks or generalised anxiety disorders which might be provoked by 

wearing headphones / being unable to hear your surroundings 
i. Prone to issues with balance or motor function (i.e. you can walk around a room over the 

course of an hour). 
4. Be comfortable with wearing a head-mounted display (HMD) such as a HTC VIVE, Oculus Quest 

 

1. Invitation 

You are being invited to take voluntarily part in a research experiment. Before you decide it is important for 
you to understand why the research is being done and what it will involve. Please take time to read the 
following information carefully and discuss it with others if you wish. Ask us if there is anything that is not 
clear or if you would like more information. Take time to decide whether or not you wish to take part. 

Thank you for reading this.  

 

2. Purpose of the User Study 

We would like to reach out to you to participate in a paid study examining the feasibility of virtual reality as a 
testbed for usability and security evaluations.  Your participation is voluntary, and you are free to withdraw 
at any time, without giving any reason, and you are free to omit answering any particular question, without 
providing a reason. The analysis of this experiment will be published at top-tier venues such as CHI, the 
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premier international conference of Human-Computer Interaction, SOUPS, Symposium on Usable Privacy 
and Security, and IEEE VR. All publications are fully anonymised and findings and specific measurements 
cannot be traced back to you. 

 

The study is exploring the level of transferability of results gathered in VR and the real world. The objective is 
to see to what extent results gathered in VR match results gathered in the real world. 

 
3. What will happen to me if I take part? 

-------------------------------------------------- 

Changed based on Study: 

Study 1) 

You will be fitted with a virtual reality headset such that it sits comfortably on your head, and you can hear 
correctly. This will occur in a room at the School of Computing Science (Sir Alwyn Williams Building or 
Lilybank Gardens). You are then going to enter a password on a public display in a virtual environment with 
a) touch gestures, b) mid-air gestures, and c) gaze (e.g., smooth pursuits). We will demonstrate all 
interaction techniques and guide you in performing these interactions during a training session. During all 
three inputs we will capture following data: 
 

 Virtual Reality: 
o We are going to record the graphical representation of the entire virtual environment. This 

includes eye movements (with the integrated Tobii eyetracker), body movements (with VIVE 
Tracker and HTC Vive Controllers), and static objects within the environment (e.g., the 
authentication scheme). For all recordings we will use appropriate file extensions (e.g., .csv, 
.txt) and store them in separate files directly in the University of Glasgow cloud. 

 Real World: 
o We are going to record you from the real world during your tasks within the virtual world. 

This includes the recording of a video from different perspectives and/or taking 
photographs. You can see an example of this in the picture below. The picture shows a 
researcher (Florian Mathis) performing a task in virtual reality. Florian is equipped with the 
HTC VIVE and two HTC VIVE controllers. The way we are going to record your interactions is 
similar to the picture below. 
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Study 2 

You are going to watch authentications that were recorded in a virtual environment on a desktop computer. 
This allows you to perform observation attacks on authentications. The experiment will occur in a room at 
the School of Computing Science (Sir Alwyn Williams Building or Lilybank Gardens). 
 
-------------------------------------------------- 

 
 

At the end the researcher (Florian Mathis) will ask some additional questions within the context of the 
experiment (semi-structured interview). This helps him and his supervisors to better understand the 
experience you have undertaken. At the end of each 1h session we will hand out the £8 Amazon voucher. 
 

 

4. Why have I been chosen? 

Your participation has been solicited through emails or notice board postings to which you replied. Your 
participation is voluntary, and you are free to withdraw at any time, without giving any reason, and you are 
free to omit answering any p articular question, without providing a reason. 

5. Conditions and Data Storage 

Each experiment will last for approximately 1 hour. All gathered data during the session will be stored 
directly in the University of Glasgow cloud to keep it confidential (https://gla-my.sharepoint.com). Access to 
the raw data is restricted to the researcher (Florian Mathis) and his supervisors (Dr. Mohamed Khamis, Dr. 
Kami Vaniea) only.  Your data is fully anonymised and there is no way to trace it back to you.  The results of 
the study may appear in a number of published studies, in a confidential format where anonymity is 
preserved. Based on your agreement we will use recordings (and screenshots of those recordings) as video 
and image material for scientific papers and/or presentations at conferences. 

 
6. Data Usage 

The data will be used within our research and is part of Florian Mathis’ Research Phd. We will store the raw 
data in the University of Glasgow cloud (https://gla-my.sharepoint.com). Access to the raw data is restricted 
to the researcher (Florian Mathis) and his supervisors (Dr. Mohamed Khamis, Dr. Kami Vaniea) only. Based 
on the request of participants the data can be destroyed at any point. The data will be kept until beyond the 
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end of the Research PhD (up to 10 years) and findings of the experiment might be re-used for additional 
research projects within Florians’ Research PhD. 

 

7. Who has reviewed the study? 

This study adheres to the BPS ethical guidelines, and has been approved by the College of Science and 
Engineering ethics committee of The University of Glasgow. 

 

8. Funding and Contact 

This research is supported by the University of Edinburgh and the University of Glasgow jointly funded PhD 
studentships: https://www.gla.ac.uk/research/ourresearchenvironment/prs/uofguofedinphdstudentships/ 

The project has been reviewed and approved by the Research Ethics Committee in the School of Computing 
Science at the University of Glasgow (number protocol: tba). For further information please feel free to get 
in touch with the researcher f.mathis.1@research.gla.ac.uk (or via phone: +447402698437).  
 
Whilst you are free to discuss your participation in this study with the researcher, if you would like to speak 
to someone not involved in the study, you may contact the Ethics Committee at 
Christoph.Scheepers@glasgow.ac.uk. 
 
For further information, or if you wish to receive a summary of the findings of this experiment at a later 
date, please contact the researcher or the supervisor of this project, details listed below. 
 
 
 
 
Data Protection and Confidentiality 
Your data will be processed in accordance with the Data Protection Act 1998 (up until 24th May 2018) and the General Data 
Protection Regulation 2016 (GDPR) thereafter. All information collected about you will be kept strictly confidential. Unless they are 
anonymised in our records, your data will be referred to by a unique participant number rather than by name. If you consent to being 
audio recorded, all recordings will be destroyed once they have been transcribed. Your data will only be viewed by the 
researcher/research team. All electronic data will be stored on a password-protected computer file within the School of Computing 
Science. All paper records will be stored in a locked filing cabinet within the School of Computing Science. Your consent information 
will be kept separately from your responses in order to minimise risk in the event of a data breach. 
 
Data Protection Rights 
University of Glasgow is a Data Controller for the information you provide. You have the right to access information held about you. 
Your right of access can be exercised in accordance with the Data Protection Act 1998 (up until 24th May 2018) and the General Data 
Protection Regulation thereafter. You also have other rights including rights of correction, erasure, objection, and data portability. For 
more details, including the right to lodge a complaint with the Information Commissioner’s Office, please visit www.ico.org.uk. 
Questions, comments and requests about your personal data can also be sent to the University Data Protection Officer - dp@gla.ac.uk 
(https://www.gla.ac.uk/myglasgow/dpfoioffice/contact/) 
 
 
 
Thank you for volunteering to take part in this study. If there are any questions or issues, or if you wish to 
receive a summary of the findings of this experiment at a later date, please feel free to get in touch with the 
researcher at any time. 
 
 Researcher                                                                                          Supervisor  
Florian Mathis                                                                                     Dr. Mohamed Khamis 
Email: f.mathis.1@research.gla.ac.uk                         Email: Mohamed.Khamis@glasgow.ac.uk 
Tel: +447402698437                                                                          Tel: +44 (0) 1413308078 
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CONSENT FORM 

 

 

Title of Experiment: VirSec: Comparing Usability and Security of Touch, Mid-Air Gestures, and Gaze 
gathered in virtual reality to the real world 

Experimenter details: Florian Mathis (f.mathis.1@research.gla.ac.uk, +44 (0) 7402698437) 

Supervisor details: Dr. Mohamed Khamis (Mohamed.khamis@glasgow.ac.uk) and 

Dr. Kami Vaniea  (kvaniea@inf.ed.ac.uk) 

Before agreeing to this consent form, you should have been given an information sheet to read, 
which outlines exclusion criteria and explains the general purpose of this experiment and the tasks it 
involves.  If you did not receive this, please inform the researcher (Florian Mathis, 
f.mathis.1@research.gla.ac.uk).  

Please tick the box after each statement to indicate that you have read and understand the 
statement, and that you agree with it. 

1.  I confirm that I have read and understand the Participant Information sheet, and 
understand my Data Protection Rights under GPDR for the above study, and have 
had the opportunity to ask questions. 

 

2. I understand that my participation is voluntary and that I am free to withdraw at 
any time, without giving any reason, and am free to omit answering any particular 
question, without providing a reason. 

 

3. I give consent for my actions to be recorded (audio and video) during the study.   

4. I understand that all data collected from me will be treated confidentially and 
anonymized, will be seen in its raw form only by the experimenters, and if 
published will not be identifiable as coming from me. 

 

5. I agree that the researchers can use video recordings for public outreach, for 
instance, showing parts of the recordings at conference venues and/or use the 
material in videos to showcase the system. 

 

6. By agreeing to take part in this study also agree that recordings can be used for 
follow-up evaluations by researchers in the school of computing science and their 
collaborators. This includes the investigation of the recordings of my interactions 
within the virtual environment and the video recordings from the real world while 
performing tasks. 
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7. I agree that the researchers are allowed to archive all recordings taken during the 
experiment (e.g., video recordings with a camera in the real world) in online 
repositories such as Enlighten: Research Data: http://researchdata.gla.ac.uk/. I am 
aware of the fact that I can get in touch with the researchers at any time to demand 
the deletion or retrieval of these recordings. 

 

8. I agree to take part in the above study (VirSec: Comparing Usability and Security 
of Touch, Mid-Air Gestures, and Gaze gathered in virtual reality to the real world). 

 

 

 

This study has been approved by the Ethics Committee. 

By signing this form, you have read the conditions stated above and agree to take part in the study. 
 
FULL NAME: _______________________________________________________ 
 
SIGNATURE: _______________________________________________________ 
 
DATE and PLACE:               _______________________________________________________ 
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Semi-structured Interview Questions

The semi-structured interviews in the usability study were loosely guided by the following
questions that were asked for all three input methods: touch, mid-air, and eye gaze.

1. General Questions

• Please tell us how you would feel using this method in public.

• Please tell us (a) what you liked; and (b) what you did not like when using this
method.

• Is there anything in particular that you would like to improve in this method?

• Have you used this method previously? If yes, where?

• How did you feel when interacting with the input method? Would you define it as
a positive or negative experience?

2. VR-specific Questions [Please consider the situation where you interact with the au-
thentication scheme you have just experienced in the real world.]

• Can you please walk us through the input method and tell us what differences
may appear when using this method in the real world rather than in VR as just
experienced?

• Do you think the virtual environment affected you in the way you provided input
with the method?

At the end, the participants were asked if they have any additional comments or questions.



 

Introduction 

Thank you for your interest in participating in this survey about gesture 

identifications performed in Virtual Reality (VR).  

You are being invited to take part in this research study. Before you decide to take 

part it is important for you to understand why this research is being done and 

what it will involve. 
 

Please take time to read the following information carefully. If you have any 

questions regarding this research please contact the lead researcher Florian 

Mathis (florian.mathis@glasgow.ac.uk, joint PhD at the University of Glasgow and 

University of Edinburgh).  

 

Purpose of the study 

The purpose of this study is to examine the impact of avatars used to represent 

users in a virtual environment on identifying users' movements. We aim to 

understand what avatar granularity is required to evaluate security systems in a 

follow-up step. The analysis of this survey will be used for further developments 

in Unity 3D and published at top-tier venues (e.g., IEEE VR, ACM CHI). All 

publications are fully anonymised and findings and specific measurements cannot 

be traced back to you.  
 

Procedure of the study 

In the first section we collect general information from you. This includes your 

experience with Virtual Reality (VR). Note that this study does not require any 

experience with VR. You are then going to watch videos of interactions that were 

a) pre-recorded in a virtual environment on a desktop computer or b) pre-

recorded in the real world. The pre-recorded videos allow you to perform so 

called ``observation attacks''. In this study, your task is to identify specific gestures 

performed by a human. In addition to watching the videos, you have to guess 

which gestures you have just experienced and fill in your perceived identification 

performance on a 5-point Likert scale. After performing multiple ``observation 

attacks'' you are going to self-report your perceived mental workload with the 
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NASA TLX [1] questionnaire that we embedded in this survey. We divided the 

survey into four parts with three breaks in-between. We highly encourage you to 

take these breaks during the study. We end the survey by asking you to rank the 

avatars used in the study and provide general feedback.  

 

Why have I been chosen? 

Your participation has been solicited through Prolific [2].   
 

What are the possible benefits of taking part? 

By completing this survey you will be reimbursed according to the principle of 

``ethical rewards'' on Prolific [2]. You will also be given the opportunity to find out 

more about this research by contacting the researcher: 

florian.mathis@glasgow.ac.uk 

 

Data Storage and Usage 

The survey takes approximately 1h (without any breaks). All gathered data during 

the session will be stored directly in the University of Edinburgh cloud to keep it 

confidential. Access to the raw data is restricted to the researcher (Florian 

Mathis) and his supervisors (Dr. Mohamed Khamis, Dr. Kami Vaniea) only.  Your 

data is fully anonymised and there is no way to trace it back to you.  The results of 

the study may appear in a number of published studies, in a confidential format 

where anonymity is preserved. Based on your agreement we will use findings for 

scientific papers and/or presentations at conferences.  
 

Who has reviewed this study? 

This study adheres to the BPS ethical guidelines and has been approved by the 

College of Science and Engineering ethics committee of The University of Glasgow 

(#300190215) and by the Informatics Forum ethics committee of the University of 

Edinburgh. 

 

Funding and Contact 

This research is supported by the University of Edinburgh and the University of 

Glasgow jointly funded PhD studentships. 

For further information please feel free to get in touch with the lead researcher: 

florian.mathis@glasgow.ac.uk 

  

For further information, or if you wish to receive a summary of the findings of this 

experiment at a later date, please contact the lead researcher Florian Mathis 

(florian.mathis@glasgow.ac.uk).  
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Consent Form 

Please confirm your participation in this study by completing this consent form: 

• I confirm that I have read and understand the information above 

(information sheet), and understand my Data Protection Rights under 

GPDR for the above study, and know how to contact the researchers to ask 

questions. 

• I understand that my participation is voluntary and that I am free to 

withdraw at any time, without giving any reason, and am free to omit 

answering any particular question, without providing a reason.  

• I understand that all data collected from me will be treated confidentially 

and anonymized, will be seen in its raw form only by the experimenters, 

and if published will not be identifiable as coming from me. 

• I agree that the anonymised data can be used for follow-up evaluations by 

researchers in the school of computing science and their collaborators. 

Note that this project is part of a joint PhD between the University of 

Glasgow and the University of Edinburgh. 

• I agree that the researchers are allowed to archive aggregated data and 

findings (anonymised) taken during the experiment in online repositories 

such as Enlighten: Research Data: http://researchdata.gla.ac.uk/. I am 

aware of the fact that I can get in touch with the researchers at any time to 

demand the deletion or retrieval of the recorded data.  

• I agree to take part in this survey. 

 

By selecting “I AGREE TO ALL OF THE ABOVE” I have read the conditions stated 

above and agree to take part in the study. This also takes me to the first page of 

the study. 
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Start of Block: Prolific ID 

 
 
Q614 Please enter your Prolific ID here: 

________________________________________________________________ 
 

End of Block: Prolific ID 
 

Start of Block: Demographics 

 
Q4 Do you have a left-right disorientation? A left-right disorientation means that it is challenging 
for you to differentiate between the left and right side.  

o Yes  (1)  

o No  (2)  

o Prefer not to say  (8)  
 

 

 
Q5 Do you have any vision impairment diagnosis? If yes, please specify otherwise leave it 
empty. 

________________________________________________________________ 
 

 

 
Q6 Have you heard about the term "Virtual Reality" (or short VR) before? 

o Yes  (1)  

o No  (2)  
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Q7 Have you experienced a Virtual Reality System (e.g. HTC Vive, Oculus Quest) before? 

o Yes  (1)  

o No  (2)  
 

 

 
Q8 How many times (approximately) have you experienced VR within the last five years (2015-
2020)? 

o 0 times.  (1)  

o 1-5 times, with a short usage duration.  (2)  

o 1-5 times, with a long usage duration.  (3)  

o 5-10 times, with a short usage duration.  (4)  

o 5-10 times, with a long usage duration.  (5)  

o > 10 times.  (6)  
 

 

 
Q9  
With which role(s) do you identify most? 
 

 I consider myself as an end-user and consumer of VR content (e.g., consuming 
games in VR).  (1)  

 I consider myself as a VR developer (e.g., developing VR applications).  (2)  

 I consider myself as a content creator for VR applications.  (3)  

 I consider myself as a researcher in VR (e.g., doing a VR-focused PhD).  (4)  

 Other:  (5) __________________________________________________ 
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Q10 Timing 
First Click  (1) 
Last Click  (2) 
Page Submit  (3) 
Click Count  (4) 
 

End of Block: Demographics 
 

Start of Block: Introduction  all,text 

 
Q1 Your task is to watch pre-recorded videos that show a user providing input (more on the 
input techniques below). We experimented with three different avatars to represent a user in a 
virtual environment. Below you can see a user in the real world and three different avatars that 
we use to represent the user in a virtual environment.  

 
   
 

 

 
Q2  
In addition to the different avatars depicted above, we experiment with three different input 
techniques. Note that with input techniques we refer to the way a user provides input to a 
system. 
 
 
The input techniques are touch gestures, mid-air gestures, and eye gaze gestures (smooth 
pursuits). The descriptions below should give you an idea of the techniques and the gestures. 
Please read them carefully. We will also show you introduction videos at a later stage. 
 
 
    
Touch gestures: 
 Touch gestures are gestures that are performed on the surface of the input device, in this case 
on a situated display. The user in the video performs touch gestures in all four directions (left, 
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right, up, down) directly on the surface. In addition to the gestures in the specific directions, the 
user also performs a so called ``single tap'' on the surface without moving their finger towards a 
specific direction.   
 
 This means we distinguish between 5 touch gestures: left / right / up / down / tap   
    
Mid-air gestures:   
Mid-air gestures are gestures that are performed in the air in front of the input device without 
touching the input device. The user in the video performs mid-air gestures in all four directions 
(left, right, up, down) with their right arm. In addition, the user can perform a so called ``front 
gesture'' to provide input. This is when the user moves their arm to the front. 
  
 This means we distinguish between 5 mid-air gestures: left / right / up / down / front 
     
Eye Gaze gestures (Smooth Pursuits):   
Smooth pursuits are eye movements that closely follow a moving object. The user in the video 
performs smooth pursuits by following moving targets on the situated display. In this study, the 
user performs so called ``linear diagonal'' movements, clockwise movements, counter-clockwise 
movements, and zigzag vertical/horizontal movements. 
  
 This means we distinguish between 8 smooth pursuit gestures:  linear diagonal (4) / circular 
(2) / zigzag (2)   
    
    
Please proceed to the next page when you are ready to watch the first introduction video 
to familiarize yourself with the avatars and the gestures.   
    
    
   
 

 

 
Q3 Timing 
First Click  (1) 
Last Click  (2) 
Page Submit  (3) 
Click Count  (4) 
 

End of Block: Introduction  all,text 
 

Start of Block: Introduction Video - Eye Gaze Gestures 
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Q1  
In this part of the study we focus on: Eye Gaze gestures (Smooth Pursuits) 
 Your task is to identify the gesture shown in the video from user's (or avatar's) 
perspective.  
 Please watch the introduction video for the input technique Eye Gaze as many times you want. 
Please make sure that you are familiar with both the input technique and the set of gestures 
used in this study before starting with the identification task.   
    
Smooth pursuits are eye movements that closely follow a moving object. The user in the video 
performs smooth pursuits by following moving targets on the situated display. In this study, the 
user performs so called "linear diagonal" movements, clockwise movements, counter-clockwise 
movements, and zigzag vertical/horizontal movements. 
  
 This means we distinguish between 8 smooth pursuit gestures:  linear diagonal (4) / circular (2) 
/ zigzag (2)      
 
 

 

 
Q2 Please confirm that you have watched the entire video at least one time and fully understand 
the input technique and the set of gestures by clicking ``I have watched the video above at least 
one time and I understand how the input technique and corresponding gestures work.''.  
 
 
It is important to watch and understand the introduction video to be able to answer the following 
questions. Therefore, we hereby ask you to watch the video again if the input technique and/or 
the gestures are not clear. 

o I have watched the video above at least one time and I understand how the input 
technique and corresponding gestures work.  (1)  

 

 

 
Q3 Timing 
First Click  (1) 
Last Click  (2) 
Page Submit  (3) 
Click Count  (4) 
 

End of Block: Introduction Video - Eye Gaze Gestures 
 

Start of Block: Context check - Gaze Gesture 
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Q562 After watching the introduction video, can you please tell us (1) which input modality we 
are now investigating and (2) which of the following best describes your task? 
 

 

 
 
Q563 (1) Please tell us, which of the following input modalities best describes what we are now 
investigating. 

o Eye movements to perform Smooth Pursuits  (1)  

o Hand movements to perform Mid-air Gestures  (2)  

o Hand movements to perform Touch Gestures  (3)  

o Head movements to perform Head-based Gestures  (4)  
 

 

 
 
Q564 (2) Please tell us, which of the following best describes your next task. 

o My task is to identify the gesture shown in the video from user's/avatar's perspective.  (1)  

o My task is to mimic the gesture I see in the video and report back how I feel about 
performing them.  (2)  

o My task is to watch the videos and report back which gesture I like the most.  (3)  
 

End of Block: Context check - Gaze Gesture 
 

Start of Block: Participant Note 

 
 
Q1  
You are going to watch multiple videos and each video starts immediately after each page 
load.  Your task is to identify the gesture shown in the video from user's/avatar's perspective.  
Please note that you can watch following videos only one time. It is not possible to replay the 
video a second time. Each video starts with a countdown from 3 to 0. 
  
 Please proceed to the next page when you are ready. 
 

255



 
 

 Page 7 of 20

 

 
Q2 Timing 
First Click  (1) 
Last Click  (2) 
Page Submit  (3) 
Click Count  (4) 
 

End of Block: Participant Note 
 

Start of Block: Eye Gaze Gesture  Real-World  Diagonal_bottom_left_top_right 

 
 
Q91 Video: Eye Gaze Gesture Interaction  
 
 

 

 
Q146 Please indicate which gesture the user performed (from the user's perspective): 

o The user performed clockwise circular eye movements.  (1)  

o The user performed counter-clockwise circular eye movements.  (2)  

o The user performed linear diagonal eye movements from top left to bottom right.  (3)  

o The user performed linear diagonal eye movements from top right to bottom left.  (4)  

o The user performed linear diagonal eye movements from bottom left to top right.  (5)  

o The user performed linear diagonal eye movements from bottom right to top left.  (6)  

o The user performed horizontal zig-zag eye movements along the x-axis.  (7)  

o The user performed vertical zig-zag eye movements along the y-axis.  (8)  
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Q148 Please indicate how confident you are with your answer. 

 
Strongly 

disagree (1) 
Somewhat 

disagree (2) 

Neither agree 
nor disagree 

(3) 

Somewhat 
agree (4) 

Strongly 
agree (5) 

I am 
confident that 

I could 
correctly 

identify the 
type of 

gesture. (1)  

o  o  o  o  o  

It was easy to 
identify the 
gesture. (2)  o  o  o  o  o  

 
 

 

 
Q327 Each video should play only one time. If you viewed the video multiple times, please let us 
know how many times you viewed it (otherwise leave it empty). 

________________________________________________________________ 
 

 

 
Q226 If the video did not load properly or you faced any other issues that did not let you to 
watch the video above please report this here. Note that the answer will not impact your 
reimbursement. 

 The video playback did not work in this case.  (1)  
 

 

 
Q152 Timing 
First Click  (1) 
Last Click  (2) 
Page Submit  (3) 
Click Count  (4) 
 
 
 

[Repeated for all Eye Gaze Gestures] 
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Start of Block: Perception and Nasa-TLX#1 [gaze] 

 
Q83 Please indicate your perceived mental workload when running the identification tasks. 
    
Mental Demand 
 How much mental and perceptual activity was required? Was the task easy or demanding, 
simple or complex?   
 
 

 Very Low Very High 
 

 0 5 10152025 303540455055606570758085 9095100
 

Mental Demand () 
 

 
 

 

 
Q84 Physical Demand 
How much physical activity was required? Was the task easy or demanding, slack or 
strenuous? 

 Very Low Very High 
 

 0 5 10152025 303540455055606570758085 9095100
 

Physical Demand () 
 

 
 

 

 
Q85 Temporal Demand 
How much time pressure did you feel due to the pace at which the tasks or task elements 
occurred? Was the pace slow or rapid? 

 Very Low Very High 
 

 0 5 10152025 303540455055606570758085 9095100
 

Temporal Demand () 
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Q86 Performance 
How successful were you in performing the task? How satisfied were you with your 
performance? 

 Perfect Failure 
 

 0 5 10152025 303540455055606570758085 9095100
 

Performance () 
 

 
 

 

 
Q87 Effort 
How hard did you have to work (mentally and physically) to accomplish your level of 
performance? 

 Very Low Very High 
 

 0 5 10152025 303540455055606570758085 9095100
 

Effort () 
 

 
 

 

 
Q88 Frustration Level 
How irritated, stressed, and annoyed versus content, relaxed, and complacent did you feel 
during the task? 

 Very Low Very High 
 

 0 5 10152025 303540455055606570758085 9095100
 

Frustration Level () 
 

 
 

 

[Repeated for Avatars within Eye Gaze] 
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Start of Block: block_for_break 

 
Q1 We have now reached a point where taking a break is well deserved.  
  
   
    
Get some tea, coffee, or fresh air if you would like to before continuing with the remaining 
part(s) of the survey.  
 

 

 
Q2 Timing 
First Click  (1) 
Last Click  (2) 
Page Submit  (3) 
Click Count  (4) 
 

End of Block: block_for_break 

 

[Repeated for Touch Gestures and Mid-Air Gestures] 
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Q1  
Perceived Identification Ease   
Please answer the following questions by referring back to the avatars displayed below.   
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Q2 Perceived Ease of Identifying Eye Gaze Gestures (Smooth Pursuits) 
 

 
  
 

 
Strongly 

disagree (1) 
Somewhat 

disagree (2) 

Neither agree 
nor disagree 

(3) 

Somewhat 
agree (4) 

Strongly 
agree (5) 

It was easy to 
identify eye 

gaze 
gestures in 

the real-world 
recording. (1)  

o  o  o  o  o  

It was easy to 
identify eye 

gaze 
gestures 

when the low-
fidelity avatar 
was used in 
the videos. 

(2)  

o  o  o  o  o  

It was easy to 
identify eye 

gaze 
gestures 
when the 

mid-fidelity 
avatar was 
used in the 
videos. (3)  

o  o  o  o  o  

It was easy to 
identify eye 

gaze 
gestures 
when the 

high-fidelity 
avatar was 
used in the 
videos. (4)  

o  o  o  o  o  
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Q5 Perceived Ease of Identifying Mid-Air Gestures 

 
 
  

 
Strongly 

disagree (1) 
Somewhat 

disagree (2) 

Neither agree 
nor disagree 

(3) 

Somewhat 
agree (4) 

Strongly 
agree (5) 

It was easy to 
identify mid-
air gestures 
in the real-

world 
recording. (1)  

o  o  o  o  o  

It was easy to 
identify mid-
air gestures 

when the low-
fidelity avatar 
was used in 
the videos. 

(2)  

o  o  o  o  o  

It was easy to 
identify mid-
air gestures 

when the 
mid-fidelity 
avatar was 
used in the 
videos. (3)  

o  o  o  o  o  

It was easy to 
identify mid-
air gestures 

when the 
high-fidelity 
avatar was 
used in the 
videos. (4)  

o  o  o  o  o  
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Q6 Perceived Ease of Identifying Touch Gestures 

 
 
  

 
Strongly 

disagree (1) 
Somewhat 

disagree (2) 

Neither agree 
nor disagree 

(3) 

Somewhat 
agree (4) 

Strongly 
agree (5) 

It was easy to 
identify touch 
gestures in 

the real-world 
recording. (1)  

o  o  o  o  o  

It was easy to 
identify touch 

gestures 
when the low-
fidelity avatar 
was used in 
the videos. 

(2)  

o  o  o  o  o  

It was easy to 
identify touch 

gestures 
when the 

mid-fidelity 
avatar was 
used in the 
videos. (3)  

o  o  o  o  o  

It was easy to 
identify touch 

gestures 
when the 

high-fidelity 
avatar was 
used in the 
videos. (4)  

o  o  o  o  o  
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Q7  
Ranking Please rank the avatars we used to represent a user in a virtual environment. In 
particular, which avatar provided you with information that was the most helpful? Rank 1 
should be the one that was the most helpful representation of the user, whereas rank 4 the 
one that was the least helpful. Note that you can give the same rank to two (or more) if you 
wish to do so. Please also consider the user in the real world. For instance, if one avatar makes 
the identification task easier than viewing the user in the real world the latter should then be 
ranked lower (e.g., Rank 2 instead of Rank 1).   
 
 Please perform the ranking for each input technique: eye gaze, mid-air, and touch gestures. 
   
 

 

 
Q8 Eye Gaze Gestures (Smooth Pursuits)  

 
 

 Rank 1 (1) Rank 2 (2) Rank 3 (3) Rank 4 (4) 

User in the real 
world (5)  o  o  o  o  

Low-fidelity 
Avatar (3)  o  o  o  o  
Mid-fidelity 
Avatar (2)  o  o  o  o  

High-Fidelity 
Avatar (1)  o  o  o  o  
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Q11 Please justify your ranking: Why did you perform the ranking the way you did it? (~2-3 
sentences) 

________________________________________________________________ 

________________________________________________________________ 

________________________________________________________________ 

________________________________________________________________ 

________________________________________________________________ 
 

 

 
Q9 Mid-Air Gestures  

 
    

 Rank 1 (1) Rank 2 (2) Rank 3 (3) Rank 4 (4) 

User in the real 
world (5)  o  o  o  o  

Low-fidelity 
Avatar (3)  o  o  o  o  
Mid-fidelity 
Avatar (2)  o  o  o  o  

High-Fidelity 
Avatar (1)  o  o  o  o  
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Q4 Please justify your ranking: Why did you perform the ranking the way you did it? (~2-3 
sentences) 

________________________________________________________________ 

________________________________________________________________ 

________________________________________________________________ 

________________________________________________________________ 

________________________________________________________________ 
 

 

 
Q3 Touch Gestures  
    

 
 
   

 Rank 1 (1) Rank 2 (2) Rank 3 (3) Rank 4 (4) 

User in the real 
world (5)  o  o  o  o  

Low-fidelity 
Avatar (3)  o  o  o  o  
Mid-fidelity 
Avatar (2)  o  o  o  o  

High-Fidelity 
Avatar (1)  o  o  o  o  

 
 

 

 
Q10 Please justify your ranking: Why did you perform the ranking the way you did it? (~2-3 
sentences) 

________________________________________________________________ 
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________________________________________________________________ 

________________________________________________________________ 

________________________________________________________________ 

________________________________________________________________ 
 

 

 
Q12 Timing 
First Click  (1) 
Last Click  (2) 
Page Submit  (3) 
Click Count  (4) 
 

End of Block: End Study Block 
 

Start of Block: Feedback 

 
Q613  
Feedback, Suggestions, and Problems Please use the text box below if you faced any issues 
(e.g., lack of clarity, technical problems) or if you want to give us additional feedback and 
suggestions for improvement. We highly appreciate your feedback. 

________________________________________________________________ 

________________________________________________________________ 

________________________________________________________________ 

________________________________________________________________ 

________________________________________________________________ 
 

End of Block: Feedback 
 

Start of Block: Thank you 
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Q518 Thank you for participating in this survey! For further information, or if you wish to receive 
a summary of the findings of this experiment at a later date, please contact the lead researcher 
Florian Mathis (florian.mathis@glasgow.ac.uk).  
  
 Please continue to the next page to return to prolific and to confirm that you participated 
in this study. 
 

End of Block: Thank you 
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Introduction 

Thank you for your interest in participating in this survey about the evaluation of 
a system's resistance to observation attacks in VR. 

You are being invited to take part in this research study. Before you decide to take 
part it is important for you to understand why this research is being done and 
what it will involve. 

  

Please take time to read the following information carefully. If you have any 
questions regarding this research please contact the lead researcher Florian 
Mathis (florian.mathis@glasgow.ac.uk, joint PhD at the University of Glasgow and 
University of Edinburgh).  

  

Purpose of the study 

We would like to reach out to you to participate in a paid study examining the 
feasibility of virtual reality as a testbed for usability and security evaluations.  Your 
participation is voluntary, and you are free to withdraw at any time, without 
giving any reason, and you are free to omit answering any particular question, 
without providing a reason. The analysis of this experiment will be published at 
top-tier venues such as CHI, the premier international conference of Human-
Computer Interaction, SOUPS, Symposium on Usable Privacy and Security, and 
IEEE VR. All publications are fully anonymised and findings and specific 
measurements cannot be traced back to you. 

 

The study is exploring the level of transferability of results gathered in VR to the 
real world. Specifically, the objective is to see to what extent results from 
observation attacks on authentications made in VR match with results from 
observation attacks in the real world. 
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Participant Information Sheet and Consent Form



What will happen to me if I take part? 

You are going to watch authentications on your desktop computer that were 
recorded in a virtual environment. This allows you to perform observation attacks 
on authentications. You are then asked to provide up to three guesses and report 
on your confidence. At the end of the study, we will ask some additional study-
specific questions. 

  

Why have I been chosen? 

Your participation has been solicited through Prolific.   

  

What are the possible benefits of taking part? 

By completing this survey you will receive £7.50. Additionally, 1 out of the 22 
participants who take part in this survey has the chance to win an additional 
£7.50 based on their performance. Chances of winning increases with the number 
of successfully attacked PINs. Partial correct PINs also contribute to the chance of 
winning additional £7.50. The closer the guesses to the correct PIN the higher the 
chances.  

  

You will also be given the opportunity to find out more about this research by 
contacting the researcher: florian.mathis@glasgow.ac.uk 

  

Data Storage and Usage 

All gathered data during the session will be stored directly in the University of 
Edinburgh cloud to keep it confidential. Access to the raw data is restricted to the 
researcher (Florian Mathis) and his supervisors (Dr. Mohamed Khamis, Dr. Kami 
Vaniea) only.  Your data is fully anonymised and there is no way to trace it back to 
you.  The results of the study may appear in a number of published studies, in a 
confidential format where anonymity is preserved. Based on your agreement we 
will use findings for scientific papers and/or presentations at conferences.  

  

Who has reviewed this study? 

This study adheres to the BPS ethical guidelines and has been approved by the 
College of Science and Engineering ethics committee of The University of Glasgow 
and by the Informatics Forum ethics committee of the University of Edinburgh. 
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Funding and Contact 

This research is supported by the University of Edinburgh and the University of 
Glasgow jointly funded PhD studentships. 

  

For further information, or if you wish to receive a summary of the findings of this 
experiment at a later date, please contact the lead researcher Florian Mathis 
(florian.mathis@glasgow.ac.uk).  

Consent Form 

Please confirm your participation in this study by completing this consent form: 

 I confirm that I have read and understand the information above 
information sheet, and understand my Data Protection Rights under GPDR 
for the above study, and know how to contact the researchers to ask 
questions. 

 I understand that my participation is voluntary and that I am free to 
withdraw at any time, without giving any reason, and am free to not 
answer any particular question, without providing a reason. 

 I understand that all data collected from me will be treated confidentially 
and anonymized, will be seen in its raw form only by the experimenters, 
and if published will not be identifiable as coming from me. 

 I agree that the anonymised data can be used for follow-up evaluations by 
researchers in the School of Computing Science and their collaborators. 
Note that this project is part of a joint PhD between the University of 
Glasgow and the University of Edinburgh. 

 I agree that the researchers are allowed to archive aggregated data and 
findings (anonymised) taken during the experiment in online repositories 
such as Enlighten: Research Data: http://researchdata.gla.ac.uk/. I am 
aware of the fact that I can get in touch with the researchers at any time to 
demand the deletion or retrieval of the recorded data. 

 I agree to take part in this survey. 

 

By selecting “I AGREE TO ALL OF THE ABOVE” I have read the conditions stated 
above and agree to take part in the study. This also takes me to the first page of 
the study. 
  

 I AGREE TO ALL OF THE ABOVE 
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Start of Block: Demographics 

 
 
Q6 Please enter your Prolific ID here: 

________________________________________________________________ 
 

 
 

Start of Block: Study Introduction 

 
Q12  
Study Introduction   
  This study evaluates the security of three novel methods for PIN entry on displays like a game 
console or an ATM. In this study you will be pretending to be an attacker who is trying to guess 
the PIN by watching a person in Virtual Reality (VR) enter it. 
    
  
Today you will be observing the below three types of 4-digit PIN entry. Before each type, we will 
explain the entry method to you, then show you a sequence of 8 embedded videos where a VR 
person enters a PIN and then you are asked to guess what the PIN is.   
     Eye Gaze  Mid-Air  Touch    
    
Scenario 
  
 In the videos, you will be watching a VR person attempting to enter a PIN into a terminal. To 
make guessing the PIN easier for you, we will be showing you two camera angles that are most 
likely to help you for that type of entry. For example, we will be showing you a camera angle that 
shows the eyes and the screen for Eye Gaze and for Touch we show two camera angles of the 
hands touching the screen. In all videos, you should assume that the VR person is entering the 
PIN using a similar setup to the picture below. 
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 Attack Videos 
  
 There are two common situations where an attacker (you) could observe someone else 
entering a PIN. The first is where you are present when they enter it and can watch them, but 
only get to see it entered once. The second is where the entry is video recorded by the attacker 
or by a nearby camera, such as a surveillance camera. 
  
 In this study, we will be showing you two types of videos:   
     

 single-view, where you can only view the video once. These videos have a 5-second 
countdown so you have a moment to prepare. Once the video starts it is not possible to 
pause or replay the video.   

 
 repeated-view, where you can replay or pause the video as often as you like.    

   
 

For each PIN entry method, we will show you 8 videos alternating between repeated-view and 
single-view. After each video, you will be asked for your best guess of the PIN. You can also 
optionally provide two other guesses if you are unsure. Please provide your best guesses even 
if you are unsure or are only confident about a couple of the observed numbers. 
  
 One participant will be selected to win an additional £7.50 with the odds based on 
performance. Chances of winning increases with the number of successfully attacked PINs. 
Partial correct PINs also contribute. 
  
 Because videos can go by rather fast, we recommend that you have pen and paper handy to 
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make notes. At the end of the survey, you can optionally upload photos of your notes to help us 
understand your attack approach. However, this is not mandatory.  
 

End of Block: Study Introduction 
 

Start of Block: Introduction Youtube Player 

 
Q223  
YouTube-Player Introduction   
    
In this study we use embedded Youtube videos with all the same controls as normal YouTube. 
We disable controls for single-view videos, but for repeated-view videos you are in full control. 
Below is a short overview of how to play, pause, replay, speed up, and slow down the 
videos. 
  
 Through the Youtube player interface (1), you can change the playback speed (2) from 
normal to, for example, 0.5 (3) to slow down the video or to 2 to speed up the video.   
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Q222 Timing 
First Click  (1) 
Last Click  (2) 
Page Submit  (3) 
Click Count  (4) 
 

End of Block: Introduction Youtube Player 
 

Start of Block: Introduction Touch 

 
Q16 Touch  
    
In the Touch entry method, a user finds their PIN number on a small PIN pad shown to them on 
top of the screen and then enters it by making the gesture (up, down, left, right) in the 
appropriately coloured square at the bottom of the screen. After they enter each number, the 
PIN pad image changes. So in the screenshots below, the user first uses their left hand to swipe 
left in the red box to enter a "1" then they use their right hand to swipe down in the yellow box to 
enter a "3". Note that the screenshot below shows a side-by-side view of the same input from 
two different angles. The red/yellow colouring of the pin pad is always the same with 1, 2, 4, 5, 
and 7 always being red and being entered using the left hand. But the swipe directions change 
after each number is entered.     
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Possible Gestures   
  
A user can make the following touch gestures:   
     Arrow to the right -> gesture to the right.  Arrow to the left -> gesture to the left. 
 Arrow to the top - > gesture up.  Arrow to the bottom -> gesture down.  No 
arrow -> a single tap. This is identical to a single touch in the coloured box.     
    
Below you can find an introduction video that explains the input method and your task: 
attacking/guessing the entered PIN.    
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Q17  
Please enter the digit that the user enters according to the picture below.  
 
   

 
  

________________________________________________________________ 
 

 

 
Q642 Remember: The survey automatically alternates between single and repeated view 
videos. Videos in single-view start after a short countdown and are only played once. Repeated-
view videos have no time limitations and allow full control over the playback (e.g., pause, play, 
rewind, change speed). 
  
 Please continue only if you fully understood the input described above. We'll start with a 
repeated-view video. Be ready, the single-view videos are short! 
 

End of Block: Introduction Touch 
 

Start of Block: Touch: Video 8 
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Q18  
   
 
 Please provide your best guess of the correct PIN in the box(es) below. You are required to 
provide at least one guess. If you can only observe parts of the PIN in the video then just 
provide your best guess for the other numbers. All PINs consist of four digits and guesses are 
required to be this length. 
 

 

 
 
Q19 Guess 1 

________________________________________________________________ 
 

 

 
Q21 Guess 2 

________________________________________________________________ 
 

 

 
Q22 Guess 3 

________________________________________________________________ 
 

 

 
Q23 Please indicate how easy it was to attack this PIN and how confident you are with your 
guess. 

 
Strongly 

disagree (1) 
Somewhat 

disagree (2) 

Neither agree 
nor disagree 

(3) 

Somewhat 
agree (4) 

Strongly 
agree (5) 

Attacking this 
PIN was 
easy. (1)  o  o  o  o  o  

I am 
confident that 
my guess is 
correct. (2)  

o  o  o  o  o  
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Q24 Which method did you use to attack the PIN? Was there anything special about this PIN? 
For example, particularly easy/difficult? Can you tell why? 

________________________________________________________________ 

________________________________________________________________ 

________________________________________________________________ 

________________________________________________________________ 

________________________________________________________________ 
 

 

 
Q20 If the video did not load properly or you faced any other issues that did not let you to watch 
the video above please report this here and say what happened. Note that the 
answer will not impact your reimbursement.  

________________________________________________________________ 
 

 

 
Q28 Timing 
First Click  (1) 
Last Click  (2) 
Page Submit  (3) 
Click Count  (4) 
 

End of Block: Touch: Video 8 
 

Start of Block: Touch: Video 7 [SINGLE] 

 
Q240  
  
  
 Please provide your best guess of the correct PIN in the box(es) below. You are required to 
provide at least one guess. If you can only observe parts of the PIN in the video then just 
provide your best guess for the other numbers. All PINs consist of four digits and guesses are 
required to be this length. 
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Q241 Guess 1 

________________________________________________________________ 
 

 

 
Q242 Guess 2 

________________________________________________________________ 
 

 

 
Q243 Guess 3 

________________________________________________________________ 
 

 

 
Q244 Please indicate how easy it was to attack this PIN and how confident you are with your 
guess. 

 
Strongly 

disagree (1) 
Somewhat 

disagree (2) 

Neither agree 
nor disagree 

(3) 

Somewhat 
agree (4) 

Strongly 
agree (5) 

Attacking this 
PIN was 
easy. (1)  o  o  o  o  o  

I am 
confident that 
my guess is 
correct. (2)  

o  o  o  o  o  
 
 

 

 
Q245 Which method did you use to attack the PIN? Was there anything special about this PIN? 
For example, particularly easy/difficult? Can you tell why? 

________________________________________________________________ 

________________________________________________________________ 

________________________________________________________________ 
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________________________________________________________________ 

________________________________________________________________ 
 

 

 
Q246 Please let us know if you watched this video multiple times. If the video did not load 
properly or you faced any other issues that did not let you to watch the video above please also 
report this here and say what happened. Note that the answer will not impact your 
reimbursement.  

________________________________________________________________ 
 

 

 
Q247 Timing 
First Click  (1) 
Last Click  (2) 
Page Submit  (3) 
Click Count  (4) 
 

End of Block: Touch: Video 7 [SINGLE] 
 

Start of Block: Touch: Video 5 

 
Q248  
  
  
 Please provide your best guess of the correct PIN in the box(es) below. You are required to 
provide at least one guess. If you can only observe parts of the PIN in the video then just 
provide your best guess for the other numbers. All PINs consist of four digits and guesses are 
required to be this length. 
 

 

 
 
Q249 Guess 1 

________________________________________________________________ 
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Q250 Guess 2 

________________________________________________________________ 
 

 

 
Q251 Guess 3 

________________________________________________________________ 
 

 

 
Q252 Please indicate how easy it was to attack this PIN and how confident you are with your 
guess. 

 
Strongly 

disagree (1) 
Somewhat 

disagree (2) 

Neither agree 
nor disagree 

(3) 

Somewhat 
agree (4) 

Strongly 
agree (5) 

Attacking this 
PIN was 
easy. (1)  o  o  o  o  o  

I am 
confident that 
my guess is 
correct. (2)  

o  o  o  o  o  
 
 

 

 
Q253 Which method did you use to attack the PIN? Was there anything special about this PIN? 
For example, particularly easy/difficult? Can you tell why? 

________________________________________________________________ 

________________________________________________________________ 

________________________________________________________________ 

________________________________________________________________ 

________________________________________________________________ 
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Q254 If the video did not load properly or you faced any other issues that did not let you to 
watch the video above please report this here and say what happened. Note that the 
answer will not impact your reimbursement. 

________________________________________________________________ 
 

 

 
Q255 Timing 
First Click  (1) 
Last Click  (2) 
Page Submit  (3) 
Click Count  (4) 
 

End of Block: Touch: Video 5 
 

Start of Block: Touch: Video 1 [SINGLE] 

 
Q256  
  
  
 Please provide your best guess of the correct PIN in the box(es) below. You are required to 
provide at least one guess. If you can only observe parts of the PIN in the video then just 
provide your best guess for the other numbers. All PINs consist of four digits and guesses are 
required to be this length. 
 

 

 
 
Q257 Guess 1 

________________________________________________________________ 
 

 

 
Q258 Guess 2 

________________________________________________________________ 
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Q259 Guess 3 

________________________________________________________________ 
 

 

 
Q260 Please indicate how easy it was to attack this PIN and how confident you are with your 
guess. 

 
Strongly 

disagree (1) 
Somewhat 

disagree (2) 

Neither agree 
nor disagree 

(3) 

Somewhat 
agree (4) 

Strongly 
agree (5) 

Attacking this 
PIN was 
easy. (1)  o  o  o  o  o  

I am 
confident that 
my guess is 
correct. (2)  

o  o  o  o  o  
 
 

 

 
Q261 Which method did you use to attack the PIN? Was there anything special about this PIN? 
For example, particularly easy/difficult? Can you tell why? 

________________________________________________________________ 

________________________________________________________________ 

________________________________________________________________ 

________________________________________________________________ 

________________________________________________________________ 
 

 

 
Q262 Please let us know if you watched this video multiple times. If the video did not load 
properly or you faced any other issues that did not let you to watch the video above please also 
report this here and say what happened. Note that the answer will not impact your 
reimbursement.  

________________________________________________________________ 
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Q263 Timing 
First Click  (1) 
Last Click  (2) 
Page Submit  (3) 
Click Count  (4) 
 

End of Block: Touch: Video 1 [SINGLE] 
 

Start of Block: Touch: Video 6 

 
Q264  
  
  
 Please provide your best guess of the correct PIN in the box(es) below. You are required to 
provide at least one guess. If you can only observe parts of the PIN in the video then just 
provide your best guess for the other numbers. All PINs consist of four digits and guesses are 
required to be this length. 
 

 

 
 
Q265 Guess 1 

________________________________________________________________ 
 

 

 
Q266 Guess 2 

________________________________________________________________ 
 

 

 
Q267 Guess 3 

________________________________________________________________ 
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Q268 Please indicate how easy it was to attack this PIN and how confident you are with your 
guess. 

 
Strongly 

disagree (1) 
Somewhat 

disagree (2) 

Neither agree 
nor disagree 

(3) 

Somewhat 
agree (4) 

Strongly 
agree (5) 

Attacking this 
PIN was 
easy. (1)  o  o  o  o  o  

I am 
confident that 
my guess is 
correct. (2)  

o  o  o  o  o  
 
 

 

 
Q269 Which method did you use to attack the PIN? Was there anything special about this PIN? 
For example, particularly easy/difficult? Can you tell why? 

________________________________________________________________ 

________________________________________________________________ 

________________________________________________________________ 

________________________________________________________________ 

________________________________________________________________ 
 

 

 
Q270 If the video did not load properly or you faced any other issues that did not let you to 
watch the video above please report this here and say what happened. Note that the 
answer will not impact your reimbursement. 

________________________________________________________________ 
 

 

 
Q271 Timing 
First Click  (1) 
Last Click  (2) 
Page Submit  (3) 
Click Count  (4) 
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End of Block: Touch: Video 6 
 

Start of Block: Touch: Video 4 [SINGLE] 

 
Q272  
  
  
 Please provide your best guess of the correct PIN in the box(es) below. You are required to 
provide at least one guess. If you can only observe parts of the PIN in the video then just 
provide your best guess for the other numbers. All PINs consist of four digits and guesses are 
required to be this length. 
 

 

 
 
Q273 Guess 1 

________________________________________________________________ 
 

 

 
Q274 Guess 2 

________________________________________________________________ 
 

 

 
Q275 Guess 3 

________________________________________________________________ 
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Q276 Please indicate how easy it was to attack this PIN and how confident you are with your 
guess. 

 
Strongly 

disagree (1) 
Somewhat 

disagree (2) 

Neither agree 
nor disagree 

(3) 

Somewhat 
agree (4) 

Strongly 
agree (5) 

Attacking this 
PIN was 
easy. (1)  o  o  o  o  o  

I am 
confident that 
my guess is 
correct. (2)  

o  o  o  o  o  
 
 

 

 
Q277 Which method did you use to attack the PIN? Was there anything special about this PIN? 
For example, particularly easy/difficult? Can you tell why? 

________________________________________________________________ 

________________________________________________________________ 

________________________________________________________________ 

________________________________________________________________ 

________________________________________________________________ 
 

 

 
Q278 Please let us know if you watched this video multiple times. If the video did not load 
properly or you faced any other issues that did not let you to watch the video above please also 
report this here and say what happened. Note that the answer will not impact your 
reimbursement.  

________________________________________________________________ 
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Q279 Timing 
First Click  (1) 
Last Click  (2) 
Page Submit  (3) 
Click Count  (4) 
 

End of Block: Touch: Video 4 [SINGLE] 
 

Start of Block: Touch: Video 3 

 
Q280  
  
  
 Please provide your best guess of the correct PIN in the box(es) below. You are required to 
provide at least one guess. If you can only observe parts of the PIN in the video then just 
provide your best guess for the other numbers. All PINs consist of four digits and guesses are 
required to be this length. 
 

 

 
 
Q281 Guess 1 

________________________________________________________________ 
 

 

 
Q282 Guess 2 

________________________________________________________________ 
 

 

 
Q283 Guess 3 

________________________________________________________________ 
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Q284 Please indicate how easy it was to attack this PIN and how confident you are with your 
guess. 

 
Strongly 

disagree (1) 
Somewhat 

disagree (2) 

Neither agree 
nor disagree 

(3) 

Somewhat 
agree (4) 

Strongly 
agree (5) 

Attacking this 
PIN was 
easy. (1)  o  o  o  o  o  

I am 
confident that 
my guess is 
correct. (2)  

o  o  o  o  o  
 
 

 

 
Q285 Which method did you use to attack the PIN? Was there anything special about this PIN? 
For example, particularly easy/difficult? Can you tell why? 

________________________________________________________________ 

________________________________________________________________ 

________________________________________________________________ 

________________________________________________________________ 

________________________________________________________________ 
 

 

 
Q286 If the video did not load properly or you faced any other issues that did not let you to 
watch the video above please report this here and say what happened. Note that the 
answer will not impact your reimbursement. 

________________________________________________________________ 
 

 

 
Q287 Timing 
First Click  (1) 
Last Click  (2) 
Page Submit  (3) 
Click Count  (4) 
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End of Block: Touch: Video 3 
 

Start of Block: Touch: Video 2 [SINGLE] 

 
Q288  
   
 Please provide your best guess of the correct PIN in the box(es) below. You are required to 
provide at least one guess. If you can only observe parts of the PIN in the video then just 
provide your best guess for the other numbers. All PINs consist of four digits and guesses are 
required to be this length. 
 

 

 
 
Q289 Guess 1 

________________________________________________________________ 
 

 

 
Q290 Guess 2 

________________________________________________________________ 
 

 

 
Q291 Guess 3 

________________________________________________________________ 
 
Q292 Please indicate how easy it was to attack this PIN and how confident you are with your 
guess. 

 
Strongly 

disagree (1) 
Somewhat 

disagree (2) 

Neither agree 
nor disagree 

(3) 

Somewhat 
agree (4) 

Strongly 
agree (5) 

Attacking this 
PIN was 
easy. (1)  o  o  o  o  o  

I am 
confident that 
my guess is 
correct. (2)  

o  o  o  o  o  
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Q293 Which method did you use to attack the PIN? Was there anything special about this PIN? 
For example, particularly easy/difficult? Can you tell why? 

________________________________________________________________ 

________________________________________________________________ 

________________________________________________________________ 

________________________________________________________________ 

________________________________________________________________ 
 

 

 
Q294 Please let us know if you watched this video multiple times. If the video did not load 
properly or you faced any other issues that did not let you to watch the video above please also 
report this here and say what happened. Note that the answer will not impact your 
reimbursement.  

________________________________________________________________ 
 

 

Q295 Timing 
First Click  (1) 
Last Click  (2) 
Page Submit  (3) 
Click Count  (4) 
 

End of Block: Touch: Video 2 [SINGLE] 

 

[Repeated for Mid-air and Eye Gaze] 

[Below are the Introduction Sections for Mid-Air and Eye Gaze] 
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Start of Block: Introduction Mid-Air 

 
Q14 Mid-Air  
   
In the Mid-Air entry method, a user finds their PIN number on a small PIN pad shown to them on 
top of the screen and then enters it by making gestures (up, down, left, right, front) in the mid-
air. 
 After they enter each number, the PIN pad image changes. So in the screenshots below, the 
user first uses their left hand to make a mid-air gesture to the left to enter a "1" then they use 
their right hand to make a mid-air gesture upward to enter a "3".  Note that the screenshot below 
shows a side-by-side view of the same input from two different angles. The red/yellow colouring 
of the PIN pad is always the same with 1,2,4,5, and 7 always being red and entered using the 
left hand. But the mid-air directions change after each number entered. 
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 Possible Gestures   
  
A user can make the following mid-air gestures:   
     Arrow to the right -> gesture to the right.  Arrow to the left -> gesture to the left. 
 Arrow to the top -> gesture up.  Arrow to the bottom -> gesture down.  No 
arrow: a gesture to the front.      
    
Below you can find an introduction video that explains the input method and your task: 
attacking/guessing the entered PIN.    
    
  
     
     
    
   
 

 

  
 
Q638  
Please enter the digit that the user enters according to the picture below.    
 
   

 
  

________________________________________________________________ 
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Q641 Remember: The survey automatically alternates between single and repeated view 
videos. Videos in single-view start after a short countdown and are only played once. Repeated-
view videos have no time limitations and allow full control over the playback (e.g., pause, play, 
rewind, change speed). 
  
 Please continue only if you fully understood the input described above. We'll start with a 
repeated-view video. Be ready, the single-view videos are short! 
 

End of Block: Introduction Mid-Air 
 

 

Start of Block: Introduction Gaze 

 
Q12 Eye Gaze  
 
 In the eye gaze entry method, a PIN pad is shown to the user where each square on the pad 
contains a number that is moving around in the square. So for example, the 1 might be moving 
diagonally from top left to the bottom right. The user enters a number by looking at it and 
following its motions with their eyes. So in the example of the 1, they would focus their eyes on 
the moving 1 while it goes through its diagonal motion. The movement directions of the numbers 
change after each successful number entry. The red/yellow square colours are not used in this 
entry method and can be ignored. 
  

  
  
 The video shows views from two angles. The left view shows the VR person from the 
perspective of the display as if they were shown by a webcam so that you (the attacker) can see 
their eyes clearly. The right view shows the PIN pad from the perspective of the VR person. As 
a result, the images are effectively mirrored. So when entering a 1 that is moving from 
the top left to the bottom right of the square, the eyes of the VR person will look like they 
are moving from the top right to the bottom left.   
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 Possible Movements   
  
  
A user can make the following eye gaze movements:   
     Clockwise and counter-clockwise circular eye movements. 
 Vertical and horizontal zigzag eye movements (along both axis and both directions). 
 Diagonal eye movements (in all four directions).    
  The screenshot below shows all possible movements of the digits: 
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Below is a video showing a VR person entering the PIN "1234" first in slow motion, then at 
regular speed.   
     
    
   
 

 

  
 
Q639  
Please enter the digit that the user enters according to the picture below.    

 
    
  
 
 

________________________________________________________________ 
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Q640 Remember: The survey automatically alternates between single and repeated view 
videos. Videos in single-view start after a short countdown and are only played once. Repeated-
view videos have no time limitations and allow full control over the playback (e.g., pause, play, 
rewind, change speed). 
  
 Please continue only if you fully understood the input described above. We'll start with a 
repeated-view video. Be ready, the single-view videos are short! 
 

End of Block: Introduction Gaze 
 

 

[After observing all input methods and PINs] 

Start of Block: General Questions and File Upload 

 
Q643  
Thank you for attacking the 24 PINs. Below, we have some additional general questions about 
the input methods.   
  Perception of the Security   
   
We would like to know your thoughts about each input method in terms of security. Please 
answer each question below with 2-3 sentences.    
  
 

 

 
Q646 What do you think about the touch input method in terms of security?  

________________________________________________________________ 

________________________________________________________________ 

________________________________________________________________ 

________________________________________________________________ 

________________________________________________________________ 
 

 

 
Q647 What do you think about the mid-air input method in terms of security?  

________________________________________________________________ 

________________________________________________________________ 
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________________________________________________________________ 

________________________________________________________________ 

________________________________________________________________ 
 

 

 
Q644 What do you think about the eye gaze input method in terms of security?  

________________________________________________________________ 

________________________________________________________________ 

________________________________________________________________ 

________________________________________________________________ 

________________________________________________________________ 
 

 

 
Q649 Which input method is the most secure one in your opinion? 

o Touch  (1)  

o Mid-Air  (2)  

o Eye Gaze  (3)  
 

 

 
Q654 Which input method is the least secure one in your opinion? 

o Touch  (1)  

o Mid-Air  (2)  

o Eye Gaze  (3)  
 

 

 
Q650 Perception of the Input Methods 
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Imagine that you are using these methods (touch, mid-air, eye gaze) to enter your PIN. Please 
answer each question below with 2-3 sentences. 
  
   
 

 

 
Q651 How do you feel about using the touch input method? What do you think about using this 
method to enter your PIN? 

________________________________________________________________ 

________________________________________________________________ 

________________________________________________________________ 

________________________________________________________________ 

________________________________________________________________ 
 

 

 
Q652 How do you feel about using the mid-air input method? What do you think about using 
this method to enter your PIN? 

________________________________________________________________ 

________________________________________________________________ 

________________________________________________________________ 

________________________________________________________________ 

________________________________________________________________ 
 

 

 
Q653 How do you feel about using the eye gaze input method? What do you think about using 
this method to enter your PIN? 

________________________________________________________________ 

________________________________________________________________ 

________________________________________________________________ 
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________________________________________________________________ 

________________________________________________________________ 
 

 

 
Q629  
 
 Did you take any notes during the observation tasks (e.g., on a paper or in a digital form)? 

 No, I did not take any notes.  (6)  

 Yes, I mostly noted down the PIN numbers.  (1)  

 Yes, I mostly drew figures to help me sort out the PIN.  (4)  

 Yes, I draw a sketch of the virtual environment.  (7)  

 Yes, I drew the screen or the person.  (5)  

 Other  (2) __________________________________________________ 
 

 

Display This Question: 

If Did you take any notes during the observation tasks (e.g., on a paper or in a digital form)? = Yes, I 
mostly noted down the PIN numbers. 

Or Did you take any notes during the observation tasks (e.g., on a paper or in a digital form)? = Yes, I 
mostly drew figures to help me sort out the PIN. 

Or Did you take any notes during the observation tasks (e.g., on a paper or in a digital form)? = Yes, I 
draw a sketch of the virtual environment. 

Or Did you take any notes during the observation tasks (e.g., on a paper or in a digital form)? = Yes, I 
drew the screen or the person. 

Or Did you take any notes during the observation tasks (e.g., on a paper or in a digital form)? = Other 

 
Q26  
File Upload (optional) 
  
   Please feel free to upload a screenshot of any notes you took (e.g., on a paper or in a digital 
form). Note that if you upload or send us your notes you will get £0.5 in addition to the 
basic compensation. 
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 This is optional and not required, but would help us to better understand your approach when 
observing the authentications.   
    
Please also note that this decision does not impact your reimbursement in a negative way. 
  
  
 If you would like to upload multiple files/pictures please .zip them before uploading or send 
them to florian.mathis@glasgow.ac.uk. 
 

End of Block: General Questions and File Upload 
 

Start of Block: Feedback 

 
Q29  
Feedback, Suggestions, and Problems: Please use the text box below if you faced any issues 
(e.g., lack of clarity, technical problems) or if you want to give us additional feedback and 
suggestions for improvement. Please also let us know about any other comments. We highly 
appreciate your feedback. 

________________________________________________________________ 

________________________________________________________________ 

________________________________________________________________ 

________________________________________________________________ 

________________________________________________________________ 
 

 

 
Q30 Thank you for participating in this survey! For further information, or if you wish to receive a 
summary of the findings of this experiment at a later date, please contact the lead researcher 
Florian Mathis: florian.mathis@glasgow.ac.uk.  
  
 Please continue to the next page to return to prolific and confirm that you participated in this 
study. 
 

End of Block: Feedback 
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VirSec: Exploring the Value of 3D Observations on Authentication Schemes in Virtual Reality  
 

Participant Information Sheet  
   Researcher: Florian Mathis f.mathis.1@research.gla.ac.uk 
   Supervisor: Dr. Mohamed Khamis, Mohamed.khamis@glasgow.ac.uk  

                                   (2nd) Dr. Kami Vaniea,  kvaniea@inf.ed.ac.uk 
 

IMPORTANT – Exclusion criteria 
In order to take part in this study, you must meet the following requirements: 

1. Aged 18 or over 
2. No history (personal and family) of epileptic seizures, strokes, or photosensitivity 
3. Not a member of any of the following groups 

a. Pregnant women 
b. The elderly 
c. Sufferers of any serious medical conditions i.e. you fall into one of the following categories 

i. Inpatient care 
ii. Incapacity 

iii. Chronic serious health conditions 
iv. Permanent or long term conditions 
v. Conditions requiring multiple treatments 

d. Sleep deprived 
e. Under the influence of alcohol 
f. Previously suffered concussion or traumatic brain injury 
g. Prone to dizziness from immersive virtual experiences 
h. Sufferers of panic attacks or generalised anxiety disorders which might be provoked by 

wearing headphones / being unable to hear your surroundings 
i. Prone to issues with balance or motor function (i.e. you can walk around a room over the 

course of an hour). 
4. Be comfortable with wearing a head-mounted display (HMD) such as a HTC VIVE or Oculus Quest 

and be comfortable with filling in a survey and watching short videos where a user performs PIN 
entries in a virtual environment. 
 

1. Invitation 

You are being invited to take voluntarily part in a research experiment. Before you decide it is important for 
you to understand why the research is being done and what it will involve. Please take time to read the 
following information carefully and discuss it with others if you wish. Ask us if there is anything that is not 
clear or if you would like more information. Take time to decide whether or not you wish to take part. 

Thank you for reading this.  

 

2. Purpose of the User Study 

We would like to reach out to you to participate in a paid study examining the benefits of 3D recordings to 
assess a system’s resistance to observations. Your participation is voluntary, and you are free to withdraw at 
any time, without giving any reason, and you are free to omit answering any particular question, without 
providing a reason. The analysis of this experiment will be published at top-tier venues such as CHI, the 
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premier international conference of Human-Computer Interaction, SOUPS, Symposium on Usable Privacy 
and Security, and IEEE VR. All publications are fully anonymised and findings and specific measurements 
cannot be traced back to you. 

 
3. What will happen to me if I take part? 

You will be fitted with a virtual reality headset such that it sits comfortably on your head, and you can hear 
correctly. This will occur in a room at the School of Computing Science (Sir Alwyn Williams Building or 
Lilybank Gardens) or in the office of the lead researcher (Austria).  You are then going to observe different 
PIN entries directly in VR. We will demonstrate how such an observation attack could look like and guide you 
in performing these attacks during a training session. During all observations we will capture following data:  
 

 Virtual Reality: 
o We are going to record the graphical representation of the entire virtual environment. This 

includes static objects within the environment (e.g., the authentication scheme). For all 
recordings we will use appropriate file extensions (e.g., .csv, .txt) and store them in separate 
files on our local machine and then upload it anonymised (through participant ID’s) to the 
University of Glasgow cloud. 

 Real World: 
o We are going to record you from the real world during your tasks within the virtual world. 

This includes the recording of a video from different perspectives and/or taking 
photographs. You can see an example of this in the picture below. The picture shows a 
researcher (Florian Mathis) performing a task in virtual reality. Florian is equipped with the 
HTC VIVE and two HTC VIVE controllers. The way we are going to record your interactions is 
similar to the picture below. 

 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 
You are also going to watch authentications that were recorded in a virtual environment on d desktop 
computer. This allows you to perform observation attacks on authentications. At the end of the study, there 
will be some additional questions within the context of the experiment. This will be in the form of semi-
structured interviews and helps he research team to better understand the experience you have 
undertaken. At the end of each ~1h session we will hand out the £8/10€ per hour in cash.  
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4. Why have I been chosen? 

Your participation has been solicited through emails, social media postings, word-of-mouth, notice board 
postings, or a call on Prolific to which you replied. Your participation is voluntary, and you are free to 
withdraw at any time, without giving any reason, and you are free to omit answering any p articular 
question, without providing a reason. 

5. Conditions and Data Storage 

Each experiment will last for approximately 1 hour. All gathered data during the session will be stored 
directly in the University of Glasgow cloud to keep it confidential (https://gla-my.sharepoint.com). Access to 
the raw data is restricted to the researcher (Florian Mathis) and his supervisors (Dr. Mohamed Khamis, Dr. 
Kami Vaniea) only.  Your data is fully anonymised and there is no way to trace it back to you.  The results of 
the study may appear in a number of published studies, in a confidential format where anonymity is 
preserved. Based on your agreement we will use the data (e.g., screenshots, drawings) as video and image 
material for scientific papers and/or presentations at conferences. 

 
6. Data Usage 

The data will be used within our research and is part of Florian Mathis’ Research Phd. We will store the raw 
data in the University of Glasgow cloud (https://gla-my.sharepoint.com). Access to the raw data is restricted 
to the researcher (Florian Mathis) and his supervisors (Dr. Mohamed Khamis, Dr. Kami Vaniea) only. Based 
on the request of participants the data can be destroyed at any point. The data will be kept until beyond the 
end of the Research PhD (up to 10 years) and findings of the experiment might be re-used for additional 
research projects within Florians’ Research PhD. 

 

7. Who has reviewed the study? 

This study adheres to the BPS ethical guidelines, and has been approved by the College of Science and 
Engineering ethics committee of The University of Glasgow. The approved study was also submitted to the 
University of Edinburgh ethics committee as the lead researcher Florian Mathis is part of both universities. 

 

8. Funding and Contact 

This research is supported by the University of Edinburgh and the University of Glasgow jointly funded PhD 
studentships: https://www.gla.ac.uk/research/ourresearchenvironment/prs/uofguofedinphdstudentships/ 

The project has been reviewed and approved by the Research Ethics Committee in the School of Computing 
Science at the University of Glasgow (number protocol: tba). For further information please feel free to get 
in touch with the researcher f.mathis.1@research.gla.ac.uk (or via phone: +447402698437).  
 
Whilst you are free to discuss your participation in this study with the researcher, if you would like to speak 
to someone not involved in the study, you may contact the Ethics Committee at 
Christoph.Scheepers@glasgow.ac.uk. 
 
For further information, or if you wish to receive a summary of the findings of this experiment at a later 
date, please contact the researcher or the supervisor of this project, details listed below. 
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Data Protection and Confidentiality 
Your data will be processed in accordance with the Data Protection Act 1998 (up until 24th May 2018) and the General Data 
Protection Regulation 2016 (GDPR) thereafter. All information collected about you will be kept strictly confidential. Unless they are 
anonymised in our records, your data will be referred to by a unique participant number rather than by name. If you consent to being 
audio recorded, all recordings will be destroyed once they have been transcribed. Your data will only be viewed by the 
researcher/research team. All electronic data will be stored on a password-protected computer file within the School of Computing 
Science. All paper records will be stored in a locked filing cabinet within the School of Computing Science. Your consent information 
will be kept separately from your responses in order to minimise risk in the event of a data breach. 
 
Data Protection Rights 
University of Glasgow is a Data Controller for the information you provide. You have the right to access information held about you. 
Your right of access can be exercised in accordance with the Data Protection Act 1998 (up until 24th May 2018) and the General Data 
Protection Regulation thereafter. You also have other rights including rights of correction, erasure, objection, and data portability. For 
more details, including the right to lodge a complaint with the Information Commissioner’s Office, please visit www.ico.org.uk. 
Questions, comments and requests about your personal data can also be sent to the University Data Protection Officer - dp@gla.ac.uk 
(https://www.gla.ac.uk/myglasgow/dpfoioffice/contact/) 
 
 
 
Thank you for volunteering to take part in this study. If there are any questions or issues, or if you wish to 
receive a summary of the findings of this experiment at a later date, please feel free to get in touch with the 
researcher at any time.  
 
Researcher                                                                       1st  Supervisor  (University of Glasgow) 
Florian Mathis                                                                                     Dr. Mohamed Khamis 
Email: f.mathis.1@research.gla.ac.uk                         Email: Mohamed.Khamis@glasgow.ac.uk 
Tel: +447402698437                                                                          Tel: +44 (0) 1413308078 
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CONSENT FORM 

Title of Experiment: Exploring the Value of 3D Observations on Authentication Schemes in 
Virtual Reality 

Experimenter details: Florian Mathis (f.mathis.1@research.gla.ac.uk, +44 (0) 7402698437) 

Supervisor details: Dr. Mohamed Khamis (Mohamed.khamis@glasgow.ac.uk) 
             Dr. Kami Vaniea  (kvaniea@inf.ed.ac.uk) 
 

Before agreeing to this consent form, you should have been given an information sheet to read, 
which outlines exclusion criteria and explains the general purpose of this experiment and the tasks it 
involves.  If you did not receive this, please inform the researcher (Florian Mathis, 
f.mathis.1@research.gla.ac.uk). Please tick the box after each statement to indicate that you have 
read and understand the statement, and that you agree with it. 

1.  I confirm that I have read and understand the Participant Information sheet, and 
understand my Data Protection Rights under GPDR for the above study, and have 
had the opportunity to ask questions. 

 

2. I understand that my participation is voluntary and that I am free to withdraw at 
any time, without giving any reason, and am free to omit answering any particular 
question, without providing a reason. 

 

3.  I give consent for my actions to be recorded (audio and video) during the study.   

4. I give consent for my actions to be recorded (user inputs in specific text-fields) 
during the study. 

 

5. I understand that all data collected from me will be treated confidentially and 
anonymized, will be seen in its raw form only by the experimenters, and if 
published will not be identifiable as coming from me. 

 

6.  I agree that the researchers can use video recordings for public outreach, for 
instance, showing parts of the recordings at conference venues and/or use the 
material in videos and publications to showcase the system. 

 

7. By agreeing to take part in this study I also agree that recordings and data can be 
used for follow-up evaluations by researchers in the school of computing science 
and their collaborators.  

 

8. I agree that the researchers are allowed to archive all data taken during the 
experiment (e.g., video recordings with a camera in the real world; time spent on a 
page/provided data in the survey) in online repositories such as Enlighten: 
Research Data: http://researchdata.gla.ac.uk/. I am aware of the fact that I can get 
in touch with the researchers at any time to demand the deletion or retrieval of 
these recordings. 

 

9. I agree to take part in the above study (Exploring the Value of 3D Observations on 
Authentication Schemes in Virtual Reality). 
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This study has been approved by the Ethics Committee. 

By signing this form, you have read the conditions stated above and agree to take part in the study. 
 
FULL NAME: _______________________________________________________ 
 
SIGNATURE: _______________________________________________________ 
 
DATE and PLACE:               _______________________________________________________ 
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3D Virtual Reality Observations 
 

 

Start of Block: Study ID Only 

 
Q4 Please enter your study ID here:  

________________________________________________________________ 
 

End of Block: Study ID Only 
 

Start of Block: Introduction to Tasks 
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Q9  
Study Introduction 
   This study evaluates the resistance to observations of PIN and pattern entries. The 
authentications are performed on (1) an ATM in a public space and (2) a smartphone at a bus 
station. You will be pretending to be an attacker who is trying to guess the PIN/pattern by 
watching a person in virtual reality (VR) enter it. Note that each PIN or pattern has a length of 4 
(e.g., "1234").  An example of a PIN entry on an ATM ("1234") and a pattern entry on a 
smartphone ("1234") is depicted below. Note that you will see example videos at a later stage.   
    
PIN entry on ATM ("1234'')   
  

 
    
 
Pattern entry on Smartphone ("1234'') 
 

 
  
 You will perform observations on PIN and Pattern entries with three different types of 
observations. Before each type, we will explain the observation technique to you, then show you 
a sequence of 4 recordings where a VR person enters a PIN (or pattern). You are then asked to 
guess what the PIN/Pattern is.   
    
The three observation techniques are:  
 
 Immersive Virtual Reality Observation   
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You will be fitted with a virtual reality headset such that it sits comfortably on your head. You 
can freely move around to explore the virtual environment. Please note that the experimenter 
will observe you during this task to avoid any uncertain situations such as bumping into physical 
obstacles in the real world that you are not aware of. 
   
 3D Screen Observation   

 
 
 Here, you will have full control of the 3D environment on a computer screen. You can navigate 
within the virtual environment using the keyboard keys ``W,A,S,D''. You can also rotate the view 
using a right mouse-click and moving the mouse. 
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 Static 2D Screen Observation   

 
 
 In this observation technique, you are presented with a recording of the authentication on a 
computer screen that you cannot manipulate. This means you cannot change your observation 
angle and are asked to observe the authentication the way it has been recorded. 
  
 Note that we will run introduction observations where you are going to watch a person in virtual 
reality enter "1234" in advance of each observation type.   
    
Scenario   
In the three conditions above, you will be watching a VR person attempting to enter a PIN on a) 
a smartphone or b) on an ATM. In all videos, you should assume that the VR person is entering 
the PIN/Pattern using a similar setup to the pictures below. 
  
 Smartphone Authentication at a Bus Station 
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 ATM Authentication in a Public Space 

    
     
Attack Videos  
 There are two common situations where an attacker (you) could observe someone else 
entering a PIN. The first is where you are present when they enter it and can watch them, but 
only get to see it entered once. The second is where the entry is video recorded by the attacker 
or by a nearby camera, such as a surveillance camera.  
    
In addition to the three different observation techniques, we will be showing you two types of 
authentication recordings:   
    
 

 single-view, where you can only view the authentication once. Once the video starts it is 
not possible to replay the authentication recording.   

 repeated-view, where you can replay the video as often as you like.     
 
For each observation technique, we will show you authentications alternating between 
repeated-view and single-view observations. After each observation, you will be asked for your 
best guess of the PIN. You can also optionally provide two additional guesses if you are unsure. 
Please provide your best guess even if you are unsure or are only confident about a couple of 
the observed numbers. 
  
 One participant will be selected to win an additional €15 with the odds based on 
performance. Chances of winning increases with the number of successfully attacked 
PINs. Partial correct PINs also contribute. 
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End of Block: Introduction to Tasks 
 

Start of Block: Observation Type: Static 2D Video Observation 

 
Q13 In the Static 2D Video Observation method, you are presented with a recording of the 
authentication that you cannot manipulate. This means you cannot change your observation 
angle and are asked to observe the authentication the way it has been recorded. We will then 
play the recording of the authentication that you are supposed to observe. At the end of the 
observation you are required to provide your best guess and your level of confidence.  
   
We now start with the training phase.  
 We will introduce you to the virtual environment and run an example observation on a person in 
VR entering "1234" (PIN), "1234" (pattern) on a smartphone, and "1234'' (PIN) on an ATM. 
 

End of Block: Observation Type: Static 2D Video Observation 
 

Start of Block: INPUT_1_repeated 

 
Q73 Please provide your best guess of the correct PIN in the box(es) below. You are required to 
provide at least one guess. If you can only observe parts of the PIN in the video then just 
provide your best guess for the other numbers. All PINs consist of four digits and guesses are 
required to be this length. 
 

 

 
 
Q74 Guess 1: 

________________________________________________________________ 
 

 

 
 
Q75 Guess 2: 

________________________________________________________________ 
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Q76 Guess 3: 

________________________________________________________________ 
 

 

 
Q77 Please indicate how confident you are with your guess and how easy it was to observe the 
authentication. 
 
 

 
Strongly 

disagree (1) 
Somewhat 

disagree (2) 

Neither agree 
nor disagree 

(3) 

Somewhat 
agree (4) 

Strongly 
agree (5) 

I am confident 
that my guess 
is correct. (1)  o  o  o  o  o  
It was easy to 
observe the 

authentication. 
(2)  

o  o  o  o  o  
 
 

 

 
Q78 Did you observe the authentication more than once? 

o Yes, I watched the authentication more than once.  (1)  

o No, I only watched the authentication once.  (2)  
 

 

 
Q80 Was there anything special about this authentication? For example, particularly 
easy/difficult? Can you tell why? 

________________________________________________________________ 

________________________________________________________________ 

________________________________________________________________ 

________________________________________________________________ 

________________________________________________________________ 
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Q81 Timing 
First Click  (1) 
Last Click  (2) 
Page Submit  (3) 
Click Count  (4) 
 

End of Block: INPUT_1_repeated 
 

Start of Block: Next Authentication 

 
Q447 We now continue with the next PIN/pattern entry. Please watch the authentication before 
proceeding to the next page. 
 

End of Block: Next Authentication 
 

Start of Block: INPUT_2_single 

 
Q82 Please provide your best guess of the correct PIN in the box(es) below. You are required to 
provide at least one guess. If you can only observe parts of the PIN in the video then just 
provide your best guess for the other numbers. All PINs consist of four digits and guesses are 
required to be this length. 
 

 

 
 
Q83 Guess 1: 

________________________________________________________________ 
 

 

 
 
Q84 Guess 2: 

________________________________________________________________ 
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Q85 Guess 3: 

________________________________________________________________ 
 

 

 
Q86  
Please indicate how confident you are with your guess, how easy it was to observe the 
authentication, and if the situation depicted a scenario that could occur in the real world. 
 
 

 
Strongly 

disagree (1) 
Somewhat 

disagree (2) 

Neither agree 
nor disagree 

(3) 

Somewhat 
agree (4) 

Strongly 
agree (5) 

I am confident 
that my guess 
is correct. (1)  o  o  o  o  o  
It was easy to 
observe the 

authentication. 
(2)  

o  o  o  o  o  
 
 

 

 
Q87 Was there anything special about this authentication? For example, particularly 
easy/difficult? Can you tell why? 

________________________________________________________________ 

________________________________________________________________ 

________________________________________________________________ 

________________________________________________________________ 

________________________________________________________________ 
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Q88 Timing 
First Click  (1) 
Last Click  (2) 
Page Submit  (3) 
Click Count  (4) 
 

End of Block: INPUT_2_single 
 

Start of Block: INPUT_3_repeated 

 
Q89 Please provide your best guess of the correct PIN in the box(es) below. You are required to 
provide at least one guess. If you can only observe parts of the PIN in the video then just 
provide your best guess for the other numbers. All PINs consist of four digits and guesses are 
required to be this length. 
 

 

 
 
Q90 Guess 1: 

________________________________________________________________ 
 

 

 
 
Q91 Guess 2: 

________________________________________________________________ 
 

 

 
 
Q92 Guess 3: 

________________________________________________________________ 
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Q93 Please indicate how confident you are with your guess and how easy it was to observe the 
authentication. 
 
 

 
Strongly 

disagree (1) 
Somewhat 

disagree (2) 

Neither agree 
nor disagree 

(3) 

Somewhat 
agree (4) 

Strongly 
agree (5) 

I am confident 
that my guess 
is correct. (1)  o  o  o  o  o  
It was easy to 
observe the 

authentication. 
(2)  

o  o  o  o  o  
 
 

 

 
Q94 Did you observe the authentication more than once? 

o Yes, I watched the authentication more than once.  (1)  

o No, I only watched the authentication once.  (2)  
 

 

 
Q96 Was there anything special about this authentication? For example, particularly 
easy/difficult? Can you tell why? 

________________________________________________________________ 

________________________________________________________________ 

________________________________________________________________ 

________________________________________________________________ 

________________________________________________________________ 
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Q97 Timing 
First Click  (1) 
Last Click  (2) 
Page Submit  (3) 
Click Count  (4) 
 

End of Block: INPUT_3_repeated 
 

Start of Block: INPUT_4_single 

 
Q98 Please provide your best guess of the correct PIN in the box(es) below. You are required to 
provide at least one guess. If you can only observe parts of the PIN in the video then just 
provide your best guess for the other numbers. All PINs consist of four digits and guesses are 
required to be this length. 
 

 

 
 
Q99 Guess 1: 

________________________________________________________________ 
 

 

 
 
Q100 Guess 2: 

________________________________________________________________ 
 

 

 
 
Q101 Guess 3: 

________________________________________________________________ 
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Q102  
Please indicate how confident you are with your guess, how easy it was to observe the 
authentication, and if the situation depicted a scenario that could occur in the real world. 
 
 

 
Strongly 

disagree (1) 
Somewhat 

disagree (2) 

Neither agree 
nor disagree 

(3) 

Somewhat 
agree (4) 

Strongly 
agree (5) 

I am confident 
that my guess 
is correct. (1)  o  o  o  o  o  
It was easy to 
observe the 

authentication. 
(2)  

o  o  o  o  o  
 
 

 

 
Q103 Was there anything special about this authentication? For example, particularly 
easy/difficult? Can you tell why? 

________________________________________________________________ 

________________________________________________________________ 

________________________________________________________________ 

________________________________________________________________ 

________________________________________________________________ 
 

 

 
Q104 Timing 
First Click  (1) 
Last Click  (2) 
Page Submit  (3) 
Click Count  (4) 
 

End of Block: INPUT_4_single 
 

Start of Block: INPUT_5_repeated 
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Q105 Please provide your best guess of the correct PIN in the box(es) below. You are required 
to provide at least one guess. If you can only observe parts of the PIN in the video then just 
provide your best guess for the other numbers. All PINs consist of four digits and guesses are 
required to be this length. 
 

 

 
 
Q106 Guess 1: 

________________________________________________________________ 
 

 

 
 
Q107 Guess 2: 

________________________________________________________________ 
 

 

 
 
Q108 Guess 3: 

________________________________________________________________ 
 

 

 
Q109 Please indicate how confident you are with your guess and how easy it was to observe 
the authentication. 
 
 

 
Strongly 

disagree (1) 
Somewhat 

disagree (2) 

Neither agree 
nor disagree 

(3) 

Somewhat 
agree (4) 

Strongly 
agree (5) 

I am confident 
that my guess 
is correct. (1)  o  o  o  o  o  
It was easy to 
observe the 

authentication. 
(2)  

o  o  o  o  o  
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Q110 Did you observe the authentication more than once? 

o Yes, I watched the authentication more than once.  (1)  

o No, I only watched the authentication once.  (2)  
 

 

 
Q112 Was there anything special about this authentication? For example, particularly 
easy/difficult? Can you tell why? 

________________________________________________________________ 

________________________________________________________________ 

________________________________________________________________ 

________________________________________________________________ 

________________________________________________________________ 
 

 

 
Q113 Timing 
First Click  (1) 
Last Click  (2) 
Page Submit  (3) 
Click Count  (4) 
 

End of Block: INPUT_5_repeated 
 

Start of Block: INPUT_6_single 

 
Q114 Please provide your best guess of the correct PIN in the box(es) below. You are required 
to provide at least one guess. If you can only observe parts of the PIN in the video then just 
provide your best guess for the other numbers. All PINs consist of four digits and guesses are 
required to be this length. 
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Q115 Guess 1: 

________________________________________________________________ 
 

 

 
 
Q116 Guess 2: 

________________________________________________________________ 
 

 

 
 
Q117 Guess 3: 

________________________________________________________________ 
 

 

 
Q118  
Please indicate how confident you are with your guess, how easy it was to observe the 
authentication, and if the situation depicted a scenario that could occur in the real world. 
 
 

 
Strongly 

disagree (1) 
Somewhat 

disagree (2) 

Neither agree 
nor disagree 

(3) 

Somewhat 
agree (4) 

Strongly 
agree (5) 

I am confident 
that my guess 
is correct. (1)  o  o  o  o  o  
It was easy to 
observe the 

authentication. 
(2)  

o  o  o  o  o  
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Q119 Was there anything special about this authentication? For example, particularly 
easy/difficult? Can you tell why? 

________________________________________________________________ 

________________________________________________________________ 

________________________________________________________________ 

________________________________________________________________ 

________________________________________________________________ 
 

 

 
Q120 Timing 
First Click  (1) 
Last Click  (2) 
Page Submit  (3) 
Click Count  (4) 
 

End of Block: INPUT_6_single 
 

Start of Block: INPUT_7_repeated 

 
Q121 Please provide your best guess of the correct PIN in the box(es) below. You are required 
to provide at least one guess. If you can only observe parts of the PIN in the video then just 
provide your best guess for the other numbers. All PINs consist of four digits and guesses are 
required to be this length. 
 

 

 
 
Q122 Guess 1: 

________________________________________________________________ 
 

 

 
 
Q123 Guess 2: 

________________________________________________________________ 
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Q124 Guess 3: 

________________________________________________________________ 
 

 

 
Q125 Please indicate how confident you are with your guess and how easy it was to observe 
the authentication. 
 
 

 
Strongly 

disagree (1) 
Somewhat 

disagree (2) 

Neither agree 
nor disagree 

(3) 

Somewhat 
agree (4) 

Strongly 
agree (5) 

I am confident 
that my guess 
is correct. (1)  o  o  o  o  o  
It was easy to 
observe the 

authentication. 
(2)  

o  o  o  o  o  
 
 

 

 
Q126 Did you observe the authentication more than once? 

o Yes, I watched the authentication more than once.  (1)  

o No, I only watched the authentication once.  (2)  
 

 

 
Q128 Was there anything special about this authentication? For example, particularly 
easy/difficult? Can you tell why? 

________________________________________________________________ 

________________________________________________________________ 

________________________________________________________________ 
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________________________________________________________________ 

________________________________________________________________ 
 

 

 
Q129 Timing 
First Click  (1) 
Last Click  (2) 
Page Submit  (3) 
Click Count  (4) 
 

End of Block: INPUT_7_repeated 
 

Start of Block: INPUT_8_single 

 
Q130 Please provide your best guess of the correct PIN in the box(es) below. You are required 
to provide at least one guess. If you can only observe parts of the PIN in the video then just 
provide your best guess for the other numbers. All PINs consist of four digits and guesses are 
required to be this length. 
 

 

 
 
Q131 Guess 1: 

________________________________________________________________ 
 

 

 
 
Q132 Guess 2: 

________________________________________________________________ 
 

 

 
 
Q133 Guess 3: 

________________________________________________________________ 
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Q134  
Please indicate how confident you are with your guess, how easy it was to observe the 
authentication, and if the situation depicted a scenario that could occur in the real world. 
 
 

 
Strongly 

disagree (1) 
Somewhat 

disagree (2) 

Neither agree 
nor disagree 

(3) 

Somewhat 
agree (4) 

Strongly 
agree (5) 

I am confident 
that my guess 
is correct. (1)  o  o  o  o  o  
It was easy to 
observe the 

authentication. 
(2)  

o  o  o  o  o  
 
 

 

 
Q135 Was there anything special about this authentication? For example, particularly 
easy/difficult? Can you tell why? 

________________________________________________________________ 

________________________________________________________________ 

________________________________________________________________ 

________________________________________________________________ 

________________________________________________________________ 
 

 

 
Q136 Timing 
First Click  (1) 
Last Click  (2) 
Page Submit  (3) 
Click Count  (4) 
 

End of Block: INPUT_8_single 
 

Start of Block: INPUT_9_repeated 
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Q137 Please provide your best guess of the correct PIN in the box(es) below. You are required 
to provide at least one guess. If you can only observe parts of the PIN in the video then just 
provide your best guess for the other numbers. All PINs consist of four digits and guesses are 
required to be this length. 
 

 

 
 
Q138 Guess 1: 

________________________________________________________________ 
 

 

 
 
Q139 Guess 2: 

________________________________________________________________ 
 

 

 
 
Q140 Guess 3: 

________________________________________________________________ 
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Q141 Please indicate how confident you are with your guess and how easy it was to observe 
the authentication. 
 
 

 
Strongly 

disagree (1) 
Somewhat 

disagree (2) 

Neither agree 
nor disagree 

(3) 

Somewhat 
agree (4) 

Strongly 
agree (5) 

I am confident 
that my guess 
is correct. (1)  o  o  o  o  o  
It was easy to 
observe the 

authentication. 
(2)  

o  o  o  o  o  
 
 

 

 
Q142 Did you observe the authentication more than once? 

o Yes, I watched the authentication more than once.  (1)  

o No, I only watched the authentication once.  (2)  
 

 

 
Q144 Was there anything special about this authentication? For example, particularly 
easy/difficult? Can you tell why? 

________________________________________________________________ 

________________________________________________________________ 

________________________________________________________________ 

________________________________________________________________ 

________________________________________________________________ 
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Q145 Timing 
First Click  (1) 
Last Click  (2) 
Page Submit  (3) 
Click Count  (4) 
 

End of Block: INPUT_9_repeated 
 

Start of Block: INPUT_10_single 

 
Q146 Please provide your best guess of the correct PIN in the box(es) below. You are required 
to provide at least one guess. If you can only observe parts of the PIN in the video then just 
provide your best guess for the other numbers. All PINs consist of four digits and guesses are 
required to be this length. 
 

 

 
 
Q147 Guess 1: 

________________________________________________________________ 
 

 

 
 
Q148 Guess 2: 

________________________________________________________________ 
 

 

 
 
Q149 Guess 3: 

________________________________________________________________ 
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Q150  
Please indicate how confident you are with your guess, how easy it was to observe the 
authentication, and if the situation depicted a scenario that could occur in the real world. 
 
 

 
Strongly 

disagree (1) 
Somewhat 

disagree (2) 

Neither agree 
nor disagree 

(3) 

Somewhat 
agree (4) 

Strongly 
agree (5) 

I am confident 
that my guess 
is correct. (1)  o  o  o  o  o  
It was easy to 
observe the 

authentication. 
(2)  

o  o  o  o  o  
 
 

 

 
Q151 Was there anything special about this authentication? For example, particularly 
easy/difficult? Can you tell why? 

________________________________________________________________ 

________________________________________________________________ 

________________________________________________________________ 

________________________________________________________________ 

________________________________________________________________ 
 

 

 
Q152 Timing 
First Click  (1) 
Last Click  (2) 
Page Submit  (3) 
Click Count  (4) 
 

End of Block: INPUT_10_single 
 

Start of Block: INPUT_11_repeated 
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Q153 Please provide your best guess of the correct PIN in the box(es) below. You are required 
to provide at least one guess. If you can only observe parts of the PIN in the video then just 
provide your best guess for the other numbers. All PINs consist of four digits and guesses are 
required to be this length. 
 

 

 
 
Q154 Guess 1: 

________________________________________________________________ 
 

 

 
 
Q155 Guess 2: 

________________________________________________________________ 
 

 

 
 
Q156 Guess 3: 

________________________________________________________________ 
 

 

 
Q157 Please indicate how confident you are with your guess and how easy it was to observe 
the authentication. 
 
 

 
Strongly 

disagree (1) 
Somewhat 

disagree (2) 

Neither agree 
nor disagree 

(3) 

Somewhat 
agree (4) 

Strongly 
agree (5) 

I am confident 
that my guess 
is correct. (1)  o  o  o  o  o  
It was easy to 
observe the 

authentication. 
(2)  

o  o  o  o  o  
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Q158 Did you observe the authentication more than once? 

o Yes, I watched the authentication more than once.  (1)  

o No, I only watched the authentication once.  (2)  
 

 

 
Q160 Was there anything special about this authentication? For example, particularly 
easy/difficult? Can you tell why? 

________________________________________________________________ 

________________________________________________________________ 

________________________________________________________________ 

________________________________________________________________ 

________________________________________________________________ 
 

 

 
Q161 Timing 
First Click  (1) 
Last Click  (2) 
Page Submit  (3) 
Click Count  (4) 
 

End of Block: INPUT_11_repeated 
 

Start of Block: INPUT_12_single 

 
Q270 Please provide your best guess of the correct PIN in the box(es) below. You are required 
to provide at least one guess. If you can only observe parts of the PIN in the video then just 
provide your best guess for the other numbers. All PINs consist of four digits and guesses are 
required to be this length. 
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Q271 Guess 1: 

________________________________________________________________ 
 

 

 
 
Q272 Guess 2: 

________________________________________________________________ 
 

 

 
 
Q273 Guess 3: 

________________________________________________________________ 
 

 

 
Q274  
Please indicate how confident you are with your guess, how easy it was to observe the 
authentication, and if the situation depicted a scenario that could occur in the real world. 
 
 

 
Strongly 

disagree (1) 
Somewhat 

disagree (2) 

Neither agree 
nor disagree 

(3) 

Somewhat 
agree (4) 

Strongly 
agree (5) 

I am confident 
that my guess 
is correct. (1)  o  o  o  o  o  
It was easy to 
observe the 

authentication. 
(2)  

o  o  o  o  o  
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Q275 Was there anything special about this authentication? For example, particularly 
easy/difficult? Can you tell why? 

________________________________________________________________ 

________________________________________________________________ 

________________________________________________________________ 

________________________________________________________________ 

________________________________________________________________ 
 

 

 
Q276 Timing 
First Click  (1) 
Last Click  (2) 
Page Submit  (3) 
Click Count  (4) 
 

End of Block: INPUT_12_single 
 

Start of Block: NASA-TLX [first method] 

 
Q361  
Please rate the following scales based on the observation method you have just experienced. 
The scales are part of the NASA Task Load Index (NASA-TLX): A widely used, subjective, 
multidimensional assessment tool that rates perceived workload in order to assess a task, 
system, or team's effectiveness or other aspects of performance. 
 

 

 
Q368 NASA Task Load Index (NASA-TLX) 
  
 How mentally demanding was the task?  
  

 Very Low Very High 
 

 0 5 10152025 303540455055606570758085 9095100
 

Mental Demand () 
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Q369  
How physically demanding was the task? 

 Very Low Very High 
 

 0 5 10152025 303540455055606570758085 9095100
 

Physical Demand () 
 

 
 

 

 
Q370  
How hurried or rushed was the pace of the task? 

 Very Low Very High 
 

 0 5 10152025 303540455055606570758085 9095100
 

Temporal Demand () 
 

 
 

 

 
Q371  
How successful were you in accomplishing what you were asked to do? 

 Perfect Failure 
 

 0 5 10152025 303540455055606570758085 9095100
 

Performance () 
 

 
 

 

 
Q372  
How hard did you have to work to accomplish your level of performance? 

 Very Low Very high 
 

 0 5 10152025 303540455055606570758085 9095100
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Effort () 
 

 
 

 

 
Q373  
How insecure, discouraged, imitated, stressed, and annoyed were you? 

 Very Low Very High 
 

 0 5 10152025 303540455055606570758085 9095100
 

Frustration () 
 

 
 

 

 
Q367 Timing 
First Click  (1) 
Last Click  (2) 
Page Submit  (3) 
Click Count  (4) 
 

End of Block: NASA-TLX [first method] 
 

Start of Block: IPQ [first method] 

 
Q375  
Please rate the following scales based on the observation method you have just experienced. 
The scales are part of the Igroup Presence Questionnaire (IPQ): A scale for measuring the 
sense of presence experienced in a virtual environment (VE). We understand the sense of 
presence as the subjective sense of being in a virtual environment.  
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Q383 Igroup Presence Questionnaire (IPQ) 

 
Not at All 

(1) 
  (2)   (3)   (4)   (5)   (6) 

Very 
Much (7) 

In the 
computer 
generated 

world I 
had a 

sense of 
"being 

there". (1)  

o  o  o  o  o  o  o  

 
 

 

 
Q385   

 
Fully 

Disagree 
(1) 

  (2)   (3)   (4)   (5)   (6) 
Fully 

Agree (7) 

Somehow I 
felt that the 

virtual 
world 

surrounded 
me. (1)  

o  o  o  o  o  o  o  

 
 

 

 
Q386   

 
Fully 

Disagree 
(1) 

  (2)   (3)   (4)   (5)   (6) 
Fully 

Agree (7) 

I felt like I 
was just 

perceiving 
pictures. 

(1)  

o  o  o  o  o  o  o  
 
 

 

 

341



 
 

 Page 32 of 38

Q387   

 
Did not 
Feel (1) 

  (2)   (3)   (4)   (5)   (6) 
Felt 

Present 
(7) 

I did not 
feel 

present in 
the virtual 

space. 
(1)  

o  o  o  o  o  o  o  

 
 

 

 
Q388   

 
Fully 

Disagree 
(1) 

  (2)   (3)   (4)   (5)   (6) 
Fully 

Agree (7) 

I had a 
sense of 
acting in 

the virtual 
space, 
rather 
than 

operating 
something 

from 
outside. 

(1)  

o  o  o  o  o  o  o  

 
 

 

 
Q389   

 
Fully 

Disagree 
(1) 

  (2)   (3)   (4)   (5)   (6) 
Fully 

Agree (7) 

I felt 
present in 
the virtual 

space. 
(1)  

o  o  o  o  o  o  o  
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Q390   

 
Extremely 
Aware (1) 

  (2)   (3) 
Moderately 
Aware (4) 

  (5)   (6) 
Not 

Aware at 
All (7) 

How aware 
were you of 

the real 
world 

surrounding 
while 

navigating in 
the virtual 

world? (i.e. 
sounds, 

room 
temperature, 

other 
people, 

etc.)? (1)  

o  o  o  o  o  o  o  

 
 

 

 
Q392   

 
Fully 

Disagree 
(1) 

  (2)   (3)   (4)   (5)   (6) 
Fully 

Agree (7) 

I was not 
aware of my 

real 
environment. 

(1)  

o  o  o  o  o  o  o  
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Q393   

 
Fully 

Disagree 
(1) 

  (2)   (3)   (4)   (5)   (6) 
Fully 

Agree (7) 

I still paid 
attention to 

the real 
environment. 

(1)  

o  o  o  o  o  o  o  
 
 

 

 
Q394   

 
Fully 

Disagree 
(1) 

  (2)   (3)   (4)   (5)   (6) 
Fully 

Agree (7) 

I was 
completely 
captivated 

by the 
virtual 

world. (1)  

o  o  o  o  o  o  o  

 
 

 

 
Q395   

 
Completely 

Real (1) 
  (2)   (3)   (4)   (5)   (6) 

Not Real 
at All (7) 

How real 
did the 
virtual 
world 

seem to 
you? (1)  

o  o  o  o  o  o  o  
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Q396   

 
Not 

Consistent 
(1) 

  (2)   (3) 
Moderately 
Consistent 

(4) 
  (5)   (6) 

Very 
Consistent 

(7) 

How much 
did your 

experience 
in the virtual 
environment 

seem 
consistent 
with your 
real world 

experience? 
(1)  

o  o  o  o  o  o  o  

 
 

 

 
Q397   

 

About as 
real as 

an 
imagined 
world (1) 

  (2)   (3)   (4)   (5)   (6) 
Indistinguishable 

from the real 
world (7) 

How real 
did the 
virtual 
world 

seem to 
you? (1)  

o  o  o  o  o  o  o  
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Q398   

 
Fully 

Disagree 
(1) 

  (2)   (3)   (4)   (5)   (6) 
Fully 

Agree (7) 

The 
virtual 
world 

seemed 
more 

realistic 
than the 

real 
world. (1)  

o  o  o  o  o  o  o  

 
 

 

 
Q382 Timing 
First Click  (1) 
Last Click  (2) 
Page Submit  (3) 
Click Count  (4) 
 

End of Block: IPQ [first method] 
 
 

[Repeated for 3D On-Screen Observation and Immersive Virtual Reality Observation] 
 

Start of Block: Study: End [A few Questions on Scales/Items + Interview] 

 
Q50 Real-world Experience 
 Please answer following questions about your experience of observations on PIN/Pattern 
entries in the real world when considering all three roles: being the victim, the attacker, or a 
bystander who observes another person performing such an attack. 
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Q51 Have you experienced the scenario where someone (you or a third person) authenticated 
on an ATM and was observed by an additional person (you or a third person)? Please tick all 
situations (i.e. as victim, attacker, bystander) you experienced in the past. 

 Yes, as the victim.  (1)  

 Yes, as additional bystander.  (2)  

 Yes, as the attacker.  (3)  

 No, I have never experienced such a situation in the real world.  (4)  
 

 

 
Q69 Have you experienced the scenario where someone (you or a third person) authenticated 
on a smartphone and was observed by an additional person (you or a third person)? Please tick 
all situations (i.e. as victim, attacker, bystander) you experienced in the past. 

 Yes, as the victim.  (1)  

 Yes, as additional bystander.  (2)  

 Yes, as the attacker.  (3)  

 No, I have never experienced such a situation in the real world.  (4)  
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Q70 Please consider the two settings: Entering a PIN on an ATM and entering a PIN/Pattern 
on a smartphone while waiting at the bus station.   
    
Please rate to what extent you agree/disagree with the following two statements: 

 
Strongly 

disagree (1) 
Somewhat 

disagree (2) 

Neither agree 
nor disagree 

(3) 

Somewhat 
agree (4) 

Strongly 
agree (5) 

The ATM 
situation 

studied in this 
study could 
occur in the 
real world in 

a similar way. 
(1)  

o  o  o  o  o  

The bus 
station 

situation 
studied in this 
study could 
occur in the 
real world in 

a similar way. 
(2)  

o  o  o  o  o  

 
 

 

 
 
Q54  
Perception of the Observation Types  
   Which observation experience did you perceive as most similar to observations in the real 
world? 
 
  
  
______ Immersive Virtual Reality Observation (You have been fitted with a virtual reality 
headset and could position yourself in the virtual environment.) (1) 
______ 3D On-Screen Observation (You had full control of the 3D environment on a computer 
screen and could navigate within the virtual environment using keyboard and mouse input.) (2) 
______ Static 2D Observation (You were presented with video recordings of authentications 
that you could not manipulate.) (3) 
 

End of Block: Study: End [A few Questions on Scales/Items + Interview] 
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Semi-structured Interviews

The semi-structured interviews at the end of the study were loosely guided by the following
questions. Questions were asked for all three observation methods: for 2D Video Observations
(i.e., 2DVO), 3D Observations (i.e., 3DVO), and VR Observations (i.e., VRO).

1. Which observation method did you perceive as most similar to observations in the
real world? Why?

2. How did you feel about using [observation method]? What was easy and/or chal-
lenging?

3. In which observation method do you think have you been most successful in terms
of correctly guessed PINs/patterns? Please explain why.

4. Could you please tell us why (or why not) you felt being part of the environment
where the authentication happened?

5. Could you please tell us why (or why not) you had a sense of acting in the virtual
space rather than operating something from the outside?

6. Could you please tell us how the real-world surrounding impacted you while per-
forming the observation task?

7. Please consider the experienced environment and a real-world environment where
you are standing next to a real person and perform the same observation task. What
would be different to what you have just experienced in our study?

8. In which authentication context was it easier for you to perform the observation?
Please explain why.

9. Did you change your observation strategy when attacking PINs vs patterns on the
smartphone? Please explain why.

10. Did you experience any difficulties when attacking PINs compared to patterns (or
vice versa)?

11. Did you change your observation strategy between the smartphone and the ATM?
Please explain why.



350

Participants’ Observation Positions in Smartphone PIN/Pattern

Figure D.1: Participants’ self-selected positions when observing smartphone PIN authentica-
tions. The green observation position represents the expert-defined observation position in
2DVO as a reference.

Figure D.2: Participants’ self-selected positions when observing smartphone pattern authenti-
cations. The green observation position represents the expert-defined observation position in
2DVO as a reference.
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Appendix for the Study in Section 5.4
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VirSec: In-Situ Evaluation of Authentication Schemes Using Virtual Reality 
Please note for participants we slightly modified the title because of the blinded research approach. 

Participant Information Sheet  
 

   Researcher: Florian Mathis f.mathis.1@research.gla.ac.uk 
   Supervisor: Dr. Mohamed Khamis, Mohamed.khamis@glasgow.ac.uk  

                                   (2nd) Dr. Kami Vaniea,  kvaniea@inf.ed.ac.uk 
 

IMPORTANT – Exclusion criteria 
In order to take part in this study, you must meet the following requirements: 

1. Aged 16 or over 
2. No history (personal and family) of epileptic seizures, strokes, or photosensitivity 
3. Not a member of any of the following groups 

a. Pregnant women 
b. The elderly 
c. Sufferers of any serious medical conditions i.e. you fall into one of the following categories 

i. Inpatient care 
ii. Incapacity 

iii. Chronic serious health conditions 
iv. Permanent or long term conditions 
v. Conditions requiring multiple treatments 

d. Sleep deprived 
e. Under the influence of alcohol 
f. Previously suffered concussion or traumatic brain injury 
g. Prone to dizziness from immersive virtual experiences 
h. Sufferers of panic attacks or generalised anxiety disorders which might be provoked by 

wearing headphones / being unable to hear your surroundings 
i. Prone to issues with balance or motor function (i.e. you can walk around a room over the 

course of an hour). 
4. Be comfortable with wearing a head-mounted display (HMD) such as a Oculus Quest 2. 

 
 
 

1. Invitation 

You are being invited to take voluntarily part in a research experiment. Before you decide it is important for 
you to understand why the research is being done and what it will involve. Please take time to read the 
following information carefully and discuss it with others if you wish. Ask us if there is anything that is not 
clear or if you would like more information. Take time to decide whether or not you wish to take part. 

Thank you for reading this.  

2. Purpose of the User Study 

We would like to reach out to you to participate in a paid study examining how users interact with an 
automated-teller-machine (ATM) in the lab and through the help of virtual reality. Your participation is 
voluntary, and you are free to withdraw at any time, without giving any reason, and you are free to omit 
answering any particular question, without providing a reason. The analysis of this experiment will be 
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published at top-tier venues such as CHI, the premier international conference of Human-Computer 
Interaction, SOUPS, Symposium on Usable Privacy and Security, and IEEE VR/ACM VRST. All publications are 
fully anonymised and findings and specific measurements cannot be traced back to you. 

 
3. What will happen to me if I take part? 

You will be fitted with a virtual reality headset such that it sits comfortably on your head, and you can hear 
correctly. This will occur in front of the experimenters’ office (Austria). Note that the entire experiment takes 
place outside and the place is protected from rain. You are tasked to interact with an ATM in the real world 
and in virtual reality. We will introduce you to the different interaction scenarios and to the virtual 
environment that we use for this study. You will then go through the different scenarios and are asked to fill 
in a set of standardised questionnaires which measure your perceived workload, your sense of presence, and 
the system’s usability. We will also add some individual questions to collect additional qualitative data about 
your experience and perception when using the system. 
 
During the study, we will capture the following data: 
Virtual Reality: 

o We are going to record the graphical representation of the entire virtual environment. This 
includes static objects within the environment (e.g., the ATM) and your movements. For all 
recordings we will use appropriate file extensions (e.g., .csv, .txt, .mp4) and store them in 
separate files on our local machine. We will upload the anonymised data (through 
participant ID’s) to the University of Glasgow cloud. 

Real World: 
o We are also going to record you in the real world at times where you interact with our 

system. This may include the recording of a video from different perspectives and/or taking 
photographs. You can see an example of this in the picture below. The picture shows a 
researcher (Florian Mathis) performing a task in virtual reality. Florian is equipped with a VR 
headset (i.e., HTC VIVE and two HTC VIVE controllers). The way we are going to record your 
interactions is similar to the picture below. For this study, we are going to use the Oculus 
Quest 2 without any additional controllers..  

 
 

 
 
 
 
 
 

 
At the end of the study, there will be some additional questions within the context of the experiment. This 
will be in the form of semi-structured interviews. This helps the research team to better understand the 
experience you have undertaken. At the end of each 1h session we will reimburse you with 10€ per hour in 
cash.  
 

4. Why have I been chosen? 

Your participation has been solicited through emails, social media postings, word-of-mouth, notice board 
postings, or a call on Prolific to which you replied. Your participation is voluntary, and you are free to 
withdraw at any time, without giving any reason, and you are free to omit answering any p articular 
question, without providing a reason. 
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5. Conditions and Data Storage 

Each experiment will last for approximately 1 hour. All gathered data during the sessions will be stored 
directly in the University of Glasgow cloud to keep it confidential (https://gla-my.sharepoint.com) or locally. 
In the case where data is stored on your local device (e.g., as .csv or .txt) we ask you at the end of the session 
to send us the corresponding files. Access to the raw data is restricted to the researcher (Florian Mathis) and 
his supervisors (Dr. Mohamed Khamis, Dr. Kami Vaniea) only.  Your data is fully anonymised and there is no 
way to trace it back to you.  The results of the study may appear in a number of published studies, in a 
confidential format where anonymity is preserved. Based on your agreement we will use the data (e.g., 
screenshots, drawings) as video and image material for scientific papers and/or presentations at 
conferences. 

 
6. Data Usage 

The data will be used within our research and is part of Florian Mathis’ Research Phd. We will store the raw 
data in the University of Glasgow cloud (https://gla-my.sharepoint.com). Access to the raw data is restricted 
to the researcher (Florian Mathis) and his supervisors (Dr. Mohamed Khamis, Dr. Kami Vaniea) only. Based 
on the request of participants the data can be destroyed at any point. The data will be kept until beyond the 
end of the Research PhD (up to 10 years) and findings of the experiment might be re-used for additional 
research projects within Florians’ Research PhD. 

 

7. Who has reviewed the study? 

This study adheres to the BPS ethical guidelines, and has been approved by the College of Science and 
Engineering ethics committee of The University of Glasgow. The approved study was also submitted to the 
University of Edinburgh ethics committee as the lead researcher Florian Mathis is part of both universities. 

 

8. Funding and Contact 

This research is supported by the University of Edinburgh and the University of Glasgow jointly funded PhD 
studentships: https://www.gla.ac.uk/research/ourresearchenvironment/prs/uofguofedinphdstudentships/ 

The project has been reviewed and approved by the Research Ethics Committee in the School of Computing 
Science at the University of Glasgow. For further information please feel free to get in touch with the 
researcher f.mathis.1@research.gla.ac.uk (or via phone: +447402698437).  
 
Whilst you are free to discuss your participation in this study with the researcher, if you would like to speak 
to someone not involved in the study, you may contact the Ethics Committee at 
Christoph.Scheepers@glasgow.ac.uk. 
 
For further information, or if you wish to receive a summary of the findings of this experiment at a later 
date, please contact the researcher or the supervisor of this project, details listed below. 
 
 
 
 
Data Protection and Confidentiality 
Your data will be processed in accordance with the Data Protection Act 1998 (up until 24th May 2018) and the General Data 
Protection Regulation 2016 (GDPR) thereafter. All information collected about you will be kept strictly confidential. Unless they are 
anonymised in our records, your data will be referred to by a unique participant number rather than by name. If you consent to being 
audio recorded, all recordings will be destroyed once they have been transcribed. Your data will only be viewed by the 
researcher/research team. All electronic data will be stored on a password-protected computer file within the School of Computing 
Science. All paper records will be stored in a locked filing cabinet within the School of Computing Science. Your consent information 
will be kept separately from your responses in order to minimise risk in the event of a data breach. 
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Data Protection Rights 
University of Glasgow is a Data Controller for the information you provide. You have the right to access information held about you. 
Your right of access can be exercised in accordance with the Data Protection Act 1998 (up until 24th May 2018) and the General Data 
Protection Regulation thereafter. You also have other rights including rights of correction, erasure, objection, and data portability. For 
more details, including the right to lodge a complaint with the Information Commissioner’s Office, please visit www.ico.org.uk. 
Questions, comments and requests about your personal data can also be sent to the University Data Protection Officer - dp@gla.ac.uk 
(https://www.gla.ac.uk/myglasgow/dpfoioffice/contact/) 
 
 
 
Thank you for volunteering to take part in this study. If there are any questions or issues, or if you wish to 
receive a summary of the findings of this experiment at a later date, please feel free to get in touch with the 
researcher at any time. 
 
Researcher                                                                       1st  Supervisor  (University of Glasgow) 
Florian Mathis                                                                                     Dr. Mohamed Khamis 
Email: f.mathis.1@research.gla.ac.uk                         Email: Mohamed.Khamis@glasgow.ac.uk 
Tel: +44 7402698437                                                                          Tel: +44 (0) 1413308078 
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CONSENT FORM 

 

Title of Experiment: In-Situ Evaluation of Authentication Schemes Using Virtual Reality 

Experimenter details: Florian Mathis (f.mathis.1@research.gla.ac.uk, +44 (0) 7402698437) 

Supervisor details: Dr. Mohamed Khamis (Mohamed.khamis@glasgow.ac.uk) 
             Dr. Kami Vaniea  (kvaniea@inf.ed.ac.uk) 
 

Before agreeing to this consent form, you should have been given an information sheet to read, 
which outlines exclusion criteria and explains the general purpose of this experiment and the tasks it 
involves.  If you did not receive this, please inform the researcher (Florian Mathis, 
f.mathis.1@research.gla.ac.uk). Please tick the box after each statement to indicate that you have 
read and understand the statement, and that you agree with it. 

 If you agree with the 
statement on the left 
please tick the box 
below. 

1.  I confirm that I have read and understand the Participant 
Information sheet, and understand my Data Protection Rights under 
GPDR for the above study, and have had the opportunity to ask 
questions. 

 

2. I understand that my participation is voluntary and that I am free to 
withdraw at any time, without giving any reason, and am free to omit 
answering any particular question, without providing a reason. 

 

3. I give consent for my actions to be recorded (audio and video) during 
the study.  

 

4. I understand that all data collected from me will be treated 
confidentially and anonymized, will be seen in its raw form only by 
the experimenters, and if published will not be identifiable as coming 
from me. 

 

5. I agree that the researchers can use video recordings for public 
outreach, for instance, showing parts of the recordings at conference 
venues and/or use the material in videos and publications to 
showcase the system. 

 

6. By agreeing to take part in this study I also agree that recordings and 
data can be used for follow-up evaluations by researchers in the 
school of computing science and their collaborators.  

 

7. I agree that the researchers are allowed to archive all data taken 
during the experiment (e.g., video recordings with a camera in the 
real world) in online repositories such as Enlighten: Research Data: 
http://researchdata.gla.ac.uk/. I am aware of the fact that I can get in 
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touch with the researchers at any time to demand the deletion or 
retrieval of these recordings. 

8. I agree to take part in the above study (In-Situ Evaluation of 
Authentication Schemes Through Virtual Reality). 

 

               

                

 

This study has been approved by the Ethics Committee. 

By signing this form, you have read the conditions stated above and agree to take part in the study. 
 
FULL NAME: _______________________________________________________ 
 
SIGNATURE: _______________________________________________________ 
 
DATE and PLACE:               _______________________________________________________ 
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Please rank the ATM experiences according to their realism. The most realistic scenario should be 

ranked first (1) whereas the least realistic scenario should be ranked last (5).  

 

SCENARIO    RANK:  

LAB-BASED REAL WORLD ATM Rank:  

LAB-BASED REAL WORLD LAB Rank: 

VIRTUAL REALITY LAB Rank: 

VIRTUAL REALITY ATM (SAME ENVIRONMENT AS IN 

THE REAL WORLD)  

Rank: 

VIRTUAL REALITY ATM PUBLIC (WITH BYSTANDERS) Rank: 
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STUDYING ATM  INTERACTION IN 
THE LAB AND IN V IRTUAL REALITY

University of Glasgow and University of Edinburgh

Flor ian Mathis , flor ian.mathis@glasgow.ac.uk

August 2021

An automated teller machine (ATM) is an electronic banking outlet …

STUDY SCENARIO

``Your PIN for your credit card is:<aColorPIN>.As a customer, you now want

to login to your account using card and PIN code so that you can withdraw <N
€> in cash. After entering your PIN, youexpect that the systemprovides you with

the requested cash and spits out the money. Please withdraw <N €> in cash
and than put the credit card and the cash into your pocket.''
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COLORPIN INTRODUCTION

<CO LORPIN>

<CO LORPIN>

PIN: 1 2 3 4
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<CO LORPIN>

PIN: 1 2 3 4
Digit: 1

Color : Black

Press : U

<CO LORPIN>

PIN: 1 2 3 4
Digit: 2

Color : Red

Press : K

<CO LORPIN> PAPER IMAGE

PIN : 1 2 3 4

Digit: 2

Color : Red

Press : K

Digit: 1

Color : Black

Press : U

Digit: 4

Color :  Black

Pres s : SDigit: 3

Color :  White

Press : Z
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<CO LORPIN>

PIN: 1 2 3 4
Digit: 3

Color :  White

Press : Z

<CO LORPIN>

Digit: 4

Color :  Black

Pres s : S

PIN: 1 2 3 4

COLORPIN EXAMPLE
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EXA M PLE: <COLORPIN>

3 2 9 8
Digit: 3

Color :  Black

Press : J

EXA M PLE: <COLORPIN>

Digit: 2

Color :  Red

Press : K

3 2 9 8
Digit: 3

Color :  Black

Press : J

EXA M PLE: <COLORPIN>

Digit: 9

Color :  White

Press : G

3 2 9 8
Digit: 2

Color :  Red

Press : K

Digit: 3

Color :  Black

Press : J
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EXA M PLE: <COLORPIN>

Digit: 8

Color :  Black

Press : U

3 2 9 8
Digit: 3

Color :  Black

Press : J

Digit: 2

Color :  Red

Press : K

Digit: 9

Color :  White

Press : G

ATM INTRODUCTION

TH E  ATM

User Interface Enter credit card

Withdraw cash

PIN entry
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ATM‘S USER INTERFACE

ATM‘S USER INTERFACE

ATM‘S USER INTERFACE
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ATM‘S USER INTERFACE

ATM‘S USER INTERFACE

ATM‘S USER INTERFACE
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QUESTIONS?
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Structured Interview: Authentication Scenario

Statements (*) are answered on 5-point Likert scales (Strongly Disagree – Strongly Agree).

1. Please walk us, in detail, through the task you have just experienced.

2. What was your main goal? Please explain why.

3. What were the tasks that were required to achieve that goal?

4. What (if any) is the difference between withdrawing cash at a real-world bank ATM
and what you have just experienced?

5. If participants‘ cash withdrawal was not successful (e.g., wrong PIN): What were
the main difficulties when trying to withdraw the amount of cash we asked you to
withdraw?

6. “While completing the task, I felt I was part of a laboratory study.” *

7. “I was aware of the experimenter during the task.” *

8. “The experimenter’s presence impacted my performance negatively. ” *

9. “The experimenter’s presence impacted my behaviour. ” *

10. “I found that recalling the PIN made it more challenging to complete the other cash
withdrawal steps. ” *

11. “I found that the other cash withdrawal steps made it more challenging to recall the
correct PIN. ” *

Semi-structured Interview

We used a semi-structured interview approach at the end of the study. The following questions
were used to roughly ask the same questions to all participants but due to the nature of a
semi-structured interview approach the questions differed across the participants.

1. Could you please walk us through your ranking on: “Which experience did you
perceive as most similar to using an ATM in the real world?”

2. How did you feel about interacting with the ATM in the real world? What was easy
and/or challenging?

3. How did you feel about interacting with the ATM in virtual reality? What was easy
and/or challenging?

4. Please consider the experienced environment and a real-world environment where
you are standing in front of an ATM. What would be different to what you have just
experienced in:
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(a) our real-world part of the study?

(b) our VR part of the study?

5. Did the amount of cash you had to withdraw impact your authentication behaviour?
If so, how?

6. Do you regularly shield your PIN entry when using an ATM in the real world?

7. If yes to 6): How do you shield your PIN entry?

8. Did you shield your PIN entry in the study? Why? Why not?

9. If yes to 8): How did you shield your PIN entry in the study?

10. What do you think this study is about?

Raw NASA-TLX Scores for Each Subdimension

Table D.1: The individual dimensions of the NASA-TLX scores. No post-hoc tests on the
level of each dimension were performed due to the lack of significance of the overall mean
raw NASA-TLX scores. Scores represent the means and the standard deviations.

NASA-TLX (1) RW Lab (2) RW ATM (3) VR Lab (4) VR ATM (5) VR ATM Public

Mental (ColorPIN only) 44.00 (29.18) 59.50 (28.85) 41.75 (28.38) 58.25 (26.38) 61.50(25.70)

N
o

si
gn

ifi
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nt
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ai
n

ef
fe
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s
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th

e
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A

SA
-T

L
X
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.

Mental (ATM + ColorPIN) n/a 39.00 (28.31) n/a 50.00 (32.71) 58.25 (27.81)
Physical (ColorPIN only) 9.25 (9.91) 10.25 (11.34) 19.00 (20.10) 13.25 (19.38) 19.00 (18.68)

Physical (ATM + ColorPIN) n/a 15.75 (18.05) n/a 22.25 (21.12) 23.50 (18.38)
Temporal (ColorPIN only) 33.25 (31.32) 24.50 (24.89) 25.25 (26.90) 25.00 (27.88) 30.75 (27.31)

Temporal (ATM + ColorPIN) n/a 25.50 (24.59) n/a 22.75 (26.05) 39.50 (22.13)
Performance (ColorPIN only) 34.75 (39.48) 31.25 (35.53) 27.25 (33.30) 23.00 (32.65) 33.00 (33.44)

Performance (ATM + ColorPIN) n/a 37.25 (35.62) n/a 31.50 (35.11) 33.25 (34.14)
Effort (ColorPIN only) 42.25 (27.36) 44.00 (32.58) 43.00 (30.47) 44.25 (26.80) 55.25 (24.47)

Effort (ATM + ColorPIN) n/a 44.75 (25.57) n/a 50.00 (25.45) 51.25 (24.02)
Frustration (ColorPIN only) 27.25 (21.24) 36.50 (28.86) 34.00 (28.09) 34.5 (27.88) 40.75 (25.85)

Frustration (ATM + ColorPIN) n/a 37.00 (26.29) n/a 34.50 (25.59) 39.50 (22.63)
Overall Workload Score (ColorPIN only) 31.79 (30.48) 34.33 (32.03) 31.71 (29.49) 33.04 (30.91) 40.04 (30.03) p> 0.05

Overall Workload Score (ATM + ColorPIN) n/a 33.21 (28.60) n/a 35.17 (30.29) 40.88 (27.78) p> 0.05



370

Appendix E

Appendix for Chapter 6



  
 

Florian Mathis 
florian.mathis@glasgow.ac.uk  

 
 

          Participant Information Sheet 
 
 
Title of Experiment: In Situ Evaluation of Authentication Schemes Using Virtual Reality 

Experimenter details: Florian Mathis (f.mathis.1@research.gla.ac.uk, +44 (0) 7402698437) 

Supervisor details: Dr. Mohamed Khamis (Mohamed.khamis@glasgow.ac.uk) 

                                   Dr. Kami Vaniea  (kvaniea@inf.ed.ac.uk) 

 
IMPORTANT – Exclusion criteria 
In order to take part in this study, you must meet the following requirements: 

1. Aged 16 or over 
2. Access to an Oculus Quest 1 or Quest 2 and at least 1.5m free walking space in all four directions 

(left, right, front, back) 
3. No history (personal and family) of epileptic seizures, strokes, or photosensitivity 
4. Not a member of any of the following groups 

a. Pregnant women 
b. The elderly 
c. Sufferers of any serious medical conditions i.e. you fall into one of the following categories 

i. Inpatient care 
ii. Incapacity 

iii. Chronic serious health conditions 
iv. Permanent or long term conditions 
v. Conditions requiring multiple treatments 

d. Sleep deprived 
e. Under the influence of alcohol 
f. Previously suffered concussion or traumatic brain injury 
g. Prone to dizziness from immersive virtual experiences 
h. Sufferers of panic attacks or generalised anxiety disorders which might be provoked by 

wearing headphones / being unable to hear your surroundings 
i. Prone to issues with balance or motor function (i.e. you can walk around a room over the 

course of an hour). 
5. Be comfortable with wearing your own Oculus Quest 1/2 for several minutes. 
6. Be comfortable with filling in a survey and interacting with a VR environment. Note that the 

interaction with the virtual environment is without any additional controllers (hand tracking only). 
7. Be comfortable with installing a virtual reality application (.apk) on your Oculus Quest 1 or Quest 2 
8. Be comfortable with being on a Zoom/Skype call (https://zoom.us/, https://www.skype.com/en/) 

with a researcher from the University of Glasgow for the duration of the user study. 
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Participant Information Sheet



  
 

Florian Mathis 
florian.mathis@glasgow.ac.uk  

 
 

1. Invitation 

Thank you for your interest in participating in this study about automated-teller-machine (ATM) 
authentication and virtual reality (VR). You are being invited to take part in this research study. Before you 
decide to take part it is important for you to understand why this research is being done and what it will 
involve. Please take time to read the following information carefully. If you have any questions regarding this 
research please feel free to ask the experimenter Florian Mathis (florian.mathis@glasgow.ac.uk). 

 

 
Fig. The figure shows a user entering their credit card into an automated-teller-machine (ATM) to withdraw cash. 

2. Purpose of the User Study 

We would like to reach out to you to participate in a paid study. Your participation is voluntary, and you are 
free to withdraw at any time, without giving any reason, and you are free to omit answering any particular 
question, without providing a reason. The analysis of this experiment is part of Florian's PhD and will be 
published at top-tier venues such as CHI, the premier international conference of Human-Computer 
Interaction, SOUPS, Symposium on Usable Privacy and Security, and IEEE VR. All publications are fully 
anonymised and findings and specific measurements cannot be traced back to you. 

3. What will happen to me if I take part? 

You are going to interact with four different authentication schemes in a virtual environment. You will be 
asked to roleplay an ATM cash withdrawal scenario and use the four authentication systems to authenticate. 
They are a) traditional 4-digit PIN Authentication, b) Glass Unlock Authentication, an authentication system 
that shows the key-pad layout on the visual private channel of augmented reality glasses, c) Hand Menu 
Authentication, an authentication system that leverages augmented reality glasses for mid-air touch input 
next to the user's palm, and d) Tap Authentication, an authentication system that leverages augmented 
reality glasses to map the digits (0-9) to the user's fingers.  
 
For the user study, you will be fitted with a virtual reality headset (your own Oculus Quest 1/2) such that it 
sits comfortably on your head. After each task (e.g., authenticating using one of the four authentication 
systems), you are asked a few questions that are part of standardised in-VR questionnaires. We conclude the 
study with a semi-structured interview and some follow-up questions on Qualtrics. 
 

4. Why have I been chosen? 

Your participation has been solicited through social media, mailing lists, and word-of-mouth. By completing 
this study you will receive an Amazon voucher € 15 (in your local currency). You will also be given the 
opportunity to find out more about this research at the end of the study. Please note that to receive the 
reimbursement we ask you to copy the collected data from your VR headset to your PC and send us the data 
by uploading it to a shared folder that is stored on the University of Glasgow cloud. 
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Florian Mathis 
florian.mathis@glasgow.ac.uk  

 
 

5. Conditions and Data Storage 

Each experiment will last for approximately 1 hour (+ some additional time for the preparation of the 
headset in advance of the actual user study). All gathered data during the session will be stored in the 
University of Glasgow and University of Edinburgh cloud to keep it confidential. Access to the raw data is 
restricted to the researcher (Florian Mathis) and his supervisors (Dr. Mohamed Khamis, Dr. Kami Vaniea) 
only.  Data is fully anonymised and there is no way to trace it back to you.  The results of the study may 
appear in a number of published studies, in a confidential format where anonymity is preserved. Based on 
your agreement we will use findings for scientific papers and/or presentations at conferences. Based on the 
request of participants the data can be destroyed at any point. The data will be kept until beyond the end of 
the Research PhD (up to 10 years) and findings of the experiment might be re-used for additional research 
projects within Florian`s research. 

6. Who has reviewed the study? 

This study adheres to the BPS ethical guidelines, and has been approved by the College of Science and 
Engineering ethics committee of The University of Glasgow.  

7. Funding and Contact 

This research is supported by the University of Edinburgh and the University of Glasgow jointly funded PhD 
studentships: https://www.gla.ac.uk/research/ourresearchenvironment/prs/uofguofedinphdstudentships/ 

The project has been reviewed and approved by the Research Ethics Committee in the School of Computing 
Science at the University of Glasgow. For further information please feel free to get in touch with the 
researcher f.mathis.1@research.gla.ac.uk (or via phone: +447402698437).  
 
Whilst you are free to discuss your participation in this study with the researcher, if you would like to speak 
to someone not involved in the study, you may contact the Ethics Committee at 
Christoph.Scheepers@glasgow.ac.uk. 
 
For further information, or if you wish to receive a summary of the findings of this experiment at a later 
date, please contact the researcher or the supervisor of this project, details listed below. 
 
Data Protection and Confidentiality 
Your data will be processed in accordance with the Data Protection Act 1998 (up until 24th May 2018) and the General Data Protection Regulation 
2016 (GDPR) thereafter. All information collected about you will be kept strictly confidential. Unless they are anonymised in our records, your data 
will be referred to by a unique participant number rather than by name. If you consent to being audio recorded, all recordings will be destroyed once 
they have been transcribed. Your data will only be viewed by the researcher/research team. All electronic data will be stored on a password-protected 
computer file within the School of Computing Science. All paper records will be stored in a locked filing cabinet within the School of Computing 
Science. Your consent information will be kept separately from your responses in order to minimise risk in the event of a data breach. 
 
Data Protection Rights 
University of Glasgow is a Data Controller for the information you provide. You have the right to access information held about you. Your right of 
access can be exercised in accordance with the Data Protection Act 1998 (up until 24th May 2018) and the General Data Protection Regulation 
thereafter. You also have other rights including rights of correction, erasure, objection, and data portability. For more details, including the right to 
lodge a complaint with the Information Commissioner’s Office, please visit www.ico.org.uk. Questions, comments and requests about your personal 
data can also be sent to the University Data Protection Officer - dp@gla.ac.uk (https://www.gla.ac.uk/myglasgow/dpfoioffice/contact/) 
 
 
Thank you for volunteering to take part in this study. If there are any questions or issues, or if you wish to 
receive a summary of the findings of this experiment at a later date, please feel free to get in touch with the 
researcher at any time. 
 
Researcher                                                                       1st  Supervisor  (University of Glasgow) 
Florian Mathis                                                                               Dr. Mohamed Khamis 
Email: florian.mathis@glasgow.ac.uk                                      Email: Mohamed.Khamis@glasgow.ac.uk 
Tel: +44 7402698437                                                                   Tel: +44 (0) 1413308078 
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CONSENT FORM  

 

Note that this consent form will be distributed to participants who have already agreed to participate in the study in 
advance of the study. This means that participants provided their consent to take part in the study prior to the actual user 

study and will have the chance to get in touch with the lead researcher if there are any further questions. 

Title of Experiment: In-Situ Evaluation of Authentication Schemes Using Virtual Reality 

Experimenter details: Florian Mathis (f.mathis.1@research.gla.ac.uk, +44 (0) 7402698437) 

Supervisor details: Dr. Mohamed Khamis (Mohamed.khamis@glasgow.ac.uk) 
            Dr. Kami Vaniea  (kvaniea@inf.ed.ac.uk) 
 

Before agreeing to this consent form, you should have been given an information sheet to read, 
which outlines exclusion criteria and explains the general purpose of this experiment and the tasks it 
involves.  If you did not receive this, please inform the researcher (Florian Mathis, 
f.mathis.1@research.gla.ac.uk). Please tick the box after each statement to indicate that you have 
read and understand the statement, and that you agree with it. 

 If you agree with the 
statement on the left 
please tick the box 
below. 

1.  I confirm that I have read and understand the Participant 
Information sheet, and understand my Data Protection Rights under 
GPDR for the above study, and have had the opportunity to ask 
questions. 

 

2. I understand that my participation is voluntary and that I am free to 
withdraw at any time, without giving any reason, and am free to omit 
answering any particular question, without providing a reason. 

 

3. I give consent for my actions to be recorded (user inputs in specific 
text-fields, audio recording) during the study. Note that the recording 
is two-fold: (1) We will record the audio of the Zoom/Skype call for 
follow up analysis, and (2) we ask you to record your virtual reality 
view locally on your headset (using the built-in recording: 
https://www.roadtovr.com/increase-video-capture-resolution-quest-2-recording-

quality/).  

 

4. I understand that all data collected from me will be treated 
confidentially and anonymized, will be seen in its raw form only by 
the experimenters, and if published will not be identifiable as coming 
from me. 

 

5. I agree that the researchers can use the virtual reality recordings (no 
audio) for public outreach. For example, to show parts of the 
recordings at conference venues and/or use the material in videos 
and publications to showcase the system. 
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6. By agreeing to take part in this study I also agree that recordings and 
data can be used for follow-up evaluations by researchers in the 
school of computing science and their collaborators (e.g., Dr. Kami 
Vaniea from the University of Edinburgh).  

 

7. I agree that the researchers are allowed to archive all data taken 
during the experiment in online repositories such as Enlighten: 
Research Data: http://researchdata.gla.ac.uk/. I am aware of the fact 
that I can get in touch with the researchers at any time to demand the 
deletion or retrieval of these recordings. 

 

 

                 

8. I agree to take part in the above online virtual reality study (In-Situ 
Evaluation of Authentication Schemes Through Virtual Reality). 

 

               

                

 

This study has been approved by the Ethics Committee. 

By signing this form, you have read the conditions stated above and agree to take part in the study. 
 
FULL NAME: _______________________________________________________ 
 
SIGNATURE: _______________________________________________________ 
 
DATE and PLACE:               _______________________________________________________ 
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 Page 1 of 4

[Post-Study Questionnaire] Ranking 
 

 

Start of Block: Study ID 

 
Q4 Please enter your study ID here. 

________________________________________________________________ 
 

End of Block: Study ID 
 

Start of Block: Ranking of the Authentication Systems 
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Ranking



 

 Page 2 of 4

Q499 Please rank the authentication systems based on your perceived usability. The most 
usable authentication method should be ranked 1 (top) and the least usable authentication 
method should be ranked 4 (bottom).  
    
Authentication Systems    

 
 
______ Traditional 4-digit PIN Authentication (1) 
______ Glass Unlock Authentication (2) 
______ Hand Menu Authentication (3) 
______ Tap Authentication (4) 
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 Page 3 of 4

Q500 Please rank the authentication systems based on your perceived security. The most 
secure authentication method should be ranked 1 (top) and the least secure authentication 
method should be ranked 4 (bottom). Note that with the term security we refer to the system`s 
resistance against shoulder surfing, i.e. a bystander observers you authenticating in front of the 
cash machine (see below).  
 
 Authentication Systems   

 
 
______ Traditional 4-digit PIN Authentication (1) 
______ Glass Unlock Authentication (2) 
______ Hand Menu Authentication (3) 
______ Tap Authentication (4) 
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 Page 4 of 4

Q501 Please rank the authentication systems based on your combined perceived usability 
and security. Note that this means that the authentication method you would like to use when 
authenticating in the public (e.g. on a cash machine) should be ranked 1 (top) and the 
authentication method you disliked should be on rank 4 (bottom).  
    
Authentication Systems   

 
 
______ Traditional 4-digit PIN Authentication (1) 
______ Glass Unlock Authentication (2) 
______ Hand Menu Authentication (3) 
______ Tap Authentication (4) 
 

End of Block: Ranking of the Authentication Systems 
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Dear Participant,   

   

Thanks a lot for showing interesting in our remote virtual reality (VR) user study. We scheduled a 
zoom session for your selected time slot on Wednesday 17 November at 1pm (GMT). You can join 
via Zoom using the following link: https://uofglasgow.zoom.us/my/florianmathis   

   

Todo *before* the Zoom session:   

You can find a participant information sheet and a consent form attached to this document. It would 
be great if you can return the signed consent form and the filled in pre-study questionnaire in 
advance of the user study (at least 1 day prior to the user study). Your unique ID is: 3 

1. Return the signed consent form (consent_form.pdf)   
2. Fill in the pre-study questionnaire (ID: 3 

https://edinburghinformatics.eu.qualtrics.com/jfe/form/SV_3qQ3FVU27Ng3qh8)   
3. Make sure that you have at least 250MB storage space available on your Oculus Quest. 

Ideally, you would have 3 GB storage space available to be able to record your VR view for 
the duration of the user study. However, the .apk requires at least 250 MB and the 
additional storage space is optional if casting your Oculus Quest view to the browser works 
(see point 8 and the instructions in installation.pdf).   

4. Sideload/Install our study .apk on your Oculus Quest 1 / 2. For instructions please refer to 
installation.pdf.   

2. Download Link of our study application: https://gla-
my.sharepoint.com/:f:/g/personal/2475191m_student_gla_ac_uk/EsriHqmuZgtLvynTSDPu1
bYBF_YGq8nGTBFy8GgM91sxCw?e=eblMdt  

6. Enable Oculus` hand tracking. For instructions, please refer to installation.pdf.   
7. Make sure that you have enough room space during the user study (1m to the left, right, 

front back). You are not required to walk around, but we want to make sure that there is 
enough space around you to interact with our systems and to ensure your safety. If you have 
used your VR headset before while standing this should be no problem. You can re-center 
your view during the study as described in safety.pdf.   

8. If you have successfully installed our .apk on your Quest please launch the application for a 
few seconds to see if your Quest is correctly setup. Please close the application after a few 
seconds. See the example view (example.jpg) that shows how the environment should look 
like in terms of size and your position. If your height is off, please make sure your Quests` 
floor level is correctly set up (see https://support.oculus.com/guardian/ or go to Settings > 
Guardian > Set Floor Level).    

9. You can call the menu by looking at your palm (right hand) at eye level, then hold your 
thumb and index finger together until the Oculus icon fills up, then release. See 
installation.pdf for further instructions or https://support.oculus.com/articles/headsets-and-
accessories/controllers-and-hand-tracking/hand-tracking-quest-2.    

10. Check if casting your Oculus Quest view to the browser works. For instructions, please refer 
to installation.pdf   

11. If you experience any issues installing the application on your VR headset please get in touch 
with the lead researcher, florian.mathis@glasgow.ac.uk.    
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12. Make sure that your VR headset is charged and that the room you use for the user study is 
well-lit. Please block out any sun rays coming in from the outside as this can have an impact 
on the accuracy of your headset`s hand tracking.    

   

Todo *during* the Zoom session:   

Join the Zoom session on your PC/laptop on the scheduled time slot. Please make sure that you have 
your Oculus Quest (as configured according to the instructions) next to you – ideally fully charged.   

Day: Wednesday 17 November  

Time: 1pm (GMT)   

Zoom Link to join: https://uofglasgow.zoom.us/my/florianmathis    

   

Todo *after* the Zoom session:    

Please make sure that you upload all files (see PostStudy_Datatransfer.pdf) at the end of the study 
to our internal University of Glasgow cloud: https://gla-
my.sharepoint.com/:f:/g/personal/2475191m_student_gla_ac_uk/Euv7jrOu7WBPkAR1nVf8Dd0BA4
Y--mJQCh31cPbDLfMBDQ?e=V3sRz5  

  

We are looking forward to talking to you! Thanks a lot already for your help.   

   

Best regards,   

Florian 
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Studying Novel ATM Authentication Systems in Virtual Reality 

How to: Install Study Application (.apk) on your device 

Step 0) Preparing the Headset, your PC, and your Oculus Account. 

Make sure that you have a USB cable to connect your Quest to your computer. The charging cable 
that ships with the Quest is sufficient here (USB-C connector on both ends). If your computer has a 
USB-C port, you can use that. Otherwise you need a USB-C to USB-A adapter (default USB slot). 
Please make sure that you have at least 250MB storage space available on your Oculus Quest. 
Ideally, you would have 3 GB storage space available to be able to record your VR view for the 
duration of the user study. However, this is optional as we plan to use Oculus casting via Zoom`s 
screen sharing option. To check how much space is left on your Quest 2 or Quest: 1) Put on your 
headset. 2) Select Settings from the bottom toolbar menu. 3) Select Storage. 

 

Enable Developer Mode 

1) To use your Quest in developer mode, which is required for sideloading our app, you will need to 
register as a developer organization first. Note this is completely free. 

 Visit https://dashboard.oculus.com/organizations/create/ and make sure you are logged into the 
same Oculus account that your Quest is using. Enter a new organization name and tick “I 
understand” box to agree to the Oculus Terms of Service.  

2) Turn on your quest and go to the Oculus app on your phone that is linked to your Oculus Quest. 
 a) Open the oculus app and tap “Settings” in the bottom right. 

b) Locate your Oculus Quest listed in the Settings tab, and make sure it reads ‘Connected. (If 
the app can not connect to your Quest, you may need to top on the Quest in settings to try 
and manually make the app connect. If it still can’t connect, make sure your Quest is turned 
on, and your phone has Bluetooth and WiFi turned on as well) 
c) Tap on the arrow button next to your device, to reveal more options 
d) Tap the ‘More Settings’ button 
e) Tap on ‘Developer Mode’ 
f) Flick the switch to On instead of Off 
g) Reboot your Quest–hold down the power button on the side and select ‘Power Off’ or

  ‘Restart’.  
 

After rebooting, your Quest should be in Developer Mode. 
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STEP 1) Install APK     

If you are not experienced with installing third-party applications on your Quest 1/2, please find 
some quick steps here. If you prefer to sideload our .apk using SideQuest please have a look at the 
procedure here: https://uploadvr.com/sideloading-quest-how-to/.     

Step 1.1) Turn on the Oculus     

Step 1.2) Open the Oculus app and go to 'Settings'     

Step 1.3) Connect to your device and go to 'More Settings'     

Step 1.4) Enable the 'Developer Mode'     

Step 1.5) Install ADB (Android Debug Bridge), for more info and instruction see 
https://developer.android.com/studio/releases/platform-tools and 
https://developer.android.com/studio/command-line/adb       

Step 1.6) Download the APK file (link in email)     

Step 1.7) Open the CMD/Terminal and navigate to the folder     

Step 1.8) Connect your device with the USB cable and allow permission in Oculus, when asked.  

Step 1.9) Check that the device is connected/listed with the command adb devices   

Step 1.10) Install the .apk file with adb install <apk-path>  

 

 

Please verify that the installation was successful by heading to Apps > "Unknown Sources" on your 
VR headset and see if the study apk shows up there.  
 
Please do not launch the application until the user study session. 

 

STEP 2) Configure Oculus Quest     

We use Oculus` integrated hand tracking for the duration of our study. If you have never used hand 
tracking before, please make sure that you enabled it on your Quest  

Step 2.1) Press  on your right Touch controller to pull up your universal menu.   

Step 2.2) Hover over the clock on the left-hand side of the universal menu. When Quick Settings 
appears, select it to open the Quick Settings panel.     
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Step 2.3) Select   *Settings* in the top-right corner.     

Step 2.4) Select *Device* from the left menu, then select *Hands and Controllers*.   

Step 2.5) Select the toggle next to *Hand Tracking* to turn it on or off.     

Once you have enabled Oculus` Hand tracking there are following gestures possible: 

Gestures What it is used for How to do it  
Point and pinch 
 

To select something 
 

When the cursor appears, 
point your hand at what you 
want to select. Then pinch  
your thumb and finger  
together to select it. 
 

 
Source: Oculus Hand Tracking 

Palm pinch 
 

Brings you back to  
your Oculus Home 
menu. 
 

Look at your palm at eye 
level, then hold your thumb 
and index finger together 
until the Oculus icon fills up, 
then release. 
 

 
Source: Oculus Hand Tracking 

 

Please see Oculus Quest 2 Hand Tracking Gestures for more information. Source of the images: 
https://support.oculus.com/articles/headsets-and-accessories/controllers-and-hand-tracking/hand-tracking-quest-2 
(updated link: https://www.meta.com/en-gb/help/quest/articles/headsets-and-accessories/controllers-and-hand-
tracking/hand-tracking-quest-2/) 
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STEP 3) Cast your Oculus Quest view 

Please make sure this works in advance of the user study. You can cast your VR view to your PC for 
a few seconds to see if the setup works. 

Step 3.1) Navigate to https://www.oculus.com/casting and login using your Oculus Quest 1 / 2 
account.  

Step 3.2) Slip on your Quest/Quest 2 headset and select the “Share” option located in the Oculus 
universal menu. 

Step 3.3) Click on “Cast” and select the desired PC (= computer) on your list of available devices. 

 
source: https://www.technipages.com/vr-oculus-quest-2-how-to-cast-to-a-mobile and https://www.techadvisor.com/article/744793/how-to-take-a-screenshot-on-the-oculus-quest-2.html  

After the Study 

In order to reset your system to the default settings you need to do the following steps: 

1) Uninstall our .apk:   

 

1.1) Head to Apps > Unknown Sources 
1.2) Hover over the … Menu next to our .apk name. 
1.3) Remove the application from your VR device by pressing “Uninstall”.  

2) Disable Hand tracking:  

2.1) Press on your right Touch controller to pull up your universal menu. 

2.2) Hover over the clock on the left-hand side of the universal menu. When Quick Settings appears, 
select it to open the Quick Settings panel. 

2.3) Select Settings in the top-right corner. 

2.4) Select Device from the left menu, then select Hands and Controllers. 

2.5) Select the toggle next to Hand Tracking to turn it off. 
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3) Disable Developer Mode: 

Turn on your Quest headset and open the Oculus app on the Android or iOS device you used to set 
up your Quest. 

 
Follow these steps to enable Developer mode on your Quest: 

1. Tap Settings (bottom-right) 
2. Select your connected Quest from the device list and connect to it 
3. Tap More Settings which appears below your Quest in the device list 
4. Tap Developer Mode 
5. Tap the switch to disable developer mode 
6. Exit Settings on the app & reboot your Quest using the right-side power button 

 

If there are any other questions please get in touch with the lead researcher: florian.mathis@glasgow.ac.uk 
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Studying Novel ATM Authentication Systems in Virtual Reality  

 Safety Instructions 

 

Please make sure that you have a play area by at least 1 by 1 metre (3 by 3 feet). We also 
recommend enabling the Guardian due to safety reasons. Note that if you use your Oculus 
Quest for Games etc. your settings should already be sufficient.  
 
For further safety instructions please refer to: https://www.oculus.com/safety-center/quest/  
and https://support.oculus.com/guardian/  
 
Please note that our study does not require you to move around, but we want to make sure 
that there is enough space for you to interact with our authentication systems in a safe way. 
 
How to Reset the Direction You’re Facing 

To reset your view, look straight ahead in the direction you want 
to be the center of your view. Then make a “Palm pinch gesture”. 
In your headset, you’ll see the Oculus logo appear with a quickly 
filling white ring around it. Once the ring reaches all the way 
around the Oculus logo, which will take a couple of seconds, you 

will see the universal menu. You can then press *Reset 
View* with a default pinch gesture.  

 

 

 

 

 

 

 

 

Source: Oculus Hand Tracking 
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Studying Novel ATM Authentication Systems in Virtual Reality 

Data Transfer 

Thanks a lot for participating in our user study. For the final step, and to receive the reimbursement, 
we would like to ask  you to send us the collected data that we stored on your Oculus Quest 1 / 2. 

1) Start your Oculus Quest 1 / 2. 

2) Plug your USB-C link cable into a USB-C port on your PC, then plug the other end into your 
headset. 

3) A message is displayed in VR on your headset prompting you to Allow access to data. Select 
Allow.  

4) Navigate to your PC and select your Quest: Quest 2 > Internal shared storage > Android > data 

5) Open the “com.floUofG.TouchlessAuthenticationonPublicDisplays” folder. 

6) Make a copy of all .csv files and store them directly in the University of Glasgow cloud. You 
should have received the upload link at the end of the user study and can also find it in the initial 
email sent by the experimenter (Subject: “Authentication on Public Displays: User Study”). Once you 
have uploaded all files, please get in touch with the experimenter:  florian.mathis@glasgow.ac.uk. 
Please do not delete the data from your Quest until the experimenter checked that all files were 
fully uploaded to our internal system. Note that this check will happen immediately after the 
experimenter received your email. 

Example files: Select all files and move them to the shared folder. 

 

 

6) Make a copy of the .mp4 video files for the recording (if you recorded the view on your Quest). 
Navigate to Quest 2 > Internal shared storage > Oculus > VideoShots and select the most recent 
recording. If you had to restart the recording at some point during the study please make sure that 
you copy all video files. 
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example.jpg for setting up the application. 
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AUTHENTICATION SYSTEMS

TH E  AUTHENTICATION SYSTEMS

TRA DI TI O NA L 4 -DI GI T P I N AU THENTI C ATIO N

• Users enter a 4-digit PIN on a physical keypad

with labeled buttons
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TRA DI TI O NA L 4 -DI GI T P I N AU THENTI C ATIO N

ENH ANCING U SER AUTHENT ICAT ION IN 
PU B L IC S PACES U SING AUGMENTED R EALITY

©  h ttp s: //med iu m.com/swlh/every-th ing-you-need -to -know-about-smart-gl asses-eb 3 d2 e0a6 2d e

G LASS UNLOCK AUTHENTICATION

• Users enter a 4-digit PIN on a physical keypad with

unlabeledbuttons
• The mapping of the digits is presented to the user

on their augmented reality glasses.

• The authentication is performed on the physical
unlabeled keypad.
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G LASS UNLOCK AUTHENTICATION

H AND MENU AUTHENTICATION

• Users enter a 4-digit PIN on an augmented keypad

next to their facing palm (left hand)
• The authentication is performed on the augmented

keypad next to the user̀ s palm.

H AND MENU AUTHENTICATION
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TAP  AUTHENTICATION

• Users enter a 4-digit PIN by tappingthe augmented

digits attached to their finger tips (left hand)
• Each finger allows input of twodifferent digits. To

access the twodifferent digits a mode switch is

required.

TAP  AUTHENTICATION

ATM INTRODUCTION
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TH E  ATM

User Interface Enter credit card

Withdraw cash

ATM‘S USER INTERFACE

ATM‘S USER INTERFACE
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ATM‘S USER INTERFACE

ATM‘S USER INTERFACE

ATM‘S USER INTERFACE
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ATM‘S USER INTERFACE

MENU INTRODUCTION

INTE RACTION WITH THE MENU
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INTE RACTION WITH THE MENU

QUESTIONS?
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SE MI-STRUCTURED INTERVIEW
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Semi-structured Interview Questions

1. Virtual Reality and Perceived Presence and Realism

(a) Could you please walk us through the different authentication methods and tell us what
differences may appear when using the methods in the real world rather than in VR as
just experienced?

(b) Do you think the virtual environment impacted your behaviour when providing input
with the corresponding authentication method? If so, how?

(c) Could you please tell us why (or why not) you felt being part of the environment where
the authentication happened?

(d) What (if any) is the difference between withdrawing cash at a real-world bank ATM
and what you have just experienced?

(e) How did the virtual environment (+ virtual bystanders) impact your ATM interaction
behaviour?

(f) Please think about your last ATM withdrawal in the real world. What was different to
what you have just experienced?

(g) Could you please tell us how realistic the ATM experience was for you? Please briefly
justify your response.

2. Perceived Usability and Ranking of the Prototypes

(a) Please justify the your ranking of the methods in terms of (a) usability, (b) security, and
(c) usability + security.

(b) Have you used such an authentication method previously in any other context?

(c) Please tell us how you felt using this authentication method to withdraw cash on an
ATM.

(d) Please tell us (a) what you particularly liked, and (b) what you did not like when using
this method to authenticate on an ATM.

(e) (only for Glass Unlock) Did you constantly switch between the private near-eye display
and the keypad on the ATM or rather stayed on either of them?

3. Perceived Security of the Prototypes

(a) How secure do you think is this authentication method against observations where a
bystanders observes your authentication?

(b) Can you think of any attacks that could break the security of this authentication system?



401

(c) Consider you want to attack a user’s ATM authentication when using this method. How
would you try to access their PIN?

4. Enhancements of the Prototypes

(a) Is there anything in particular that you would like to improve in this authentication
method?

(b) Do you have any other ideas on how authentication in front of public displays like
ATMs could look like?

5. Impact of the Real-world Environment and the Experimenter

(a) Could you please describe your real-world surrounding and how it looks like? Please
note that we do not expect a detailed description of your personal space, but it would be
great if you could give a rough overview of the room you are currently in.

(b) Could you please tell us to what extent the real-world surrounding impacted you while
performing the authentications?

(c) Could you please tell us how the experimenter on the Zoom call impacted you while
performing the authentications?
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[55] L. Bošnjak and B. Brumen, “Shoulder surfing: From an experimental study to a
comparative framework,” International Journal of Human-Computer Studies, vol. 130,
pp. 1–20, 2019. [Online]. Available: http://www.sciencedirect.com/science/article/pii/
S1071581918305366
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