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## Abstract

This thesis contains three essays on cost and surplus-sharing games. In the first chapter, Lorenz comparison between increasing serial and Shapley value cost-sharing rule, I consider the cost-sharing problem using a cooperative approach and compare the Shapley value and the Moulin-Shenker's (Increasing) serial rule in the Lorenz sense. The result allows me to provide the complete ordering in inequality among the four popular sharing rules: The average share, the Shapley value, the Increasing serial, and the Decreasing serial sharing rule.

In the later two chapters, I study the Tullock contest, which is a different interpretation of the non-cooperative surplus sharing game with the average rule. My second chapter, Underperforming and Outperforming contestant: Who to support?, consider a repeated Tullock contest where the designer has the option to favour either the early winner or the loser in the subsequent round, aiming to maximise the total effort. In the later section of the chapter, the contest designer is granted the additional capability to determine the prize distribution between the two stages. My work focuses on the optimal biasing decision and allocation of prizes to achieve the highest level of effort.

In the third chapter, Benefits of Intermediate Competition with Non-Monetary Incentive, the underlying assumption is that the designer places importance not only on the total effort invested in the contest but also on the contest's selection accuracy. I focus on investigating the impact of introducing an intermediate stage with a non-monetary incentive on the contest's performance in both dimensions. By analysing the contest from this perspective, my work provides insights into the potential advantages and enhancements that can be achieved through the inclusion of intermediate competition and non-monetary incentives.
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## Introduction

Numerous decision-making scenarios entail the distribution of shared expenses or resources in situations involving both cooperative and non-cooperative behaviors. This can range from allocating water, data resources, or electricity costs among users to assigning bonuses within a firm or sharing market revenue among companies.The allocation problem revolves around agents sharing a joint cost (surplus) subjected to their different demands (inputs). This problem has been extensively examined and finds application across various domains within the economics literature. In my thesis, I focus on a setting with a one-input-one-output technology, where agents contribute homogeneous inputs and consume a homogeneous output commodity.

Since the seminal work by Shapley, Roth, et al. (1988), there has been a significant body of research dedicated to the axiomatic analysis of sharing mechanisms using a cooperative approach (Moulin, 2002). A major focus of these studies has been evaluating the properties of sharing rules in settings involving production with variable returns. The most widely used rule is the average rule, where agents receive a share proportional to their inputs or demands, resulting in an equal average cost or surplus allocation. However, despite its popularity, the average rule has raised various concerns (Moulin and Shenker, 1994).

To address the limitations observed with the average rule, several alternative rules have been introduced. Among these, the most prominent are the serial rules proposed by Moulin and Shenker (1992) and the decreasing serial rule developed by de Frutos (1998). These rules aim to mitigate the issues arising from the average rule. In addition to the axiomatic characterization of these popular rules, recent literature has examined the inequality resulting from their respective sharing allocations (Chen et al., 2020; Hougaard and Østerdal, 2009).

In the first chapter, I examine the cost-sharing problem through a cooperative approach and compare the allocation inequality in the the Lorenz sense between the Shapley value and Moulin-Shenker's (Increasing) serial rule. The concept of Lorenz dominance is utilized
to determine which sharing allocation is more egalitarian. When one sharing allocation Lorenz dominates another, it indicates that the corresponding sharing rule is considered more egalitarian. I find that when the cost function is concave (convex), representing a positive externality of production, the increasing serial rule is more egalitarian than the Shapley value. Conversely, when the cost function is convex, indicating a negative externality of production, the increasing serial rule is less egalitarian than the Shapley value. Additionally, I provide a direct comparison between de Frutos's (Decreasing) serial rule and the Shapley value using a similar proof technique. These findings enable me to establish a complete ordering of inequality among the four popular sharing rules: the average share, the Shapley value, the Increasing serial rule, and the Decreasing serial rule. This ordering allows for the recommendation of the most appropriate rule in situations where equality is considered a social value.

In the second and third chapters of my thesis, I am focusing on the lottery Tullock contest within a framework of perfect information. The Tullock rent-seeking model, which was first introduced in 1980, has gained significant interest as a contest model. In my models, agents exert effort to compete for a fixed prize while incurring linear costs of effort. This setup is analytically identical to the non-cooperative surplus sharing game with a fixed surplus and a proportional sharing rule. The contest models presented in my later two chapters capture many real-life situations, including competitions for job promotions, educational contests, and races in research and development (R\&D). With the two-stage contest framework, I aim to provide insights and analyses that can be applied to a wide range of practical situations. The framework belongs to the broader discussion in dynamic contests (see K. Konrad, 2009 for a survey), particularly where there is a biasing element in the later stage. It is also relates to the ongoing research interest in heterogeneity and handicapping policy in contests, as discussed in Chowdhury et al. (2023).

In the second chapter, I study a repeated Tullock contest with two heterogeneous agents. Specifically, I explore the scenario where the contest designer has the option to favor either the early winner or loser by reducing their marginal cost of effort in the subsequent round. The objective is to determine the optimal decision that maximizes total effort. Through my analysis, I discover that the optimal decision depends on the level of heterogeneity between the players. At each cost reduction level, there exists a threshold for player heterogeneity, beyond which the optimal decision switches from favoring the loser to favoring the winner. In general, if the players do not exhibit significant differences, it is more advantageous to favor the winner. However, if there is substantial heterogeneity, it is often optimal to favor the loser. Additionally, when the contest designer has the ability to determine the prize distribution across the two stages, I find that it is preferable to allocate all the prize to the second stage when the players
are similar in terms of their characteristics. Conversely, when the players display significant differences, it is optimal to have a smaller prize in the first stage, regardless of which player is favoured.

By exploring these dynamics, I provide insights into the optimal strategies for contest designers in determining how to allocate resources and influence effort provision based on player heterogeneity in a repeated Tullock contest. My research makes a contribution to the ongoing discourse on optimal favoritism in contests (Franke, 2012; Franke et al., 2018; Nti, 2004 . Many existing papers on this topic assume that the designer has full information about the players' types (Beviá and Corchón, 2013; J. Thomas and Wang, 2017). However, such information may not be readily available in real-life situations. In my model, the designer makes the decision of whom to favor solely based on the observed outcomes of the previous stage, without having direct knowledge of the players' types. This approach aligns with the assumption made by Ridlon and Shin (2013) in studying optimal handicapping policies, examining whether the optimal policy is in favor the early winner or the early loser. Their paper; therefore, also assume that the contest designer has full control over the impact of the handicapping, and decides the handicapping level to maximise total effort given the heterogeneity of the contestants. Meanwhile, in my work, the contest designer takes the handicapping factor as given, and only chooses the recipient. Therefore, his decision depends on both the level of heterogeneity and the magnitude of the bias/handicap factor. However, the fact that it is often effort maximising to favour the winner regardless of the bias factor, and only beneficial to favor the loser when the players exhibit extreme differences suggests that the designer may not require detailed information about the participants to make the optimal decision.

In the third chapter, I investigate further into the effects of the winning advantage on contest performance and introduce two additional properties to the set of objectives for the contest designer. I demonstrate that the inclusion of an intermediate stage and a winning advantage can lead to a (weak) improvement in total effort, selection accuracy (probability of choosing the most able candidate), and participation rate compared to a static contest. By allowing players to compete in the intermediate stage and subsequently reducing their costs in the following stage, there exists a range of cost reduction factors that enables the contest designer to achieve a higher effort level than that of the original static contest, without compromising the selection accuracy.

This finding emphasises the potential advantages of introducing an intermediate stage and providing winning advantages, which take the form of non-monetary rewards, in contests. It
contributes to the ongoing discussion on dynamic contests, where early results have an impact on subsequent performance (Iluz and Sela, 2018; Klein and Schmutzler, 2017), particularly regarding the benefits of winning advantages (Clark and Nilssen; Clark et al.; Möller (2018, 2020, 2012)). It allows the contest designer to enhance overall contest performance by increasing effort levels, maintaining or even improving selection accuracy. These insights can inform the design and implementation of contests in various domains where these objectives are of importance.

It is worth noting that not many papers within the contest literature have delved into the trade-off between different contest properties (Bimpikis et al., 2019; Stracke et al., 2015; Tsoulouhas et al., 2007). Moreover, this work stands out as one of the few papers that explicitly highlight the possibility of improving both the incentive and selection properties when transitioning from one contest structure to another. Additionally, this paper proposes the intriguing topic of participation grouping. These discussions offer further avenues for exploration and potential extensions of the research, allowing for a deeper understanding of how contest structures and participant groupings can impact contest outcomes. Furthermore, this study offers theoretical hypotheses for future experimental research. The potential applications of this research extend to educational and workplace settings, where the findings can be utilised to enhance contest design, particularly in participant's performance, motivation, and selection processes.

## Chapter 1

# Lorenz comparison between increasing serial and Shapley value cost-sharing rule 


#### Abstract

${ }^{1}$ We consider the cost (surplus) sharing problem when a coalition of agents operates under a joint production technology and share the total cost (resp. output) subjected to their individual demands (resp. input). We consider the four most popular rules: the average (proportional) sharing rule, the Shapley value, the Moulin-Shenker's (Increasing) serial rule and the decreasing serial rule and compare the allocation inequality among the resulting sharing allocations in the Lorenz sense. We provide the complete Lorenz ordering in inequality among the four sharing allocations by showing that Shapley value dominates (is dominated by) the increasing serial shares when the marginal is decreasing (increasing).


[^0]
### 1.1 Introduction

We consider the problem where agents share the common technology and discuss the fair distribution of total cost (output). In the cost sharing problem, each agent i has demand for output $x_{i}$, and pay the share of the total cost $C\left(x_{N}\right)$ for $x_{N}=\sum_{i=1}^{n} x_{i}$. Example includes dividing the telephone bills (Billera et al., 1978), sharing the cost of water supply or electricity lines among users (Shubik, 1962). Cost sharing problem could also be seen in the computer network, telephone system or chain stores (Moulin and Shenker, 1992). Meanwhile, in the surplus sharing problem, agents input resources or labours $x_{i}$ and share the total production (surplus) of $F\left(x_{N}\right)$. A sharing rule assigns to agent ithe cost (surplus) $y_{i}$ given the demand (input) profiles so that $\sum_{i=1}^{n} y_{i}=C\left(x_{N}\right)$ (resp. $F\left(x_{N}\right)$ ). The examples could be the producer cooperative, where the total production is distributed according to labour (Sen, 1966).

When the cost (production) function is linear, there is no externality. The most natural solution to the sharing problem is to assign every agent his own cost (surplus). When the marginal cost (surplus) varies, suggesting the externality of production, the problem becomes less trivial. It is, therefore, not straightforward to determine whether one sharing rule is fairer than the other. Overall, there are several tests for a rule to be considered plausible, for example, the core, the stand-alone test, and the unanimity bound. We discuss the allocation inequality test, which is not normatively one-sided and often depends on the context. We will consider two benchmark cases: when the marginal is increasing and when the marginal is decreasing, corresponding to positive externality (increasing marginal production and decreasing marginal cost) and negative externality (the reverse).

For example, when the cost function is marginally increasing, production has negative externalities. A less egalitarian rule (than average share) is more sensible in this case. Consider the cost function $C(x)=x^{2}$ and two agents whose demands are $x_{1}=1, x_{2}=9$. The average rule results in the share allocation $(10,90)$. The allocation is considered unfair for the small agent, given that he only needs to pay $C(1)=1$ if he produces by himself. The small agent, in this case, is overpaying because of the high average cost caused by the big user. On the other hand, when the cost function is marginally decreasing, which suggests positive externalities of production, a more egalitarian rule should be more plausible. In the situation where two agents with demands $x_{1}=1, x_{2}=99$ use the common technology costing $C(x)=\sqrt{x}$, the average share gives $(0.1,0.99)$. Given the cost $C(1)=1, C(99)=9.94$ when the two agents produce alone, the average share is unfair for the agent 2 when he is more accountable for the cost reduction but benefits less from it, compared to the agent 1 . The Shapley value rules resulting in
allocation $(0.52,9.27)$ still lets the agent 2 benefits more from the cost reduction. The increasing serial share rule suggests $(0.7,9.3)$ and appears to be the most equitable. The most egalitarian allocation $(2.96,7.03)$ given by the decreasing serial rule can be considered too hard for the agent 1 , and violate the Stand alone test. The decreasing serial rule should only be used when the Stand alone test is satisfied, or is not relevant. For example, when the production requires a huge sunk cost, or when the agents do not have the option of producing themselves (examples include sharing cost of water system, or setting the electric lines).

In the context of surplus sharing, the normative arguments depends greatly on the interpretation of input. Consider the production function $F(x)=x^{2}$, suggesting positive externality. For the two agents with demand $x_{1}=1, x_{2}=9$, the average rule results in the allocation (10, 90). The additional 18 units gained from the increasing marginal productivity is divided equally. If the input the level of effort, one might suggest that the hard working agent with higher effort level should benefit more from the gain. A less egalitarian allocation than average share should be used. Meanwhile, with negative externality illustrated by the production function $F(x)=\sqrt{x}$ with $x_{1}=1, x_{2}=99$, the average allocation $(0.1,9.9)$ is the least favourable for agent 1 . If the input is again effort, the allocation can be considered unfair for the small agent. Nonetheless, the allocation can be meaningful if the inputs are endowments or human capacity which the agents are not responsible for.

We compare the four sharing rules: Average share, Shapley value, and Increasing and Decreasing serial share in the egalitarian point of view, using the concept of Lorenz dominance. The concept of Lorenz comparison is the most unambiguous and standard instrument to evaluate distribution inequality. We say that one sharing rule is more egalitarian than the other if the resulting sharing allocation is Lorenz dominating. It should be noted that the Lorenz domination is not complete. We will give several examples to illustrate that the sharing rules are not always pairwise comparable. Recent literature has found that the comparison among Average-Increasing serial-Decreasing serial depends on the convexity of the cost (production) function (Hougaard and Thorlund-Petersen, 2001), and the comparison between Average-Shapley depends on the convexity of the marginal cost (Chen et al., 2020). We complete the comparison of the four rules with the pair Increasing serial-Shapley, and find that if the cost (production) is concave (convex), the increasing serial share rule is more (less) egalitarian than the Shapley value.

| Marginals | Convex | Concave |
| :--- | :--- | :--- |
| Increasing |  |  |
| Average $\succeq_{L}$ I.serial $\succeq_{L}$ | Shapley $\succeq_{L}$ Average $\succeq_{L}$ | Average $\succeq_{L}$ Shapley $\succeq_{L}$ |
| D.serial, | I.serial $\succeq_{L}$ D.serial | I.serial $\succeq_{L}$ D.serial |
| Shapley $\succeq_{L}$ I.serial |  |  |
| Decreasing |  |  |
| D.serial $\succeq_{L}$ I.serial $\succeq_{L}$ | D.serial $\succeq_{L}$ I.serial $\succeq_{L}$ | D.serial $\succeq_{L}$ I.serial $\succeq_{L}$ |
| Average, | Shapley $\succeq_{L}$ Average | Average $\succeq_{L}$ Shapley |
| I.serial $\succeq_{L}$ Shapley |  |  |

The requirement of convexity of the marginal cost for the comparison between Shapley-Average limits the number of cases where we can have the complete ordering of the four rules. However, the property is not critical since the Shapley value is often in the justifiable end. The comparison between Shapley value and Decreasing serial sharing rule is the direct result of the comparisons between Shapley value and Increasing serial and between Increasing and Decreasing serial rule, using the transitivity of the Lorenz order. It could also be directly proved using the similar arguments as the pair Shapley-Increasing serial. We will present the proof in the Appendix, together the alternative elementary proof for the comparison between the average and serial sharing rules.

Example 1.1. Consider the cost function $C(x)=x^{\alpha}$ and two agents with demand $x_{1}=\lambda \leq 0.5, x_{2}=1-\lambda$.
The average rule gives $\quad \phi_{1}^{a}=\lambda, \quad \phi_{2}^{a}=1-\lambda$

The increasing serial rule gives $\quad \phi_{1}^{r}=\frac{(2 \lambda)^{\alpha}}{2}, \quad \phi_{2}^{r}=1-\frac{(2 \lambda)^{\alpha}}{2}$.

The decreasing serial rule gives $\quad \phi_{1}^{d}=1-\frac{(2-2 \lambda)^{\alpha}}{2}, \quad \phi_{2}^{d}=\frac{(2-2 \lambda)^{\alpha}}{2}$.

The Shapley value is $\quad \phi_{1}^{S h}=\frac{1}{2}+\frac{1}{2} \lambda^{\alpha}-\frac{1}{2}(1-\lambda)^{\alpha}, \quad \phi_{2}^{s h}=\frac{1}{2}-\frac{1}{2}(1-\lambda)^{\alpha}+\frac{1}{2} \lambda^{\alpha}$.

When $\alpha \in(0,1]$, i.e, $C$ is concave and $C^{\prime}$ is convex,

$$
\phi_{1}^{d}=1-\frac{(2-2 \lambda)^{\alpha}}{2} \geq \phi_{1}^{r}=\frac{(2 \lambda)^{\alpha}}{2} \geq \phi_{1}^{S h}=\frac{1}{2}+\frac{1}{2} \lambda^{\alpha}-\frac{1}{2}(1-\lambda)^{\alpha} \geq \phi_{1}^{a}=\lambda
$$

When $\alpha \in(1,2]$, i.e., $C$ is convex and $C^{\prime}$ is concave

$$
\phi_{1}^{a}=\lambda \geq \phi_{1}^{S h}=\frac{1}{2}+\frac{1}{2} \lambda^{\alpha}-\frac{1}{2}(1-\lambda)^{\alpha} \geq \phi_{1}^{r}=\frac{(2 \lambda)^{\alpha}}{2} \geq \phi_{1}^{d}=1-\frac{(2-2 \lambda)^{\alpha}}{2}
$$

When $\alpha>2$. i,e., both $C$ and $C$ ' is convex

$$
\phi_{1}^{S h}=\frac{1}{2}+\frac{1}{2} \lambda^{\alpha}-\frac{1}{2}(1-\lambda)^{\alpha} \geq \phi_{1}^{a}=\lambda \geq \phi_{1}^{r}=\frac{(2 \lambda)^{\alpha}}{2} \geq \phi_{1}^{d}=1-\frac{(2-2 \lambda)^{\alpha}}{2}
$$

Example 1.2. Consider the cost function $C(x)=\max (x-10,0)$ and two input vectors $x=(2,3,5,10)$ and $x^{\prime}=(4,4,6,6)$.
The corresponding average allocation are $\phi^{a}=(1,1.5,2.5,5)$ and $\phi^{\prime a}=(2,2,3,3)$.
The corresponding Shapley values are $\phi^{S h}=(4 / 3,1.5,3.25,47 / 12)$ and $\phi^{\prime S h}=$ (4/3,4/3, 11/3, 11/3).
We can see that $\phi^{S h} \succeq_{L} \phi^{a}$, but $\phi^{\prime a} \succeq_{L} \phi^{\prime S h}$

### 1.2 The four sharing rules

The equitable division of a joint cost among agents with different demands for output is a central theme of fair division, as well as cooperative game theory. Several cost-sharing rules have been discussed in the literature, among which the average cost-sharing rule is one of the most popular. The rule distributes the cost proportionally to the demands and is the direct application of the proportional sharing rule. It is often viewed as "the single compelling cost-sharing method in the case of single homogeneous good" (Moulin and Shenker, 1994). The rule gains its popularity from the accounting simplicity and other desirable features. For example, average cost sharing is the only cost sharing mechanism that can avoid the threat of reallocation problem, where a group of agents can benefit from misreporting a different distribution of their total demands. There is no advantages gained from either merging or splitting. Average cost sharing is also the only cost sharing rule that satisfies both monotonicity (agent with higher demand should pay higher cost) and separable cost (if the cost is separable, it should be so allocated) properties (Moulin, 2002). However, there are certain concerns about the fairness of the rule. Moulin and Shenker (1994) argue that when the cost of production varies with the quantity produced, then two agents with different demands should not be equally responsible for the average return. When the cost function is decomposable, the average rule might result in an agent paying the cost higher than the cost of producing himself (Hougaard, 2009).

Moulin and Shenker (1992) introduced the serial cost sharing mechanism, which gives a more sensible allocation when the cost varies with quantity produced, and also a better one when
the agents are strategic. When the return to scale is not constant, each agent with positive demand imposes externalities on others, for example, the case of sharing the waiting time in the computer network or telephone system. The serial rule divides the cost of such externalities so that each agent pays the equal share of the incremental cost, and is not responsible for the demands higher than of his own. It satisfies many desirable properties, both axiomatic and strategic ones. For example, the increasing serial share is the only rule allowing zero cost to the small agents whose demand is so small that the cost is still zero if all other agents consume as much as he does. It also ensures a unique non-cooperative equilibrium under convex cost and convex preferences (Moulin, 1996; Moulin and Shenker, 1992; Moulin and Shenker, 1994).

Following the arguments about the production externalities, de Frutos (1998) focused particularly on the situation of cost sharing under economies of scale and introduce the decreasing serial cost sharing rule which allocates the highest surplus to the one who has the highest demand, since she creates the largest production externalities. Unlike the MoulinShenker's serial rule, the Frutos's decreasing cost sharing rule allocates cost in the decreasing order of demand and has a normative drawback of violating the Stand Alone test. On the other hand, it is proved to satisfy attractive efficiency, strategic and welfare properties (de Frutos, 1998; Hougaard and Østerdal, 2009).

While the average and serial cost-sharing rules are particularly used for the fair division problem, the Shapley value is applied in many other different contexts in cooperative game theory. The Shapley value cost-sharing rule assigns each agent to his Shapley value of the induced cost sharing game. There is an extensive literature of the Shapley value and its use as a cost sharing rule (Aumann, 1994; Roth and Verrecchia, 1979; Shapley, Roth, et al., 1988), which discuss its properties, axiomatic characterisation and comparisons with other mechanisms (Moulin, 1996; Moulin, 2002; Moulin and Shenker, 1994).

### 1.3 Allocation inequality

Suppose there are n users $S_{1}, S_{2}, \ldots . S_{n}$, which have demands $x_{1}, x_{2}, \ldots x_{n}$ for a certain commodity. Assume $x_{1} \leq x_{2} \leq x_{3} \leq \ldots . \leq x_{n}$. Let $x=\left(x_{1}, x_{2}, \ldots, x_{n}\right)$ and $x_{N}=\sum_{i=1}^{n} x_{i}$. The cost function $C: \mathbb{R} \rightarrow \mathbb{R}$ is a nondecreasing function with $\mathrm{C}(0)=0$. We call $\langle C, x\rangle$ a cost sharing problem.

Definition 1.1. A cost sharing rule $\phi$ is a map from the domain of all cost sharing problems to $\mathbb{R}^{n}$, where $\phi(<C, x>)=\left(\phi_{i}\right)_{i=1, \ldots, n}, \phi_{i}$ is the cost that agent $i$ has to pay so that $\sum_{i=1}^{n} \phi_{i}=C\left(x_{N}\right)$

We only sharing rules that satisfy the fundamental properties: (1) Dummy: $x_{i}=0 \Rightarrow \phi_{i}=0$, (2) Symmetry: $x_{i}=x_{j} \Rightarrow \phi_{i}=\phi_{j}$, (3) Order preserving $x_{i} \leq x_{j} \Rightarrow \phi_{i} \leq \phi_{j}$ for all $\mathrm{i}, \mathrm{j}=1, . ., \mathrm{n}$.

The average cost sharing rule is given by

$$
\phi_{i}^{a}=\frac{C\left(x_{N}\right)}{x_{N}} x_{i} \quad \text { for } i=1, \ldots, n
$$

where $\frac{C\left(x_{N}\right)}{x_{N}}$ can be interpreted as average cost.

The Moulin-Shenker's (increasing) serial cost sharing rule is defined as

$$
\phi_{i}^{r}=\sum_{j=1}^{i} \frac{C\left(q_{j}\right)-C\left(q_{j-1}\right)}{n+1-j} \quad \text { for } i=1, \ldots, n
$$

where $q_{1}=n x_{1}, q_{2}=x_{1}+(n-1) x_{2}, \ldots ., q_{i}=x_{1}+x_{2}+\ldots+x_{i-1}+(n+1-i) x_{i}, \ldots, \quad q_{n}=$ $x_{1}+x_{2}+\ldots+x_{n}=\sum_{i=1}^{n} x_{i}$.

The decreasing cost sharing rule is given by

$$
\phi_{n-i+1}^{d}=\sum_{j=1}^{i} \frac{C\left(s_{j}\right)-C\left(s_{j-1}\right)}{n+1-j} \quad \text { for } i=1, \ldots, n
$$

where $s_{n}=n x_{n}, s_{( }(n-1)=(n-1) x_{n-1}+x_{n}, \ldots, s_{i}=i x_{i}+x_{i+1}+x_{i+2} \ldots+x_{n}, \ldots, s_{1}=$ $x_{1}+x_{2}+\ldots+x_{n}=\sum_{i=1}^{n} x_{i}$.

The Shapley value is given by

$$
\phi_{i}^{s h}=\sum_{S \subset N \backslash\{i\}} \frac{|S|!(n-|S|-1)!}{n!}\left[C\left(x_{S \cup i}\right)-C\left(x_{S}\right)\right]
$$

Definition 1.2. Consider the cost sharing problem $<C, x>$ and $\phi$ and $\theta$ two cost sharing rules. The cost allocation $\phi(<C, x\rangle)$ Lorenz dominates $\theta(<C, x\rangle)$ if:

$$
\sum_{i=1}^{j} \phi_{i} \geq \sum_{i=1}^{j} \theta_{i} \forall j=1, \ldots, n
$$

Chen et al. (2020) and Hougaard and Thorlund-Petersen (2001) has recently provided the comparisons between the Average rule and the other three and between Increasing and

Decreasing serial. We will provide the comparison between the Increasing serial share with the Shapley value. Our comparison complete the ordering among the four rules ${ }^{2}$. Arguably, our comparison has the simplest proof, compared to the proofs for the others. We can also use the approach to directly compare the Decreasing serial rule the Shapley value ${ }^{3}$.

Theorem 1.1. If the cost function C is concave (convex), the increasing serial cost shares Lorenz dominates (is Lorenz dominated by) the Shapley value.

Proof. Suppose that the cost function C is concave (The convex case is symmetric).
We wish to show that

$$
\sum_{i=1}^{k} \phi_{i}^{r}-\sum_{i=1}^{k} \phi_{i}^{s h} \geq 0
$$

for all $\mathrm{k}=1, \ldots, \mathrm{n}$

As it is very difficult to work with Shapley formula directly, we introduce the value $\phi_{i}^{s h}(k)$ to establish a connection between the Shapley and the Serial cost allocation as following:

Definition 1.3. For $k=1, \ldots, n$, for $i=1, \ldots, k$, let
$\left.\phi_{i}^{s h}(k)=\phi_{i}^{s h}\left(<C, n, x^{k}\right\rangle\right)$ where $x^{k}=\left(x_{1}, x_{2}, \ldots, x_{k-1}, x_{k}, \ldots, x_{k}\right)$
i.e, $\phi_{i}^{\text {sh }}(k)$ is the Shapley value of the cost sharing problem with cost function $C$, $n$ users whose demands are $\left(x_{1}, x_{2}, \ldots, x_{k-1}, x_{k}, \ldots, x_{k}\right)$.

Then, the Shapley value of the original cost sharing problem $\phi_{i}^{s h}$ is actually $\phi_{i}^{s h}(n)$. Besides, for the demand vector $\left(x_{1}, x_{2}, \ldots, x_{k-1}, x_{k}, \ldots, x_{k}\right)$, the total demand is $x_{1}+x_{2}+\ldots+(n-k+1) x_{k}=q_{k}$. Therefore, for all $\mathrm{k}=1, \ldots, \mathrm{n}$

$$
\begin{equation*}
C\left(q_{k}\right)=\phi_{1}^{s h}(k)+\phi_{2}^{s h}(k)+\ldots+(n-k+1) \phi_{k}^{s h}(k) \tag{1.3.1}
\end{equation*}
$$

Lemma 1.1. When the cost function is concave, if demands for bigger users $x_{j, j>i}$ increase then the Shapley value of firm in will decrease.

Proof.

$$
\phi_{1}^{s h}=\sum_{S \subset N \backslash\{i\}} \frac{|S|!(|N|-|S|-1)!}{|N|!}[\pi(S \cup\{i\})-\pi(S)]
$$

for $\pi(S)=C\left(\sum_{j \in S} x_{j}\right)$.
Then, $[\pi(S \cup\{i\})-\pi(S)]=C\left(\sum_{j \in S} x_{j}+x_{i}\right)-C\left(\sum_{j \in S} x_{j}\right)$

[^1]By concavity of the cost function $\mathrm{C},[\pi(S \cup\{i\})-\pi(S)]$ is decreasing in $\sum_{j \in S} x_{j}$. If demands for bigger firms $x_{j, j>i}$ increase to $y_{j}^{\prime}$ for $j>i$ and demands for smaller firms $x_{k, k<i}$ remain the same, then $\sum_{j \in S} x_{j}^{\prime} \geq \sum_{j \in S} x_{j}$. Thus, $C\left(\sum_{j \in S} x_{j}^{\prime}+x_{i}\right)-C\left(\sum_{j \in S} x_{j}^{\prime}\right) \leq C\left(\sum_{j \in S} x_{j}+x_{i}\right)-C\left(\sum_{j \in S} x_{j}\right)$

Therefore, when the cost function is concave, Shapley value of firm i will decrease as demands for bigger firms $x_{j, j>i}$ increase.

Corollary 1.1.1. If $C$ is concave, then $\phi_{i}^{s h}(k) \geq \phi_{i}^{s h}(j)$ for all $k \leq j \leq n$ and for all $i=1, \ldots, k$

We will use the value $\phi_{i}^{s h}(k)$ to establish a connection between the Shapley value and the Serial cost allocation. For $\mathrm{k}=1, \ldots, \mathrm{n}$, we have:

$$
\sum_{i=1}^{k} \phi_{i}^{r}-\sum_{i=1}^{k} \phi_{i}^{s h}=\left(\sum_{i=1}^{k} \phi_{i}^{s h}(i)-\sum_{i=1}^{k} \phi_{i}^{s h}\right)-\left(\sum_{i=1}^{k} \phi_{i}^{s h}(i)-\sum_{i=1}^{k} \phi_{i}^{r}\right)
$$

Consider

$$
\begin{aligned}
\sum_{i=1}^{k} \phi_{i}^{r} & =\sum_{i=1}^{k} \sum_{j=1}^{i} \frac{C\left(q_{j}\right)-C\left(q_{j-1}\right)}{n+1-j} \text { by definition } \phi_{i}^{r}=\sum_{j=1}^{i} \frac{C\left(q_{j}\right)-C\left(q_{j-1}\right)}{n+1-j} \\
& =\left(\frac{k}{N}-\frac{k-1}{N-1}\right) C\left(q_{1}\right)+\left(\frac{k-1}{N-1}-\frac{k-2}{N-2}\right) C\left(q_{2}\right)+\ldots \\
& +\left(\frac{2}{N-k+2}-\frac{1}{N-k+1}\right) C\left(q_{k-1}\right)+\frac{1}{N-k+1} C\left(q_{k}\right) \\
& =\sum_{i=1}^{k}\left(\frac{k-i+1}{n-i+1}-\frac{k-i}{n-i}\right) C\left(q_{i}\right) \\
& =\sum_{i=1}^{k}\left(\frac{k-i+1}{n-i+1}-\frac{k-i}{n-i}\right)\left[\phi_{1}^{s h}(i)+\phi_{2}^{s h}(i)+\ldots+(n-i+1) \phi_{i}^{s h}(i)\right] \\
& =\sum_{i=1}^{k}\left(\frac{k-i+1}{n-i+1}-\frac{k-i}{n-i}\right)(n-i+1) \phi_{i}^{s h}(i)+\sum_{i=1}^{k} \sum_{j=i+1}^{k}\left(\frac{k-j+1}{n-j+1}-\frac{k-j}{n-j}\right) \phi_{i}^{s h}(j) \\
& =\sum_{i=1}^{k}\left(\frac{n-k}{n-i}\right) \phi_{i}^{s h}(i)+\sum_{i=1}^{k} \sum_{j=i+1}^{k}\left(\frac{k-j+1}{n-j+1}-\frac{k-j}{n-j}\right) \phi_{i}^{s h}(j)
\end{aligned}
$$

Then,

$$
\begin{aligned}
& \sum_{i=1}^{k} \phi_{i}^{s h}(i)-\sum_{i=1}^{k} \phi_{i}^{r} \\
& =\sum_{i=1}^{k} \phi_{i}^{s h}(i)-\left[\sum_{i=1}^{k}\left(\frac{n-k}{n-i}\right) \phi_{i}^{s h}(i)+\sum_{i=1}^{k} \sum_{j=i+1}^{k}\left(\frac{k-j+1}{n-j+1}-\frac{k-j}{n-j}\right) \phi_{i}^{s h}(j)\right] \\
& =\sum_{i=1}^{k} \frac{k-i}{n-i} \phi_{i}^{s h}(i)-\sum_{i=1}^{k} \sum_{j=i+1}^{k}\left(\frac{k-j+1}{n-j+1}-\frac{k-j}{n-j}\right) \phi_{i}^{s h}(j) \\
& \leq \sum_{i=1}^{k} \frac{k-i}{n-i} \phi_{i}^{s h}(i)-\sum_{i=1}^{k} \sum_{j=i+1}^{k}\left(\frac{k-j+1}{n-j+1}-\frac{k-j}{n-j}\right) \phi_{i}^{s h}(n) \\
& =\sum_{i=1}^{k} \frac{k-i}{n-i} \phi_{i}^{s h}(i)-\sum_{i=1}^{k} \frac{k-i}{n-i} \phi_{i}^{s h}(n) \\
& =\sum_{i=1}^{k} \frac{k-i}{n-i}\left[\phi_{i}^{s h}(i)-\phi_{i}^{s h}(n)\right] \\
& \leq \sum_{i=1}^{k}\left[\phi_{i}^{s h}(i)-\phi_{i}^{s h}(n)\right] \\
& =\sum_{i=1}^{k} \phi_{i}^{s h}(i)-\sum_{i=1}^{k} \phi_{i}^{s h}
\end{aligned}
$$

Therefore, increasing serial cost sharing allocation Lorenz dominates the Shapley value allocation.

### 1.4 Conclusion

This paper compares the allocation inequality between the Shapley value and the Increasing serial rule. When the cost is concave (convex), the Increasing serial rule is more (less) egalitarian than the Shapley value. With the comparison, we can provide the ordering in allocation inequality for the four most common sharing rules: the Average rule, the Increasing serial rule, the Decreasing serial rule, and the Shapley value. The comparison between the serial rules and other rules requires the convexity of the cost function, while the comparison between the pair Average-Shapley value requires the convexity of the marginal cost.

When the cost function is convex (concave), but the marginal cost is neither convex nor concave,
we can not have the complete ordering among the four rules. However, we can conclude that the decreasing serial rule is the least (most) egalitarian, followed by the increasing serial rule. The increasing serial cost-sharing rule is based on protecting small firms from the negative externalities occurred mainly by large firms. We confirm that it always gives a more favourable distribution to the small firms compared to the Shapley value and Average rule. When there are positive externalities of production and agents benefit from the economies of scale, the decreasing serial rule always gives the most favourable allocation to large firms.

The result can be used in the surplus sharing problem and adds to the discussion about allocation rules in the dimension of inequality. It allows us to recommend the appropriate cost allocation when equality is held as a social value.

## Appendix

Here we provide the direct comparison between the Shapley value and the decreasing serial share, and an alternative proof for the pair Serial-Average share

## Comparison between Shapley value and decreasing serial share

Theorem 1.2. If the cost function $C$ is concave (convex), the decreasing serial share Lorenz dominated (is Lorenz dominated by) the Shapley value.

Assume cost function C is concave. We wish to show that

$$
\sum_{i=1}^{k} \phi_{i}^{d} \geq \sum_{i=1}^{k} \phi_{i}^{s h}
$$

for all $\mathrm{k}=1, \ldots, \mathrm{n}$
We will show

$$
1-\sum_{i=1}^{k} \phi_{i}^{d}=\sum_{i=k}^{n} \phi_{i}^{d} \leq \sum_{i=k}^{n} \phi_{i}^{s h}=1-\sum_{i=1}^{k} \phi_{i}^{s h}
$$

for all $\mathrm{k}=1, \ldots, \mathrm{n}$

We define $\phi_{i}^{\prime s h}(k)=\phi_{i}^{s h}\left(<C, n, x^{k}>\right)$ where $x^{k}=\left(x_{k}, x_{k}, \ldots, x_{k}, x_{k+1}, \ldots, x_{n}\right)$. Hence, $C\left(s_{k}\right)=$ $k \phi_{k}^{\prime s h}(k)+\phi_{k+1}^{\prime s h}(k)+\phi_{k+2}^{\prime s h}(k)+\ldots+\phi_{n}^{\prime s h}(k)$. The original Shapley value is then $\phi_{i}^{s h}=\phi_{i}^{\prime s h}(1)$.

We have:

$$
\begin{aligned}
\sum_{i=k}^{n} \phi_{i}^{d} & =\sum_{i=k}^{n} \frac{C\left(s_{i}\right)}{i}-\sum_{i=k}^{n} \sum_{j=i+1}^{n} \frac{C\left(s_{j}\right)}{j(j-1)} \\
& =\sum_{i=k}^{n}\left(\frac{1}{i}-\frac{i-k}{i(i-1)}\right) C\left(s_{i}\right) \\
& =\sum_{i=k}^{n}\left(\frac{1}{i}-\frac{i-k}{i(i-1)}\right)\left[i \phi_{i}^{\prime s h}(i)+\phi_{i+1}^{\prime s h}(i)+\phi_{i+2}^{\prime s h}(i)+\ldots+\phi_{n}^{\prime s h}(i)\right]
\end{aligned}
$$

Lemma 1.2. When the cost function is concave, if demands for smaller users $x_{j, j<i}$ increase then the Shapley value of firm $i$ will decrease.

Hence we have:
Corollary 1.2.1. If $C$ is concave, then $\phi_{i}^{\text {sh }}(j) \leq \phi_{i}^{\text {sh }}(k)$ for all $j \geq k$ and for all $i=k, \ldots, n$

Therefore,

$$
\begin{aligned}
\sum_{i=k}^{n} \phi_{i}^{d} & =\sum_{i=k}^{n}\left(\frac{1}{i}-\frac{i-k}{i(i-1)}\right)\left[i \phi_{i}^{\prime s h}(i)+\phi_{i+1}^{\prime s h}(i)+\phi_{i+2}^{\prime s h}(i)+\ldots+\phi_{n}^{\prime s h}(i)\right] \\
& \leq \sum_{i=k}^{n}\left(\frac{1}{i}-\frac{i-k}{i(i-1)}\right)\left[i \phi_{i}^{\prime s h}(k)+\phi_{i+1}^{\prime s h}(k)+\phi_{i+2}^{\prime s h}(i)+\ldots+\phi_{n}^{\prime s h}(k)\right] \\
& =\sum_{i=k}^{n}\left[\sum_{j=k}^{i-1}\left(\frac{1}{j}-\frac{j-k}{j(j-1)}\right)+\left(1-\frac{i-k}{i-1}\right)\right] \phi_{i}^{\prime s h}(k) \\
& =\sum_{i=k}^{n} \phi_{i}^{\prime s h}(k) \\
& \leq \sum_{i=k}^{n} \phi_{i}^{s h}
\end{aligned}
$$

Therefore, decreasing serial cost sharing allocation Lorenz dominates the Shapley value allocation.

## Alternative proof for the pair Increasing serial-Average share

Theorem 1.3. If the cost function $C$ is convex (concave), the average share dominates (is dominated by)) the increasing serial share.

Assuming the cost function $\mathrm{C}(\mathrm{x})$ is concave (the proof for convex cost is very similar). Consider

$$
\begin{aligned}
\sum_{i=1}^{k} \phi_{i}^{r}-\sum_{i=1}^{k} \phi_{i}^{a} & =\frac{1}{N-k+1} C\left(q_{k}\right)+\sum_{i=1}^{k-1}\left(\frac{N-k}{(N-i+1)(N-i)}\right) C\left(q_{i}\right)-\sum_{i=1}^{k} \phi_{i}^{a} \\
& \geq \frac{1}{N-k+1} C\left(q_{k}\right)+\sum_{i=1}^{k-1}\left(\frac{N-k}{(N-i+1)(N-i)}\right) C\left(q_{i}\right)-\frac{x_{1}+x_{2}+\ldots+x_{k}}{q_{k}} C\left(q_{k}\right) \\
& =\sum_{i=1}^{k-1} \frac{N-k}{(N-i+1)(N-i)} C\left(q_{i}\right)-\frac{C\left(q_{k}\right)}{q_{k}} \frac{(N-k)\left(x_{1}+x_{2}+\ldots+x_{k-1}\right)}{N-k+1} \\
& =(N-k)\left[\sum_{i=1}^{k-1} \frac{1}{(N-i+1)(N-i)} C\left(q_{i}\right)-C\left(q_{k}\right)\left(\frac{1}{N-k+1}-\frac{x_{k}}{q_{k}}\right)\right]
\end{aligned}
$$

For $\mathrm{k}=2$ :

$$
\begin{aligned}
& (N-k)\left[\sum_{i=1}^{k-1} \frac{1}{(N-i+1)(N-i)} C\left(q_{i}\right)-C\left(q_{k}\right)\left(\frac{1}{N-k+1}-\frac{x_{k}}{q_{k}}\right)\right] \\
= & \frac{1}{N(N-1)} C\left(q_{1}\right)-C\left(q_{2}\right)\left(\frac{1}{N-1}-\frac{x_{2}}{q_{2}}\right) \\
= & \frac{1}{N(N-1)} c\left(q_{1}\right)-C\left(q_{2}\right) \frac{x_{1}}{(N-1) q_{2}}
\end{aligned}
$$

$$
\geq 0
$$

Suppose that

$$
\sum_{i=1}^{j-1} \frac{1}{(N-i+1)(N-i)} C\left(q_{i}\right)-C\left(q_{j}\right)\left(\frac{1}{N-j+1}-\frac{x_{j}}{q_{j}}\right) \geq 0
$$

Then,

$$
\begin{aligned}
& \sum_{i=1}^{(j+1)-1} \frac{1}{(N-i+1)(N-i)} C\left(q_{i}\right)-C\left(q_{j+1}\right)\left(\frac{1}{N-(j+1)+1}-\frac{x_{j+1}}{q_{j+1}}\right) \\
= & \sum_{i=1}^{j} \frac{1}{(N-i+1)(N-i)} C\left(q_{i}\right)-\frac{C\left(q_{j+1}\right)}{q_{j+1}}\left(\frac{x_{1}+x_{2}+\ldots+x_{j}}{N-j}\right) \\
\geq & \sum_{i=1}^{j} \frac{1}{(N-i+1)(N-i)} C\left(q_{i}\right)-\frac{C\left(q_{j}\right)}{q_{j}}\left(\frac{x_{1}+x_{2}+\ldots+x_{j}}{N-j}\right) \\
\geq & \sum_{i=1}^{j-1} \frac{1}{(N-i+1)(N-i)} C\left(q_{i}\right)-C\left(q_{j}\right)\left(\frac{1}{N-j+1}-\frac{x_{j}}{q_{j}}\right) \\
\geq & 0
\end{aligned}
$$

Hence,

$$
(N-k)\left[\sum_{i=1}^{k-1} \frac{1}{(N-i+1)(N-i)} C\left(q_{i}\right)-C\left(q_{k}\right)\left(\frac{1}{N-k+1}-\frac{x_{k}}{q_{k}}\right)\right] \geq 0
$$

for all $\mathrm{k}=2, . ., \mathrm{N}$ by induction. Therefore, $\sum_{i=1}^{k} \phi_{i}^{r}>\sum_{i=1}^{k} \phi_{i}^{a}$.

## Chapter 2

## Underperforming and Outperforming contestant: Whom to support?


#### Abstract

In this paper, we consider a repeated contest with the aim of determining the optimal strategy for favouring either the early winner or loser in the subsequent round to maximize total effort. Through our analysis, we find that the optimal decision is dependent upon the heterogeneity of players. In most cases, it is effort maximising to favour the winner unless the players are extremely different. When the contest designer has control over the prize distribution, we recommend allocating all of the prize in the second stage when players are similar, and having a smaller prize in the first stage when players differ significantly. The paper contributes to the discussion of optimal favoritism, particularly when the contest designer only has control over the recipient of the favorable advantages and not their impact.


### 2.1 Introduction

Competitions are often used as a tool to encourage effort. It is extremely common for the contestant to have different abilities. Different students have different strengths in certain subjects; employees in an organisations can be significantly different in productivity. These differences in ability are apparent in various competitions, including sports, politics, and R\&D. In many situations, the designer has limited resource and needs to decide whether to support the underdogs or to reward the excellent performance.

It is common practice to observe the allocation of resources and favourable advantages to both under-performing and outperforming contestants. This phenomenon is not limited to a single arena, as illustrated by examples in various contexts such as in sports, research and development, education, job recruitment, and organisational settings. For instance, top teams in sports competition may avoid other top-performing teams. Winning a small prize or acquiring patents can enhance the credibility of research and development efforts, thereby increasing the chance to receive funding. Similarly, high-performing students in prior academic achievements are more likely to be accepted into prestigious universities and internship schemes, and individuals with a stronger educational background tend to receive favourable bias from recruiters in the job market. Successful sales agents within an organisational setting often have access to a broader network of connections, back-office resources, and training, which ultimately enhance their productivity. Subsequently, such employees receive more recognition, further solidifying their position for promotion.

The provision of extra resources and leniency to the laggards is also a widespread phenomenon. It is typical for under-performers to receive assistance to level the playing field in various settings, including sports and education or occupational environments. For instance, highly ranked athletes in golf and horse racing often face handicaps to equalize the competition. Similarly, educators frequently dedicate additional attention to students who struggle academically. In workplaces, subpar employees may receive increased feedback, training, and support, while top performers may go unnoticed by managers.

The existing literature on Tullock type contests suggests that both favoring the strong player and supporting the weak player can enhance effort provision in a competition. Favoring top performers creates an incentive for individuals to work harder, aiming to prevail in the competition (Clark and Nilssen, 2018). On the other hand, supporting the underdog increases their chances of winning, leading to higher motivation and effort. It also mitigates
the discouragement effect caused by high levels of heterogeneity, which have been shown to negatively impact total effort (Cornes and Hartley, 2005; Nitzan, 1994). Additionally, improving the skill levels of the less proficient candidates reduces the ability gap, fostering stronger competition and encouraging the more capable candidate to strive harder (Baik, 1994).

As a result, it remains uncertain whether the contest designer should allocate a greater share of resources to top performers or underperforming individuals to maximise total effort, a critical question in many cases. For instance, teachers' priority is often to maximise students' effort; however, with limited time, finding the balance between encouraging good students and supporting struggling ones becomes a dilemma. Similarly, the primary aim of a contest designer in an organisational setting is often to maximise the level of effort exerted. Due to budget constraints, the designer may need to choose whether to provide supplementary resources and training for either the best worker or the underperforming one.

Our paper addresses the question of how contest designers should allocate limited resources based on previous performance and provides recommendations for optimal allocation using a two stage Tullock lottery contest. The resources in question consist of training sessions, supervising time, feedback, back-office support, and opportunity, which collectively enhance the productivity of resource recipients and are thus referred to as favorable advantages. Specifically, we focus on situations where the contest designer can only determine the recipient of the advantage, not its magnitude. When the advantages are in the form of recognition and bias, the designer can determine how much more effective the efforts of a favored contestant become compared to the other contestants. Ridlon and Shin (2013) have previously studied optimal handicapping under such conditions, finding that handicapping could favor either the early winner or early loser depending on the level of heterogeneity. However, in many cases, particularly when the favorable advantage in question is a resource as described above, the designer has no control over its impact and must treat it as a given. Thus, we introduce the impact of the advantage as a parameter and analyse the total effort associated with allocating it to either the winner or the loser of the previous contest. Our findings provide recommendations for the most efficient allocation of these resources when the objective is to maximise aggregate effort.

The study of optimal favouritism in contests has received significant attention, with seminal work dating back to Baye et al. (1993) with an all pay auction setting. This topic remains a subject of debate, particularly surrounding the topic of levelling the playing field. The literature reveals that the decision to increase or remove heterogeneity depends on the contest
structure and the mechanism employed. There are various mechanisms for favoring a candidate, each results in different recommendations for optimal bias depending on the contest format (Chowdhury et al., 2023). Within all-pay auctions with complete information, literature often supports leveling the playing field (Che and Gale, 1998; Lu, 2021). Fu (2006) studies a two-player asymmetric all-pay auction with multiplicative bias in performance, namely, an effort impact function, and demonstrates that optimal bias favours the disadvantaged player. When the advantage is granted as an additive head start, biasing the weaker player can generate higher effort level. Moreover, combining both head start and optimal bias could further improve aggregated effort level and is the optimal instrument (Franke et al., 2018). A recent paper by Zhu (2021) considers a two-player all-pay auction wherein the contest designer can bias a player through either a head start or a handicap, and concludes that it is effort maximising to level the playing field, irrespective of the instrument utilised. Conversely, when players possess private information regarding their valuation, leveling the playing field may not always be optimal. Kirkegaard (2012) shows that, in a two-player all-pay auction, providing the weaker player with a head start is always revenue maximising, while handicapping the stronger player with a multiplicative bias is not.

In the symmetric setting, introducing asymmetry in tournaments and Tullock contests by biasing the early winner could generate higher effort level. Meyer (1992) examines symmetric two-player two-stage tournament and demonstrates that the contest designer can maximise total effort by favouring the winner with appropriate bias factor. The "ratcheting" effect causing lower effort in the first stage if favouring the early loser can dominate the moral hazard problem leading to lower effort in the second stage if favouring the winner. Clark et al. (2020) extend this result to n symmetric players using a Tullock lottery contest and provide a similar finding, further supporting the notion that introducing bias as an winning advantage can positively impact effort levels. Studying a class of biased contests including Tullock contest and Lazear and Rosen (1981) type tournament, Drugov and Ryvkin (2017) argue that arbitrary favouritism may lead to higher effort levels, challenging the assumption that ex-post symmetric contestants are always optimal.

On the other hand, affirmative action in favour of the the weak player, or the early loser, could be optimal in an asymmetric Tullock contest. Franke et al. (2013) demonstrate that when employing a multiplicative bias, partially equalising the playing field can maximise effort. In an optimally biased contest, it may be appropriate to include weaker contestants, resulting in a larger number of participants compared to an unbiased contest. However, the optimal favouritism often depends on various factors, including the instrument utilised, the heterogeneity level of the players, and the number of participants. With regard to the
number of players, Franke (2012) illustrates that implementing an affirmative action through a multiplicative bias, which equalises the chance of winning for the same disutility of effort, can lead to varying effects on the total effort level depending on the number of participants. While affirmative action is optimal in a two-player contest, it may reduce the overall effort in a multi-player contest with highly variable costs. Various bias instruments can also yield different recommendations. For instance, levelling the playing field using optimal bias generates more effort and is often aligned with effort maximisation, while a head-start in favour of the weaker player might increase or decrease the aggregate effort (Franke et al., 2018). In a two-stage contest using a subsidy (cost reimbursement) scheme, J. Thomas and Wang (2017) highlight the impact of the noises in the contest. Favouring the loser is only optimal when the contest is accurate, hence it is optimal to subsidise the weakest player in the Tullock lottery contest with multi players. The optimal favouritism also depends on the heterogeneity level of the players. The paper by Ridlon and Shin (2013) investigates the optimal handicapping policy in a two-stage lottery contest with two asymmetric players, and finds that it is effort maximising to handicap against the winner when the abilities are different. Meanwhile, the optimal handicap will be in favour of the early winner if the players are sufficiently similar.

In this paper, we examine a repeated Tullock lottery contest involving two risk-neutral players that exhibit asymmetry in their marginal costs of effort. These players compete to win the prizes and pay costs that are linear to the effort they exert. The primary objective of the contest designer is to maximise the total effort expended by the players. To achieve this objective, the designer faces the decision of whether to provide an advantage to the early winner or the early loser. This advantage comes in the form of a multiplicative cost reduction. The contest is analytically equivalent to the contest where players exert effort and ability is presented through effort impact function (Kirkegaard, 2012). Overall, it is easier to implement a change in cost than a change in effort impact function. Recent paper by J. Thomas and Wang (2017) has also considered the setting with cost function when investigating a similar question, specifically the optimal subsidy policy to maximise total effort. Moreover, this model is relevant to our motivating example of distributing limited resources such as training, back-office support and opportunity, which can enhance an individual's productivity and enable them to attain comparable performance levels with less work and time than before. As a result, with the same level of observable effort, which determines their chances of receiving bonuses and promotion, the player's cost is marginally decreased.

We compare aggregated effort levels and examine the optimal decision between favouring the
early winner or early loser in the repeated contest with no discounting factor ${ }^{1}$. Our findings reveal that the optimal decision depends on the heterogeneity of participants. In particular, for each cost reduction level, there exists a threshold for the marginal cost ratio which determines the decision switch. If the marginal cost ratio falls below this threshold, it is optimal to favour the loser, otherwise favouring the winner is recommended. When the participants are relatively similar, favouring the winner is always effort maximising, regardless of the cost reduction level. However, when the players are substantially different, it is often optimal to favour the loser, except when the cost reduction is very small. Overall, it is often effort maximising to favouring the winner in the early stage unless when the ex-post heterogeneity level is remarkably high. The results offer recommendations for the optimal allocation of indivisible resources in situations where the provider has to base their decision on previous performance and lacks control over the impact of those resources.

We then analyse the effort maximising prize allocation when the advantage is rewarded to either the winner or the loser. The optimal distribution of prizes also depends on the bias tool used in the contest. Clark and Nilssen (2021) examine the optimal prize distribution in an all-pay auction where the underdog initially receives a head start in the first stage, and the early winner has a head start in the second stage. The findings reveal that the optimal prize distribution is contingent upon the level of heterogeneity and the assigned head start in each stage. In a similar setting, but with multiplicative bias rather than additive head start, the prize distribution also depends on the ex-ante heterogeneity level and the bias factor, as well as the relationship between the bias gained from winning the first stage and the corresponding prize (Clark and Nilssen, 2020). In both cases, it is found to be optimal to allocate the entire budget to the first stage when the heterogeneity level is high. Meanwhile, Klein and Schmutzler (2017) reach a different conclusion by using a dynamic tournament and allowing first stage effort to impact second stage performance. Their paper suggests that putting all the prize in the second stage is optimal when the chance of winning in the second stage is positively influenced by the effort in the first stage. In our model of Tullock contest with multiplicative cost reduction, the optimal prize allocation depends on the heterogeneity of players and the cost reduction level in both cases. When the players are symmetric, it is optimal to allocate all the prize to the last stage (Clark et al., 2020). We will show that the recommendation is different in an asymmetric setting: a small prize in the early round can be ideal when the difference in costs of effort is significant.
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### 2.2 Model

We adopt the standard Tullock contest probability function: If player $i$ exerts effort $x_{i}$ and pay the $\operatorname{cost} c_{i} x_{i}$, his probability of winning is:

$$
P(i)= \begin{cases}\frac{x_{i}}{x_{i}+x_{-i}} & \text { if } x_{i}+x_{-i} \neq 0 \\ 0.5 & \text { if } x_{i}=x_{-i}=0\end{cases}
$$

Suppose that there are two players H and L , whose marginal cost is $c_{H}<c_{L}$. Let the relative $\operatorname{cost} \sigma=\frac{c_{H}}{c_{L}} \in(0,1)$. The player i who is favoured will have his marginal cost reduced to $\gamma c_{i}$ for $\gamma \in(0,1)$.

We first consider a repeated contest where the two players compete for the same prize V , normalised to 1 at each stage.

### 2.2.1 When the advantage is given to the winner

Stage 1: At stage 1, two players compete for the prize of 1 . The pay-off for stage 1 will then be:

$$
\begin{align*}
\pi_{1}(H) & =\frac{x_{H}}{x_{H}+x_{L}}-c_{H} x_{H}  \tag{2.2.1}\\
\pi_{1}(L) & =\frac{x_{L}}{x_{H}+x_{L}}-c_{L} x_{L} \tag{2.2.2}
\end{align*}
$$

Stage 2: At stage 2, they again compete for the prize of 1 . The winner receive advantage. Then, If $i$ is the winner of the first contest then the pay off of $i$ in stage 2 is:

$$
\begin{equation*}
\pi_{2}(i)=\frac{y_{i}}{y_{i}+y_{j}}-\gamma c_{i} y_{i} \tag{2.2.3}
\end{equation*}
$$

The pay off of the loser j is:

$$
\begin{equation*}
\pi_{2}(j)=\frac{y_{j}}{y_{i}+y_{j}}-c_{j} y_{j} \tag{2.2.4}
\end{equation*}
$$

where $\gamma<1$ is an improvement in effort efficiency.

### 2.2.2 When the advantage is given to the loser

Stage 1: At stage 1, two players compete for the prize of 1 . The pay-off for stage 1 will then be:

$$
\begin{aligned}
\pi_{1}(H) & =\frac{x_{H}}{x_{H}+x_{L}}-c_{H} x_{H} \\
\pi_{1}(L) & =\frac{x_{L}}{x_{H}+x_{L}}-c_{L} x_{L}
\end{aligned}
$$

Stage 2: At stage 2, they again compete for the prize of 1. The loser (failer) receives advantage. Then,

If $i$ is the winner of the first contest then the pay off of $i$ in stage 2 is:

$$
\pi_{2}(i)=\frac{y_{i}}{y_{i}+y_{j}}-c_{i} y_{i}
$$

The pay off of the loser j is:

$$
\pi_{2}(j)=\frac{y_{j}}{y_{i}+y_{j}}-\gamma_{c_{j}} y_{j}
$$

where $\gamma<1$ is an improvement in effort efficiency.
Proposition 2.1. The dynamic contest in which the early winner is favoured results in a higher effort level in both stages (hence higher total effort) compared to the standard repeated contest.

The dynamic contest in which the early loser is favoured results in a lower effort level in the first stage, higher effort in the second stage and higher total effort compared to the standard repeated contest. ${ }^{2}$

When the cost of effort decreases, players tend to exert more effort. As a result, when a cost reduction is introduced in the second stage of the contest, the level of effort exerted always surpasses that of the original unbiased contest, regardless of who benefits from it. This finding differs from situations where handicaps are employed. Handicapping a player by reducing their effort productivity actually leads to a decrease in total effort (Stein, 2002). Therefore, implementing handicaps in a contest will result in a lower level of effort in the second stage, in comparison to the original unbiased contest.

When a cost reduction serves as a reward for the early winner, players are motivated to compete not only for the prize in the first stage but also for a better chance of winning in the subsequent

[^3]stage. Conversely, the advantage gained by the early loser can lead to decreased motivation and, consequently, lower effort levels compared to unbiased static contests with the same prize.

Proposition 2.2. Favouring the winner results in higher effort level in the first stage. Favouring the loser results in the higher effort level in the second stage.

There is a trade-off: Favouring the loser helps the Low type contestant (who is more likely to lose) "catch up" in the next stage so that both participants will exert more effort in the second stage. Meanwhile, favouring the winner motivates the players to put effort in the first stage. If the incentives from the winning advantage outweighs the "catch up" effect, favouring the winner will result in higher overall effort level.

Example 2.1. Consider the cost reduction $\gamma=0.8$ (the person who receives the advantage has his cost saved by $20 \%$ ).

- When the relative cost of effort is $c_{H} / c_{L}=0.9$ : When favouring the winner, effort level is $E_{1}^{W}=0.5845 / c_{L}$ in the first stage and $E_{2}^{W}=0.5846 / c_{L}$ in the second stage. When favouring the loser, the effort levels in first and second stage are $E_{1}^{F}=0.4681 / c_{L}$ and $E_{2}^{F}=0.5850 / c_{L}$. In the standard repeated contest, effort level is $E^{N}=0.5263 / c_{L}$ at each stage.
- When the relative cost of effort $c_{H} / c_{L}=0.5$ : When favouring the winner, effort level is $E_{1}^{W}=0.7248 / c_{L}$ in the first stage and $E_{2}^{W}=0.7319 / c_{L}$ in the second stage. When favouring the loser, the effort levels in first and second stage are $E_{1}^{F}=0.6073 / c_{L}$ and $E_{2}^{F}=0.7500 / c_{L}$. In the standard repeated contest, effort level is $E^{N}=0.6667 / c_{L}$ at each stage.
- When the relative cost of effort $c_{H} / c_{L}=0.1$ : When favouring the winner, effort level is $E_{1}^{W}=0.9201 / c_{L}$ in the first stage and $E_{2}^{W}=0.9419 / c_{L}$ in the second stage. When favouring the loser, the effort levels in first and second stage are $E_{1}^{F}=0.8976 / c_{L}$ and $E_{2}^{F}=1.0933 / c_{L}$. In the standard repeated contest, effort level is $E^{N}=0.9091 / c_{L}$ at each stage.

|  | First stage effort | Second stage effort | Total effort |
| :---: | :---: | :---: | :---: |
| $\sigma=0.9$ | $E_{1}^{W}>E^{N}>E_{1}^{F}$ | $E_{2}^{F}>E_{2}^{W}>E^{N}$ | $E^{W}>E^{F}>2 E^{N}$ |
| $\sigma=0.5$ | $E_{1}^{W}>E^{N}>E_{1}^{F}$ | $E_{2}^{F}>E_{2}^{W}>E^{N}$ | $E^{W}>E^{F}>2 E^{N}$ |
| $\sigma=0.1$ | $E_{1}^{W}>E^{N}>E_{1}^{F}$ | $E_{2}^{F}>E_{2}^{W}>E^{N}$ | $E^{F}>E^{W}>2 E^{N}$ |

Table 2.1: Effort comparison for $\gamma=0.8$

Theorem. For every cost reduction factor $\gamma$, there is a threshold $\sigma^{*}(\gamma)$ so that when $\sigma>\sigma^{*}$ it is effort maximising to favour the winner, and when $\sigma<\sigma^{*}$ it is effort maximising to favour the loser. The threshold $\sigma^{*}$ is given in figure 2.1.
When the relative cost of effort $\sigma=\frac{c_{H}}{c_{L}}$ is sufficiently high ( $\sigma \geq \max \sigma^{*}=0.27$ ), it is always effort maximising to favour the winner. On the other hand, when the relative cost of effort is small, favouring the loser often results in a higher effort level unless the cost reduction is also very small.


Figure 2.1: Threshold $\sigma^{*}$ as a function of $\gamma$

### 2.3 Optimal prize distribution

In some setting, the contest designer can choose the prize distribution and does not need to give an equal prize at each stage. The optimal prize allocation is different when favouring the winner and the loser. Assume that the contest designer has budget normalised to 1 for the whole contest, and can divide it into $(\mathrm{V}, 1-\mathrm{V})$ as rewards for the first and the second stage.

### 2.3.1 Optimal prize distribution when favouring the winner

Lemma 2.1. (Clark et al., 2020) When the players are symmetric and the winner receives favourable advantage, total effort is maximised at $V=0$

When the players are initially identical, winning advantage has a definite effect: it creates asymmetry. Therefore, the first round is competitive, and both players will work hard for the advantage because it will make a difference in their position in the next round. Moreover, one
prize unit in the second stage will yield a higher effort level than the first stage because the players have become more efficient. It also does not matter who would win because the players are identical. Therefore, the designer should put all prizes in the final stage.

However, it is only true when the players are similar, and therefore the winning advantage has a notable impact on their position. When two players are very different, putting all the prize in the last stage might not be ideal. When the High type worker is remarkably more efficient, and the cost reduction is not too significant, winning advantage is not attractive to him. The improvement in the second stage only has a minor impact on the (already very high) chance of winning, so he will not put much effort into the first stage. A small prize will motivate him to exert effort. Therefore, the total effort will initially increase in the first prize V.

Example 2.2. Consider the situation when the cost reduction $\gamma=0.8$ is given to the winner, and the designer can choose the distribution ( $\mathrm{V}, 1-\mathrm{V}$ ).


Figure 2.2: $E^{W}$ when $c_{H} / c_{L}=0.9$


Figure 2.3: $E^{W}$ when $c_{H} / c_{L}=0.1$

If relative cost is $c_{H} / c_{L}=0.9$, effort level decreases in first stage prize V . It is therefore effort maximising to put all the prize in the second stage. Meanwhile, if the relative $\operatorname{cost}$ is $c_{H} / c_{L}=$ 0.1 , putting a small prize in the first round to motivate the two players to exert effort can yield higher effort level than leaving all the prize to the last stage.

Lemma 2.2. When the cost reduction factor is higher than the cost ratio, i.e, the Low type player with the winning advantage is still less productive than the High type player, total effort is a decreasing function of first stage prize V. It is therefore effort maximising to put all the prize in the second stage

### 2.3.2 Optimal prize distribution when favouring the loser

When the first stage loser receives advantage for the next stage, both players will have incentive to stay inactive to become loser unless the first stage prize is sufficiently high to induce effort. Any first stage prize that is smaller than the minimum level required for positive first round effort is wasteful. Moreover, when transferring a small portion from the second stage prize to the first stage prize, the loss in effort in the second stage outweighs the gain in the first stage. It is shown by the discontinuity in the graph of $E^{F}$ in the following example.

Example 2.3. Consider the situation when the cost reduction $\gamma=0.8$ is given to the loser, and the designer can choose the prize distribution ( $\mathrm{V}, 1-\mathrm{V}$ )


Figure 2.4: $E^{F}$ when $c_{H} / c_{L}=0.9$


Figure 2.5: $E^{F}$ when $c_{H} / c_{L}=0.1$

As V increases from 0 to $\frac{\sigma\left(1-\gamma^{2}\right)\left(2 \gamma^{2} \sigma+2 \gamma+\sigma\right)}{(1+\sigma \gamma)^{2}+(\sigma+\gamma)^{2}+\sigma\left(1-\gamma^{2}\right)\left(2 \gamma^{2} \sigma+2 \gamma+\sigma\right)}{ }^{3}$, the effort will be 0 (or $\varepsilon \approx 0$ ) in the first stage. Total effort is therefore just the second stage effort, which increases in the second stage prize 1-V (thus decreases in the first stage prize V ).

As V increases from $\frac{\sigma\left(1-\gamma^{2}\right)\left(2 \gamma^{2} \sigma+2 \gamma+\sigma\right)}{(1+\sigma \gamma)^{2}+(\sigma+\gamma)^{2}+\sigma\left(1-\gamma^{2}\right)\left(2 \gamma^{2} \sigma+2 \gamma+\sigma\right)}$ : The players become active in the first round, resulting in an initial increase in effort. However, as V becomes larger, the decrease in the second stage effort is more significant than the gain from the first stage. Therefore, effort level will gradually decrease.

From the graphs, we can see that a positive first stage prize may, or may not give a higher effort level, compared to the contest with $V=0$, i.e., single contest with random assignment of the advantage. It is because when the players are similar or the cost reduction is not significant,

[^4]the second stage effort is notably higher when the High type player is favoured. Therefore, it is optimal to put all the prize in the second stage and assign the cost reduction with probability 0.5 . Meanwhile, when the players are particularly asymmetric, there will be a remarkable difference in second stage effort when the High type or the Low type player receives the advantage. We will prefer the Low type player to lose to maximise the effort. A slightly lower second stage prize, but with the more accurate assignment of the advantage, will yield a higher effort level than the whole prize $V=1$ with random assignment.

Lemma 2.3. Any prize $V>0.5$ will result in lower effort level than $V=0$.

### 2.4 Conclusion

This paper provides recommendations for contest designers who are deciding whether to favour underperforming or outperforming participants. This scenario has applications in the workplace, where managers have to decide who to invest in, such as choosing whether to assign training slots to the highest-performing employees or those who are falling behind. There is a trade-off involved since favouring the losing participant decreases initial effort, but can improve competitive balance hence increase effort in the later stage significantly, whereas favouring the winner will motivate participants to exert more effort from the early stage. The result shows that when the relative marginal cost of effort is sufficiently high $\left(c_{H} / c_{L} \geq 0.27\right)$, it is always better to award the cost reduction advantage to the winner. Only when the costs of effort are extremely different it is always better to give the advantage to the loser. There is a threshold of the relative cost of effort for each cost reduction level, where the optimal decision switches.

The paper adds to the discussion of optimal favouritism in dynamic contest. In particular, it allows the contest designer to decide the optimal recipient of the advantage when having no control over its impact. The result provides recommendations for the optimal assignment of indivisible resources such as training slot, opportunity, limited time and back-office support when the provider need to base his decision on previous performance. One possible extension for future research could be to let the resources have different impacts on different participants. In the model, it means that the cost reduction factor will be different for High and Low player. It will be interesting to investigate how such difference will have impact on the optimal decision.

The optimal prize distribution depends on the relative costs of effort and the cost reduction level. The paper shows that when favouring the winner, effort maximisation is achieved by allocating the entire budget for the prize in the final stage for similar players. For significantly
more efficient High type player, it is better to allocate a small prize in the first stage. The recommendation is the same when favouring the loser. When players are largely different, the optimal distribution involves allocating a small positive prize in the first stage.

A similar model with more than two players can be considered in future research. In that case, the notion of winner and loser needs to be clearly defined. One can compare total effort when the advantage is given to the players of the different ranks in the early stage, using success functions for rankings in the literature (Drugov and Ryvkin, 2020; Vesperoni, 2016).

## Appendix

## 2.A Comparison between effort levels in the repeated contest

## 2.A. 1 Total effort when the advantage is given to the winner

We calculate the subgame perfect equilibrium.
Stage 2:
If player H wins the first contest, then:

Player H solves

$$
\max _{w_{H}} \frac{w_{H}}{w_{H}+f_{L}}-\gamma c_{H} \cdot w_{H}
$$

Player L solves

$$
\max _{f_{L}} \frac{f_{L}}{w_{H}+f_{L}}-c_{L} \cdot f_{L}
$$

Equilibrium effort will be $w_{H}=\frac{c_{L}}{\left(\gamma c_{H}+c_{L}\right)^{2}}$ and $f_{L}=\frac{\gamma c_{H}}{\left(\gamma c_{H}+c_{L}\right)^{2}}$

Payoff will then be $\pi_{H / W}=\frac{c_{L}^{2}}{\left(\gamma c_{H}+c_{L}\right)^{2}}$ and $\pi_{L / F}=\frac{\gamma^{2} c_{H}^{2}}{\left(\gamma c_{H}+c_{L}\right)^{2}}$

If $L$ wins the first contest, then:

H solves

$$
\max _{f_{H}} \frac{f_{H}}{f_{H}+w_{L}}-c_{H} \cdot f_{H}
$$

L solves

$$
\max _{w_{L}} \frac{w_{L}}{f_{H}+w_{L}}-\gamma c_{L} \cdot w_{L}
$$

Equilibrium effort will then be $f_{H}=\frac{\gamma c_{L}}{\left(\gamma c_{L}+c_{H}\right)^{2}}$ and $w_{L}=\frac{c_{H}}{\left(\gamma c_{L}+c_{H}\right)^{2}}$
Payoff will then be $\pi_{H / F}=\frac{\gamma^{2} c_{L}^{2}}{\left(\gamma c_{L}+c_{H}\right)^{2}}$ and $\pi_{L / W}=\frac{c_{H}^{2}}{\left(\gamma c_{L}+c_{H}\right)^{2}}$

## Stage 1:

Player H will solve:

$$
\max _{x_{H}} \frac{x_{H}}{x_{H}+x_{L}}+\frac{x_{H}}{x_{H}+x_{L}} \pi_{H / W}+\frac{x_{L}}{x_{H}+x_{L}} \pi_{H / F}-c_{H} x_{H}
$$

Player L will solve:

$$
\max _{x_{L}} \frac{x_{L}}{x_{H}+x_{L}}+\frac{x_{L}}{x_{H}+x_{L}} \pi_{L / W}+\frac{x_{H}}{x_{H}+x_{L}} \pi_{L / F}-c_{L} x_{L}
$$

FOCs:

$$
\begin{align*}
& \frac{x_{L}}{\left(x_{H}+x_{L}\right)^{2}}\left(1+\pi_{H / W}-\pi_{H / F}\right)=c_{H} \\
& \frac{x_{H}}{\left(x_{H}+x_{L}\right)^{2}}\left(1+\pi_{L / W}-\pi_{L / F}\right)=c_{L} \tag{2.A.1}
\end{align*}
$$

i.e,

$$
\begin{align*}
& \frac{x_{L}}{\left(x_{H}+x_{L}\right)^{2}}\left[1+\frac{c_{L}^{2}}{\left(\gamma c_{H}+c_{L}\right)^{2}}-\frac{\gamma^{2} c_{L}^{2}}{\left(\gamma c_{L}+c_{H}\right)^{2}}\right]=c_{H}  \tag{2.A.2}\\
& \frac{x_{H}}{\left(x_{H}+x_{L}\right)^{2}}\left[1+\frac{c_{H}^{2}}{\left(\gamma c_{L}+c_{H}\right)^{2}}-\frac{\gamma^{2} c_{H}^{2}}{\left(\gamma c_{H}+c_{L}\right)^{2}}\right]=c_{L} \tag{2.A.3}
\end{align*}
$$

Let $\sigma=\frac{c_{H}}{c_{L}}<1$. Then,

$$
\begin{aligned}
s & =\frac{c_{H}^{2}}{\left(c_{H}+\gamma c_{L}\right)^{2}}-\frac{\gamma^{2} c_{H}^{2}}{\left(c_{L}+\gamma c_{H}\right)^{2}}=\frac{\sigma^{2}}{(\sigma+\gamma)^{2}}-\frac{\gamma^{2} \sigma^{2}}{(1+\gamma \sigma)^{2}} \\
& =\frac{\sigma^{2}\left(1-\gamma^{2}\right)\left(\gamma^{2}+2 \gamma \sigma+1\right)}{(1+\gamma \sigma)^{2}(\sigma+\gamma)^{2}}
\end{aligned}
$$

$$
\begin{aligned}
t & =\frac{c_{L}^{2}}{\left(c_{L}+\gamma c_{H}\right)^{2}}-\frac{\gamma^{2} c_{L}^{2}}{\left(c_{H}+\gamma c_{L}\right)^{2}}=\frac{1}{(1+\sigma \gamma)^{2}}-\frac{\gamma^{2}}{(\sigma+\gamma)^{2}} \\
& =\frac{\sigma\left(1-\gamma^{2}\right)\left(\gamma^{2} \sigma+2 \gamma+\sigma\right)}{(1+\gamma \sigma)^{2}(\gamma+\sigma)^{2}}
\end{aligned}
$$

From the FOCs in 2.A.1, we have,

$$
\begin{aligned}
& \frac{x_{L}}{\left(x_{H}+x_{L}\right)^{2}}(1+t)=c_{H} \\
& \frac{x_{H}}{\left(x_{H}+x_{L}\right)^{2}}(1+s)=c_{L}
\end{aligned}
$$

Therefore, stage 1 effort when favouring the winner is:

$$
E_{1}^{W}=\frac{(1+t)(1+s)}{(1+t) c_{L}+(1+s) c_{H}}
$$

Expected effort level in stage 2 is:

$$
E_{2}^{W}=\frac{c_{L}(1+t)}{c_{L}(1+t)+c_{H}(1+s)} \cdot \frac{1}{c_{L}+\gamma c_{H}}+\frac{c_{H}(1+s)}{c_{L}(1+t)+c_{H}(1+s)} \cdot \frac{1}{c_{H}+\gamma c_{L}}
$$

Total effort if the advantage is given to the winner is:

$$
\begin{aligned}
E^{W} & =E_{2}^{W}+E_{1}^{W} \\
& =\frac{c_{L}(1+t)}{c_{L}(1+t)+c_{H}(1+s)} \cdot \frac{1}{c_{L}+\gamma c_{H}}+\frac{c_{H}(1+s)}{c_{L}(1+t)+c_{H}(1+s)} \cdot \frac{1}{c_{H}+\gamma c_{L}} \\
& +\frac{(1+t)(1+s)}{(1+t) c_{L}+(1+s) c_{H}} \\
& =\frac{1}{c_{L}}\left[\frac{(1+t)(1+s)}{(1+t)+\sigma(1+s)}+\frac{1+t}{(1+t)+\sigma(1+s)} \cdot \frac{1}{1+\gamma \sigma}+\frac{\sigma(1+s)}{(1+t)+\sigma(1+s)} \cdot \frac{1}{\gamma+\sigma}\right]
\end{aligned}
$$

Lemma 2.4. Dynamic contest with winning advantage results in higher effort level than the standard repeated contest in both stages.

Proof. In the repeated contest without any advantage, the equilibrium effort is $\frac{1}{c_{H}+c_{L}}$ at each stage.
We can easily show that $E_{1}^{W}>\frac{1}{c_{H}+c_{L}}$ and $E_{2}^{W}>\frac{1}{c_{H}+c_{L}}$. Therefore, dynamic contest with winning advantage has higher effort level in both stages.

## 2.A. 2 Total effort when the advantage is given to the loser

We calculate the subgame perfect equilibrium.

Stage 2:
If player H wins the first contest, then:

Player H solves

$$
\max _{w_{H}} \frac{w_{H}}{w_{H}+f_{L}}-c_{H} \cdot w_{H}
$$

Player L solves

$$
\max _{f_{L}} \frac{f_{L}}{w_{H}+f_{L}}-\gamma c_{L} \cdot f_{L}
$$

Equilibrium effort will be $w_{H}=\frac{\gamma c_{L}}{\left(c_{H}+\gamma c_{L}\right)^{2}}$ and $f_{L}=\frac{c_{H}}{\left(c_{H}+\gamma c_{L}\right)^{2}}$
Payoff will then be $\pi_{H / W}=\frac{\gamma^{2} c_{L}^{2}}{\left(\gamma_{L}+c_{H}\right)^{2}}$ and $\pi_{L / F}=\frac{c_{H}^{2}}{\left(\gamma_{c_{L}}+c_{H}\right)^{2}}$

If $L$ wins the first contest, then:

H solves

$$
\max _{f_{H}} \frac{f_{H}}{f_{H}+w_{L}}-\gamma c_{H} \cdot f_{H}
$$

L solves

$$
\max _{w_{L}} \frac{w_{L}}{f_{H}+w_{L}}-c_{L} \cdot w_{L}
$$

Equilibrium effort will then be $f_{H}=\frac{c_{L}}{\left(\gamma c_{H}+c_{L}\right)^{2}}$ and $w_{L}=\frac{\gamma c_{H}}{\left(\gamma c_{H}+c_{L}\right)^{2}}$
Payoff will then be $\pi_{H / F}=\frac{c_{L}^{2}}{\left(\gamma c_{H}+c_{L}\right)^{2}}$ and $\pi_{L / W}=\frac{\gamma c_{H}^{2}}{\left(\gamma c_{H}+c_{L}\right)^{2}}$

Stage 1:

Player H will solve:

$$
\max _{x_{H}} \frac{x_{H}}{x_{H}+x_{L}}+\frac{x_{H}}{x_{H}+x_{L}} \pi_{H / W}+\frac{x_{L}}{x_{H}+x_{L}} \pi_{H / F}-c_{H} x_{H}
$$

Player L will solve:

$$
\max _{x_{L}} \frac{x_{L}}{x_{H}+x_{L}}+\frac{x_{L}}{x_{H}+x_{L}} \pi_{L / W}+\frac{x_{H}}{x_{H}+x_{L}} \pi_{L / F}-c_{L} x_{L}
$$

FOCs:

$$
\begin{aligned}
& \frac{x_{L}}{\left(x_{H}+x_{L}\right)^{2}}\left(1+\pi_{H / W}-\pi_{H / F}\right)=c_{H} \\
& \frac{x_{H}}{\left(x_{H}+x_{L}\right)^{2}}\left(1+\pi_{L / W}-\pi_{L / F}\right)=c_{L}
\end{aligned}
$$

i.e,

$$
\begin{aligned}
& \frac{x_{L}}{\left(x_{H}+x_{L}\right)^{2}}\left[1-\frac{c_{L}^{2}}{\left(\gamma c_{H}+c_{L}\right)^{2}}+\frac{\gamma^{2} c_{L}^{2}}{\left(\gamma c_{L}+c_{H}\right)^{2}}\right]=c_{H} \\
& \frac{x_{H}}{\left(x_{H}+x_{L}\right)^{2}}\left[1-\frac{c_{H}^{2}}{\left(\gamma c_{L}+c_{H}\right)^{2}}+\frac{\gamma^{2} c_{H}^{2}}{\left(\gamma c_{H}+c_{L}\right)^{2}}\right]=c_{L}
\end{aligned}
$$

then,

$$
\begin{aligned}
& \frac{x_{L}}{\left(x_{H}+x_{L}\right)^{2}}(1-t)=c_{H} \\
& \frac{x_{H}}{\left(x_{H}+x_{L}\right)^{2}}(1-s)=c_{L}
\end{aligned}
$$

From the FOCs, we have ${ }^{4}$

$$
\begin{equation*}
\frac{1}{x_{H}+x_{L}}=\frac{c_{H}}{1-t}+\frac{c_{L}}{1-s}=\frac{(1-s) c_{H}+(1-t) c_{L}}{(1-t)(1-s)} \tag{2.A.4}
\end{equation*}
$$

Hence, stage 1 effort level when favouring the loser is:

$$
E_{1}^{F}=x_{H}+x_{L}=\frac{(1-t)(1-s)}{c_{L}(1-t)+c_{H}(1-s)}
$$

Expected effort level in stage 2 is

$$
E_{2}^{F}=\frac{c_{L}(1-t)}{c_{L}(1-t)+c_{H}(1-s)} \cdot \frac{1}{c_{H}+\gamma c_{L}}+\frac{c_{H}(1-s)}{c_{L}(1-t)+c_{H}(1-s)} \cdot \frac{1}{c_{L}+\gamma c_{H}}
$$

[^5]Total effort if the advantage is given to the loser is

$$
\begin{aligned}
E^{F} & =E_{2}^{F}+E_{1}^{F} \\
& =\frac{c_{L}(1-t)}{c_{L}(1-t)+c_{H}(1-s)} \cdot \frac{1}{c_{H}+\gamma c_{L}}+\frac{c_{H}(1-s)}{c_{L}(1-t)+c_{H}(1-s)} \cdot \frac{1}{c_{L}+\gamma c_{H}} \\
& +\frac{(1-t)(1-s)}{(1-t) c_{L}+(1-s) c_{H}} \\
& =\frac{1}{c_{L}}\left[\frac{(1-t)(1-s)}{((1-t)+\sigma(1-s)}+\frac{1-t}{(1-t)+\sigma(1-s)} \cdot \frac{1}{\gamma+\sigma}+\frac{\sigma(1-s)}{(1-t)+\sigma(1-s)} \cdot \frac{1}{1+\gamma \sigma}\right]
\end{aligned}
$$

Lemma 2.5. The dynamic contest with favourable advantage to early loser results in lower effort level in the first stage, higher effort level in the second stage and higher total effort level compared to the original repeated contest with no advantage.

Proof. We can show that

$$
\begin{aligned}
E_{1}^{F}-\frac{1}{c_{H}+c_{L}} & =\frac{(1-t)(1-s)}{c_{L}(1-t)+c_{H}(1-s)}-\frac{1}{c_{H}+c_{L}} \\
& =\frac{-c_{L} s(1-t)-c_{H} t(1-s)}{\left[c_{L}(1-t)+c_{H}(1-s)\right]\left(c_{H}+c_{L}\right)}<0
\end{aligned}
$$

and

$$
\begin{aligned}
E_{2}^{F} & =\frac{c_{L}(1-t)}{c_{L}(1-t)+c_{H}(1-s)} \cdot \frac{1}{c_{H}+\gamma c_{L}}+\frac{c_{H}(1-s)}{c_{L}(1-t)+c_{H}(1-s)} \cdot \frac{1}{c_{L}+\gamma c_{H}} \\
& >\frac{1}{c_{H}+c_{L}}
\end{aligned}
$$

Consider

$$
\begin{aligned}
& \left(E^{F}-\frac{2}{c_{H}+c_{L}}\right) \cdot c_{L} \\
& =\frac{(1-t)}{(1-t)+\sigma(1-s)} \cdot\left(\frac{1}{\sigma+\gamma}-\frac{1}{1+\sigma}\right)+\frac{\sigma(1-s)}{(1-t)+\sigma(1-s)} \cdot\left(\frac{1}{1+\sigma \gamma}-\frac{1}{1+\sigma}\right) \\
& -\frac{s(1-t)+\sigma t(1-s)}{[1-t+\sigma(1-s)](1+\sigma)} \\
& =\frac{1-t}{[1-t-\sigma(1-s)](1+\sigma)}\left[\frac{1-\gamma}{\sigma+\gamma}-s\right]-\frac{\sigma(1-s)}{1-t-\sigma(1-s)](1+\sigma)}\left[t-\frac{\sigma(1-\gamma)}{1+\sigma \gamma}\right]
\end{aligned}
$$

Then,

$$
\begin{aligned}
& \left(E^{F}-\frac{2}{c_{H}+c_{L}}\right) \cdot c_{L} \cdot \frac{[1-t-\sigma(1-s)](1+\sigma)(\sigma+\gamma)^{2}(1+\sigma \gamma)^{2}}{(1-\sigma)(1-\gamma)} \\
& =(1-t)\left(\sigma^{2} \gamma^{2}+2 \sigma^{2} \gamma+2 \sigma \gamma^{2}+\sigma \gamma+\sigma+\gamma\right)-\sigma^{2}(1-s)\left(\sigma^{2} \gamma+2 \sigma \gamma^{2}+\sigma \gamma+\sigma+\gamma^{2}+\gamma\right) \\
& =\left[1-t-\sigma^{2}(1-s)\right]\left(\sigma^{2} \gamma^{2}+2 \sigma^{2} \gamma+2 \sigma \gamma^{2}+\sigma \gamma+\sigma+\gamma\right)-\sigma^{2}(1-s)\left(1-\sigma^{2}\right)(1+\gamma) \gamma \\
& \geq \frac{\left(1-\sigma^{2}\right) \gamma\left(\sigma^{2}+2 \sigma+\gamma\right)}{(1+\sigma \gamma)^{2}}\left(\sigma^{2} \gamma^{2}+2 \sigma^{2} \gamma+2 \sigma \gamma^{2}+\sigma \gamma+\sigma+\gamma\right)-\sigma^{2}\left(1+\sigma^{2}\right)(1-\gamma) \gamma \\
& \geq 0
\end{aligned}
$$

Therefore, $E^{F} \geq \frac{2}{c_{H}+c_{L}}$

## 2.A. 3 Comparison

$$
E^{W}-E^{F}=\left(E_{1}^{W}-E_{1}^{F}\right)-\left(E_{2}^{F}-E_{2}^{W}\right)
$$

where

$$
\begin{aligned}
E_{1}^{W}-E_{1}^{F} & =\frac{(1+t)(1+s)}{(1+t) c_{L}+(1+s) c_{H}}-\frac{(1-t)(1-s)}{(1-t) c_{L}+(1-s) c_{H}} \\
& =\frac{1}{c_{L}} \cdot\left[\frac{(1+t)(1+s)}{(1+t)+(1+s) \sigma}-\frac{(1-t)(1-s)}{(1-t)+(1-s) \sigma}\right] \\
& =\frac{1}{c_{L}} \cdot \frac{2\left(1-t^{2}\right) s+2\left(1-s^{2}\right) t \sigma}{[(1-t)+(1-s) \sigma][(1+t)+(1+s) \sigma]}
\end{aligned}
$$

and

$$
\begin{aligned}
E_{2}^{F}-E_{2}^{W} & =\frac{c_{L}(1-t)}{c_{L}(1-t)+c_{H}(1-s)} \frac{1}{c_{H}+\gamma c_{L}}+\frac{c_{H}(1-s)}{c_{L}(1-t)+c_{H}(1-s)} \frac{1}{c_{L}+\gamma c_{H}} \\
& -\frac{c_{L}(1+t)}{c_{L}(1+t)+c_{H}(1+s)} \frac{1}{c_{L}+\gamma c_{H}}-\frac{c_{H}(1+s)}{c_{L}(1+t)+c_{H}(1+s)} \frac{1}{c_{H}+\gamma c_{L}} \\
& =\frac{1}{c_{L}(\sigma+\gamma)}\left[\frac{1-t}{(1-t)+\sigma(1-s)}-\frac{(1+s) \sigma}{(1+t)+(1+s) \sigma}\right] \\
& +\frac{1}{c_{L}(1+\gamma \sigma)}\left[\frac{(1-s) \sigma}{(1-t)+(1-s) \sigma}-\frac{1+t}{(1+t)+(1+s) \sigma}\right] \\
& =\frac{1}{c_{L}} \cdot\left(\frac{1}{\sigma+\gamma}-\frac{1}{\gamma \sigma+1}\right)\left[\frac{1-t}{(1-t)+(1-s) \sigma}-\frac{(1+s) \sigma}{(1+t)+(1+s) \sigma}\right] \\
& =\frac{1}{c_{L}} \cdot\left(\frac{1}{\sigma+\gamma}-\frac{1}{\gamma \sigma+1}\right) \frac{\left(1-t^{2}\right)-\left(1-s^{2}\right) \sigma^{2}}{[(1-t)+(1-s) \sigma][(1+t)+(1+s) \sigma]}
\end{aligned}
$$

Proposition 2.3. Favouring the winner results in higher effort level in the first stage. Favouring the loser results in the higher effort level in the second stage.

Proof. It is clear that $E_{1}^{W}-E_{1}^{F}>0$. For $E_{2}^{F}-E_{2}^{W}$, we can show that

$$
\begin{equation*}
1-t^{2}-\sigma^{2}\left(1-s^{2}\right) \geq 0 \tag{2.A.5}
\end{equation*}
$$

Consider

$$
1-t^{2}-\sigma^{2}\left(1-s^{2}\right) \geq\left(1-t^{2}\right)-\sigma^{2}(1+t)(1-s)=(1+t)\left[1-t-\sigma^{2}(1-s)\right]
$$

then

$$
\begin{aligned}
\frac{1-t^{2}-\sigma^{2}\left(1-s^{2}\right)}{1+t} & \geq 1-t-\sigma^{2}(1-s) \\
& =\frac{\left(1-\sigma^{2}\right)(1+\sigma \gamma)^{2}(\sigma+\gamma)^{2}-\sigma\left(1-\gamma^{2}\right)\left[\sigma^{2} \gamma+2 \gamma+\sigma-\sigma^{3}\left(\gamma^{2}+2 \sigma \gamma+1\right)\right]}{(1+\sigma \gamma)^{2}(\sigma+\gamma)^{2}} \\
& =\left(1-\sigma^{2}\right) \frac{(1+\sigma \gamma)^{2}(\sigma+\gamma)^{2}-\sigma\left(1-\gamma^{2}\right)\left(\sigma \gamma^{2}+2 \gamma+\sigma\right)}{(1+\sigma \gamma)^{2}(\sigma+\gamma)^{2}} \\
& \geq\left(1-\sigma^{2}\right) \frac{(1+\sigma \gamma)^{2}(\sigma+\gamma)^{2}-\left(1-\gamma^{2}\right)(\sigma+\gamma)^{2}}{(1+\sigma \gamma)^{2}(\sigma+\gamma)^{2}} \\
& \geq 0
\end{aligned}
$$

Consider

$$
\begin{align*}
E^{W}-E^{L} & =\left(E_{1}^{W}-E_{1}^{F}\right)-\left(E_{2}^{F}-E_{2}^{W}\right) \\
& =\frac{1}{c_{L}} \cdot \frac{1}{[(1-t)+(1-s) \sigma][(1+t)+(1+s) \sigma]} \cdot A \tag{2.A.6}
\end{align*}
$$

where

$$
A=2\left(1-t^{2}\right) s+2\left(1-s^{2}\right) t \sigma-\left(\frac{1}{\sigma+\gamma}-\frac{1}{\gamma \sigma+1}\right)\left[\left(1-t^{2}\right)-\left(1-s^{2}\right) \sigma^{2}\right]
$$

Lemma 2.6. When the relative marginal cost of effort $\sigma=\frac{c_{H}}{c_{L}}$ is sufficiently large ( $\sigma>\frac{1+\sqrt{7}}{2}-$ $\frac{\sqrt{2+\sqrt{7}}}{\sqrt{2}} \approx 0.3$ ), $A$ is always positive.

Proof. Since $t \geq s, 1-s^{2} \geq 1-t^{2}$. Therefore,

$$
\begin{aligned}
A & =2\left(1-t^{2}\right) s+2\left(1-s^{2}\right) \sigma t-\left(\frac{1}{\sigma+\gamma}-\frac{1}{\gamma \sigma+1}\right)\left[\left(1-t^{2}\right)-\left(1-s^{2}\right) \sigma^{2}\right] \\
& \geq 2\left(1-t^{2}\right) s+2\left(1-t^{2}\right) \sigma t-\left(\frac{1}{\sigma+\gamma}-\frac{1}{\gamma \sigma+1}\right)\left[\left(1-t^{2}\right)-\left(1-t^{2}\right) \sigma^{2}\right] \\
& =\left(1-t^{2}\right)\left[2 s+2 \sigma t-\frac{(1-\gamma)(1-\sigma)}{(\sigma+\gamma)(\gamma \sigma+1)}\left(1-\sigma^{2}\right)\right] \\
& =\frac{1-t^{2}}{(\sigma+\gamma)^{2}(\gamma \sigma+1)^{2}}\left[2\left(1-\gamma^{2}\right) \sigma^{2}(\sigma+1)(\gamma+1)^{2}-(1-\gamma)(1-\sigma)^{2}(1+\sigma)(\sigma+\gamma)(\gamma \sigma+1)\right] \\
& =\frac{\left(1-t^{2}\right)(1-\gamma)(1+\sigma)}{(\sigma+\gamma)^{2}(\gamma \sigma+1)^{2}}\left[2(1+\gamma)^{3} \sigma^{2}-(1-\sigma)^{2}(\sigma+\gamma)(\gamma \sigma+1)\right] \\
& =\frac{\left(1-t^{2}\right)(1-\gamma)(1+\sigma)}{(\sigma+\gamma)^{2}(\gamma \sigma+1)^{2}} \cdot m
\end{aligned}
$$

where m can be written as a cubic function of $\gamma$

$$
m=2 \sigma^{2} \gamma^{3}+\left(-\sigma^{3}+8 \sigma^{2}-\sigma\right) \gamma^{2}+\left(-\sigma^{4}+2 \sigma^{3}+4 \sigma^{2}+2 \sigma-1\right) \gamma+\left(-\sigma^{3}+4 \sigma^{2}-\sigma\right)
$$

If all the coefficients in m is positive, m will be positive for all $\gamma$ positive. We consider the coefficient of:

- $\gamma^{3}: 2 \sigma^{2}>0$ for all $\sigma \in(0,1]$
- $\gamma^{2}:-\sigma^{3}+8 \sigma^{2}-\sigma>0$ for all $\sigma \in(4-\sqrt{15}, 1]$
- $\gamma^{1}:-\sigma^{4}+2 \sigma^{3}+4 \sigma^{2}+2 \sigma-1>0$ for $\sigma \in\left(\frac{1+\sqrt{7}}{2}-\frac{\sqrt{2+\sqrt{7}}}{\sqrt{2}}, 1\right)$
- $\gamma^{0}:-\sigma^{3}+4 \sigma^{2}-\sigma>0$ for all $\sigma \in(2-\sqrt{3}, 1]$

Hence, $\mathrm{A}>0$ for $\sigma \in\left(\frac{1+\sqrt{7}}{2}-\frac{\sqrt{2+\sqrt{7}}}{\sqrt{2}}, 1\right)$

We can also check that that A is negative for very small $\sigma$. For example, when $\sigma=0$, $A=\frac{(1-\sigma)(\gamma-1)}{(\sigma+\gamma)(1+\sigma \gamma)}<0$.


Figure 2.6: Graph of $e^{A}$. We can see from the graph that A increases in $\sigma$ and could be either positive or negative

Proposition 2.4. A is increasing in $\sigma$ for $\sigma \in(0,1), \gamma \in(0,1)$.

Consider

$$
A=2\left(1-t^{2}\right) s+2\left(1-s^{2}\right) \sigma t-\left(\frac{1}{\sigma+\gamma}-\frac{1}{\gamma \sigma+1}\right)\left[\left(1-t^{2}\right)-\left(1-s^{2}\right) \sigma^{2}\right]
$$

then

$$
\begin{align*}
\frac{\partial A}{\partial \sigma}= & 2\left(1-t^{2}\right) \frac{\partial s}{\partial \sigma}+2 \sigma\left(1-s^{2}\right) \frac{\partial t}{\partial \sigma}+2 t\left(1-s^{2}\right)-4 s t \frac{\partial t}{\partial \sigma}-4 \sigma s t \frac{\partial s}{\partial \sigma} \\
& +\left(\frac{1}{\sigma+\gamma}-\frac{1}{1+\sigma \gamma}\right)\left[2 t \frac{\partial t}{\partial \sigma}+2 \sigma\left(1-s^{2}\right)-2 \sigma^{2} s \frac{\partial s}{\partial \sigma}\right]  \tag{2.A.7}\\
& +\left[\frac{1}{(\sigma+\gamma)^{2}}-\frac{\gamma}{(1+\gamma \sigma)^{2}}\right]\left[\left(1-t^{2}\right)-\sigma^{2}\left(1-s^{2}\right)\right]
\end{align*}
$$

Recall that

$$
s=\frac{\sigma^{2}}{(\sigma+\gamma)^{2}}-\frac{\sigma^{2} \gamma^{2}}{(1+\sigma \gamma)^{2}} \Rightarrow \frac{\partial s}{\partial \sigma}=2 \sigma \gamma\left[\frac{1}{(\sigma+\gamma)^{3}}-\frac{\gamma}{(1+\sigma \gamma)^{3}}\right] \geq 0
$$

and

$$
t=\frac{1}{(1+\sigma \gamma)^{2}}-\frac{\gamma^{2}}{(\sigma+\gamma)^{2}} \Rightarrow \frac{\partial t}{\partial \sigma}=2 \gamma\left[\frac{\gamma}{(\sigma+\gamma)^{3}}-\frac{1}{(1+\sigma \gamma)^{3}}\right]
$$

Hence,

$$
\begin{align*}
s+t & =\frac{\sigma\left(1-\gamma^{2}\right)\left(\gamma^{2} \sigma+2 \gamma \sigma^{2}+\sigma+\gamma^{2} \sigma+2 \gamma+\sigma\right)}{(1+\gamma \sigma)^{2}(\sigma+\gamma)^{2}} \\
& =\frac{\sigma\left(1-\gamma^{2}\right)\left(2 \gamma^{2} \sigma+2 \gamma \sigma^{2}+2 \sigma+2 \gamma\right)}{(1+\gamma \sigma)^{2}(\sigma+\gamma)^{2}}  \tag{2.A.8}\\
& =\frac{2 \sigma\left(1-\gamma^{2}\right)}{(1+\gamma \sigma)(\sigma+\gamma)} \\
\frac{s}{t}-\sigma & =\frac{\gamma^{2} \sigma+2 \gamma \sigma^{2}+\sigma}{\gamma^{2} \sigma+2 \gamma+\sigma}-\sigma \\
& =\frac{\gamma^{2} \sigma+2 \gamma \sigma^{2}+\sigma-\gamma^{2} \sigma^{2}-2 \gamma \sigma-\sigma^{2}}{\gamma^{2} \sigma+2 \gamma+\sigma}  \tag{2.A.9}\\
& =\frac{\sigma(1-\sigma)(1-\gamma)^{2}}{\gamma^{2} \sigma+2 \gamma+\sigma} \\
& \geq 0
\end{align*}
$$

for all $\gamma \in(0,1)$ and $\sigma \in(0,1]$.
Also,

$$
\begin{gather*}
\frac{\partial s}{\partial \sigma}+\frac{\partial t}{\partial \sigma}=2 \gamma\left[\frac{1}{(\sigma+\gamma)^{2}}-\frac{1}{(1+\sigma \gamma)^{2}}\right] \geq 0  \tag{2.A.10}\\
\frac{\partial s}{\partial \sigma}+\sigma \frac{\partial t}{\partial \sigma}=2 \sigma \gamma(\gamma+1)\left[\frac{1}{(\sigma+\gamma)^{3}}-\frac{1}{(1+\sigma \gamma)^{3}}\right] \geq 0  \tag{2.A.11}\\
\frac{\partial s}{\partial \sigma}-\sigma \frac{\partial t}{\partial \sigma}=2 \sigma \gamma(1-\gamma)\left[\frac{1}{(\sigma+\gamma)^{3}}+\frac{1}{(1+\sigma \gamma)^{3}}\right] \geq 0 \tag{2.A.12}
\end{gather*}
$$

and

$$
\begin{align*}
s+\sigma \frac{\partial t}{\partial \sigma} & =\frac{\left.\sigma\left(1-\gamma^{2}\right) 2 \sigma^{4} \gamma^{2}+\sigma^{3} \gamma^{3}+\sigma^{3} \gamma+\sigma^{2} \gamma^{4}-2 \sigma^{2} \gamma^{2}+\sigma^{2}+\sigma \gamma^{3}+\sigma \gamma+2 \gamma^{2}\right)}{(\sigma+\gamma)^{3}(\sigma \gamma+1)^{3}} \\
& \geq 0 \tag{2.A.13}
\end{align*}
$$

for all $\sigma \in(0,1]$ and $\gamma \in(0,1)$.

We can show that

$$
\begin{aligned}
& \left(2 t \frac{\partial t}{\partial \sigma}+\sigma s \frac{\partial s}{\partial \sigma}\right) \cdot \frac{(1+\sigma \gamma)^{5}(\sigma+\gamma)^{5}}{2 \sigma \gamma\left(1-\gamma^{2}\right)} \\
& =\sigma^{3}+\sigma \gamma+\sigma^{2} \gamma-4 \sigma^{3} \gamma+\sigma^{4} \gamma+\sigma^{5} \gamma+2 \gamma^{2}+2 \sigma \gamma^{2}-4 \sigma^{2} \gamma^{2}-2 \sigma^{3} \gamma^{2}-4 \sigma^{4} \gamma^{2}+2 \sigma^{5} \gamma^{2} \\
& +2 \sigma^{6} \gamma^{2}+\sigma \gamma^{3}+\sigma^{2} \gamma^{3}-4 \sigma^{3} \gamma^{3}+\sigma^{4} \gamma^{3}+\sigma^{5} \gamma^{3}+\sigma^{3} \gamma^{4} \\
& \geq 0
\end{aligned}
$$

So that

$$
\begin{aligned}
2 t \frac{\partial t}{\partial \sigma}+2 \sigma\left(1-s^{2}\right)-2 \sigma^{2} s \frac{\partial s}{\partial \sigma} & =\left[\sigma\left(1-s^{2}\right)+2 t \frac{\partial t}{\partial \sigma}\right]-\sigma\left[2 \sigma s \frac{\partial s}{\partial \sigma}-\left(1-s^{2}\right)\right] \\
& \geq\left[\sigma\left(1-s^{2}\right)-2 \sigma s \frac{\partial s}{\partial \sigma}\right]-\sigma\left[2 \sigma s \frac{\partial s}{\partial \sigma}-\left(1-s^{2}\right)\right] \\
& =(\sigma-1)\left[2 \sigma s \frac{\partial s}{\partial \sigma}-\left(1-s^{2}\right)\right]
\end{aligned}
$$

where

$$
\begin{align*}
2 \sigma s \frac{\partial s}{\partial \sigma}-\left(1-s^{2}\right) & =2 \sigma s \frac{\partial s}{\partial \sigma}+s^{2}-1 \leq\left(s+\sigma \frac{\partial s}{\partial \sigma}\right)^{2}-1 \\
& =\left(s+\sigma \frac{\partial s}{\partial \sigma}+1\right) \cdot\left(s+\sigma \frac{\partial s}{\partial \sigma}-1\right) \\
& 5 \leq s+\sigma \frac{\partial s}{\partial \sigma}-1 \\
& =\frac{\sigma^{2}}{(\sigma+\gamma)^{2}}-\frac{\sigma^{2} \gamma^{2}}{(1+\sigma \gamma)^{2}}+2 \sigma^{2} \gamma\left[\frac{1}{(\sigma+\gamma)^{3}}-\frac{\gamma}{(1+\sigma \gamma)^{3}}\right]-1 \\
& =\frac{3 \sigma^{2}}{(\sigma+\gamma)^{2}}+\frac{3}{(1+\sigma \gamma)^{2}}-\frac{2 \sigma^{3}}{(\sigma+\gamma)^{3}}-\frac{2}{(1+\sigma \gamma)^{3}}-2  \tag{2.A.14}\\
& =4-\frac{3\left(\gamma^{2}+2 \sigma \gamma\right)}{(\sigma+\gamma)^{2}}-\frac{3\left(\sigma^{2} \gamma^{2}+2 \sigma \gamma\right)}{(1+\sigma \gamma)^{2}}-\frac{2 \sigma^{3}}{(\sigma+\gamma)^{3}}-\frac{2}{(1+\sigma \gamma)^{3}} \\
& =4-\frac{2 \sigma^{3}+3(\sigma+\gamma)\left(\gamma^{2}+2 \sigma \gamma\right)}{(\sigma+\gamma)^{3}}-\frac{2+3(1+\sigma \gamma)\left(\sigma^{2} \gamma^{2}+2 \sigma \gamma\right)}{(1+\sigma \gamma)^{3}} \\
& =4-\frac{2(\sigma+\gamma)^{3}+3 \sigma \gamma^{2}+\gamma^{3}}{(\sigma+\gamma)^{3}}-\frac{\left.2(1+\sigma \gamma)^{3}+\sigma^{2} \gamma^{2}+3 \sigma \gamma\right)}{(1+\sigma \gamma)^{3}} \\
& \leq 0
\end{align*}
$$

Hence,

$$
2 t \frac{\partial t}{\partial \sigma}+2 \sigma\left(1-s^{2}\right)-2 \sigma^{2} s \frac{\partial s}{\partial \sigma} \geq 0
$$

[^6]Therefore,

$$
\begin{aligned}
\frac{\partial A}{\partial \sigma} & =2\left(1-t^{2}\right) \frac{\partial s}{\partial \sigma}+2 \sigma\left(1-s^{2}\right) \frac{\partial t}{\partial \sigma}+2 t\left(1-s^{2}\right)-4 s t \frac{\partial t}{\partial \sigma}-4 \sigma s t \frac{\partial s}{\partial \sigma} \\
& +\left(\frac{1}{\sigma+\gamma}-\frac{1}{1+\sigma \gamma}\right)\left[2 t \frac{\partial t}{\partial \sigma}+2 \sigma\left(1-s^{2}\right)-2 \sigma^{2} s \frac{\partial s}{\partial \sigma}\right] \\
& +\left[\frac{1}{(\sigma+\gamma)^{2}}-\frac{\gamma}{(1+\gamma \sigma)^{2}}\right]\left[\left(1-t^{2}\right)-\sigma^{2}\left(1-s^{2}\right)\right] \\
& \geq 2\left(1-t^{2}\right) \frac{\partial s}{\partial \sigma}+2 \sigma\left(1-s^{2}\right) \frac{\partial t}{\partial \sigma}+2 t\left(1-s^{2}\right)-4 s t \frac{\partial t}{\partial \sigma}-4 \sigma s t \frac{\partial s}{\partial \sigma} \\
& =2\left(1-t^{2}\right) \frac{\partial s}{\partial t}+2\left[\sigma\left(1-s^{2}\right)-2 s t(1-\sigma)\right] \frac{\partial t}{\partial \sigma}+2 t\left[1-s^{2}-2 s \sigma\left(\frac{\partial s}{\partial \sigma}+\frac{\partial t}{\partial \sigma}\right)\right] \\
& \geq 2\left(1-t^{2}\right) \frac{\partial s}{\partial t}+2\left[\sigma\left(1-s^{2}\right)-2 s t(1-\sigma)\right] \frac{\partial t}{\partial \sigma}
\end{aligned}
$$

since

$$
\begin{align*}
1-s^{2}-2 s \sigma\left(\frac{\partial s}{\partial \sigma}+\frac{\partial t}{\partial \sigma}\right) & \geq 1-\left[s+\sigma\left(\frac{\partial s}{\partial \sigma}+\frac{\partial t}{\partial \sigma}\right)\right]^{2} \\
& =1-\left[\frac{\sigma\left(1-\gamma^{2}\right)\left(\sigma+2 \gamma+2 \sigma \gamma^{2}\right.}{(\sigma+\gamma)^{2}(1+\sigma \gamma)^{2}}\right]^{2} \\
& \geq 1-\frac{\sigma\left(1-\gamma^{2}\right)\left(\sigma+2 \gamma+2 \sigma \gamma^{2}\right.}{(\sigma+\gamma)^{2}(1+\sigma \gamma)^{2}}  \tag{2.A.15}\\
& =\frac{\gamma\left(\sigma^{4} \gamma+2 \sigma^{3} \gamma^{2}+2 \sigma^{3}+2 \sigma^{2} \gamma^{3}+4 \sigma^{2} \gamma+4 \sigma \gamma^{2}+\gamma\right)}{(\sigma+\gamma)^{2}(1+\sigma \gamma)^{2}} \\
& \geq 0
\end{align*}
$$

- Suppose $\frac{\partial t}{\partial \sigma}<0$. Then,

$$
\begin{aligned}
\frac{\partial A}{\partial \sigma} & \geq 2\left(1-t^{2}\right) \frac{\partial s}{\partial t}+2\left[\sigma\left(1-s^{2}\right)-2 s t(1-\sigma)\right] \frac{\partial t}{\partial \sigma} \\
& =\left(1-t^{2}\right)\left(\frac{\partial s}{\partial \sigma}+\frac{\partial t}{\partial \sigma}\right)+\frac{\partial t}{\partial \sigma}\left[\sigma\left(1-s^{2}\right)-\left(1-t^{2}\right)-2 s t(1-\sigma)\right] \\
{ }^{7} & \geq\left(1-t^{2}\right)\left(\frac{\partial s}{\partial \sigma}+\frac{\partial t}{\partial \sigma}\right)+\frac{\partial t}{\partial \sigma}\left[\sigma\left(1-\sigma^{2} t^{2}\right)-\left(1-t^{2}\right)-2 \sigma t^{2}(1-\sigma)\right] \\
& =\left(1-t^{2}\right)\left(\frac{\partial s}{\partial \sigma}+\frac{\partial t}{\partial \sigma}\right)+\frac{\partial t}{\partial \sigma}(1-\sigma)\left[\left(\sigma^{2}-\sigma+1\right) t^{2}-1\right]
\end{aligned}
$$

$$
\geq 0
$$

[^7]since $\frac{\partial s}{\partial \sigma}+\frac{\partial t}{\partial \sigma}>0$, and $\left(\sigma^{2}-\sigma+1\right) t^{2}-1<0$

- Suppose $\frac{\partial t}{\partial \sigma} \geq 0$.Then

$$
\begin{aligned}
\frac{\partial A}{\partial \sigma} & =2\left(1-t^{2}\right) \frac{\partial s}{\partial \sigma}+2 \sigma\left(1-s^{2}\right) \frac{\partial t}{\partial \sigma}+2 t\left(1-s^{2}\right)-4 s t \frac{\partial t}{\partial \sigma}-4 \sigma s t \frac{\partial s}{\partial \sigma} \\
& +\left(\frac{1}{\sigma+\gamma}-\frac{1}{1+\sigma \gamma}\right)\left[2 t \frac{\partial t}{\partial \sigma}+2 \sigma\left(1-s^{2}\right)-2 \sigma^{2} s \frac{\partial s}{\partial \sigma}\right] \\
& +\left[\frac{1}{(\sigma+\gamma)^{2}}-\frac{\gamma}{(1+\gamma \sigma)^{2}}\right]\left[\left(1-t^{2}\right)-\sigma^{2}\left(1-s^{2}\right)\right] \\
& =2\left(1-t^{2}\right) \frac{\partial s}{\partial t}+2\left[\sigma\left(1-s^{2}\right)-2 s t(1-\sigma)\right] \frac{\partial t}{\partial \sigma}+2 t\left[1-s^{2}-2 s \sigma\left(\frac{\partial s}{\partial \sigma}+\frac{\partial t}{\partial \sigma}\right)\right] \\
& +\left(\frac{1}{\sigma+\gamma}-\frac{1}{1+\sigma \gamma}\right)\left[2 t \frac{\partial t}{\partial \sigma}+\sigma\left(1-s^{2}\right)\right]+\left(\frac{1}{\sigma+\gamma}-\frac{1}{1+\sigma \gamma}\right)\left[\sigma\left(1-s^{2}\right)-2 \sigma^{2} s \frac{\partial s}{\partial \sigma}\right] \\
& \geq 2\left(1-t^{2}\right) \frac{\partial s}{\partial t}+2\left[\sigma\left(1-s^{2}\right)-2 s t(1-\sigma)\right] \frac{\partial t}{\partial \sigma}+\left(\frac{1}{\sigma+\gamma}-\frac{1}{1+\sigma \gamma}\right)\left[2 t \frac{\partial t}{\partial \sigma}+\sigma\left(1-s^{2}\right)\right]
\end{aligned}
$$

by 2.A. 14 and 2.A. 15 .
Hence,

$$
\begin{aligned}
\frac{\partial A}{\partial \sigma} & \geq 2\left(1-t^{2}\right) \sigma \frac{\partial t}{\partial t}+2\left[\sigma\left(1-s^{2}\right)-2 s t(1-\sigma)\right] \frac{\partial t}{\partial \sigma}+\left(\frac{1}{\sigma+\gamma}-\frac{1}{1+\sigma \gamma}\right)\left[2 t \frac{\partial t}{\partial \sigma}+\sigma\left(1-s^{2}\right)\right] \\
& \geq 2\left(1-t^{2}\right) \sigma \frac{\partial t}{\partial t}+2\left[\sigma\left(1-s^{2}\right)-2 s t(1-\sigma)\right] \frac{\partial t}{\partial \sigma}+\left(\frac{1}{\sigma+\gamma}-\frac{1}{1+\sigma \gamma}\right)\left[2 t \frac{\partial t}{\partial \sigma}+2 \sigma^{2} s \frac{\partial t}{\partial \sigma}\right] \\
& \geq 2 \frac{\partial t}{\partial \sigma}\left[\sigma\left(1-s^{2}\right)+\sigma\left(1-t^{2}\right)-2 s t(1-\sigma)+\left(\frac{1}{\sigma+\gamma}-\frac{1}{1+\sigma \gamma}\right)\left(t+\sigma^{2} s\right)\right] \\
& =2 \frac{\partial t}{\partial \sigma}\left[2 \sigma-\sigma s^{2}-\sigma t^{2}-2 s t(1-\sigma)+\left(\frac{1}{\sigma+\gamma}-\frac{1}{1+\sigma \gamma}\right)\left(t+\sigma^{2} s\right)\right]
\end{aligned}
$$

since

$$
\begin{aligned}
1-s^{2}-2 \sigma s \frac{\partial t}{\partial \sigma} & \geq 1-\left(s+\sigma \frac{\partial t}{\partial \sigma}\right)^{2}=\left[1-\left(s+\sigma \frac{\partial t}{\partial \sigma}\right)\right] \cdot\left[1+\left(s+\sigma \frac{\partial t}{\partial \sigma}\right)\right] \\
& \geq 1-\left(s+\sigma \frac{\partial t}{\partial \sigma}\right) \\
& =1-\frac{\sigma^{2}}{(\sigma+\gamma)^{2}}+\frac{\sigma^{2} \gamma^{2}}{(1+\sigma \gamma)^{2}}-2 \sigma \gamma\left[\frac{\gamma}{(\sigma+\gamma)^{3}}-\frac{1}{(1+\sigma \gamma)^{3}}\right] \\
& =1-\frac{\sigma^{3}+\sigma^{2} \gamma+2 \sigma \gamma^{2}}{(\sigma+\gamma)^{3}}+\frac{\sigma^{3} \gamma^{3}+\sigma^{2} \gamma^{2}+2 \sigma \gamma}{(1+\sigma \gamma)^{3}} \\
& \geq 0
\end{aligned}
$$

[^8]Consider

$$
\begin{aligned}
& 2 \sigma-\sigma s^{2}-\sigma t^{2}-2 s t(1-\sigma)+\left(\frac{1}{\sigma+\gamma}-\frac{1}{1+\sigma \gamma}\right)\left(t+\sigma^{2} s\right) \\
& \geq 2 \sigma-\sigma s^{2}-\sigma t^{2}-2 s t(1-\sigma)+\left(\frac{1}{\sigma+\gamma}-\frac{1}{1+\sigma \gamma}\right)(\sigma t+\sigma s) \\
& =2 \sigma-\sigma(t-s)^{2}-2 s t+\left(\frac{\sigma}{\sigma+\gamma}-\frac{\sigma}{1+\sigma \gamma}\right)(s+t) \\
& \geq 2 \sigma-\sigma(t-s)^{2}-\frac{(s+t)^{2}}{2}+\left(\frac{\sigma}{\sigma+\gamma}-\frac{\sigma}{1+\sigma \gamma}\right)(s+t) \\
& =2 \sigma+(s+t)\left(\frac{\sigma}{\sigma+\gamma}-\frac{\sigma}{1+\sigma \gamma}-\frac{s+t}{2}\right)-\sigma(t-s)^{2} \\
& \geq 2 \sigma+(s+t)\left(\frac{\sigma}{\sigma+\gamma}-\frac{\sigma}{1+\sigma \gamma}-\frac{s+t}{2}\right)-\sigma(t-s) \\
& =2 \sigma-\frac{2 \sigma^{2}(1-\gamma)^{2}(1+\gamma)}{(\sigma+\gamma)(1+\sigma \gamma)^{2}}-\frac{2 \sigma^{2} \gamma\left(1-\sigma^{2}\right)\left(1-\gamma^{2}\right)}{(\sigma+\gamma)^{2}(1+\sigma \gamma)^{2}} \\
& =2 \sigma\left[1-\frac{\sigma(1-\gamma)^{2}(1+\gamma)}{(\sigma+\gamma)(1+\sigma \gamma)^{2}}-\frac{\sigma \gamma\left(1-\sigma^{2}\right)\left(1-\gamma^{2}\right)}{(\sigma+\gamma)^{2}(1+\sigma \gamma)^{2}}\right] \\
& =\frac{2 \sigma \gamma\left(\sigma^{4} \gamma+\sigma^{3} \gamma^{2}+3 \sigma^{3}+\sigma^{2} \gamma^{3}-\sigma^{2} \gamma^{2}+5 \sigma^{2} \gamma+\sigma^{2}-\sigma \gamma^{3}+4 \sigma \gamma^{2}+\sigma \gamma+\gamma\right)}{(\sigma+\gamma)^{2}(1+\sigma \gamma)^{2}} \\
& \geq 0
\end{aligned}
$$

Therefore,

$$
\frac{\partial A}{\partial \sigma} \geq 0
$$

for all $\sigma \in(0,1], \gamma \in(0,1)$
Proposition 2.5. For each $\gamma$, there exist $\sigma^{*}(\gamma)$ such that $A\left(\sigma^{*}, \gamma\right)=0$. If $\sigma>\sigma^{*}(\gamma)$ then $A>0$, and if $\sigma<\sigma^{*}(\gamma)$ then $A<0$.

Proof. It can be shown that A is continuous on $\sigma \in[0.1)$ for $\gamma \in(0,1]$. We have showed that $A(\sigma, \gamma)>0$ for all $\gamma \in(0,1], \sigma \in[0.3,1)$, and that $A(0, \gamma)<0$ for all $\gamma \in(0,1)$. By proposition 2.1, A is increasing in $\sigma$ for $\sigma \in(0,1), \gamma \in(0,1)$. Therefore, for any $\gamma \in(0,1)$, there will exist $\sigma^{*}(\gamma)$ such that $A\left(\sigma^{*}, \gamma\right)=0$.
Since $\frac{\partial A}{\partial \sigma}>0, A(\sigma, \gamma)>0$ for all $\sigma>\sigma^{*}(\gamma)$. If $\sigma<\sigma^{*}(\gamma), A(\sigma, \gamma)<0$.
Theorem 2.1. If the relative cost of effort $\sigma>\max \sigma^{*}(\gamma) \approx 0.27$, it is always better to favour the winner of the first stage. If the relative cost of effort $\sigma<\min \sigma^{*}(\gamma) \approx 0$, it is always better to favour the loser of the first stage.
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Figure 2.7: Level curves of A at $\mathrm{A}=-0.1, \mathrm{~A}=0, \mathrm{~A}=0.1$ respectively

Proof. Let $\Delta$ be the difference in total effort when the winner has an advantage and when the favour is given to the loser. Then, by 2.A. $6 \operatorname{sgn} \Delta=\operatorname{sgn} A$. As $A(\sigma, \gamma)>0$ for all $\sigma>\max \sigma^{*}(\gamma)$, it is therefore better to favour the winner. If $\sigma<\min \sigma^{*}(\gamma), A(\gamma, \sigma)<0$ for all $\gamma \in(0,1)$. It is then better to favour the loser.

## 2.B Optimal prize distribution

## 2.B. 1 When favouring the winner

Solving the equilibrium efforts, we can calculate the total effort level when is favourable advantage is given to the winner:

$$
\begin{aligned}
E^{W} \cdot c_{L}= & \frac{[t+V(1-t)][s+V(1-s)]}{\sigma[s+V(1-s)]+[t+V(1-t)]}+\frac{t+V(1-t)}{\sigma[s+V(1-s)]+[t+V(1-t)]} \cdot \frac{1-V}{\sigma \gamma+1} \\
& +\frac{\sigma[s+V(1-s)]}{\sigma[s+V(1-s)]+[t+V(1-t)]} \cdot \frac{1-V}{\sigma+\gamma}
\end{aligned}
$$

Consider

$$
\begin{aligned}
& \frac{\partial E^{W}}{\partial V} \cdot c_{L}[\sigma s+t+V(1+\sigma-t-\sigma s)]^{2}(\sigma+\gamma)(1+\sigma \gamma) \\
& =V^{2}(1+\sigma-t-\sigma s)[(1-t)(1-s)(\sigma+\gamma)(1+\sigma \gamma)-(1-t)(\sigma+\gamma)-(1-s) \sigma(1+\sigma+\gamma)] \\
& +2 V(t+\sigma s)[(1-t)(1-s)(\sigma+\gamma)(1+\sigma \gamma)-(1-t)(\sigma+\gamma)-(1-s) \sigma(1+\sigma+\gamma)] \\
& +\left(t^{2}+\sigma^{2} s^{2}-\sigma s^{2} t-s t^{2}\right)(\sigma+\gamma)(1+\sigma \gamma)+\left(t-s-s t-\sigma s^{2}\right) \sigma(1+\sigma \gamma) \\
& -\left[t^{2}+\sigma s t+\sigma(t-s)\right](\sigma+\gamma) \\
& =\left[V^{2}(1+\sigma-t-\sigma s)+2 V(t+\sigma s)\right] \cdot k+r
\end{aligned}
$$

for

$$
\begin{aligned}
k & =(1-t)(1-s)(\sigma+\gamma)(1+\sigma \gamma)-(1-t)(\sigma+\gamma)-(1-s) \sigma(1+\sigma \gamma) \\
& =(1-s) \sigma[(1-t)(\sigma+\gamma) \gamma-((1+\sigma \gamma)]-s(1-t)(\sigma+\gamma) \\
& \leq(1-s) \sigma[(\sigma+\gamma) \gamma-(1+\sigma \gamma)]-s(1-t)(\sigma+\gamma) \\
& \leq 0
\end{aligned}
$$

and

$$
\begin{aligned}
r= & \left(t^{2}+\sigma s^{2}-\sigma s^{2} t-s t^{2}\right)(\sigma+\gamma)(1+\sigma \gamma)+\left(t-s-s t-\sigma s^{2}\right) \sigma(1+\sigma \gamma) \\
& -\left[t^{2}+\sigma s t+\sigma(t-s)\right](\sigma+\gamma)
\end{aligned}
$$

We can see that

$$
\left.\frac{\partial E^{W}}{\partial V}\right|_{V=0}=\frac{r}{c_{L}(\sigma s+t)(\sigma+\gamma)(1+\sigma \gamma)}
$$

When $\sigma$ is significantly smaller than $\gamma, \mathrm{r}$ is positive. For example, when $\sigma=0.1, \gamma=0.8$, $r=0.0013$. Therefore, a small prize $\mathrm{V}>0$ at stage 1 would yields higher effort level than $\mathrm{V}=0$.

On the other hand, when $\sigma$ is sufficiently large compared to $\gamma, r<0$. Therefore, $\frac{\partial E^{W}}{\partial V}<0$.


Figure 2.8: Graph of $r$. The yellow region is where $r>0$

From the graph, we can see that $r<0$ when $\sigma>\gamma$. Therefore, $\frac{\partial E^{W}}{\partial V}<0$. As total effort level decreases in the first stage prize V , it is effort maximising to put all the prize in the second stage.

## 2.B. 2 When favouring the loser

With the prize distribution $(\mathrm{V}, 1-\mathrm{V})$, the effort in the second stage will be $\frac{1-V}{c_{L}+\gamma_{c_{H}}}$ if Low type player win the first stage, and $\frac{1-V}{c_{H}+\gamma_{L}}$ if High type player win the first stage.
The FOCs for the first stage effort becomes

$$
\begin{aligned}
& \frac{x_{L}}{\left(x_{H}+x_{L}\right)^{2}}[V-t(1-V)]=c_{H} \\
& \frac{x_{H}}{\left(x_{H}+x_{L}\right)^{2}}[V-s(1-V)]=c_{L}
\end{aligned}
$$

From the FOCs, we can see that positive expected pay-off for both players is only guaranteed when $V-s(1-V)=V(1+s)-s \geq V(1+t)-t=V-t(1-V)>0$.

If $(1+t) V-t \leq(1+s) V-s<0$, i.e., the first stage prize V is small, both player will stay inactive hoping to get the advantage to earn big prize in the later stage.

If $(1+t) V-t<0<(1+s) V-s$, High type player will stay inactive.The Low type player will put in effort $\varepsilon$ to secure the prize V because that will give him higher pay-off in expectation compared to staying inactive and gaining advantage by half a chance.

Therefore, we can see that any prize $V \in\left(0, \frac{t}{1+t}\right]$ is wasteful because it does not induce any first stage effort. It is then better to put $\mathrm{V}=0$.

Consider the prize distribution V such that $V>\frac{t}{1+t}$. Then, the total effort in the two stage contest when favouring the loser is:

$$
\begin{aligned}
E^{F} \cdot c_{L}= & \frac{[V(1+t)-t][V(1+s)-s]}{\sigma[V(1+s)-s]+[V(1+t)-t]}+\frac{[V(1+s)-s] \sigma}{\sigma[V(1+s)-s]+[V(1+t)-t]} \cdot \frac{1-V}{\sigma \gamma+1} \\
& +\frac{[V(1+t)-t]}{\sigma[V(1+s-s)]+[V(1+t)-t]} \cdot \frac{1-V}{\sigma+\gamma}
\end{aligned}
$$

We can see that

$$
\left.E^{F} \cdot c_{L}\right|_{V=\frac{t}{1+t}+\varepsilon}<\frac{1}{2}\left(1-\frac{t}{1+t}\right)\left(\frac{1}{\sigma+\gamma}+\frac{1}{1+\sigma \gamma}\right)
$$

as $e \rightarrow 0$. Therefore, when the first stage prize is just enough to motivate the players to put effort, the effort level will be lower than when they are inactive in the first round.

Lemma 2.7. Any $V>0.5$ results in lower effort level than $V=0$.

Proof. When $V=0$, both players will be inactive in the first stage. The advantage for the loser will be given randomly to one of the players. They will then compete in the second stage for the prize of 1 . Total effort will then be

$$
E_{0}^{F} \cdot c_{L}=\frac{1}{2} \frac{1}{\sigma+\gamma}+\frac{1}{2} \frac{1}{1+\sigma \gamma}
$$

When $V>0.5>\frac{t}{1+t}$, the effort level is

$$
\begin{aligned}
E_{V}^{F} \cdot c_{L}= & \frac{[V(1+t)-t][V(1+s)-s]}{\sigma[V(1+s)-s]+[V(1+t)-t]}+\frac{[V(1+s)-s] \sigma}{\sigma[V(1+s)-s]+[V(1+t)-t]} \cdot \frac{1-V}{\sigma \gamma+1} \\
& +\frac{[V(1+t)-t]}{\sigma[V(1+s)-s]+[V(1+t)-t]} \cdot \frac{1-V}{\sigma+\gamma}
\end{aligned}
$$

Consider

$$
\begin{aligned}
\left(E_{V}^{F}-E_{0}^{F}\right) \cdot c_{L} & =\frac{[V(1+t)-t][V(1+s)-s]}{\sigma[V(1+s)-s]+[V(1+t)-t]}+\frac{[V(1+s)-s] \sigma}{\sigma[V(1+s)-s]+[V(1+t)-t]} \cdot \frac{1-V}{\sigma \gamma+1} \\
& +\frac{[V(1+t)-t]}{\sigma[V(1+s)-s]+[V(1+t)-t]} \cdot \frac{1-V}{\sigma+\gamma}-\frac{1}{2(\sigma+\gamma)}-\frac{1}{2(1+\sigma \gamma)}
\end{aligned}
$$

Hence

$$
\begin{aligned}
& \left(E_{V}^{F}-E_{0}^{F}\right) \cdot c_{L} \cdot(\sigma+\gamma)(1+\sigma \gamma)[V(\sigma+1+\sigma s+t)-\sigma s-t] \\
= & {[V(1+s)-s][V(1+t)-t](\sigma+\gamma)(1+\sigma \gamma)+[V(1+t)-t][(1-2 V)(1+\sigma \gamma)-(\sigma+\gamma)] } \\
& +[V(1+s)-s] \sigma[(\sigma+\gamma)(1-2 V)-(1+\sigma \gamma)] \\
\leq & {[V(1+s)-s][V(1+t)-t](\sigma+\gamma)(1+\sigma \gamma)-[V(1+t)-t][(1+\sigma \gamma)+(\sigma+\gamma)] } \\
& -[V(1+s)-s] \sigma[(\sigma+\gamma)+(1+\sigma \gamma)] \\
\leq & 0^{9}
\end{aligned}
$$

for all $V>0.5$
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## Chapter 3

## Benefits of intermediate competition with non monetary incentive


#### Abstract

Studies on contest design frequently reveal a trade-off between total effort and selection accuracy. This paper demonstrates that contest performance can be enhanced in both dimensions by adding an intermediate competition with non-monetary benefits, ow winning advantage. By allowing losers to progress to the next stage and granting early winners a reduced cost of effort, the contest designer can foster higher effort levels and increase the likelihood of selecting the most capable candidate. Additionally, our findings indicate that the comparison between dynamic and static contests is contingent on how participants are grouped in the first stage. To our knowledge, our work is among a limited number of papers that have identified the potential for improving both selection accuracy and aggregated effort by transitioning from one contest structure to another.


### 3.1 Introduction

Most studies on contest design primarily focus on maximising effort. However, for promotion tournaments, selecting the best candidate can be a crucial objective for the designer. Promotion contests are often employed to achieve two objectives: to motivate participants to exert effort (incentive objective) and to select the best candidate for the position (selection accuracy objective). However, contest designers frequently face a trade-off between these two objectives. A contest that results in a higher effort level also increases the probability of selecting an unsuitable candidate. Tsoulouhas et al. (2007) examine the competition for a CEO position using a biased Tullock contest, and find a trade-off between incentives and selection when deciding whether to handicap the insider or the outsider. Similarly, Stracke et al. (2015) compare static contests with dynamic up-or-out promotion contests and demonstrate that it is not possible to improve both attributes by making the contest more dynamic. Empirical evidence further supports the existence of this trade-off in competitions. For instance, Boudreau et al. (2011) show that adding a competitor decreases the effort level but increases the likelihood of a participant producing an exceptional solution.

In many competitions, the designer is also interested in participation rates. Examples include crowdsourcing, early-stage school competitions, and "quit and win" contests in healthcare (with the most popular being smoking cessation). Companies that implement crowdsourcing competitions may desire a large number of participants to maximize public attention and the diversity of received opinions and ideas. Depending on the context, the dropout rate (participation) can serve as an indicator of the contest's performance. The designer seeks to maintain the participation rate while enhancing incentives. Therefore, the contest should not be excessively competitive to discourage less capable contestants (Bimpikis et al., 2019; Fershtman and Gneezy, 2011).

This raises the question of whether it is possible to improve all dimensions simultaneously. Assuming the designer aims to enhance both incentive and selection properties while also increasing participation rates without compromising incentive and selection accuracy, we investigate whether this objective can be attained via winning advantage.

The concept that effort provision can only be induced through monetary incentives is a notion that has been challenged by various empirical findings. Intrinsic motivations can encourage engagement in work (Burgess and Ratto, 2003). Studies involving contests have revealed persistent over dissipation with regards to observed effort levels, which tend to be higher than
anticipated by theoretical models. For example, Sheremeta (2010b) observes that the two stage elimination contest, in contrary to the theory, generates higher effort than the equivalent one stage contest, suggesting the joy of winning is a component of utility. Erkal et al. (2018) confirms the role of non-monetary incentives in effort provision. The non-monetary incentives in the paper, which include task enjoyment, capture part of real-life motivation for participation. However, it is important to recognise that that individuals are often motivated not only by immediate rewards and enjoyment but also by their desire to achieve benefits that can grant them advantageous positions in future contests. The non-monetary benefits include training, flexible working hours, opportunities for advancement, or simply recognition. These benefits may entail expenses for firms (such as external training courses) or may come at no cost (such as recognition, positive bias, or flexible working hours).

Studies in psychology and organisational behaviour have suggested that those non-monetary benefits cancan significantly enhance organisational performance (Heyman and Ariely, 2004). Research has shown that symbolic awards, along with improvements in confidence and recognition, can increase motivation, effort, and overall performance (Gallus and Frey, 2016). According to W. Thomas (2009) non-monetary rewards act as positive reinforcement, effectively encouraging employee efforts. ${ }^{1}$ Therefore, a competition that incorporates symbolic awards and non-monetary benefits, or winning advantages, can be considered a plausible and effective means of encouraging efforts.

The advantages of winning are also widely observed in various contexts. For instance, in the NBA league, the team with a superior win-loss record is granted the home-court advantage. While this advantage does not significantly increase the likelihood of winning the game, it is shown to have a positive impact on team performance (Leota et al., 2022). Similarly, in education, healthy competition can validate students' sense of efficacy. Winning a competition, even a weekly class quiz, leads to recognition, increased motivation, and enhanced self-esteem, which strengthens engagement (Strong et al., 1995). The winner can receive praise and attributional feedback from teachers, which supports their confidence and competence (Schunk, 1983). In sports education, competitions are generally considered a useful means of promoting engagement. Shindler (2009) suggests that if competitions are used effectively and appropriately as tools to challenge children to focus their attention and refine their skills, then they become valuable instruments for personal development.

We employ the Tullock contest model to compare static contest with dynamic contest with

[^11]winning advantage. The primary aim of the contest designer is to enhance effort provision and increase the accuracy of contestant selection. Additionally, the contest designer might also have an interest in promoting a high participation rate. To accomplish these goals, the designer introduces intermediate stages of competition and implements non-monetary incentives such as recognition, and training that are rewarded to the winners. In the dynamic contest, there is no intermediate monetary reward, only a symbolic prize, and several winners are selected from smaller groups. The early winners become more efficient, resulting in a reduction in their marginal cost of effort. The reduction in cost is analytically equivalent to the bias on the effort impact, a commonly employed tool to introduce favourable bias (Kirkegaard, 2012), particularly within organisational setting (Ridlon and Shin, 2013; Tsoulouhas et al., 2007). Cost reduction is common practice in sport tournament, and easier to implement than changes in effort impact function (Chowdhury et al., 2023). This setting with cost reduction effectively captures informal competitions within firms and organizations. In such scenarios, managers publicly acknowledge exceptional employees within each department and assign them as team leaders for various projects. These employees often receive additional training and favorable treatment in subsequent promotion competitions ${ }^{2}$. Analytically, the Tullock contest is strategically equivalent to tournament, which is also a common framework to study competition in organisational setting (Baye and Hoppe, 2003).

Our comparison suggests that the additional informal competition can enhance the effort level and the likelihood of selecting the best candidate for the position. We discover that there exists a range of cost reduction where no trade-off exists between the rate of participation, incentive, and selection properties. If total effort and selection accuracy are the only two objectives, the contest designer can achieve strictly better outcomes in both dimensions using the dynamic contest, provided that the cost reduction is significant enough to maintain the participation rate. The dynamic contest with moderate winning advantage in our model satisfies the proposed characteristics of a "healthy competition" by educationists ${ }^{3}$. Our equilibrium analysis corresponds with empirical studies that indicate an improvement in effort and attainment levels when small competitions are introduced (Shindler, 2009; Verhoeff, 1997).

Our findings suggest that firms can enhance their competition's performance without altering the prize distribution or budget by introducing intermediate stages for the team leader and monthly awards for the best employee before the promotion or end-of-year bonus sharing. While K. A.

[^12]Konrad and Kovenock (2009) explore a similar scenario using an all-pay auction race with component contests, our model differs in that the attainment of the grand prize depends solely on the final effort level, rather than the number of component contests won. In many cases, the likelihood of promotion or the share of a bonus is largely influenced by performance closer to the events or the effort exerted in the final stage. Additionally, the intermediate winners in our model receive favourable treatment and occupy better positions in subsequent contests.

### 3.2 Related literature

There are two strands of literature on contest design related to our work. The first one is concerned with the incentive and selection properties in the organizational setting, particularly promotion tournaments, starting from the work by Lazear and Rosen (1981). Their paper considers rank-order tournaments as an alternative form of labor contract and discusses the efficiency of production and the potential issue of adverse selection when using the scheme. Following a similar setting, Rosen (1986) examines the incentive property of the prize in the sequential elimination tournament and finds that elevating the later prize is essential to maintain the motivation of the high-rank survivors. Stracke et al. (2015) adopt the model for the up-or-out promotion contest and find that the elimination contest indeed results in better effort provision compared to the one-stage contest. However, the dynamic structure, which can reduce the effective degree of heterogeneity, results in lower selection accuracy.

Tsoulouhas et al. (2007) develop a model for a CEO contest using a similar approach: internal workers compete in an elimination contest to become candidates for the CEO position, with the final round open to external applicants. This paper examines the optimal handicapping mechanism and concludes that favoring insiders serves as an incentive for current employees to exert effort, but it hinders the selection of more capable external candidates for the CEO role. Our study shares similarities with their work, as it also involves a two-stage contest and a favorable bias towards certain candidates. However, our model differs in that the loser of the first round is not eliminated, and there are no external candidates. While our model may not be the most suitable for CEO selection, it is more applicable than the model proposed by Tsoulouhas et al. (2007) for internal promotions. Furthermore, our model has a wide range of applications, including sales force management, education, and politics.

In a similar vein of comparison, Morgan (2003) conducts a comparative analysis of welfare, specifically allocative efficiency and total effort outlays, between sequential and simultaneous rent-seeking contests. The study focuses on the competition between two asymmetric players
for an object with either a high or low value, which is realized after receipt. In this particular setting, the paper demonstrates that sequential contests dominate simultaneous contests in terms of ex-ante Pareto optimality. However, should be highlighted that in Morgan's (2003) study, the term "sequential contest" refers to a scenario where players sequentially choose their effort outlays and only play once, unlike our dynamic setting where players compete simultaneously in different stages.

The second stream of literature related to our work is dynamic contests where the early result impacts later performance. The dynamic contest, particularly equilibrium strategies in dynamic contests, has been increasingly studied lately in Tullock contest and all-pay auction setups ${ }^{4}$. The recent work by Iluz and Sela (2018) recently considers a lottery contest where the player with the highest effort in the first round wins the intermediate prize, and the one with the highest total effort wins the grand prize and gives the characterisation of the subgame perfect equilibrium. The impact of early effort on later performance has been explored using different contest structures and factors. For example, Klein and Schmutzler (2017) analyse the situation when the designer can decide the prize distribution and the weight of early effort in the second period and find that it is effort maximizing to have a grand prize in the last stage, with a positive first performance weight.

In our paper, the performance in the later stage does not depend on the early effort, but the early result. Clark and Nilssen (2018) have previously discussed the head-start as a winning advantage with all pay auction settings. They find that when the winner of intermediate rounds benefits from a head start, the losers might be motivated to exert more effort to win the following stage, which can lead to outperforming the winner at some stages, particularly closer to the final round. These results contrast with our findings while using handicapping as the winning advantage. When the advantage is a multiplicative rather than an additive factor, the early winners always exert higher effort. This is because the head start acts as "free effort," enabling the early winner to relax and put in less effort as the series of contests proceeds. This motivates the laggard to exert higher effort and outperform in the later stages. Conversely, the benefit of the multiplicative handicap requires effort provision, and the improvement in effort productivity encourages the recipient to exert more effort to take advantage of it.

In the study by Möller (2012), a two-stage dynamic contest was analysed, where winning the first stage prize can improve the player's ability in the next contest. The winning advantage enlarges the difference in efforts between the winner and loser, resulting in a competitive

[^13]imbalance. Although the setting is relatively similar to ours, the paper's focus is on the size of the first prize that determines the improvement in ability. Additionally, the paper aims to maximize the total effort by finding the prize distribution between stages. In comparison, Megidish and Sela (2014) examine the total effort in a repeated Tullock contest, where the marginal values for the prize can either increase or decrease, and winning the earlier stage can act as either an advantage or disadvantage in the later stage. The paper analyses the equilibrium and the role of budget constraints, showing that a non-restrictive budget leads to higher (lower) total effort when the prize's marginal valuation increases (decreases). When the budget is non-restrictive, players distribute their effort equally among the two stages. This part of the study is relatively similar to our work, as winning the first stage increases the expected payoff in the next stage.

The comparison between the dynamic contest where the players are initially divided into small group and the static contest can also be linked to the comparison between smaller and larger contests, particularly in terms of the total effort exerted in a grand contest compared to a set of sub-contests when multiple winners are involved. When there are multiple winners, several mechanisms can be employed to select the winners. Clark and Riis (1996) propose a nested contest with successive rounds of selection. The first prize winner is chosen from the entire pool of participants and subsequently eliminated. The second prize winner is then selected based on the contest success probability function and the effort profile of all participants except the first prize winner, and so on. Using this mechanism, Fu and Lu (2009) discover that a grand contest elicits higher effort levels compared to any set of sub-contests when the players are symmetric. In contrast, Chowdhury and Kim (2017) find the opposite result when employing a sequential loser elimination mechanism, proposed by Chowdhury and Kim (2014). In their model, the players are successively eliminated from the pool of the survivors using the contest failure function, and the prizes are rewarded to the final survivors. The mechanism is equivalent to the mechanism proposed by Berry (1993), where the winning probability of a player for one of $k$ prizes is defined as the sum of efforts exerted by any group of $k$ players that includes him, divided by the total effort of all combinations of $k$ players. It is worth noting that the contests examined in the comparisons by Fu and Lu (2009) and Chowdhury and Kim (2017), despite the successive rounds in the choosing procedure, are one-stage unbiased contests, where players only provide efforts once. On the other hand, our comparison involves a dynamic contest where the players are initially grouped in the first stage to compete for a favourable bias, and then exert effort in the subsequent stage. It should also be noted that unlike the aforementioned papers, our model considers asymmetric players and feature several intermediate winners who receive advantages but ultimately compete for a single final prize.

Our representation of winning advantage is similar to previous work by Clark et al. (2020), who examine the optimal prize distribution in a Tullock contest with symmetric players. They find that the introduction of asymmetry can increase total effort, and proposed the optimal prize distribution for such cases. Before Clark et al. (2020), Ridlon and Shin (2013) have previously considered the improvement in effort efficiency as a result of favourable bias better back-office resources and argued that it is commonly observed in the organisational setting. However, on optimising favouritism to maximise total effort, allowing the advantage to be given to the loser. In contrast, our study only considers the impact of favouring the winner on contest performance.

Our work adds to the ongoing discussion about the role of non-monetary incentives in contests and tournaments. Several experimental studies have suggested that non-monetary factors may contribute to the commonly observed overbidding phenomenon (Erkal et al., 2018; Parco et al., 2005; Schmitt et al., 2004; Sheremeta, 2010a, 2010b). These factors may include identification, as proposed by Mago et al. (2016), or intrinsic motivations, as suggested by Sheremeta (2010b). We investigate another non-monetary motivation for players to exert effort in the early stage, which is the benefits of an advanced position in the future contest. Besides, our paper also relates to the discussion of feedback, as the non-monetary benefit in our model can capture performance appraisals and improvement in confidence. However, previous studies on tournaments have mainly focused on the private information setting, where feedback acts as a signal of ability, and the optimal information reveal is the main concern (Ederer, 2010; Kuhnen and Tymula, 2012).

In our model, we consider a contest with four players, categorised into two types: High and Low. These players differ in their marginal costs of effort. Initially, the players are paired up and engage in a first-stage competition, which does not offer any monetary reward. The winners of each pair are granted an advantage that enhances their efficiency in exerting effort. This advantage is represented as a multiplicative cost reduction. Following the first stage, all four players proceed to the second stage, where they compete for the grand prize. Our analysis reveals that the total effort exerted in the two-stage contest surpasses that of the one-stage contest, provided that all four players actively participate in the second stage. As the cost reduction becomes more significant, the participation rate may change due to changes in the heterogeneity level. We demonstrate that, for moderate cost reduction factors that maintain a participation rate similar to that of the one-stage contest, the dynamic contest enhances the likelihood of the ultimate winner belonging to the High type. Consequently, by transitioning from a one-stage contest to a two-stage contest with a moderate winning advantage, the designer can achieve improved effort provision and enhanced accuracy in selecting the winner. Our findings highlight the advantages of implementing a two-stage contest model over a one-stage contest.

### 3.3 Model

Consider the setting with four players of two types High and Low. Marginal cost of effort is $c_{H}<c_{L}$.

- In the static contest, the players compete simultaneously for the prize of 1 . If player $i$ exerts effort $x_{i}$ and pay the $\operatorname{cost} c_{i} x_{i}$, his probability of winning is:

$$
P(i)= \begin{cases}\frac{x_{i}}{x_{i}+x_{-i}} & \text { if } x_{i}+x_{-i} \neq 0 \\ 0.5 & \text { if } x_{i}=x_{-i}=0\end{cases}
$$

- In the dynamic contest, the players are initially grouped in pair. The winner i of each group has his cost reduced to $\gamma c_{i}$ for $\gamma \in(0,1)$. All players then participate in the second stage and exert effort $y_{i}$ to win the prize.
i) When there are two players of each type, i.e., (H,H,L,L) the players can be grouped either homogeneously of heterogeneously.

In the situation of homogeneous grouping, the players are grouped as $(H, H)$ and $(L, L)$.

The probability that the player $H_{i}$ wins the first stage is

$$
P\left(H_{i}\right)= \begin{cases}\frac{x_{H_{i}}}{x_{H_{i}}+x_{H_{j}}} & \text { if } x_{H_{i}}+x_{H_{j}} \neq 0 \\ 0.5 & \text { if } x_{H_{i}}=x_{H_{j}}=0\end{cases}
$$

The probability that the player $L_{i}$ wins the first stage is

$$
P\left(L_{i}\right)= \begin{cases}\frac{x_{L_{i}}}{x_{L_{i}}+x_{L_{j}}} & \text { if } x_{L_{i}}+x_{L_{j}} \neq 0 \\ 0.5 & \text { if } x_{L_{i}}=x_{L_{j}}=0\end{cases}
$$

The first stage winners contain 1 High type and 1 Low type player. The four players whose marginal costs now are $c_{H}, c_{L}, \gamma c_{H}, \gamma c_{L}$ then compete for the prize of 1 in the second stage.

In the situation of heterogeneous grouping, there are two groups 1,2 , each of which contains one High type and one Low type player. Players compete within their group for the winning advantage.

The probability that the player $H$ in group i wins the first stage is

$$
P\left(H_{i}\right)= \begin{cases}\frac{x_{H_{i}}}{x_{H_{i}}+x_{L_{i}}} & \text { if } x_{H_{i}}+x_{L_{i}} \neq 0 \\ 0.5 & \text { if } x_{H_{i}}=x_{L_{i}}=0\end{cases}
$$

The probability that the player $L_{i}$ wins the first stage is

$$
P\left(L_{i}\right)= \begin{cases}\frac{x_{L_{i}}}{x_{H_{i}}+x_{L_{i}}} & \text { if } x_{H_{i}}+x_{L_{i}} \neq 0 \\ 0.5 & \text { if } x_{L_{i}}=x_{H_{i}}=0\end{cases}
$$

There could be situations where 2 High type players, 2 Low type players, or 1 High type and 1 Low type player win the first stage and have their marginal costs decrease from $c_{i}$ to $\gamma c_{i}$. Four players will compete in the second stage for the prize.

Lemma 3.1. When there are two High type and two Low type players and $c_{L}<2 c_{H}$, all four players are active in the static contest. When $c_{L} \geq 2 c_{H}$, only the High type players are active in the static contest.

Depending on the heterogeneity of the players, the cost reduction rewarded to the first stage winner can increase or decrease the participation rate. When $2 c_{H}>c_{L}$, all four players are active in the static contest. $\gamma$ being too low will discourage the early loser(s) from participating in the next round. Meanwhile, when $2 c_{H} \leq c_{L}$, only two High type players are active in the static contest. Very small $\gamma$ gives the Low type players incentive to compete, knowing that the ability gap will be narrowed significantly once they obtain it, increasing the contest's participation rate.

Lemma 3.2. When the players are homogeneously grouped as $(H, H),(L, L)$ in the first stage, the cost reduction factor maintains the participation rate is

$$
\begin{cases}\gamma>\frac{2 c_{L}-c_{H}}{c_{L}+c_{H}} & \text { if } 2 c_{H}>c_{L} \\ \gamma>\frac{c_{H}}{c_{L}-c_{H}} & \text { if } 2 c_{H} \leq c_{L}\end{cases}
$$

When the players are heterogeneously grouped as $(H, L),(H, L)$ in the first stage, the cost
reduction factor that maintain the participation rate is

$$
\begin{cases}\gamma>\frac{2 c_{L}-c_{H}}{c_{L}+c_{H}} & \text { if } 2 c_{H}>c_{L} \\ \gamma>\frac{2 c_{H}}{c_{L}} & \text { if } 2 c_{H} \leq c_{L}\end{cases}
$$

ii) When there are three players of one type and one player of the other type, i.e., (H,H,H,L) or ( $\mathrm{L}, \mathrm{L}, \mathrm{H}, \mathrm{H}$ ), there will be one symmetric pair and one asymmetric pair in the first stage.

Consider the situation involving three High type players and one Low type player. The two pairs competing in the first stage then are $(\mathrm{H}, \mathrm{H})$ and $(\mathrm{H}, \mathrm{L})$. There could be two High type, or one High type and one Low type first stage winner. The marginal costs of the players in the second stage could then be either $\left(\gamma_{c_{H}}, \gamma c_{H}, c_{H}, c_{L}\right)$ or $\left(\gamma c_{H}, \gamma c_{L}, c_{H}, c_{H}\right)$.

Lemma 3.3. When there are three High type and one Low type players and $c_{L}<1.5 c_{H}$, all four players are active in the static contest. When $c_{L} \geq 1.5 c_{H}$, only the High type players are active in the static contest.

The cost reduction factor that maintains the participation rate is

$$
\begin{cases}\gamma>\frac{2 c_{L}-c_{H}}{2 c_{H}} & \text { if } 1.5 c_{H}>c_{L} \\ \gamma>\frac{2 c_{H}}{2 c_{L}-c_{H}} & \text { if } 2 c_{H} \leq c_{L}\end{cases}
$$

Similarly, in the situation involving three Low type players and one High type players, the two pairs competing in the first stage then are (L,L) and (H,L). There could be two Low type, or one High type and one Low type first stage winner. The marginal costs of effort in the second stage could be either $\left(\gamma c_{L}, \gamma c_{L}, c_{L}, c_{H}\right)$ or $\left(\gamma c_{L}, \gamma c_{H}, c_{L}, c_{L}\right)$.

Lemma 3.4. When there are one High type and three Low type players, all four players will be active in the static contest regardless the marginal cost ratio. The cost reduction to maintain the full participation rate is

$$
\gamma>\frac{2 c_{L}-c_{H}}{2 c_{L}}
$$

iii) When there are four players of the same type, i.e., (L,L,L,L) or (H,H,H,H), the players compete pairwise in a symmetric contest before moving to the second stage. The marginal cost of the four players in the second stage become either $\left(\gamma c_{L}, \gamma c_{L}, c_{L}, c_{L}\right)$ or $\left(\gamma c_{H}, \gamma c_{H}, c_{H}, c_{H}\right)$.

Lemma 3.5. When there are four players of the same type, full participation in the second stage

### 3.3.1 Performance of dynamic contest with homogeneous grouping when there are two High type and two Low type players

Example 3.1. Let $c_{L}=1.5 c_{H}$ so that all four players are active in the static contest and yields total effort $0.6 / c_{H}$. Let the players be grouped heterogeneously as $(H, L),(H, L)$ to initially compete for the cost reduction $\gamma$.

- When $\gamma=0.75$, all four players are active in the second stage. The total effort is $0.9 / c_{H}$. The selection accuracy of the dynamic contest is 0.8 , precisely the same as the static contest.
- When $\gamma=0.5$, three players are active in the second stage. The total effort is $1.01 / c_{H}$. The selection accuracy is 0.67 , lower than the original static contest.
- When $\gamma=0.3$, only two winners are active in the second stage. The selection accuracy is 0.6 , lower than the original static contest.

When players have similar abilities $\left(2 c_{H}>c_{L}\right)$, all four will participate in the static contest. When players are homogeneously grouped, one High and one Low type winner will receive a cost reduction. When $\gamma$ is extremely small, only two early winners, one High and one Low type, participate in the later round, both receiving the same cost reduction. The dynamic contest will have inferior selection properties compared to the static contest. The static contest with two Low and two High type players has a better chance of selecting the High type than a contest with only one of each type with the same relative cost $\frac{c_{H}}{c_{L}}$. In the case of three participants, with two High and one early winner Low type player, a small cost reduction significantly improves the Low type player's performance and chance of winning. Therefore, the dynamic contest is less accurate than the static contest.


Figure 1a: $\gamma$ with homogeneous grouping when $c_{L}<2 c_{H}$

In contrast, when the players have substantially different abilities $\left(2 c_{H}<c_{L}\right)$, only two High type players will compete in the static contest, resulting in a $100 \%$ selection accuracy. In the dynamic contest, the winning advantage narrows the ability gap between the Low type early winner and the High type early loser, and a small cost reduction factor $\gamma$ may encourage the Low type early winner to participate in the second stage, decreasing contest accuracy. Hence, $\gamma$ should be sufficiently high to prevent a trade-off between participation rate and selection accuracy.
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Figure 1b: $\gamma$ with homogeneous grouping when $c_{L}>2 c_{H}$
Proposition 3.1. Consider the situation involving two High type and two Low type players and homogeneously grouped in pairs.

For sufficiently high $\gamma$ which maintain the participation rate similar to static contest (as in lemma 3.2), the dynamic contest results in a higher effort level and the same selection accuracy level compared to the static contest.

When the players are similar, small $\gamma$ that decreases the participation rate will lead to lower selection accuracy.

When the players are significantly different, small $\gamma$ that improves the participation rate will result in lower selection accuracy than in the static contest.

The proof of the result is shown in section 3.B of the appendix, part 3.5 and 3.6.

### 3.3.2 Performance of dynamic contest with heterogeneous grouping when there are two High type and two Low type players

When the players are heterogeneously grouped as $(H, L),(H, L)$, there are three possible possibilities: either two High type players, two Low type players, or one High type and one

Low type player become first stage winner.
Example 3.2. Suppose that $c_{L}=1.5 c_{H}$ so that all four players are active in the static contest. Let the players be grouped heterogeneously as $(H, L),(H, L)$ to initially compete for the cost reduction.

- When $\gamma=0.8$, all four players compete in the second stage. Selection accuracy of the dynamic contest is 0.94, higher than in the static contest (and dynamic contest with homogeneous grouping). The effort level in the second stage of the dynamic contest is $0.7 / c_{H}$, which is already higher than the total effort in the static contest.
- When $\gamma=0.7$, there will be 2,3,4 active players respectively if 2 High type players, 1 High type, 1 Low type player and 2 Low type players win the first stage. The selection accuracy is 0.82 , slightly higher than the static contest.
- When $\gamma=0.5$, there will be 2,3,4 active players respectively if 2 High type players, 1 High type, 1 Low type player and 2 Low type players win the first stage. The selection accuracy is 0.76, lower than the static contest.
- When $\gamma=0.4$, the losers of the first stage will quit whenever there is a High type winner. The selection accuracy is 0.79 , slightly lower than the static contest.
- When $\gamma=0.3$, only the early winners compete in the second stage. The selection accuracy is 0.84 , higher than the static contest, but still lower than the selection accuracy when $\gamma=0.8$.

The example highlights the possibility of lower selection accuracy in dynamic contests when $\gamma$ is extremely small and discourages the early loser from participating in the second stage. The result could be a chance of selection accuracy of 1 if only two High type early winners compete in the second stage, but a significant decrease in selection accuracy whenever a Low type player wins the first stage. Thus, the designer faces a trade-off between incentive and selection. The dynamic contest with a small cost reduction may sometimes be more accurate than the static contest (as in examples 3.2 when $\gamma=0.7$ and $\gamma=0.3$ ). However, the designer will still face a trade-off between participation and selection, and the selection accuracy is not as high as when $\gamma$ is high enough to keep all four players active in the second stage.

When the players are significantly different $\left(2 c_{H}<c_{L}\right)$ so that only two High type winners are active in the dynamic contest, the outcome for heterogeneous grouping is akin to homogeneous grouping. Any $\gamma$ that encourages the Low type players to participate in the second stage will decrease the selection accuracy.


Figure 2b: $\gamma$ with heterogeneous grouping when $c_{L}>2 c_{H}$

Proposition 3.2. Consider the situation involving two High type and two Low type players and heterogeneously grouped in pairs.

For sufficiently high $\gamma$ which maintains the participation rate similar to static contest (as in lemma 3.2), the dynamic contest performs strictly better than the static contest in the incentive and selection dimension when the players are relatively similar.

When the players are significantly different, small $\gamma$ that improves the participation rate will result in lower selection accuracy than in the static contest.

The proof of the result in shown in section 3.C of the appendix, part 3.7 and 3.8

### 3.3.3 Performance of dynamic contest when there are three players of the same type

Example 3.3. Suppose that there are three High type and one Low type players, and $c_{L}=1.25 c_{H}$ so that all four players are active in the static stage. The selection accuracy of the static contest is 0.882 . The players are grouped as $(H, H),(H, L)$ to compete for the cost reduction $\gamma$.

- When $\gamma=0.8$, all four players compete in the second stage, the selection accuracy is 0.9.
- When $\gamma=0.7$, only three High type players participate in the second stage if the early winners are both High type. The probability of the winner being High type is in this case
is 1. If the Low type player wins the first stage, there will be four active players in the first stage. The probability of the winner being High type is then 0.71. The expected selection accuracy of the dynamic contest is 0.78 , lower than the the static contest.
- When $\gamma=0.5$, only two winners participate in the second stage if the early winners are both High type. The probability of the winner being High type is in this case is 1. If the Low type player wins the first stage, there will be four active players in the first stage. The probability of the winner being High type is then 0.56. The expected selection accuracy of the dynamic contest is 0.84 , lower than the the static contest.
- When $\gamma=0.4$, only two early winner participate in the second stage. The expected selection accuracy of the dynamic contest is 0.86 , lower than the static contest.

Similar to the previous analysis, the low cost reduction results in a significant decrease in selection accuracy whenever a Low type player wins the first stage. Therefore, the selection accuracy of the whole contest might decrease.

When there are only three active High type players in the static contest, the selection accuracy is $100 \%$. Any cost reduction that encourage the Low type player participate in the second stage of the dynamic contest will decrease the overall selection accuracy.


Figure 2b: $\gamma$ with heterogeneous grouping when $c_{L}>1.5 c_{H}$

In comparison, all four players will three of them are Low type. A significant cost reduction can discourage the Low type player to participate in the second stage, leaving the High type to compete with only two more Low type people. However, such cost reduction will also remarkably increase the chance that the Low type early winner gets selected in the final stage. The overall selection accuracy might then decrease.

Proposition 3.3. Consider the situation involving three players of one type and one player of the other type.

For sufficiently high $\gamma$ which maintains the full participation rate as in the static contest (as in lemma 3.3 and 3.4), the dynamic contest results in strictly better effort provision and selection accuracy level.

When there are three High type players and one Low type players who are significantly different, small $\gamma$ that improves the participation rate will result in lower selection accuracy compared the static contest.

### 3.3.4 Performance of the dynamic contest when all four players are of the same type

In this situation, the selection accuracy is either $100 \%$ or $0 \%$, regardless of the number of active player in the second stage. As the winning advantage reduce the cost of the effort, the effort provision is always higher than the static contest. Therefore, the dynamic contest will result in higher effort level and similar selection accuracy compared to the static contest.

Proposition 3.4. When the players are symmetric, introducing an intermediate stage with a winning advantage leads to increased effort provision while maintaining the same level of accuracy selection.

### 3.3.5 Contest design to improve both incentive and selection

Depending on the designer's objective, the range for $\gamma$ to achieve improvement will be different. If the designer is interested in the participation rate and has disutility from players dropping out, he should choose $\gamma$, which maintains the participation rate. For such $\gamma$, there will be no trade-off between incentive and selection. The dynamic contest will have better performance than the static contest.

Theorem 3.1. The dynamic contest with moderate cost reduction which maintain the same participation rate as the static contest always perform better in terms of both selection accuracy and effort provision. Therefore, there will be no trade-off among effort provision, selection and participation rate when moving from static contest to dynamic contest.

The dynamic contest will perform strictly better than the static contest in both effort provision and selection accuracy property if there is at least one heterogeneous pair in the first stage.

If the players are paired with another player of the same type in the first stage, the dynamic contest with moderate cost reduction will yield higher effort level and have the same selection accuracy as the static contest.

The lower bound for the moderate cost reduction which maintain the participation rate, thus ensure no trade-off among the properties are as below:


Figure 3.1: lower bound of $\gamma$ that ensures no trade-off

The graph presents the minimum level of cost reduction necessary for the dynamic contest to maintain a consistent participation rate, a higher effort level, and at least weakly improved selection accuracy compared to the static contest. In fact, the selection accuracy will be strictly better, except in cases of homogeneous grouping. The graph indicates that the contest designer can generally enhance the contest's performance by introducing an intermediate stage with an appropriate winning advantage, except at the "peak" of the graph, where the lower bound is 1 . In such situations, any winning advantage will motivate low-type players who initially abstained from participating in the static contest to join the dynamic contest.

The winning advantage can take various forms, such as training, recognition, bias, or resources,
but it should not be excessively significant to discourage early losers from participating or alter the cost ranking of the players in a way that prompts initially inactive participants to join the competition after obtaining the advantage. In the context of workplace, it is recommended to provide moderate non-monetary rewards to the early top performers while ensuring that these rewards do not significantly affect the employees' incentive to compete in subsequent competitions. Excessive bias, highly unequal training provisions and the allocation of back office resources based on previous performance could be harmful if the contest designer's goal is to select the best candidate for the final contest.

### 3.4 Concluding remarks

The paper investigates a dynamic contest where participants compete in groups during the early stage to gain a favorable advantage in the subsequent stage. The findings reveal that the dynamic contest, with a slight reduction in costs awarded to the group winners, outperforms the static contest in terms of both incentives and selection properties. Consequently, it is recommended to introduce "healthy" competitions where winners improve their effort efficiency while losers are not discouraged from participating in future contests.

In an educational context, this implies providing appraisals and positive feedback for exemplary performance without promoting unhealthy discrimination. A competition that enhances confidence, fosters the joy of winning, and incentivises engagement from all students including ones who are falling behind can have a positive impact on students' achievement levels. The paper suggests that ducationists can structure competitions that effectively motivate students, improve their effort provision, and facilitate the identification of high-achieving individuals in different subjects.

Similarly, in a workplace setting, organizing small competitions for mentorship or team leader positions, coupled with additional back-office resources and training opportunities, can bolster both effort provision and the chances of selecting the most capable employees for promotions. However, the contest designer needs to be aware of the possibility of having less able employee winning the early stage, and the fact that excessively unequal treatments can discourage subsequent participation and ultimately lead to a decline in selection accuracy. Therefore, when implementing an intermediate competition, it is crucial to ensure a moderate non-monetary benefit that sustains the participation rate.

It would be interesting to explore how the results vary when contest designers alter the rules for selecting advantaged contestants. In this paper, the intermediate winners are chosen using a similar approach to the shortlisting methods employed in Amegashie (1999) and Gradstein and Konrad (1999). For future research, alternative methods from the contest literature could be considered to select intermediate winners, such as dividing players into groups for competition and rewarding advantages to the winning groups.

Additionally, the paper puts forth theoretical hypotheses that can serve as a basis for future experimental research. A relationship between join of winning (constant utility derived from winning the early stage) and the improvement in confidence and anticipation of better future position, as well as their impact on the effort provision and selection accuracy would be interesting areas for empirical testing.

## Appendix

## 3.A Equilibrium in static contest

In the static contest, two High type players whose marginal cost is $c_{H}$ and two Low type players whose marginal costs are $c_{L}>c_{H}$ compete for the prize $V=1$. The pay off function of player i in the static contest is:

$$
\begin{equation*}
\pi_{i}\left(x_{i}, X_{-i}\right)=\frac{x_{i}}{x_{i}+X_{-i}}-c_{i} x_{i} \tag{3.A.1}
\end{equation*}
$$

Lemma 3.6. In the lottery Tullock contest with $c_{i} \leq c_{j}$ for $i<j$, entry will take place until, for some agent $(n+1)$, the marginal cost $c_{n+1}>\frac{\sum_{i=1}^{n} c_{i}}{n-1}$.

Proof. The result was proved in Hillman and Riley (1989) and Stein (2002)
Lemma 3.7. In a lottery contest with prize $V=1$ and $n$ asymmetric active players, total effort is

$$
T E=\frac{n-1}{\sum_{i=1}^{n} c_{i}}
$$

The probability that player $i$ will win the contest is

$$
\operatorname{Pr}(i)=1-c_{i} T E
$$

and his expected payoff is

$$
\pi_{i}=\left(1-c_{i} T E\right)^{2}
$$

Proof. In a contest with n asymmetric active players, the equilibrium effort of player i will satisfy the first order condition:

$$
\frac{T E-x_{i}}{T E^{2}}=c_{i}
$$

Then,

$$
x_{i}=T E-c_{i} T E^{2}
$$

i.e,

$$
\frac{x_{i}}{T E}=1-c_{i} T E
$$

and

$$
\begin{aligned}
\pi_{i} & =\frac{x_{i}}{T E}-c_{i} x_{i} \\
& =1-c_{i} T E-c_{i}\left(T E-c_{i} T E^{2}\right) \\
& =1-2 c_{i} T E+c_{i}^{2} T E^{2} \\
& =\left(1-c_{i} T E\right)^{2}
\end{aligned}
$$

Then, equilibrium effort of the static contest with two High type and two Low type player is:

$$
\begin{align*}
T E_{1}=2 x_{H}+2 x_{L} & =\frac{3}{2\left(c_{H}+c_{L}\right)}  \tag{3.A.2}\\
P r_{1}(H \text { wins }) & =\frac{2 c_{L}-c_{H}}{c_{H}+c_{L}}
\end{align*}
$$

when $2 c_{H}>c_{L}$
and

$$
\begin{align*}
T E_{2}=2 x_{H} & =\frac{1}{2 c_{H}}  \tag{3.A.3}\\
\operatorname{Pr}_{2}(H \text { wins }) & =1
\end{align*}
$$

when $2 c_{H}<c_{L}$.

## 3.B Dynamic contest with homogeneous grouping

In dynamic contest with homogeneous grouping, the players are grouped as (H,H) and (L,L). They will compete pairwise within the group for the advantage. The winner i of each group has his cost reduced to $\gamma_{c_{i}}$ for $\gamma \in(0,1)$. All players then compete for the prize in the second stage. The probability that the player $H_{i}$ wins the first stage is

$$
P\left(H_{i}\right)=\frac{x_{H_{i}}}{x_{H_{i}}+x_{H_{j}}}
$$

The probability that the player $L_{i}$ wins the first stage is

$$
P\left(L_{i}\right)=\frac{x_{L_{i}}}{x_{L_{i}}+x_{L_{j}}}
$$

In the second stage, there will be one High type and one Low type player who has his cost reduced. Pay off functions at the second stage is then as follow:

$$
\begin{align*}
\pi_{H_{W}} & =\frac{y_{H_{W}}}{y_{H_{W}}+y_{H_{F}}+y_{L_{W}}+y_{L_{F}}}-\gamma c_{H} y_{H_{W}} \\
\pi_{H_{F}} & =\frac{y_{H_{F}}}{y_{H_{W}}+y_{H_{F}}+y_{L_{W}}+Y_{L_{F}}}-c_{H} y_{H_{F}}  \tag{3.B.1}\\
\pi_{L_{W}} & =\frac{y_{L_{W}}}{y_{H_{W}}+y_{H_{F}}+y_{L_{W}}+Y_{L_{F}}}-\gamma c_{L_{L}} y_{L_{W}} \\
\pi_{L_{F}} & =\frac{y_{H_{W}}}{y_{H_{W}}+y_{H_{F}}+y_{L_{W}}+Y_{L_{F}}}-c_{L} y_{L_{F}}
\end{align*}
$$

## 3.B. 1 When all four players are active in static contest

Lemma 3.8. Suppose $2 c_{H}>c_{L}$ so that all four players are active in the static contest. When $\gamma \leq \frac{c_{H}}{c_{H}+c_{L}}$, only two first stage winners are active in the second stage.

When $\frac{c_{H}}{c_{H}+c_{L}}<\gamma \leq \frac{2 c_{L}-c_{H}}{c_{H}+c_{L}}$, three players are active in the second stage (all agents except the Low type early loser)

When $\gamma>\frac{2 c_{L}-c_{H}}{c_{H}+c_{L}}$, all four players are active in static contest.

Proof. The result can easily be shown using lemma 3.6.
Proposition 3.5. Suppose that the designer moves from the static contest to the dynamic contest with homogeneous grouping and cost reduction $\gamma$ for the group winner. Any $\gamma$ that leads to players quitting in the second stage will decrease the selection accuracy. $\gamma$ that ensures full participation will result in the same selection accuracy and higher total effort than the static contest.

Proof. - Consider the case where $\gamma$ is so small that only the first stage winners are active in the second stage. Since the players are grouped homogeneously in the first round, there will be one High type and one Low type player, whose cost are now $\gamma c_{L}$ and $\gamma c_{H}$. The probability that the High type winner wins in the two player contest is

$$
P(H)=\frac{c_{H}}{c_{H}+c_{L}}<\frac{2 c_{L}-c_{H}}{c_{H}+c_{L}}=\operatorname{Pr}_{1}(H \text { wins })
$$

- Consider the situation where there are three active players in the second round, i.e, $\frac{c_{H}}{c_{H}+c_{L}}<$ $\gamma<\frac{2 c_{L}-c_{H}}{c_{H}+c_{L}}$. The Low type player who lost the first stage give up, only two High type players and the Low type first stage winner exert efforts which maximises $\pi_{H_{W}}, \pi_{H_{F}}, \pi_{L_{W}}$ as in equation 3.B. 1 with $y_{L_{F}}=0$. The FOCs give

$$
\begin{aligned}
& \frac{y_{H_{F}}+y_{L_{W}}}{\left(y_{H_{W}}+y_{H_{F}}+y_{L_{W}}\right)^{2}}=\gamma c_{H} \\
& \frac{y_{H_{W}}+y_{L_{W}}}{\left(y_{H_{W}}+y_{H_{F}}+y_{L_{W}}\right)^{2}}=c_{H} \\
& \frac{y_{H_{W}}+y_{H_{F}}}{\left(y_{H_{W}}+y_{H_{F}}+y_{L_{W}}\right)^{2}}=\gamma c_{L}
\end{aligned}
$$

Then,

$$
\begin{aligned}
P(H) & =\frac{y_{H_{W}}+y_{H_{F}}}{y_{H_{W}}+y_{H_{F}}+y_{L_{W}}} \\
& =\frac{2 \gamma_{L}}{\gamma c_{L}+(\gamma+1) c_{H}} \\
& <\frac{2 c_{L}-c_{H}}{c_{H}+c_{L}}=\operatorname{Pr}_{1}(H \text { wins })
\end{aligned}
$$

for $\gamma<\frac{2 c_{L}-c_{H}}{c_{L}+c_{H}}$.

- Consider the situation where all four players are active in the second round. Then, the F.O.C for 3.B. 1 becomes

$$
\begin{aligned}
& \frac{y_{H_{F}}+y_{L_{W}}+y_{L_{F}}}{\left(y_{H_{W}}+y_{H_{F}}+y_{L_{W}}+y_{L_{F}}\right)^{2}}=\gamma c_{H} \\
& \frac{y_{H_{W}}+y_{L_{W}}+y_{L_{F}}}{\left(y_{H_{W}}+y_{H_{F}}+y_{L_{W}}+y_{L_{F}}\right)^{2}}=c_{H} \\
& \frac{y_{H_{W}}+y_{H_{F}}+y_{L_{F}}}{\left(y_{H_{W}}+y_{H_{F}}+y_{L_{W}}+y_{L_{F}}\right)^{2}}=\gamma c_{L} \\
& \frac{y_{H_{W}}+y_{H_{F}}+y_{L_{W}}}{\left(y_{H_{W}}+y_{H_{F}}+y_{L_{W}}+y_{L_{F}}\right)^{2}}=c_{L}
\end{aligned}
$$

Summing up all the FOCs, we can see that the effort in the second stage will be

$$
\begin{equation*}
y_{H_{W}}+y_{H_{F}}+y_{L_{W}}+y_{L_{F}}=\frac{3}{(\gamma+1)\left(c_{H}+c_{L}\right)}>T E_{1} \tag{3.B.2}
\end{equation*}
$$

The probability that the winner is High type is

$$
\frac{y_{H_{W}}+y_{H_{F}}}{y_{H_{W}}+y_{H_{F}}+y_{L_{W}}+y_{L_{F}}}=\frac{2 c_{L}-c_{H}}{c_{H}+c_{L}}=\operatorname{Pr}_{1}(H \text { wins })
$$

## 3.B. 2 When only two High type players are active in static contest

Lemma 3.9. When $2 c_{H}<c_{L}$ so that only High type players are active in the static contest, there can not be an equilibrium when all four players remain active in the second stage of the dynamic contest.

If $\gamma<\frac{c_{H}}{c_{L}+c_{H}}$, only two winners (one High type one Low type) are active in the second stage.

If $\frac{c_{H}}{c_{H}+c_{L}}<\gamma \leq \frac{c_{H}}{c_{L}-c_{H}}$, there are three active players in the second stage.

If $\gamma \geq \frac{c_{H}}{c_{L}-c_{H}}$, only two High type players are active in the second stage.

Proof. This can be proved easily using lemma 3.6.
Proposition 3.6. The dynamic contest with $\gamma>\frac{c_{H}}{c_{L}-c_{H}}$ results in same level of selection accuracy and higher total effort. Any $\gamma \leq \frac{c_{H}}{c_{L}-c_{H}}$ results in lower selection accuracy level.

Proof. Clearly, when $c_{L}>2 c_{H}$ so that only two High type players are active in the static contest, the probability that a High type candidate is chosen is 1 . The total effort level in the static contest is

$$
T E_{2}=\frac{1}{2 c_{H}}
$$

In the dynamic contest with $\gamma>\frac{c_{H}}{c_{L}-c_{H}}$, only two High type players are active in the second stage. Selection accuracy is also $100 \%$. Total effort level is

$$
y_{H_{W}}+y_{H_{F}}=\frac{1}{(\gamma+1) c_{H}}>T E_{2}
$$

Any $\gamma \leq \frac{c_{H}}{c_{L}-c_{H}}$ means participation of the Low type player, which decreases the selection accuracy.

## 3.C Dynamic contest with heterogeneous grouping

In this setting, the players are grouped as (H,L), (H,L). The players compete within group, and the winner i of each group will have his cost reduced to $\gamma c_{i}$. All players then compete for the
prize in the second stage.

The probability that the player $H$ in group i wins the first stage is

$$
P\left(H_{i}\right)=\frac{x_{H_{i}}}{x_{H_{i}}+x_{L_{i}}}
$$

The probability that the player $L_{i}$ wins the first stage is

$$
P\left(L_{i}\right)=\frac{x_{L_{i}}}{x_{H_{i}}+x_{L_{i}}}
$$

There could be situations where 2 High type players, 2 Low type players, or 1 High type and 1 Low type player win the first stage and receive the advantage in the second stage.

If 2 High type players win, then the second stage effort will be

$$
E_{2}^{R}=2 y_{H_{W}}+2 y_{L_{F}}=\frac{3}{2\left(\gamma c_{H}+c_{L}\right)}
$$

and the probability that H type player wins the second stage is

$$
P(H)=\frac{2 c_{L}-\gamma c_{H}}{\gamma c_{H}+c_{L}}
$$

when $2 \gamma c_{H}>c_{L}$.

Similarly,

$$
E_{2}^{R}=2 y_{H_{W}}=\frac{1}{2 c_{H}}
$$

and

$$
P(H)=1
$$

when $2 \gamma_{C}<c_{L}$.

If 2 Low type players win, then the second stage equilibrium effort will be:

$$
E_{2}^{R}=2 y_{H_{F}}+2 y_{L_{W}}=\frac{3}{2\left(c_{H}+\gamma c_{L}\right)}
$$

and

$$
P(H)=\frac{2 \gamma c_{L}-c_{H}}{c_{H}+\gamma c_{L}}
$$

when $2 \gamma c_{L}>c_{H}>\frac{\gamma}{2} c_{L}$.

Similarly,

$$
E_{2}^{R}=2 y_{H_{F}}=\frac{1}{2 c_{H}}
$$

and

$$
P(H)=1
$$

when $2 c_{H}<\gamma c_{L}$.

Finally,

$$
E_{2}^{R}=2 y_{L_{W}}=\frac{1}{2 c_{L}}
$$

and

$$
P(H)=0
$$

when $c_{H}>2 \gamma c_{L}$.

If one High type and one Low type winner wins, then the payoff functions is given in equation 3.B.1.

## 3.C. 1 When all 4 players are active in static contest

Let $\pi_{i^{W} / i k}$ be the second stage pay-off for the early winner of type i when the two early winners are i and k , and $\pi_{i^{F} / j k}$ be the second stage pay-off for the early loser of type i when the two early winners are j and k . For example, $\pi_{H^{W} / H L}$ is the second stage pay-off of the High type early winner when one High type, one Low type player win the first stage. $\pi_{H^{F} / H L}$ is the second stage pay-off of the High type early loser when one High type and one Low type player win the first stage.

Then, the expected pay off of player $H_{i}$ and $L_{i}$ in the first stage is given as follow: ${ }^{5}$

$$
\begin{align*}
\pi_{H_{i}} & =\frac{x_{H_{i}}}{x_{H_{i}}+x_{L_{i}}}\left[\frac{x_{H_{j}}}{x_{H_{j}}+x_{L_{j}}} \pi_{H^{W} / H H}+\frac{x_{L_{j}}}{x_{H_{j}}+x_{L_{j}}} \pi_{H^{W} / H L}\right] \\
& +\frac{x_{L_{i}}}{x_{H_{i}}+x_{L_{i}}}\left[\frac{x_{H_{j}}}{x_{H_{j}}+x_{L_{j}}} \pi_{H^{F} / H L}+\frac{x_{L_{j}}}{x_{H_{j}}+x_{L_{j}}} \pi_{H^{F} / L L}\right]-c_{H} x_{H} \tag{3.C.1}
\end{align*}
$$

and

$$
\begin{align*}
\pi_{L_{i}} & =\frac{x_{L_{i}}}{x_{H_{i}}+x_{L_{i}}}\left[\frac{x_{H_{j}}}{x_{H_{j}}+x_{L_{j}}} \pi_{L^{W} / H L}+\frac{x_{L_{j}}}{x_{H_{j}}+x_{L_{j}}} \pi_{L^{W} / L L}\right]  \tag{3.C.2}\\
& +\frac{x_{H_{i}}}{x_{H_{i}}+x_{L_{i}}}\left[\frac{x_{H_{j}}}{x_{H_{j}}+x_{L_{j}}} \pi_{L^{F} / H H}+\frac{x_{L_{j}}}{x_{H_{j}}+x_{L_{j}}} \pi_{L^{F} / H L}\right]-c_{L} x_{L}
\end{align*}
$$

First order conditions is:

$$
\begin{gather*}
c_{H}=\frac{x_{L_{i}}}{\left(x_{H_{i}}+x_{L_{i}}\right)^{2}}\left[\frac{x_{H_{j}}}{x_{H_{j}}+x_{L_{j}}} \pi_{H^{W} / H H}+\frac{x_{L_{j}}}{x_{H_{j}}+x_{L_{j}}} \pi_{H^{W} / H L}\right.  \tag{3.C.3}\\
\left.-\frac{x_{H_{j}}}{x_{H_{j}}+x_{L_{j}}} \pi_{H^{F} / H L}-\frac{x_{L_{j}}}{x_{H_{j}}+x_{L_{j}}} \pi_{H^{F} / L L}\right]
\end{gather*}
$$

and

$$
\begin{gather*}
c_{L}=\frac{x_{H_{i}}}{\left(x_{H_{i}}+x_{L_{i}}\right)^{2}}\left[\frac{x_{H_{j}}}{x_{H_{j}}+x_{L_{j}}} \pi_{L^{W} / H L}+\frac{x_{L_{j}}}{x_{H_{j}}+x_{L_{j}}} \pi_{L^{W} / L L}\right. \\
\left.\quad-\frac{x_{H_{j}}}{x_{H_{j}}+x_{L_{j}}} \pi_{L^{F} / H H}-\frac{x_{L_{j}}}{x_{H_{j}}+x_{L_{j}}} \pi_{L^{F} / H L}\right] \tag{3.C.4}
\end{gather*}
$$

The second order condition is satisfied for any given pair of $x_{H_{j}}$ and $x_{L_{j}}$

Let

$$
\begin{align*}
k & =\pi_{L^{W} / L L}-\pi_{L^{F} / H L} \\
g & =\pi_{L^{W} / H L}-\pi_{L^{F} / H H}  \tag{3.C.5}\\
m & =\pi_{H^{W} / H L}-\pi_{H^{F} / L L} \\
n & =\pi_{H^{W} / H H}-\pi_{H^{F} / H L}
\end{align*}
$$

Then, the FOCs can be written as

$$
c_{L}=\frac{x_{L_{i}}}{\left(x_{L_{i}}+x_{H_{i}}\right)^{2}}\left[\frac{x_{L_{j}}}{x_{H_{j}}+x_{L_{j}}} \cdot k+\frac{x_{H_{j}}}{x_{H_{j}}+x_{L_{j}}} \cdot g\right]
$$

[^14]$$
c_{H}=\frac{x_{L_{i}}}{\left(x_{L_{i}}+x_{H_{i}}\right)^{2}}\left[\frac{x_{L_{j}}}{x_{H_{j}}+x_{L_{j}}} \cdot m+\frac{x_{H_{j}}}{x_{H_{j}}+x_{L_{j}}} \cdot n\right]
$$

From the FOCs, we have:

$$
\begin{equation*}
\frac{x_{L_{i}}}{x_{H_{i}}}=\frac{c_{H}}{c_{L}} \frac{k+\frac{x_{H_{j}}}{x_{H_{j}}+x_{L_{j}}}}{m+\frac{x_{H_{j}}}{x_{H_{j}}+x_{L_{j}}}}(n-m) \tag{3.C.6}
\end{equation*}
$$

Using $\frac{x_{H_{j}}}{x_{H_{j}}+x_{L_{j}}}=\frac{1}{1+\frac{L_{L_{j}}}{x_{H_{j}}}}$, we can rewrite the equation 3.C. 6 as

$$
\begin{equation*}
\frac{x_{L_{i}}}{x_{H_{i}}}=\frac{c_{H}}{c_{L}} \frac{k \frac{x_{L_{j}}}{x_{H_{j}}}+g}{m \frac{x_{L_{j}}}{x_{H_{j}}}+n} \tag{3.C.7}
\end{equation*}
$$

Similarly, from the optimisation of players in group j, we have

$$
\begin{equation*}
\frac{x_{L_{j}}}{x_{H_{j}}}=\frac{c_{H}}{c_{L}} \frac{\frac{x_{L_{L_{i}}}}{x_{H_{i}}}+g}{m \frac{x_{L_{j}}}{x_{H_{j}}}+n} \tag{3.C.8}
\end{equation*}
$$

Any pair $\left(x_{L_{i}}, x_{H_{i}}\right)$ and $\left(x_{L_{j}}, x_{H_{j}}\right)$ that satisfies 3.C. 7 and 3.C. 8 will satisfy the original first order conditions. We have just reduced the system of 4 equations with 4 unknown ( $\left.x_{L_{i}}, x_{H_{i}}\right),\left(x_{L_{j}}, x_{H_{j}}\right)$ into system of 2 equations with 2 unknowns $\frac{x_{L_{i}}}{x_{H_{i}}}, \frac{x_{L_{j}}}{x_{H_{j}}}$. The system is of the form

$$
\left\{\begin{array}{l}
X=\frac{k Y+g}{m Y+n} \\
Y=\frac{k X+g}{m X+n}
\end{array}\right.
$$

where $X=Y$ is a solution. Therefore, equilibrium for stage 1 effort exist and in equilibrium $\frac{x_{L_{i}}}{x_{H_{i}}}=\frac{x_{L_{j}}}{x_{H_{j}}} 6$

We have just showed that stage 1 equilibrium effort exist and will satisfy $\frac{x_{L_{i}}}{x_{H_{i}}}=\frac{x_{L_{j}}}{x_{H_{j}}}=\frac{x_{L}}{x_{H}}$.

[^15]Let $r=\frac{x_{L}}{x_{H}}$. Then, equilibrium effort ratio $r^{*}$ is the solution for

$$
r=\frac{c_{H}}{c_{L}} \frac{k r+g}{m r+n}
$$

i.e.,

$$
\begin{equation*}
m c_{L} r^{2}+\left(n c_{L}-k c_{H}\right) r-g c_{H}=0 \tag{3.C.9}
\end{equation*}
$$

Lemma 3.10. Consider $c_{L}<2 c_{H}$ so that all 4 players are active in static contest. When $\frac{c_{L}}{2 c_{H}}<$ $\gamma<1$, all 4 players are active in every scenario.

Proof. This can be proved using lemma 3.6
Proposition 3.7. Assume that $c_{L}<2 c_{H}$ so that all 4 players are active in the static contest. When $\gamma>\frac{c_{L}}{2 c_{H}}$ so that all 4 players are active in every scenario, both selection accuracy and aggregate effort are higher than the static contest.

Proof. Consider $\gamma>\frac{c_{L}}{2 c_{H}}$. If the first stage effort are $x_{H}$ for the H type player and $x_{L}$ for the Low type players, then by lemma 3.7 the probability of a High type player winning the contest is:

$$
\begin{aligned}
\operatorname{Pr}(H) & =\frac{x_{H}^{2}}{\left(x_{H}+x_{L}\right)^{2}} \cdot \frac{2 c_{L}-\gamma c_{H}}{c_{L}+\gamma c_{H}}+\frac{2 x_{H} x_{L}}{\left(x_{H}+x_{L}\right)^{2}} \cdot \frac{2 c_{L}-c_{H}}{c_{H}+c_{L}}+\frac{x_{L}^{2}}{\left(x_{H}+x_{L}\right)^{2}} \cdot \frac{2 \gamma c_{L}-c_{H}}{c_{H}+\gamma c_{L}} \\
& =\frac{2 c_{L}-c_{H}}{c_{H}+c_{L}}+\frac{x_{H}^{2}}{\left(x_{H}+x_{L}\right)^{2}} \cdot \frac{3 c_{H} c_{L}(1-\gamma)}{\left(c_{H}+c_{L}\right)\left(c_{L}+\gamma c_{H}\right)}-\frac{x_{L}^{2}}{\left(x_{H}+x_{L}\right)^{2}} \cdot \frac{3 c_{H} c_{L}(1-\gamma)}{\left(c_{H}+c_{L}\right)\left(c_{H}+\gamma c_{L}\right)}
\end{aligned}
$$

The accuracy of selection in dynamic contest will be higher than in static contest if

$$
\frac{x_{H}^{2}}{\left(x_{H}+x_{L}\right)^{2}} \cdot \frac{3 c_{H} c_{L}(1-\gamma)}{\left(c_{H}+c_{L}\right)\left(c_{L}+\gamma c_{H}\right)}>\frac{x_{L}^{2}}{\left(x_{H}+x_{L}\right)^{2}} \cdot \frac{3 c_{H} c_{L}(1-\gamma)}{\left(c_{H}+c_{L}\right)\left(c_{H}+\gamma c_{L}\right)}
$$

i.e.,

$$
\frac{x_{L}^{2}}{x_{H}^{2}}<\frac{c_{H}+\gamma c_{L}}{c_{L}+\gamma c_{H}}
$$

We will show that

$$
\begin{equation*}
\frac{x_{L}}{x_{H}}<\frac{c_{H}}{c_{L}}<\sqrt{\frac{c_{H}+\gamma c_{L}}{c_{L}+\gamma c_{H}}} \tag{3.C.10}
\end{equation*}
$$

in equilibrium when $\gamma>\frac{c_{L}}{2 c_{H}}$. The second inequality is straightforward.
From the first order conditions in 3.C. 3 and 3.C.4, we have

$$
\frac{x_{L}}{x_{H}}=\frac{c_{H}}{c_{L}} \frac{Q_{1}}{Q_{2}}
$$

for

$$
\begin{aligned}
& Q_{1}=\frac{x_{L}}{x_{H}+x_{L}} k+\frac{x_{H}}{x_{H}+x_{L}} g \\
& Q_{2}=\frac{x_{L}}{x_{H}+x_{L}} m+\frac{x_{H}}{x_{H}+x_{L}} n
\end{aligned}
$$

for $\mathrm{k}, \mathrm{g}, \mathrm{m}, \mathrm{n}$ defined in 3.C.5. We will show that

$$
g-n<0
$$

and

$$
k-m<0
$$

for $\gamma>\frac{c_{L}}{2 c_{H}}$ so that $Q_{1}<Q_{2}$.

By lemma 3.7, the payoff of the second stage when 1 High type player and 1 Low type player win the first stage and all 4 players remain active in the second stage will be:

$$
\begin{align*}
& \pi_{H_{W} / H L}=\left[1-\frac{3 \gamma c_{H}}{(\gamma+1)\left(c_{H}+c_{L}\right)}\right]^{2}\left(3 . \text { C.11) } \quad \pi_{H_{F} / H L}=\left[1-\frac{3 c_{H}}{(\gamma+1)\left(c_{H}+c_{L}\right)}\right]^{2}\right. \\
& \pi_{L_{W} / H L}=\left[1-\frac{3 \gamma c_{L}}{(\gamma+1)\left(c_{H}+c_{L}\right)}\right]^{2} \text { (3.C.13) } \pi_{L_{F} / H L}=\left[1-\frac{3 c_{L}}{(\gamma+1)\left(c_{H}+c_{L}\right)}\right]^{2}
\end{align*}
$$

If two High type players win the first stage and all 4 player remains active in the second stage, the second stage pay-offs are:

$$
\begin{equation*}
\pi_{H_{W} / H H}=\left[1-\frac{3 \gamma c_{H}}{2\left(\gamma c_{H}+c_{L}\right)}\right]^{2} \quad(3 . C .15) \quad \pi_{L_{F} / H H}=\left[1-\frac{3 c_{L}}{2\left(\gamma c_{H}+c_{L}\right)}\right]^{2} \tag{3.C.15}
\end{equation*}
$$

If two Low type players win the first stage and all 4 player remains active in the second stage, the second stage pay-offs are:

$$
\begin{equation*}
\pi_{H_{F} / L L}=\left[1-\frac{3 c_{H}}{2\left(c_{H}+\gamma c_{L}\right)}\right]^{2} \quad \text { (3.C.17) } \quad \pi_{L_{W} / L L}=\left[1-\frac{3 \gamma c_{L}}{2\left(c_{H}+\gamma c_{L}\right)}\right]^{2} \tag{3.C.17}
\end{equation*}
$$

Substitute into 3.C.5,

$$
\begin{aligned}
k & =\left[1-\frac{3 \gamma c_{L}}{2\left(c_{H}+\gamma c_{L}\right)}\right]^{2}-\left[1-\frac{3 c_{L}}{(\gamma+1)\left(c_{H}+c_{L}\right)}\right]^{2} \\
& =\frac{(1-\gamma)\left(c_{H}+2 c_{L}\right)\left[(3+\gamma) c_{H}-2 c_{L}\right]}{4(\gamma+1)^{2}\left(c_{H}+c_{L}\right)^{2}\left(c_{H}+\gamma c_{L}\right)^{2}} \\
g & =\left[1-\frac{3 \gamma c_{L}}{(\gamma+1)\left(c_{H}+c_{L}\right)}\right]^{2}-\left[1-\frac{3 c_{L}}{2\left(\gamma c_{H}+c_{L}\right)}\right]^{2} \\
& =\frac{(1-\gamma)\left(2 c_{L}+c_{H}\right)\left[(3 \gamma+1) c_{H}-2 \gamma c_{L}\right]}{4(\gamma+1)^{2}\left(c_{H}+c_{L}\right)^{2}\left(c_{L}+\gamma c_{H}\right)^{2}} \\
m & =\left[1-\frac{3 \gamma c_{H}}{(\gamma+1)\left(c_{H}+c_{L}\right)}\right]^{2}-\left[1-\frac{3 c_{H}}{2\left(c_{H}+\gamma c_{L}\right)}\right]^{2} \\
& =\frac{(1-\gamma)\left(2 c_{H}+c_{L}\right)\left[(3 \gamma+1) c_{L}-2 \gamma c_{H}\right]}{4(\gamma+1)^{2}\left(c_{H}+c_{L}\right)^{2}\left(c_{H}+\gamma c_{L}\right)^{2}} \\
n & =\left[1-\frac{3 \gamma c_{H}}{2\left(\gamma c_{H}+c_{L}\right)}\right]^{2}-\left[1-\frac{3 c_{H}}{(\gamma+1)\left(c_{H}+c_{L}\right)}\right]^{2} \\
& =\frac{(1-\gamma)\left(c_{L}+2 c_{H}\right)\left[(3+\gamma) c_{L}-2 c_{H}\right]}{4(\gamma+1)^{2}\left(c_{H}+c_{L}\right)^{2}\left(c_{L}+\gamma c_{H}\right)^{2}}
\end{aligned}
$$

Hence,

$$
\begin{aligned}
m-k & =\frac{(1-\gamma)\left\{\left(2 c_{H}+c_{L}\right)\left[(3 \gamma+1) c_{L}-2 \gamma c_{H}\right]-\left(c_{H}+2 c_{L}\right)\left[(3+\gamma) c_{H}-2 c_{L}\right]\right\}}{4(\gamma+1)^{2}\left(c_{H}+c_{L}\right)^{2}\left(c_{H}+\gamma c_{L}\right)^{2}} \\
& =\frac{(1-\gamma)}{4(\gamma+1)^{2}\left(c_{H}+c_{L}\right)^{2}\left(c_{L}+\gamma c_{H}\right)^{2}} \times\left[(5+3 \gamma) c_{L}^{2}-(2-2 \gamma) c_{H} c_{L}-(3+5 \gamma) c_{H}^{2}\right] \\
& >0
\end{aligned}
$$

and

$$
\begin{aligned}
n-g & =\frac{(1-\gamma)\left\{\left(c_{L}+2 c_{H}\right)\left[(3+\gamma) c_{L}-2 c_{H}\right]-\left(2 c_{L}+c_{H}\right)\left[(3 \gamma+1) c_{H}-2 \gamma c_{L}\right]\right\}}{4(\gamma+1)^{2}\left(c_{H}+c_{L}\right)^{2}\left(c_{L}+\gamma c_{H}\right)^{2}} \\
& =\frac{(1-\gamma)}{4(\gamma+1)^{2}\left(c_{H}+c_{L}\right)^{2}\left(c_{L}+\gamma c_{H}\right)^{2}} \times\left[(3+5 \gamma) c_{L}^{2}+(2-2 \gamma) c_{H} c_{L}-(5+3 \gamma) c_{H}^{2}\right] \\
& >0
\end{aligned}
$$

for $c_{L}>c_{H}$

Therefore, $\frac{x_{L}}{x_{H}}=\frac{c_{H}}{c_{L}} \frac{Q_{1}}{Q_{2}}<\frac{c_{H}}{c_{L}}$. Inequality 3.C. 10 is hence satisfied.

For aggregated effort, we can see that the effort in the second round of the dynamic contest is

$$
\begin{aligned}
E_{2}^{R} & =\frac{x_{H}^{2}}{\left(x_{H}+x_{L}\right)^{2}} \frac{3}{2\left(\gamma c_{H}+c_{L}\right)}+\frac{2 c_{H} c_{L}}{\left(c_{H}+c_{L}\right)^{2}} \frac{3}{(\gamma+1)\left(c_{H}+c_{L}\right)}+\frac{c_{L}^{2}}{\left(c_{H}+c_{L}\right)^{2}} \frac{3}{2\left(c_{H}+\gamma c_{L}\right)} \\
& >\frac{3}{2\left(c_{H}+c_{L}\right)}
\end{aligned}
$$

which is already higher than effort level in the static contest.

## 3.C. 2 When only two High type players are active in static contest

Lemma 3.11. Consider the situation where $c_{L}>2 c_{H}$ so that only two High type players are active in the static contest.

If $\gamma<\frac{c_{H}}{2 c_{L}}$, only two winners are active in the second stage regardless who won the first stage.

If $\frac{c_{H}}{2 c_{L}}<\gamma \leq \frac{c_{H}}{c_{L}+c_{H}}$, all four players are active when two Low type players won the first stage; otherwise only two winners are active in the second stage.

If $\frac{c_{H}}{c_{H}+c_{L}}<\gamma \leq \frac{c_{H}}{c_{L}-c_{H}}$, there are three active players in the second stage when 1 High type and 1 Low type player win the first stage. All four players are active when 2 Low type players win the first stage. Otherwise only two High type players are active

If $\frac{c_{H}}{c_{L}-c_{H}}<\gamma \leq \frac{2 c_{H}}{c_{L}}$, only two High type players are active in the second stage unless 2 Low type players won the first stage, in which case all 4 players will be active.

If $\frac{2 c_{H}}{c_{L}}<\gamma<1$, only 2 High type players are active in the second stage regardless who won the first stage.

Proof. This can be proved easily using lemma 3.6.
Proposition 3.8. The dynamic contest with $\gamma>\frac{2 c_{H}}{c_{L}}$ results in same level of selection accuracy and higher total effort. Any $\gamma \leq \frac{2 c_{H}}{c_{L}}$ results in lower selection accuracy level.

Proof. Clearly, when $c_{L}>2 c_{H}$ so that only two High type players are active in the static contest, the probability that a High type candidate is chosen is 1 . The total effort level in the static contest
is

$$
T E_{2}=\frac{1}{2 c_{H}}
$$

In the dynamic contest with $\gamma>\frac{2 c_{H}}{c_{L}}$, only two High type players are active in the second stage. Selection accuracy is also $100 \%$. Total effort level is

$$
y_{H_{W}}+y_{H_{F}}=\frac{1}{(\gamma+1) c_{H}}>T E_{2}
$$

Any $\gamma \leq \frac{2 c_{H}}{c_{L}}$ means participation of at least one Low type player, which decreases the selection accuracy.

## 3.D Dynamic contest with three players of the same type

## 3.D. 1 When all four players are active in the static contest

Consider the situation when there are three High type player and one Low type player (The situation of three Low type and one High type player is symmetric).

By lemma 3.6 and 3.7, all four players will be active in the static contest when $c_{L} \leq 1.5 c_{H}$. In this case, total effort in the static contest is

$$
T E=\frac{3}{3 c_{H}+c_{L}}
$$

The probability that a High type player win is

$$
\operatorname{Pr}_{3}(H \text { wins })=\frac{c_{L}}{3 c_{H}+c_{L}}
$$

and the probability that the Low type player win is

$$
\operatorname{Pr}_{3}(L \text { wins })=\frac{3 c_{H}-2 c_{L}}{3 c_{H}+c_{L}}
$$

Without loss of generalisation, assume that the players are grouped $\left(H_{1}, H_{2}\right),\left(H_{3}, L\right)$. There could be situation where 2 High type players, or one High type and one Low type player win the first stage. Using 3.6, when $\gamma>\frac{2 c_{L}-c_{H}}{2 c_{H}}$ as in lemma 3.3, all four players will be active in both situations.

Consider $\gamma>\frac{2 c_{L}-c_{H}}{2 c_{H}}$.

If 2 High type players win , the second stage effort will be

$$
2 y_{H^{W}}+y_{H^{F}}+y_{L^{F}}=\frac{3}{c_{H}+c_{L}+2 \gamma c_{H}}
$$

and the second stage payoff will be

$$
\begin{aligned}
& \pi_{H^{W} / H H}=\left(1-\frac{3 \gamma c_{H}}{c_{H}+c_{L}+2 \gamma c_{H}}\right)^{2} \\
& \pi_{H^{F} / H H}=\left(1-\frac{3 c_{H}}{c_{H}+c_{L}+2 \gamma c_{H}}\right)^{2} \\
& \pi_{L^{F} / H H}=\left(1-\frac{3 c_{L}}{c_{H}+c_{L}+2 \gamma c_{H}}\right)^{2}
\end{aligned}
$$

If 1 High type and 1 Low type player win , the second stage effort will be

$$
y_{H^{W}}+y_{L^{F}}+2 y_{H^{F}}=\frac{3}{2 c_{H}+\gamma c_{L}+\gamma c_{H}}
$$

and the second stage payoff will be

$$
\begin{aligned}
& \pi_{H^{W} / H L}=\left(1-\frac{3 \gamma c_{H}}{2 c_{H}+\gamma c_{L}+\gamma c_{H}}\right)^{2} \\
& \pi_{H^{F} / H L}=\left(1-\frac{3 c_{H}}{2 c_{H}+\gamma c_{L}+\gamma c_{H}}\right)^{2} \\
& \pi_{L^{W} / H L}=\left(1-\frac{3 \gamma c_{L}}{2 c_{H}+\gamma c_{L}+\gamma c_{H}}\right)^{2}
\end{aligned}
$$

The expected pay-offs of the players in the first stage are:

$$
\begin{aligned}
\pi_{H_{1}} & =\frac{x_{H_{1}}}{x_{H_{1}}+x_{H_{2}}}\left[\frac{x_{H_{3}}}{x_{H_{3}}+x_{L}} \pi_{H^{W} / H H}+\frac{x_{L}}{x_{H_{3}}+x_{L}} \pi_{H^{W} / H L}\right] \\
& +\frac{x_{H_{2}}}{x_{H_{1}}+x_{H_{2}}}\left[\frac{x_{H_{3}}}{x_{H_{3}}+x_{L}} \pi_{H^{F} / H H}+\frac{x_{L}}{x_{H_{3}}+x_{L}} \pi_{H^{F} / H L}\right]-c_{H} x_{H_{1}} \\
\pi_{H_{2}} & =\frac{x_{H_{2}}}{x_{H_{1}}+x_{H_{2}}}\left[\frac{x_{H_{3}}}{x_{H_{3}}+x_{L}} \pi_{H^{W} / H H}+\frac{x_{L}}{x_{H_{3}}+x_{L}} \pi_{H^{W} / H L}\right] \\
& +\frac{x_{H_{1}}}{x_{H_{1}}+x_{H_{2}}}\left[\frac{x_{H_{3}}}{x_{H_{3}}+x_{L}} \pi_{H^{F} / H H}+\frac{x_{L}}{x_{H_{3}}+x_{L}} \pi_{H^{F} / H L}\right]-c_{H} x_{H_{2}} \\
\pi_{H_{3}} & =\frac{x_{H_{3}}}{x_{H_{3}}+x_{L}} \pi_{H^{W} / H H}+\frac{x_{L}}{x_{H_{3}}+x_{L}} \pi_{H^{F} / H L}-c_{H} x_{H_{3}} \\
\pi_{L} & =\frac{x_{H_{3}}}{x_{H_{3}}+x_{L}} \pi_{L F / H H}+\frac{x_{L}}{x_{H_{3}}+x_{L}} \pi_{L^{W} / H L}-c_{L} x_{L}
\end{aligned}
$$

Taking the FOCS

$$
\begin{aligned}
& \frac{x_{L}}{\left(x_{H_{3}}+x_{L}\right)^{2}}\left(\pi_{H^{W} / H H}-\pi_{H^{F} / H L}\right)=c_{H} \\
& \frac{x_{H_{3}}}{\left(x_{H_{3}}+x_{L}\right)^{2}}\left(\pi_{L^{W} / H L}-\pi_{L^{F} / H H}\right)=c_{L}
\end{aligned}
$$

Therefore,

$$
\frac{x_{L}}{x_{H_{3}}}=\frac{c_{H}\left(\pi_{L^{W} / H L}-\pi_{L^{F} / H H}\right)}{c_{L}\left(\pi_{H^{W} / H H}-\pi_{H^{F} / H L}\right.}
$$

Consider

$$
\begin{aligned}
& \pi_{L^{W} / H L}-\pi_{L^{F} / H H} \\
& =\frac{\left(2 c_{H}+\gamma c_{H}-2 \gamma c_{L}\right)^{2}\left(c_{H}+c_{L}+2 \gamma c_{H}\right)^{2}-\left(c_{H}+2 \gamma c_{H}-2 c_{L}\right)^{2}\left(2 c_{H}+\gamma c_{H}+\gamma c_{L}\right)^{2}}{\left(2 c_{H}+\gamma c_{H}+\gamma c_{L}\right)^{2}\left(c_{H}+c_{L}+2 \gamma c_{H}\right)^{2}} \\
& <\frac{\left(2 c_{H}+\gamma c_{H}-2 \gamma c_{L}\right)^{2}-\left(c_{H}+2 \gamma c_{H}-2 c_{L}\right)^{2}}{\left(2 c_{H}+\gamma c_{H}+\gamma c_{L}\right)^{2}\left(c_{H}+c_{L}+2 \gamma c_{H}\right)^{2}} \cdot\left(2 \gamma c_{H}+c_{H}+c_{L}\right)^{2}
\end{aligned}
$$

Similarly,

$$
\begin{aligned}
& \pi_{H^{W} / H H}-\pi_{H^{F} / H L} \\
& =\frac{\left(2 c_{H}+\gamma c_{H}-c_{L}\right)^{2}\left(c_{H}+c_{L}-\gamma c_{H}\right)^{2}-\left(c_{H}+2 \gamma c_{H}+c_{L}\right)^{2}\left(\gamma c_{H}+\gamma c_{L}-c_{H}\right)^{2}}{\left(2 c_{H}+\gamma c_{H}+\gamma c_{L}\right)^{2}\left(c_{H}+c_{L}+2 \gamma c_{H}\right)^{2}} \\
& >\frac{\left(c_{H}+c_{L}-\gamma c_{H}\right)^{2}-\left(\gamma c_{H}+\gamma c_{L}-c_{H}\right)^{2}}{\left(2 c_{H}+\gamma c_{H}+\gamma c_{L}\right)^{2}\left(c_{H}+c_{L}+2 \gamma c_{H}\right)^{2}} \cdot\left(2 c_{H}+\gamma c_{H}+c_{L}\right)^{2}
\end{aligned}
$$

Therefore,

$$
\begin{aligned}
\frac{x_{L}}{x_{H}} & <\frac{c_{H}}{c_{L}} \cdot \frac{\left(2 c_{H}+\gamma c_{H}-2 \gamma c_{L}\right)^{2}-\left(c_{H}+2 \gamma c_{H}-2 c_{L}\right)^{2}}{\left(c_{H}+c_{L}-\gamma c_{H}\right)^{2}-\left(\gamma c_{H}+\gamma c_{L}-c_{H}\right)^{2}} \cdot \frac{\left(2 \gamma c_{H}+c_{H}+c_{L}\right)^{2}}{\left(2 c_{H}+\gamma c_{H}+c_{L}\right)^{2}} \\
& =\frac{c_{H}}{c_{L}} \cdot \frac{\left(3 c_{H}-2 c_{L}\right)\left(c+H+2 c_{L}\right)}{c_{L}\left(2 c_{H}+c_{L}\right)} \cdot \frac{\left(2 \gamma c_{H}+c_{H}+c_{L}\right)^{2}}{\left(2 c_{H}+\gamma c_{H}+c_{L}\right)^{2}} \\
& <\frac{\left(2 \gamma c_{H}+c_{H}+c_{L}\right)^{2}}{\left(2 c_{H}+\gamma c_{H}+c_{L}\right)^{2}}
\end{aligned}
$$

The expected probability that the Low type player win the second stage is

$$
\begin{aligned}
P & =\frac{x_{L}}{x_{L}+x_{H_{3}}} \cdot \frac{2 c_{H}+\gamma c_{H}-2 \gamma c_{L}}{2 c_{H}+\gamma c_{H}+\gamma c_{L}}+\frac{x_{H_{3}}}{x_{L}+x_{H_{3}}} \cdot \frac{c_{H}+2 \gamma c_{H}-2 c_{L}}{c_{H}+c_{L}+2 \gamma c_{H}} \\
& =\frac{x_{L}}{x_{L}+x_{H_{3}}} \cdot 3 c_{L} \cdot\left(\frac{1}{3 c_{H}+c_{L}}-\frac{\gamma}{2 c_{H}+\gamma c_{H}+\gamma c_{L}}\right)+\frac{x_{H_{3}}}{x_{L}+x_{H_{3}}} \cdot 3 c_{L}\left(\frac{1}{3 c_{H}+c_{L}}-\frac{1}{c_{H}+c_{L}+2 \gamma c_{H}}\right) \\
& +\frac{3 c_{H}-2 c_{L}}{3 c_{H}+c_{L}} \\
& =\frac{1}{x_{L}+x_{H_{3}}} \cdot \frac{3 c_{L}}{\left(3 c_{H}+c_{L}\right)\left(c_{H}+c_{L}-2 \gamma c_{H}\right)} \cdot\left[x_{L}\left(2 c_{H}+c_{L}+\gamma c_{H}\right)-x_{H_{3}}\left(2 \gamma c_{H}+c_{H}+c_{L}\right)\right] \\
& +\frac{3 c_{H}-2 c_{L}}{3 c_{H}+c_{L}} \\
& <\frac{3 c_{H}-2 c_{L}}{3 c_{H}+c_{L}}=\operatorname{Pr}_{3}(L \text { wins })
\end{aligned}
$$

Therefore, the dynamic contest results in lower chance of having the Low type player winning the prize than the static contest, i.e., it performs better than the static contest in terms of selection accuracy.

The expected effort level in the second stage is

$$
\begin{aligned}
& \frac{x_{L}}{x_{L}+x_{H_{3}}} \cdot \frac{3}{2 c_{H}+\gamma c_{L}+\gamma c_{H}}+\frac{x_{H_{3}}}{x_{L}+x_{H_{3}}} \cdot \frac{3}{2 \gamma c_{H}+c_{H}+c_{L}} \\
& >\frac{x_{L}}{x_{L}+x_{H_{3}}} \cdot \frac{3}{2 c_{H}+c_{L}+c_{H}}+\frac{x_{H_{3}}}{x_{L}+x_{H_{3}}} \cdot \frac{3}{2 c_{H}+c_{H}+c_{L}} \\
& =\frac{3}{3 c_{H}+c_{L}}=T E_{3}
\end{aligned}
$$

## 3.D. 2 When only three High type players are active in the static contest

When there are three High type and one Low type players, there will only be three High type active player when $c_{L}>1.5 c_{H}$. The probability of a High type player winning is

$$
\operatorname{Pr}(H \text { wins })=1
$$

The total effort in the static contest is

$$
T E_{3}=\frac{2}{3 c_{H}}
$$

In the dynamic contest when $\gamma>\frac{2 c_{H}}{2 c_{L}-c_{H}}$, there will also be three active High type players in the second stage, regardless of who won the first stage. Hence, the probability of a High type player winning the prize is

$$
\operatorname{Pr}(H \text { wins })=1
$$

Expected second stage effort in dynamic contest is

$$
\begin{aligned}
& \frac{x_{L}}{x_{H_{3}}} \cdot \frac{2}{\left(2+\gamma c_{H}\right)}+\frac{x_{H_{3}}}{x_{L}+x_{H_{3}}} \cdot \frac{2}{\left(1+2 \gamma c_{H}\right)} \\
& >\frac{x_{L}}{x_{H_{3}}} \cdot \frac{2}{3 c_{H}}+\frac{x_{H_{3}}}{x_{L}+x_{H_{3}}} \cdot \frac{2}{3 c_{H}} \\
& =\frac{2}{3 c_{H}}=T E_{3}
\end{aligned}
$$

## 3.E When all four players are of the same type

Consider the situation when there are four High type players (the case with four Low type players is similar).

Clearly, the probability of a High type player winning the prize is always

$$
\operatorname{Pr}(H \text { wins })=1
$$

Total effort in the static contest is

$$
T E_{4}=\frac{3}{4 c_{H}}
$$

Effort in the second stage of the dynamic contest is

$$
E=\frac{3}{2(\gamma+1) c_{H}}>\frac{3}{4 c_{H}}
$$

when $1>\gamma>\frac{1}{2}$, and

$$
E=\frac{1}{2 \gamma c_{H}}>\frac{3}{4 c_{H}}
$$

when $\gamma<\frac{1}{2}$

## Chapter 4

## Conclusion

This dissertation examines three cost and surplus-sharing games with different objectives. The first chapter investigates a cooperative cost-sharing game and explores the fairness of various sharing rules. Specifically, it focuses on the allocation inequality of the sharing allocations: the average share, the Shapley value, the increasing serial share, and the decreasing serial share. Recent literature has addressed the Lorenz comparison between the average share and the others, as well as between increasing and decreasing serial shares.

In this study, I analyse the combination of the Shapley value and increasing serial shares and establish the Lorenz order for all four sharing rules. The findings suggest that when cost production is concave (convex), the increasing serial rule is more (less) egalitarian than the Shapley value. Among the four discussed rules, serial shares are the most (least) egalitarian when the cost is concave (convex). In situations where the decreasing serial share is implausible, the increasing serial share emerges as the most appealing choice when production involves negative externalities. It provides the most favourable cost distribution to small firms among the remaining three rules.

The results remain consistent when considering the surplus-sharing game. However, the recommendation for the appropriate rule may vary depending on the fairness arguments. This work contributes to the ongoing discussion on allocation inequality rules and offers guidance for selecting the appropriate rule when equality is regarded as a social value.

In the subsequent two chapters, the focus is on the analysis of the two-stage Tullock lottery contest. Both chapters consider contests with perfect information and involve two types of players.

In the second chapter, the investigation revolves around a contest comprising two players and a designer whose objective is to maximize total effort. The conclusions drawn indicate that when the players do not exhibit significant differences, the designer should consistently prioritize the winner. Conversely, when there is a remarkable level of heterogeneity, it is often more advantageous to favor the loser.

Furthermore, if the designer possesses the authority to determine the prize distribution between the two stages, it is deemed optimal to allocate the entire prize to the second stage when the players are similar. However, in cases where the players display significant differences, allocating a small prize to the first stage is found to be more effective.

The third chapter expands the contest to include four players of two distinct types, while the designer's concerns encompass not only the effort level but also the selection accuracy and participation rate. Previous research has frequently highlighted the trade-off between these objectives: contests with higher effort levels often exhibit lower selection accuracy, and vice versa. A similar relationship has been observed between selection accuracy and the participation rate.

However, my findings demonstrate the potential to enhance contest performance across all dimensions. By introducing an intermediate stage with a winning advantage, the designer can preserve the participation rate while improving at least one of the remaining aspects of the static contest. This advantage, which may take the form of non-monetary incentives such as recognition or favourable bias, can serve as motivation for players to exert greater effort, thereby widening the efficiency gap between players when awarded to those of the "High" type.

It is crucial, however, to maintain a moderate advantage to prevent a decline in participation. The results indicate the benefits of incorporating additional intermediate competition but emphasize the importance of maintaining a "healthy" level where players do not feel discouraged from continued participation after experiencing losses.

This paper contributes to the ongoing discourse on contest design by highlighting the potential for improving contest performance in both selection accuracy and effort provision. It stands out as one of the few papers that address this possibility, offering valuable insights for future research and contest design considerations.

Given the similarity and standard structure of the contest explored in the latter two chapters, a promising direction for future work would involve introducing additional features into the existing model. For instance, one possible extension is to incorporate variations in the prize or
marginal costs as effort levels change. By allowing the prize to increase with total effort, the Tullock contest can be transformed into a utility-sharing game, which opens up avenues for investigating a wider range of objectives in both strategic and non-strategic settings. Moreover, it would be valuable to compare the proportional rule employed in the Tullock contest with alternative allocation rules.

Additionally, considering the problem from a normative perspective, akin to the discussion in Chapter one, offers another intriguing avenue for exploration. There may be scenarios where the designer's interests lie in factors such as efficiency, competitive balance, or ensuring a fair chance for all players. For instance, in competitions for funding, where effort is manifested through grant writing, the designer may be concerned with the opportunity cost of exerted effort and the promotion of less "conventional" research. In such cases, maximizing effort is no longer the sole ideal objective. Therefore, conducting a study on optimal contest design with alternative objectives becomes an engaging and valuable future research endeavor. This exploration would involve examining the interplay between different contest objectives and identifying optimal designs that align with the specific goals of the designer. By delving into these aspects, we can gain a deeper understanding of how to structure contests to achieve desired outcomes and promote fairness and efficiency in various contexts. Undertaking such work would contribute to the broader field of contest design and provide valuable insights for policymakers, practitioners, and researchers alike.
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[^0]:    ${ }^{1} \mathrm{~A}$ shorter version of this work was published in Pham (2019)

[^1]:    ${ }^{2}$ It should be noted that Lorenz dominance is a partial ordering; the relation is transitive but not complete.
    ${ }^{3}$ See appendix

[^2]:    ${ }^{1}$ assuming no time value of money and the players have certainty regarding the number of stages and when the game will end

[^3]:    ${ }^{2}$ The proof of the proposition is provided in Appendix 2.4

[^4]:    ${ }^{3}$ The derivation of the threshold for first stage prize is shown in the Appendix.

[^5]:    ${ }^{4}$ Here the equilibrium always exists because the expected payoff $1-s$ and $1-t$ are always positive. Hence, by Nti (1999) and notion of perfect subgame, there is a unique equilibrium.

[^6]:    ${ }^{5}$ since $s \geq 0$ and $\frac{\partial s}{\partial \sigma} \geq 0$

[^7]:    ${ }^{6}$ since $1-t^{2}-\sigma^{2}\left(1-s^{2}\right) \geq 0$ as in 2.A. 5

[^8]:    ${ }^{7}$ since $s \geq \sigma t$ and $\frac{\partial t}{\partial \sigma}<0$

[^9]:    ${ }^{8}$ since $s+\sigma \frac{\partial t}{\partial \sigma} \geq 0$ by 2.A. 13

[^10]:    ${ }^{9}$ Since the expression is a quadratic function of V and is negative at $V=0$ and $V=1$, hence is negative for all $V \in[0,1]$.

[^11]:    ${ }^{1}$ For a comprehensive review of the impact of non-monetary rewards in the workplace, refer Gallus (2017)

[^12]:    ${ }^{2}$ In the context of internal promotion competitions, contestants often have knowledge of the productivity levels of their fellow competitors, who are also their co-workers. Thus, we consider a game with perfect information, where the players possess complete knowledge about each other's types or abilities.
    ${ }^{3}$ The prize is symbolic or little important, and all students should they that they have a chance to win (Shindler, 2009)

[^13]:    ${ }^{4}$ see K. Konrad (2009) for a comprehensive survey

[^14]:    ${ }^{5}$ By Cornes and Hartley, 2005; Nti, 1999, contest with two heterogeneous players has a unique, interior solution. There always exist equilibrium effort in each group given the effort of players in the other group. However, we still need to show that there exist an interacting equilibrium, i.e the system of 4 FOCs have solution.

[^15]:    ${ }^{6}$ Here we have not proved that the equilibrium is unique. In order to prove that it is unique, we have to show that the system of equations 3.C. 7 and 3.C. 8 has unique solution on the interval ( 0,1 ). However, since we are not interested in finding the equilibrium, but the ratio of efforts in the equilibrium, we care more about the existence of the equilibrium than its uniqueness. It is sufficient for our comparison to have that the equilibrium in stage 1 exists and will satisfy the first order condition, and that the ratio of equilibrium effort is the same in 2 groups.

