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Abstract

The cameras are the main sensor for robots to perceive their environments because they provide
high-quality information and their low-cost. However, transforming the information obtained
from cameras into robotic actions can be challenging. To manipulate objects in camera scenes,
robots need to establish a transformation between the camera and the robot base, which is known
as hand-eye calibration. Achieving accurate hand-eye calibration is critical for precise robotic
manipulation, yet traditional approaches can be time-consuming, error-prone, and fail to account
for changes in the camera or robot base over time.

This thesis proposes a novel approach that leverages the power of deep learning to auto-
matically learn the mapping between the robot’s joint angles and the camera’s images, enabling
real-time calibration updates. The approach samples the robot and camera spaces discretely and
represents them continuously, enabling efficient and accurate computation of calibration param-
eters. By automating the calibration process and using deep learning algorithms, a more robust
and efficient solution for hand-eye calibration in robotics is offered.

To develop a robust and flexible hand-eye calibration approach, three main studies were
conducted. In the first study, a deep learning-based regression architecture was developed that
processes RGB and depth images, as well as the poses of a single reference point selected on
the robot end-effector with respect to the robot base acquired through the robot kinematic chain.
The success of this architecture was tested in a simulated environment and two real robotic envi-
ronments, evaluating the metric error and precision. In the second approach, the success of the
developed approach was evaluated by transferring from metric error to task error by performing
a real robotic manipulation task, specifically a pick-and-place. Additionally, the performance of
the developed approach was compared with a classic hand-eye calibration approach, using three
evaluation criteria: real robotic manipulation task, computational complexity, and repeatability.
Finally, the learned calibration space of the developed deep learning-based hand-eye calibra-
tion approach was extended with new observations over time using Continual learning, making
the approach more robust and flexible in handling environmental changes.Two buffer-based ap-
proaches were developed to eliminate the catastrophic forgetting problem, which is forgetting
learned information over time by considering new observations. The performance and compar-
ison of these approaches with the training of the developed approach in the first study using all
datasets from scratch were tested on a simulated and a real-world environment.
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ABSTRACT ii

Experimental results of this thesis reveal that: 1) a deep learning-based hand-eye calibration
approach has competitive results with the classical approaches in terms of metric error (posi-
tional and rotational error deviation from the ground-truth) while eliminating data re-collection
and re-training camera pose changes over time, and has 96 times better repeatability (precision)
than the classic approach as well as it has the state-of-the-art result for it in comparison to the
other deep learning-based hand-eye calibration approaches; 2) it also has competitive results
with the classic approaches for performing a real-robotic manipulation task and reduces the
computational complexity; 3) the leveraging deep-learning based hand-eye calibration approach
with Continual Learning, it is possible to extend the learned calibration space over new observa-
tions without training the network from scratch with a lower accuracy gap (less than 1.5 mm and
2.5 degrees in the simulations and real-world environments for the translation and orientation
components).

Overall, the proposed approach offers a more efficient and robust solution for hand-eye cal-
ibration in robotics, providing greater accuracy and flexibility to adapt to environments where
the poses of the robot and camera base change according to each other over time. These changes
may come from either robot or camera movement.The results of the studies demonstrate the
effectiveness of the approach in achieving precise and reliable robotic manipulation, making it
a promising solution for robotics applications.
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Chapter 1

Introduction

In this thesis, novel hand-eye calibration methodologies have been developed using deep learn-
ing, which allow for the estimation of calibration parameters in dynamic robotic environments
where the camera and robot base can change after data collection. This is in contrast to static en-
vironments, where the pair of the camera and robot base are fixed and exact in both the training
and testing stages. The approach extends the learned calibration space through Continual Learn-
ing, enhancing its adaptability to new situations. The effectiveness of the proposed approach is
demonstrated through a real-world robotic manipulation task involving pick-and-place opera-
tions. Unlike classical hand-eye calibration approaches that rely on metric error, this approach
provides a more robust and accurate calibration process, resulting in improved manipulation
performance.

1.1 A Brief Introduction to the Hand-eye Calibration

Robotic systems rely heavily on cameras to capture visual data that can be used for various
tasks, such as object recognition, localisation, and manipulation. However, the camera must be
accurately aligned with the robot’s kinematic chain to make the most of this data. This process,
known as hand-eye calibration (HEC), is a critical step in many robotic applications, such as
pick-and-place operations [1], assembly lines [2], and quality control [3]. Despite significant
progress in the static hand-eye configuration, where the camera and the robot base remain fixed
after data collection and calibration estimation, achieving accurate and efficient dynamic HEC
configurations remains a challenging problem. In this configuration, the camera pose changes
with respect to the robot base after data collection and calibration parameters’ estimation over
time. Dynamic hand-eye calibration is essential in various robotic applications where the robot
and the camera continuously move or operate in a changing environment.

Figure 1.1 shows a visualisation of the three spaces involved in robotic manipulation: the
robot, camera, and object space. The camera captures an image of the scene and uses its extrinsic
parameters to identify the object and determine its pose with respect to the camera base, a

1
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Figure 1.1: This figure depicts the relationship between the robot space, camera space, and
object space.

process known as object detection. However, the information captured in the camera space must
be transferred to the robot space to manipulate the object. This is achieved through hand-eye
calibration, which establishes the transformation link between the two spaces.

Figure 1.1 depicts the transformation from robot space to object space using camera space,
assuming that the robot space is fixed and serves as the world space. The object’s pose is
obtained via object detection, and its pose relative to the camera base frame is given by Pcam

ob j .
To manipulate the object, its pose must be defined with respect to the robot base frame.

Two cases exist for this transformation. In the first case, the camera or cameras can be
embedded the robot joints, such as the head or the end-effectors. The poses of these cameras
are linked to the robot kinematic chain and can be used directly to manipulate the object. In the
second case, which is common in robotic systems, the camera may be placed externally. In the
second case, hand-eye calibration is needed to determine the transformation between the camera
and robot base frames for manipulating the object.

For the second case, there are two main scenarios: static and dynamic hand-eye calibration
(depicted in Figure 1.2). In the static hand-eye calibration scenario, the camera and the robot
base remain fixed for robotic manipulation after data collection and camera pose estimation with
respect to the robot base. As for the dynamic scenario, the camera pose changes with respect
to the robot base over time. In this scenario, the calibration approach must be updated the
calibration parameters over time.

1.1.1 The importance

Hand-eye calibration is critical to robotic manipulation, allowing robots to accurately perceive
their environment and perform precise manipulation tasks. Robots may need proper calibration
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Figure 1.2: This figure depicts the static and dynamic hand-eye calibration scenarios. In the
static scenario, the camera and the robot base remain fixed, and the calibration parameters es-
timated during training can be used for all robotic manipulations. In contrast, in the dynamic
scenario, the camera pose changes with respect to the robot base during the robotic manipula-
tion, requiring recalibration to maintain accurate alignment.

to locate and manipulate objects, leading to inefficiencies and inaccuracies.
This thesis focuses on two hand-eye calibration scenarios. The first is the static hand-eye

calibration configuration, where the camera’s pose and the robot’s base frames remain fixed
after data collection and calibration. This scenario is common in industries where robots perform
repetitive tasks, such as pick-and-place operations. In such cases, classical hand-eye calibration
approaches have successfully provided accurate calibration by collecting data and solving the
hand-eye calibration equation offline.

The second scenario (dynamic robotic environments) is more complex and involves changes
to the camera and robot base frames over time. In dynamic robotic environments, such as those
operating outside enclosed spaces, changes to the camera and robot base frames over time can
lead to degraded performance and safety risks. As an illustration, the robots can execute carry-
ing operations within diverse camera fields of view positioned in external locales. To guarantee
safety and stability in these operations, the hand-eye calibration parameters must be continu-
ously updated online. A flexible and autonomous hand-eye calibration approach is essential
to ensure that robots can adapt to these changes without requiring manual recalibration. One
promising approach is to use deep learning and continual learning techniques to develop a sys-
tem that can adapt to changing environments and tasks. With deep learning algorithms, the
system can learn to map the visual features of the camera to the robot’s pose, enabling the robot
to adapt to changes in the camera and robot base frames. Continual learning allows the system
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to improve the accuracy of hand-eye calibration over time by updating the calibration parame-
ters based on new data. Robots can operate in dynamic environments with improved accuracy,
performance, and safety using this flexible and autonomous hand-eye calibration approach.

1.2 Current Literature and Challenges

1.2.1 Current Literature

There are several classic approaches to solving the HEC problem that are widely used in the
robotics community. These approaches typically involve moving the robot to multiple different
positions while recording the camera and end-effector poses with respect to the robot or world
frame. The HEC problem can then be broken down into three main steps (depicted in Figure
1.3): robot calibration, camera calibration, and hand-eye calibration.

Figure 1.3: The figure outlines the key steps of classic hand-eye calibration: robot calibration
for precise end-effector poses, camera calibration for accurate camera poses, and a hand-eye
calibration model to estimate parameters from these poses.

The first step, robot calibration, involves determining the end-effector poses with respect
to the robot or world base frame. This calibration is assumed to be known via the predefined
robot kinematic chain, but it may become inaccurate over time due to wear and tear on the
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robot. Continuous usage and environmental conditions can gradually shift the robot’s joints,
changing their relative positions. These changes accumulate and eventually result in calibration
discrepancies, affecting the precision and accuracy of the robot’s movements and interactions.
The magnitudes of positional errors typically range from a few millimetres to centimetres, while
orientation errors can span from fractions of a degree to several degrees. These error ranges
hinge on the application’s intricacies, the robot system’s complexity, and the exacting of the
precision requirements. This issue is not typically addressed in classic approaches.

The second step, camera calibration, is used to obtain the camera’s intrinsic and extrinsic
parameters (the focal length, principal point coordinates, and lens distortion coefficients). Cali-
bration targets [4, 5] or QR-code-based markers [6, 7] are used to capture images from different
viewpoints, and these images are then used to calculate the camera’s intrinsic parameters. The
extrinsic parameters can be obtained using the known poses of the calibration targets or markers
in the world frame. These extrinsic parameters can then be used to determine the camera’s pose
for different robot end-effector configurations.

The final step, hand-eye calibration, involves formulating linear or nonlinear equations based
on the camera and robot calibration data and solving for the HEC parameters using mathemat-
ical optimisation techniques. Classic approaches include methods such as AX=XB [8–12] and
AX=YB [13–17], which involve solving a linear system of equations, and the projection error
and 3D reconstruction methods, which use nonlinear optimisation techniques. In AX=XB for-
mulation, X is the unknown transformation between the camera base and the robot’s base or
end-effector, while A and B are observed linear transformations of end-effector poses with re-
spect to the robot base and camera poses relative to the calibration target across n successive
configurations. In AX=YB formulation, Y is the unknown transformation from the robot base
to the world coordinate base, and X is the camera base to the robot base. A and B stand for the
observable pose of the robot’s end-effector and the camera’s pose, respectively.

The approaches mentioned above have demonstrated satisfactory outcomes; however, they
are offline, implying that their outcomes are only valid for camera positions used during cali-
bration. When the camera position changes, all the data must be collected again for the new
configuration, thus making them unsuitable for dynamic real-world robotic applications. To
tackle this limitation, researchers have proposed deep learning-based approaches [18] [19] that
eliminate the data collection process and allow the model to be re-trained when the camera pose
changes, providing a more flexible hand-eye calibration model. Current hand-eye calibration
methods have achieved significant success. However, a robust and flexible method is still re-
quired to recalibrate the system without data recollection and can be easily deployed into other
robotic environments.

1.2.2 Challenges

The limitations of classic hand-eye calibration approaches are as follows:
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• Firstly, they are offline methods, meaning that the hand-eye calibration parameters they
generate are only applicable to the specific camera and robot configurations used during
data collection. When the pose of the camera with respect to the robot base changes, these
methods cannot automatically adjust to the new configuration. Consequently, they are not
well-suited to dynamic robotic systems, where frequent recalibration may be required.

• Secondly, classic hand-eye calibration approaches require expertise to collect data and
generate hand-eye calibration parameters. Moreover, the resulting calibration parameters
may not always be accurate, which can necessitate multiple rounds of data collection and
parameter tuning to obtain a satisfactory result.

• Finally, classic hand-eye calibration approaches lack flexibility in adapting to new envi-
ronments, as the calibration space they learn is typically limited to a particular setup for
external hand-eye configuration where an external camera observes the robot from a dis-
tance. As a result, they may not be suitable for applications where the robot must operate
in diverse and changing environments.

• Current deep learning-based approaches applied to external hand-eye configuration pre-
dominantly leverage deep learning techniques for feature extraction rather than directly
estimating the calibration parameters.

1.3 Aims and Objectives

1.3.1 Aim of the study

This thesis aims to address the limitations (detailed in section 1.2.2) of classical hand-eye cal-
ibration (HEC) approaches by developing a flexible and autonomous approach that leverages
deep learning techniques. This thesis encompasses three main studies.

The first study (chapter 3) presents a deep learning-based hand-eye calibration approach that
uses RGB and depth images and a reference point on the robot’s end-effector to process data
over various camera and robot configurations. Unlike classical approaches, this deep learning-
based approach autonomously recalibrates itself to adapt to new camera poses within the 3D
manifold data samples captured without requiring data re-collection or re-training. This feature
makes it suitable for dynamic robotic environments where camera or robot poses may change
over time for manipulation. Furthermore, this study addresses the first limitation of the current
HEC approaches, which is their static nature.

The second study (chapter 4) in this thesis focuses on evaluating the performance of the deep
learning-based hand-eye calibration approach developed in Chapter 3 in a real-world robotic ma-
nipulation task, specifically pick-and-place. Additionally, a comparison between the developed
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approach and a classic HEC approach was conducted regarding computational complexity, re-
peatability, and success of performing robotic manipulation. Computational complexity and
repeatability are essential in assessing the suitability of the developed HEC approach for real-
world applications. The performance of the manipulation shows the accuracy and precision of
the HEC on a real task, in contrast to metric error. In addition, this study addresses two addi-
tional limitations of current HEC approaches: their computational complexity and the deviation
of their success repeatability.

The third study (chapter 5) in this thesis focuses on developing a continuous deep learning-
based hand-eye calibration approach that extends the learned calibration spaces through Con-
tinual Learning. This approach allows the deep learning-based HEC approach developed in
Chapter 3 to adapt to new environments without requiring all the data to be stored and retrained
from the beginning. As a result, the final HEC approach is flexible and can autonomously recal-
ibrate itself even outside of the pre-learned calibration space. This makes the developed HEC
approach suitable for dynamic robotic environments where recalibration is frequently required.
Moreover, this HEC approach addresses the lack of flexibility limitation of the current HEC
approaches.

1.3.2 The hypotheses and research questions

The main hypothesis of this thesis is:
A hand-eye calibration approach, which recalibrates external camera pose by observing a

single reference point on the robot end-effector through a 3D vision system, enables a robot

to perform robotic manipulation and grasping tasks by being adaptable and robust to environ-

mental changes. Moreover, it has the same success on a real robotic manipulation task while

reducing the computational complexity and increasing the repeatability compared to classical

approaches.

On the other hand, each chapter has its hypothesis, which is detailed below.
Hypothesis in Chapter 3:
It is possible to carry out hand-eye calibration by tracking the known transformation of a

single reference point on the robot’s end-effector with respect to both the robot base and the

camera via a 3D vision system. This HEC approach enables to get hand-eye calibration pa-

rameters without data re-collection within the learned calibration space while the repeatability

score is better than the state-of-the-art deep learning-based approach, which is 10 millimeters.

To examine this hypothesis, the following research questions have been posited.

Q1 In contrast to closed-form hand-eye approaches, is it possible to find the geometric trans-
formation between the camera and the robot where camera and robot calibrations are
known in advance by using a neural network?
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Q2 Is it possible to find the camera’s pose with respect to the reference point by observing
the motions of this reference point via a 3D vision system and using deep learning as a
calibration model?

Q3 Is it possible to carry out hand-eye calibration where camera calibration is not known by
observing the motions of the reference point via a 3D vision system and employing a deep
learning-based regression architecture as a model?

Hypothesis in Chapter 4:
The deep learning-based HEC approach can achieve accurate calibration with reduced com-

putational complexity and improved repeatability compared to classic methods. Specifically, this

approach performs similarly to the classic hand-eye calibration approach on a real robotic ma-

nipulation task, such as a pick-and-place task, while reducing the number of attempts needed

to obtain hand-eye calibration parameters and decreasing the data collection time. Further-

more, it achieves lower repeatability errors compared to the classic approach (Tsai’s HEC ap-

proach [8]), which shows the precision of the HEC approach.

To examine this hypothesis, the following research questions have been posited.

Q4 How does the performance of the deep learning-based HEC approach compare to other
state-of-the-art methods in the field of hand-eye calibration, in terms of both accuracy and
computational efficiency?

Q5 What are the limitations of the deep learning-based HEC approach, and how can they be
addressed to improve its practical application in various dynamic robotic environments?

Hypothesis in Chapter 5:
A Continual Learning-based hand-eye calibration system can extend the learned calibration

space through new observations over time.

To examine this hypothesis, the following research questions have been posited.

Q6 Can hand-eye calibration be handled as a time sequence problem in terms of camera pose
changes through Continual Learning?

Q7 Is it possible to extend the learned hand-eye calibration space via Continual Learning?

1.4 A Brief Overview of the Proposed Approaches

The thesis aims to develop a flexible and autonomous hand-eye calibration approach using deep
learning, which can recalibrate itself without data recollection. To achieve this goal, the thesis
conducted three main studies (presented in Figure 1.4) in simulated and real-world environ-
ments.
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Figure 1.4: This figure depicts conducted three studies to develop a flexible and autonomous
hand-eye calibration approach by using deep learning.

In the first study (Figure 1.4(1)), a deep learning-based HEC approach was developed by
selecting a single reference point on the robot’s end-effector through a 3D vision system. This
approach allows the recalibration of the external camera poses without the need for data rec-
ollection. The experiments were conducted in both simulated and real-world environments to
validate the effectiveness of the approach.

In the second study (Figure 1.4(2)), the deep learning-based HEC approach developed in the
first study was tested on a real robotic manipulation task, specifically pick-and-place. Addition-
ally, a classic HEC approach was used to make a comparison of the success of the approaches
as well as their computational complexity and precision.

Finally, in the third study (Figure 1.4(3)), a continual learning-based HEC approach was
proposed, which extends the learned calibration space through new observations over time. This
approach aims to address the problem of catastrophic forgetting, which can occur when a deep
learning model forgets previously learned information as it learns new information. The ap-
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proach was evaluated through simulation and real-world experiments to demonstrate its effec-
tiveness.

Overall, these three studies aim to develop a flexible and autonomous HEC approach using
deep learning, which can be applied in dynamic robotic environments where the pose of the
robot or camera changes over time to perform manipulation tasks.

1.5 The Significance of the Proposed Approaches

1.5.1 Contributions

The contributions of Chapter 3 are listed below:

• A deep learning-based regression architecture is proposed for estimating the camera pose
by tracking a single reference point defined by the robot’s kinematic chain. This architec-
ture can be used as a hand-eye calibration model by automatically detecting the reference
point using a 3D vision system.

• The developed deep learning-based HEC approach allows for estimating calibration pa-
rameters within seconds in the learned space during training, without the need for data
recollection.

• The deep learning-based HEC approach achieves competitive results in terms of met-
ric accuracy compared to classic HEC approaches that require data recollection for each
camera pose. Additionally, the approach exhibits superior repeatability scores (precision)
compared to state-of-the-art techniques, which is 7 and 3 times better than [18] and [19].

The contributions of Chapter 4 are listed below:

• Based on the experimental results, the deep learning-based HEC approach demonstrates
comparable performance to the classic approach in executing a real-world robotic manip-
ulation task.

• Furthermore, the deep learning-based HEC approach shows a reduction in computational
complexity, as evidenced by the decreased number of attempts required to obtain calibra-
tion parameters and the reduced time needed for calibration when compared to the classic
HEC approach.

The contributions of Chapter 5 are listed below:

• The results indicate that the hand-eye calibration problem can be addressed as a time-
series problem, where the calibration parameters can be updated continuously over time
as the camera pose changes.
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• The proposed continual learning-based HEC approach utilises a buffer system to extend
the learned calibration space with new observations without retraining starting from the
beginning. This allows for the calibration parameters to adapt and improve over time,
resulting in a more flexible and autonomous calibration approach.

1.5.2 List of publications

Published Papers

• Bahadir, Ozan, Jan Paul Siebert, and Gerardo Aragon-Camarasa. "A Deep Learning-
Based Hand-eye Calibration Approach using a Single Reference Point on a Robot Ma-
nipulator." 2022 IEEE International Conference on Robotics and Biomimetics (ROBIO).
IEEE, 2022. (Chapter 3)

Papers Under Review

• Bahadir, Ozan, Jan Paul Siebert, and Gerardo Aragon-Camarasa. "Performance Analysis
of Hand-eye Calibration Approaches in a Real Robotic Manipulation Task." Engineering
Applications of Artificial Intelligence. (Chapter 4)

• Bahadir, Ozan, Jan Paul Siebert, and Gerardo Aragon-Camarasa. "Extending Learned
Hand-eye Calibration Space via Continual Learning." Robotics and Autonomous Systems.
(Chapter 5)

1.6 The Outline of the Thesis

The thesis aims to address the limitations of existing hand-eye calibration (HEC) approaches by
developing a flexible and autonomous deep learning-based HEC approach. Chapter 2 provides
an overview of the HEC problem, current literature, and its limitations. Chapter 3 focuses on
developing a deep learning-based HEC approach that can estimate calibration parameters with-
out data recollection in the learned space; Chapter 4 evaluates the developed HEC approach on
a real robotic manipulation task and compares its performance with a classic HEC approach;
Chapter 5 proposes a continual learning-based HEC approach that can extend the learned cal-
ibration space over time. This chapter also investigates the approach’s ability to address the
catastrophic forgetting problem and enable the autonomous recalibration of the HEC system.
The thesis concludes with Chapter 6, which summarises the main contributions and outlines po-
tential future works. The proposed approach has the potential to be applied in various robotics
and automation applications.



Chapter 2

Background and Literature Review

2.1 An Overview of Hand-eye Calibration Problem

Hand-eye calibration is the problem of finding the homogeneous transformation between the eye
(camera) and the robot’s end-effector [8]. Although this transformation is conceptually straight-
forward, it is essential for successful robot manipulation tasks as it enables us to relate camera
observations to the robot’s links or joints. The hand-eye calibration problem has been investi-
gated for over 30 years via mathematical optimisation approaches [20]. These approaches have
provided superior results under some particular constraints. The primary constraint of these
approaches is that they are valid only for the current camera and the robot base. When the
camera pose changes with respect to the robot base for the external hand-eye configuration,
all data collection and optimisation should be repeated from scratch. With the increasing de-
mand for flexible and adaptable robots that can quickly adapt to environmental changes, deep
learning-based approaches have been proposed as a potential solution to the limitations of math-
ematical optimisation-based approaches. One of the primary challenges of deep learning-based
approaches is the need for ground truth in the training stage. In addition, the hand-eye calibra-
tion problem has specific constraints, such as the orthogonality between each axis, that must be
considered.

The hand-eye calibration problem can be decomposed into three main steps; camera calibra-
tion, robot calibration and the hand-eye calibration model. Besides these components, the suc-
cess of the hand-eye calibration methods is highly affected by the adopted robotic environments
and used technologies, i.e. cameras. To provide a comprehensive overview of the literature
on hand-eye calibration, this thesis covers the adopted technologies, a brief background, cam-
era calibration, robot calibration, classic hand-eye calibration models, and deep learning-based
hand-eye calibration.

12
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Figure 2.1: This figure shows the Rethink Baxter robot with two parallel grippers.

2.2 Hardware and Software

2.2.1 Robotic environments

In this thesis, two real-world robotic systems were used: The Rethink Baxter (Baxter) [21] and
a Universal Robot (UR3) [22].

The Rethink Baxter robot

Baxter (depicted in Figure 2.1) has two arms with 7 degrees of freedom and three embedded
cameras. One of the cameras is on the head, and the others are in the end-effector of the arms.
It is compatible with two types of end-effectors: an electric parallel gripper and a vacuum cup
gripper. In this thesis, we used the electric parallel grippers for both arms to manipulate objects.
Baxter is also compatible with the Robot Operating System (ROS) [23].

UR3 robot

The UR3 (depicted in Figure 2.2) is a robotic arm with 6 degrees of freedom, and all its joints
can rotate 360 degrees, and it has a 500 mm workspace range from its base. Although it has its
programming tool and interface (PolyScope [24]), it is also compatible with ROS, and flexible
for different types of grippers. In this thesis, we equipped the UR3 with a Shadow Modular
Grasper (depicted in Figure 2.2) with three fingers and three joints for each finger (a total of 9
degrees of freedom).
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Figure 2.2: This figure depicts a Universal Robot 3 (UR3) equipped with a three-finger modular
grasper.

2.2.2 Robot operating system (ROS)

The Robot Operating System (ROS) is an open-source robotic software framework [23] designed
to mitigate large-scale software integration. ROS allows for communication between multiple
machines and components, such as motors, robotic arms, and monitors. The framework is based
on several key components, including nodes, messages, topics, and services [23]. Nodes are
executable scripts which can be programmed in Python, C++, Octave [25] and LISP [26], and
communicate with each other by using messages, which are the predefined typed data struc-
tures.To send messages, nodes publish topics, and to receive messages, nodes subscribe to top-
ics. ROS also supports services for synchronous communication between topics that require
request and response transactions. By facilitating communication and integration between com-
ponents, ROS has become a popular framework for developing robotic applications. Examples
of ROS-based robots include autonomous vehicles [27], drones, and industrial robots.

2.2.3 The StereoLabs camera (ZED)

The ZED camera (depicted in Figure 2.3) developed by Stereolabs [28] has been used for
visual perception in this thesis. This camera is a stereo vision system, which consists of two
RGB cameras separated by a fixed baseline. The depth map in this camera is calculated by the
differences in matched points on two images from the left and the right camera. ZED camera
enables the selection of different parameters that control the resolution of RGB image (up to 2k),
the quality of depth map, and frame rate (up to 120 frames per second). Besides, it is compatible
with ROS [23] and publishes different topics for visual perception, i.e. RGB images, depth
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Figure 2.3: The ZED camera which has two RGB cameras (left and right)

maps, disparity images and camera intrinsic’s parameters.

2.3 Background

2.3.1 Representation of position and orientation in 3D Space (R3)

The poses of point P with respect to the two reference frames (A and B) are shown in Figure
2.4, where Ap and Bp represent the positions of point P in the reference frames A and B, respec-
tively. These reference frames have orthogonal axes in 3D Cartesian space. The displacement of
reference frame B with respect to reference frame A is represented by vector t(x,y,z). The trans-
formation from frame B to A includes both rotation and translation components, which ensure
the orthogonality constraint between the axes of the two frames is maintained.

Orientation representation in the 3D Cartesian space (R3): Rotation in 3D is an operation
which enables us to rotate the whole space with θ angle through counterclockwise along a fixed
axis while the origin remains fixed. In 3D Cartesian space, this rotation can be represented via
an 3×3 orthonormal matrix (R) where R−1 = RT and det(R)=1.

Rotation matrices: The rotation matrix is a orthonormal matrix that represents a rotation in
3D space. It is a three-by-three matrix denoted by R(n̂,θ ), where n̂ is the unit vector of the
rotation axis, and angle (θ ) is the angle of rotation in a counterclockwise direction along the
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Figure 2.4: This figure shows two 3D coordinate frames ({A} and {B}) and the pose of point P
with respect to these frames.

axis. Equation (2.1) provides an example of this formulation, where a rotation is performed
around the z-axis with a counterclockwise angle of θ .

R(ẑ,θ) =

cosθ −sinθ 0
sinθ cosθ 0

0 0 1

 (2.1)

The formulation in equation (2.1) can be extended via equation (2.2) for all three axes in 3D
Cartesian space.

R(n̂,θ) =

 cosθ +n2
1(1− cosθ) n1n2(1− cosθ)−n3 sinθ n1n3(1− cosθ)+n2 sinθ

n1n2(1− cosθ)+n3 sinθ cosθ +n2
2(1− cosθ) n2n3(1− cosθ)−n1 sinθ

n1n3(1− cosθ)−n2 sinθ n2n3(1− cosθ)+n1 sinθ cosθ +n2
3(1− cosθ)


(2.2)

where,
n̂ = (n1,n2,n3)

n2
1 +n2

2 +n2
3 = 1

(2.3)

In this formulation, the angle θ must be between zero to π:

• if theta is equal to zero, there is no solution (trivial solution),

• if theta is equal to π , R(n̂,π) and R(−n̂,π) yield the same solution,

• otherwise, there is a unique solution.
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In this rotation representation, nine parameters must be estimated simultaneously under the
orthogonality constraints among its axes. Besides, this representation is not intuitive; in other
words, it is not easy to understand and interpret each element of the matrix presented in the
equation (2.2).

Euler angles: Rotation in 3D Cartesian space can be represented by the product of three con-
secutive rotation matrices around different and orthogonal axes described in equation (2.4).

R(x̂,φ) =

1 0 0
0 cosφ −sinφ

0 sinφ cosφ



R(ŷ,θ) =

cosθ 0 −sinθ

0 1 0
sinθ 0 cosθ



R(ẑ,ψ) =

cosψ −sinψ 0
sinψ cosψ 0

0 0 1



(2.4)

where, φ , θ and ψ are the Euler angles. In theory, there are 27 possible sequences to define
a rotation with Euler angles. However, only 12 of these meet the constraint that two successive
rotations are about different axes [29]. Equation (2.5) shows the three common sequences found
in the literature, all of which can be described using a 3×3 matrix. Euler angles can be defined
using two conventions: extrinsic and intrinsic. The intrinsic convention involves performing ro-
tations using the coordinate system of the rotating object, while the extrinsic convention uses the
external frame for rotations. Intrinsic rotations are performed in the same order as the formula,
while extrinsic rotations are performed in the opposite order. Figure 2.5 shows the intrinsic con-
vention of the Euler angle. The rotation begins with a φ angle, which maps X to x1 and Y to y1

while keeping the z-axis constant. The second rotation, which converts y1 and z1 to y2 and z2, is
applied to the x1 axis with a θ angle. psi angle is then applied via the z2 axis, which transforms
x2 and y2 into X and y, respectively.

R(n̂,θ) = RZXY (φ ,θ ,ψ) = R(ẑ,φ)R(x̂,θ)R(ẑ,ψ)

R(n̂,θ) = RXY Z(φ ,θ ,ψ) = R(x̂,φ)R(ŷ,θ)R(ẑ,ψ)

R(n̂,θ) = RZY Z(φ ,θ ,ψ) = R(ẑ,φ)R(ŷ,θ)R(ẑ,ψ)
(2.5)

Despite the intuitive nature of Euler angles, the Gimbal lock problem occurs in all sub-
sequences when one of the axes is rotated by a certain angle. The Gimbal lock occurs when
two of the axes become aligned, resulting in the loss of one degree of freedom in describing the
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Figure 2.5: This figure shows ZXZ (R(ẑ,φ)R(ŷ,θ)R(ẑ,ψ)) Euler angle sequence application on
XY Z reference frame to get xyz final frame.

rotation. For example, in the RXY Z(φ ,θ ,ψ) sequence, when θ approaches π

2 , the second and
third axes become aligned, making them indistinguishable [30].

Unit Quaternions: Quaternions are the three-dimensional extension of complex algebra [31].
A quaternion (q) with scalar (q0) and vectorial (q1, q2, q3) components can be expressed as
follows,

q = q0 +q1i+q2 j+q3k

= q0 +qv
(2.6)

where,
i2 = j2 = k2 = i jk =−1

i j = k jk = i ki = j

ji =−k k j =−i ik =− j

(2.7)

The complex conjugate of the quaternion (q), which is negating the vector part of the quater-
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nion, is defined as follows :
q∗ = q0−qv

= q0−q1i−q2 j−q3k
(2.8)

Geometrically, the conjugate of a quaternion reflects the original rotation about the plane or-
thogonal to the axis of rotation. When we multiply the conjugate of the quaternion itself, we can
get:

q∗q = q0q0−qvqv

= q2
0 +q2

1 +q2
2 +q2

3

(2.9)

The norm of the quaternion (|q|) equals to
√

q∗q:

|q|=
√

q2
0 +q2

1 +q2
2 +q2

3 (2.10)

When the norm of the quaternion (|q|) equals one, it is called the unit quaternion (q◦). A unit
quaternion (q) can be described as follows:

q = q2
0 +q2

v = 1

q2
0 = cos2

θ

∥qv∥2 = sin2
θ

(2.11)

This implies that there is a θ angle between zero and π such that cosθ = qo and sinθ = ∥qv∥.
Then the unit quaternion (q) can be also expressed as follow:

q = cosθ +usinθ
(2.12)

where,
u =

qv

∥qv∥
(2.13)

In R3, any vector can be expressed as a pure quaternion (depicted in figure 2.6) where its scalar
component (q0) is zero: q◦(υ) = 0+ xi+ y j + zk. A conjugate operator can be defined on a
vector υ in R3 with the unit quaternion q (presented in equation( 2.12)) as follow:

Lq(υ) = qυq∗ (2.14)

This operator represents the rotation of vector υ in R3 about axis u with θ angle. Unit
quaternions are a commonly used representation for rotations in 3D space, as they are free
from the issue of gimbal lock. However, the mapping from rotations to unit quaternions is
not continuous, which can cause problems for numerical computations. This is because each
rotation has two corresponding unit quaternions (q and −q). This problem is called a double
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Figure 2.6: This figure shows the relationship of the vector υ in R3 and pure Quaternions space.

cover. To address this problem, some approaches have leveraged higher-dimensional spaces to
represent rotations in a more continuous and unambiguous way.

According to Zhou et al. [32], deep learning methods may encounter to learn from discontin-
uous orientation representations, and it has been suggested that at least 5D or 6D parameters are
needed to represent continuous (one-to-one mapping) orientations in 3D space. Peretroukhin
et al. [33] proposed a 10D orientation representation based on a Quadratically Constrained
Quadratic Program, which uses a symmetric 4× 4 matrix with ten parameters to enable con-
tinuous rotation in 3D space. This representation allows for the eigenvalue decomposition of the
matrix, which can be solved to obtain corresponding unit quaternion parameters. The use of a
10D representation in this context allows for a more continuous and unambiguous representation
of camera pose orientation.

Linear Transformation in R3: The linear transformation of reference frame {B} to {A} (pre-
sented in figure 2.4) can be expressed as follow by using the homogeneous transformation rep-
resentation: 

Ax

Ay

Az

1

 ·
[

ARB t
01×3 1

]
=


Bx

By

Bz

1


where

R =
[
r1 r3 r3

]
=

r1 r2 r3

r4 r5 r6

r7 r8 r9

 and t =

t1
t2
t3


(2.15)
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Figure 2.7: Pinhole Camera Geometry: O is the projection (camera) centre, and the principal
axis lies towards the Z axis. P (X ,Y,Z) and Pc(u,v) represent the real-world (3D) and pixel (2D)
coordinates of the same point.

Rotation (R) and translation (t) are two main components of linear transformation.
Hand-eye calibration problem can be solved by finding the transformation matrix that re-

lates the end-effector’s motion and the camera’s motion with respect to a world reference frame.
Linear transformation describes how the position and orientation of the camera and the robot’s
end-effector are related. By knowing the linear transformation between the two frames of refer-
ence, the relative position and orientation of the camera with respect to the robot’s end-effector
can be determined.

2.3.2 Image Formation

To enable robotic manipulation tasks based on camera images, it is necessary to transform pixel
measurements in the image plane into world coordinates [34]. This process requires the ac-
quisition of the camera’s intrinsic and extrinsic parameters. The intrinsic parameters are used
to transform 3D camera coordinates into 2D image coordinates and vice versa. The extrin-
sic parameters, which describe the camera’s rigid transformation with respect to a fixed origin,
transform 3D points from camera coordinates to world coordinates bidirectionally.

The projection of 3D points in the real world to 2D pixels in the image space needs a camera
model including both the camera’s intrinsic and extrinsic parameters. The pinhole camera model
(depicted in Figure 2.7) is widely used in computer vision and robotics. The distance between
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Figure 2.8: This figure shows the triangle similarity in the image plane.

the projection centre and the image plane is called the focal length (f). The projection of the
world point (P) on the image plane is calculated by using the triangle similarity (in Figure 2.8)
equations as follows:

f
Z
=

u
X

=
v
Y

(2.16)

which gives

u =
fX
Z

and v =
fY
Z

(2.17)

The projection of the point P in the image plane Pc can be represented as follow:u

v

1

=

 f 0 0
0 f 0
0 0 1


Xcam

Ycam

Zcam

 (2.18)

Figure 2.9 shows the ideal and real image coordinate systems. The real image coordinate
system considers the offset (u0,v0) between the ideal centre point c and the new centre o, and
the non-orthogonal image coordinate system, which has θ angle among its axes. Let ku and
kv be the orthogonal axes along u and v. We conclude that there is a transformation matrix (H
detailed in equation (2.19)) which enables us to transfer point p (x,y) coordinates to the real
image coordinates (u,v).

H =

ku ku cot(θ) u0

0 kv/sin(θ) v0

0 0 1

 (2.19)

Equation (2.18) can be extended by multiplying with matrix H. Equation (2.20) shows the cam-
era intrinsic’s matrix, which enables us to transform points for the camera to the image coordi-
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Figure 2.9: Image coordinate system: (c,x,y) is the ideal image coordinate system centred in
the principal point, while (o,u,v) is the actual image coordinate system in which the centre is
the upper left corner. θ shows the angle between the u and v axes.

Figure 2.10: The euclidean transformation between the camera and the world coordinates. R
and t are the 3x3 rotation and 3x1 translation matrices.
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nate system. The matrix K can also be expressed in the homogenous coordinate system by using
equation (2.21).

K =

ku ku cot(θ) u0

0 kv/sin(θ) v0

0 0 1


 f 0 0

0 f 0
0 0 1

=

 f ku f ku cot(θ) u0

0 f kv/sin(θ) v0

0 0 1

 (2.20)

K =

αx s u0 0
0 αy v0 0
0 0 1 0

 (2.21)

where
αx = f ku

αy = f kv/sin(θ)

s = f ku cot(θ)

In this formulation, the camera’s origin and the world’s origin are the same. However, the
camera and the world coordinate are different in most robotic manipulation or computer vision
applications. Hence, the transformation between the camera and the world coordinate must be
calculated. Figure 2.10 illustrates this transformation. The transformation consists of the rota-
tion (R) and translation (t) components. Equation (2.22) shows the homogeneous transformation
of the camera and world coordinate by using R and t. Equation (2.23) shows the straightforward
camera model, including intrinsic and extrinsic camera parameters.

Xcam

Ycam

Zcam

1

= P


X

Y

Z

1


where

P =

[
camRworld t

01×3 1

]
(2.22)

u

v

1

=

αx s u0 0
0 αy v0 0
0 0 1 0

[camRworld t
01×3 1

]
Xworld

Yworld

Zworld

1

 (2.23)
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2.4 Camera Calibration

Two mainstream approaches have been widely employed in the literature to acquire the intrinsic
and extrinsic parameters: marker-based approaches and self-calibration [20]. In marker-based
approaches, a calibration target, such as a checkerboard and fiducial markers, is a specially de-
signed object with a particular pattern whose shape and size are known. As for self-calibration,
there is no calibration object, and the camera’s parameters are estimated by extracting features
in all images [20].

2.4.1 Marker-based approaches

The early camera calibration methods utilised 3D calibration objects to estimate the camera’s
intrinsic and extrinsic parameters by capturing their 2D pixel coordinates. The Direct Linear
Transformation (DLT) method was employed in [35] and [36] to estimate these parameters.
However, these methods did not consider the effect of lens distortion, and the accuracy of the
calibration heavily relied on the precise manufacture of the calibration object [37]. Nonlinear
optimisation-based methods were later proposed to handle the distortion problem. However,
they require more parameters than the degree of freedom, which may lead to linear dependence
among the parameters, making them sensitive to noise [4]. Additionally, these methods require
reasonable initial values for the optimisation process to converge [38].

Tsai [4] is a pioneer of the 2D calibration target-based approach and proposed a two-stage
camera calibration method combining linear estimation and nonlinear optimisation. Tsai de-
fined the extrinsic parameters of the camera through the equation (2.22) and employed the Euler
angles to represent the rotation component of the extrinsic parameters. Then, these parameters
were estimated by using linear optimisation. As for internal camera parameters, a three-stage
representation was used: ideal images coordinate via the simple pinhole camera model in equa-
tion (2.18), the second-order radial lens distortion, and the scale factor. The focal length (f) was
estimated using linear estimation in the first stage of the intrinsic parameters. Tsai then used
nonlinear optimisation to estimate the lens distortion and scale factor, with the estimated focal
length as an initial solution.

Zhang proposed a flat camera calibration approach using a 2D calibration target, the Checker-
board [5]. Zhang adjusted Equation (2.21) under the assumption of zero value of the Z axis.
Zhang utilised the homography transformation from the calibration target to the image plane by
adopting the tailored Equation (2.21). The camera’s intrinsic parameters were calculated using
the least squares error approach in this step. Then, the camera’s extrinsic parameters were calcu-
lated via Equation (2.23) under the known camera’s intrinsic parameters. Finally, Zhang refined
the estimated parameters via nonlinear optimisation because the distance in the previous step is
in parameter space and does not reflect the actual metric.

Although Tsai’s [4] and Zhang’s [5] approaches are the most widely used for camera cal-
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ibration, their success highly depends on the pattern detection algorithm. Besides, they are
offline approaches; hence, they are unsuitable for online camera calibration. To eliminate the ef-
fect of pattern detection for classic checkerboard calibration targets, QR-code-based approaches
have been developed. ARToolkit, ARTag, and Aprilgrid are the prominent QR-code for camera
calibration and robot localization [6]. ARToolkit markers consist of a black square with dif-
ferent internal symbols. Abdullah and Martinez [7] proposed ARToolkit marker-based camera
calibration. They employed the epipolar geometry to get the camera’s intrinsic parameters via
equation (2.21) by using extracted 3D points in ARtoolkit on at least three different camera
configurations. Then they extracted the camera’s extrinsic parameters using the known intrinsic
parameters. ARTag markers are 2D black square shapes, but unlike ARToolkit, white squares
are inside. These white squares provide more stable marker detection and identification, un-
like grey colour segmentation in ARToolkit. Aprilgrid markers have the same pattern as the
ARTag. Olson [39] developed Aprilgrid-based camera calibration by matching the 3D centre of
the segmented squares with their image coordinates via Direct Linear Transformation.

Camera calibration is an essential part of the hand-eye calibration problem, which involves
determining the relationship between the camera and the robot’s end-effector. Checkerboard
and chessboard-based approaches have dominated the literature on camera calibration, but these
targets are not very flexible when handling changes in camera pose. Specifically, when the cam-
era’s position or orientation changes, the calibration target must be re-attached to the robot or
re-placed in the external space to collect all data from scratch. In contrast, QR code-based ap-
proaches are more flexible in handling camera pose changes. However, they can be susceptible
to occlusion, sensitivity to lighting conditions, and dependence on QR code size in some appli-
cations. This thesis uses neither a classic calibration target nor a QR code for camera calibration
due to these limitations.

2.4.2 Self-calibration approaches

Although calibration target-based approaches have dominated the literature and have had great
success, they are not suitable for online camera calibration. Hence, the estimation of the camera
parameters directly from the images has gained attention over several decades, known as self-
calibration [40] [41]. In these methods, n key points (n ≥ 6) are selected on the initial input
image, and these key points are tracked while changing the perspective of the view by either
moving the camera or the object in the scene. Then, the camera parameters are calculated by
using the differences between these key points on different images. However, these approaches
assume that the camera or the robot’s motion is known.

The literature on self-camera calibration is relatively sparse, likely due to the requirement
for a significant amount of motion and texture in the environment to detect and track key points
accurately. However, in this thesis, an approach for explicit and implicit camera calibration,
detailed in Chapter3, can be classified as a form of self-calibration. In contrast to traditional
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self-calibration approaches, the developed approach does not rely on key points detection and
tracking. Instead, a single reference point is selected on the robot end-effector to serve as a
reference frame.

2.5 Robot Calibration

For hand-eye calibration approaches, the assumption is that the robot is calibrated. However, a
robot calibration solution can become outdated because of the displacement of the robot joints
due to wear and tear. This source of errors affects the hand-eye calibration success because
of the difference between the end-effector’s actual pose and the controller’s nominal pose.
Hence, robot calibration is vital for hand-eye calibration. Robot calibration can be divided
into four steps [42]: robot kinematic model selection, pose measurement approaches, optimi-
sation methods, and pose redefinition. Although approaches such as the product of exponents
(POE) [43] and quaternion model (QM) [44] exist for robot kinematic model representation,
Denavit-Hartenberg (DH) parameters [45] and its extension [46] (which eliminates the singu-
larity problem) are the most popular in the literature. For pose measurement, laser-based ap-
proaches [47] have emerged as a powerful method in the robot calibration literature. However,
the cost of these specialised devices is considerable. Hence, planar contact [48, 49], visual ob-
servation [50], self-touch [51] and the combinations of them [52–54] have arisen as powerful
methods in the robot calibration literature.

In conclusion, hand-eye calibration approaches rely on robot calibration to achieve accurate
results. It is essential to apply the proper calibration techniques to make sure that the robot’s
joints are correctly aligned because wear and tear might cause robot calibration to become out-
dated. In this thesis, we did not employ any robot calibration approach. However, the pro-
posed deep learning-based hand-eye calibration approach (detailed in Chapter3) can alleviate
this problem because it is based on camera observation from different points of view, and these
observations are linked with the robot workspace.

2.6 Classic Hand-eye Calibration

This section details the classic hand-eye calibration approaches regarding adopted formulations
and metric error. AX = XB, AX = Y B and reprojection error are the mainstream methods for
classic hand-eye calibration approaches. Additionally, each subsection contains solution ap-
proaches for these formulations. Table 2.1 shows the classification of the approaches in terms
of the formulations and solution methods. The main limitation of these classic approaches is
that they are not flexible against changes in the camera pose. More detailed limitation for each
formulation is presented in subsections.
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Table 2.1: An Overview of the Classic Hand-eye Calibration Approaches

Approach Formulation Solution Method Orientation
Representation

Tsai [8] AX=XB Separation Euler angles
Chou and Kamal [9] AX=XB Separation quaternion

Andreff et al [10] AX=XB Separation
Axis angle and
quaternion

Horaud [11] AX=XB Simultaneous quaternion
Daniilidis [10] AX=XB Simultaneous Dual quaternion

Zhao [55] AX=XB Simultaneous
Rotation matrice and
Quiaternion

Zhuang et al. [13] AX=YB Separation quaternion
Dornika and Haroud [14] AX=YB Separation quaternion
Shah [15] AX=YB Separation Kronecker delta
Dornika and Haroud [14] AX=YB Simultaneous quaternion
Li et al [56] AX=YB Simultaneous Dual quaternion
Tabb and Yousef [16] AX=YB Simultaneous Euler angles

Zhao [17] AX=YB Simultaneous
Kronecker delta and
Dual quaternion

Zhi and Schwertfeger [57] AX=XB reprojection error Kronecker delta

Ali et al. [58]
AX=XB and
AX=YB reprojection error quaternion

Tabb and Yousef [16] AX=YB reprojection error
quaternion, Euler angles
And the axis angle
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(a) eye-in-hand (b) external camera configuration

Figure 2.11: This figure shows the eye-in-hand (a) and external camera (b) configurations.

2.6.1 AX=XB Formulations

AX = XB is the most preferred formulation of the hand-eye calibration problem in the classic
approaches because of its simple and easily understandable nature. Figures 2.11(a) and 2.11(b)
show the geometric interpretation of this formulation for two primary visual modalities. Fig-
ure 2.11(a) represents the eye-in-hand configuration, in which the camera is attached to the
robot end-effector. In contrast, figure 2.11(b) shows the external camera configuration, where
a calibration target is attached to the robot end-effector. In this formulation, X is the unknown
transformation between the camera base and the robot’s base or end-effector. A and B, which are
observable, are the linear transformations of the end-effector’s poses with respect to the robot
base and the poses of the camera with respect to the calibration target in n successive configu-
rations, respectively. Equation (2.24) shows the formulation of these linear transformations (A
and B).

A1 ·X ·B1 = A2 ·X ·B2

A−1
2 ·A1 ·X ·B1 ·B−1

1 = A−1
2 ·A2 ·X ·B2 ·B−1

1

A−1
2 ·A1 ·X = X ·B2 ·B−1

1

A = A−1
2 ·A1 and B = B2 ·B−1

1

(2.24)

A ·X = X ·B (2.25)

where [
RA tA
0 1

]
·

[
RX tX
0 1

]
=

[
RX tX
0 1

]
·

[
RB tB
0 1

]
(2.26)
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Equation (2.25) shows the general formulation of AX = XB formulation and how it is de-
rived. Equation (2.26) shows the homogenous transformation-based matrix formulation. Equa-
tion (2.25) can be decomposed into two components represented by equations (2.27) and (2.28).
There are two mainstream solution approaches: separately and simultaneously. In separate so-
lutions approaches, equation (2.27) and equation (2.28) are considered independently, while
simultaneous approaches solve these equations at the same time.

RARX = RX RB (2.27)

RAtX + tA = RX tB + tx (2.28)

Separation method

Tsai [8] proposed a separation-based hand-eye calibration approach by adopting the AX = XB
formulation. To represent the orientation component, he converted equation (2.27) to equation
(2.2). He then solved equation (2.2) to compute RX using the least squared error method. The
translation component was then calculated by substituting the computed RX into equation (2.28).
While Tsai’s method produces satisfactory outcomes, it requires expertise for data collection
and has limitations on the distance between the camera and the calibration target. Additionally,
a solution does not exist for 0 and π because Tsai’s approach uses Euler angles as described in
section 2.3.1. To address these issues, Chou and Kamal [9] employed quaternion to represent
the rotation component in the AX = XB formulation. They decomposed the quaternion-based
rotation matrix (RX ) using the Singular Value Decomposition (SVD) method and solved the
equations via the closed-form method. Finally, they computed the translation component by
replacing the computed RX into equation (2.28).

Calibration target-based approaches typically rely on the relationship between 3D-to-2D

key points on a calibration target to determine the camera poses for n frames. In contrast,
self-calibration approaches estimate the camera pose for each frame using 2D-to-2D key point
matching. Andreff et al. [10] proposed a self-calibration approach based on the AX=XB for-
mulation within the structure-from-motion paradigm. Unlike previous approaches, Andreff et

al. [10] used 2D key point matching from n different frames to estimate the camera pose. Two
methods were developed in [10]: calibration targets for key points (M1) and self-calibration
(M2). While the calibration target-based method produces similar results to those achieved
by [8], [11], and [12], the accuracy of the self-calibration method (M2) is lower, with a 17-fold
decrease compared to (M1), and compared to those achieved by [8], [11], and [12].
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Simultaneous method

Separation methods are commonly used for hand-eye calibration, but they can suffer from error
transfer, where the estimation error in the rotation matrix is transferred to the translation vector.
To address this issue, simultaneous solution approaches have been developed. Unlike separation
methods, simultaneous solution methods jointly estimate the rotation and translation matrices,
thereby preventing error transfer.

Horaud and Dornika [11] tailored AX = XB formulation to eliminate explicit camera cali-
bration as follows:

MY = M
′
YB (2.29)

where Yis the unknown transformation between the robot’s end-effector to the calibration target
frame. Daniilidis [12] enhanced Horaud [11] approach by representing the rotation components
of the transformation through dual quaternion. Thereby, he transformed the hand-eye calibration
problem into a linear equation system. Then he employed the SVD to find the rotation and
translation components of the unknown transformation. [12] is the first approach that finds hand-
eye calibration parameters simultaneously using linear optimisation.

In equation (2.21), the initial perspective transformation matrix between the calibration tar-
get and the camera frame, denoted as M’, is explicitly generated and kept constant for n frames.
On the other hand, M represents the perspective transformation matrix for n consecutive frames
and varies for each frame. B is the transformation of the robot’s end-effector with respect to the
robot base in n successive movements, as in the AX = XB formulation. The rotation component
of the transformation is represented using quaternion, and the translation and rotation compo-
nents are estimated using nonlinear objective functions and the Levenberg-Marquardt nonlinear
optimisation method. Horaud and Dornika [11] eliminate transferring errors from the rotation to
translation in separation methods. In addition to, it makes a more flexible hand-eye calibration
system enabling different camera models. However, it does not provide the transformation be-
tween the robot’s end-effector and the camera because Y in [11] is the transformation between
the robot’s end-effector and the calibration target frame. Hence, it requires a linear optimisation
step to find X using the estimated Y.

Daniilidis [12] further improved Horaud’s approach by using dual quaternion to represent
the rotation components of the transformation, leading to a linear equation system. The rotation
and translation components of the unknown transformation are estimated using the SVD, and
the hand-eye calibration parameters are found simultaneously using linear optimisation.

Zhao [55] developed a convex optimisation-based hand-eye calibration approaches with two
different rotation representations: rotation matrices and quaternion. Unlike previous nonlin-
ear optimisation approaches, they employed L∞ norm-based objective function that eliminates
defining the good initial solutions in previous approaches. Their quaternion-based approach has
competitive results with classic nonlinear optimisation-based approaches while eliminating the
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dependence on good initial values.

2.6.2 AX=YB Formulations

The end-effector motion’s order significantly impacts the performance of AX = XB formulation-
based techniques. This implies that even little modifications to the robot’s trajectory can cause
large errors in the calibration. As a result, AX = YB has emerged as a novel formulation to
address the issues in the hand-eye calibration problem. In this formulation, Y is the geometric
transformation from the robot base to the world coordinate base, and X is the hand-eye trans-
formation. A and B stand for the pose of the robot’s end-effector and the pose of the camera,
respectively.

Equation (2.31) shows the mathematical model of the AX=YB formulation. This model can
be decomposed into two components, like in the AX=XB formulation. Equations (2.32) and
(2.33) show the rotation and translation components.

A ·X = Y ·B (2.30)

where, [
RA tA
0 1

]
·

[
RX tX
0 1

]
=

[
RY tY
0 1

]
·

[
RB tB
0 1

]
(2.31)

RARX = RY RB (2.32)

RAtX + tA = RY tB + tY (2.33)

Separation method

Zhuang et al. [13] proposed a separation-based hand-eye calibration approach by representing
rotation with unit quaternion. They solved the rotation component (equation (2.32)) using SVD.
Then they solved equation (2.33) by substituting Ry estimated previously and using linear opti-
misation. However, their method transfers errors from the rotation to the translation same as the
AX=XB formulation with separation solution approaches. Besides, their method suffers from
a singularity problem when the angle between two successive calibration frames is zero or π .
Dornaika and Horaud [14] tailored [13] approach using a closed-form solution. For equation
2.32, they established a positive quadratic objective function with a unit Quaternion the same
as in [13]. They applied these constraints to their objective function with two Lagrange multi-
pliers to guarantee unit Quertarnions for RX and RY. After minimising this function, they used
the least squared error method to solve the equation (2.33). Shah [15] employed the Kronecker
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product method to represent rotation presented in equation (2.32). The author obtained the rota-
tion matrices RX and RY through the use of singular value decomposition (SVD). Subsequently,
Shah used the least squared method to calculate translations for tX and tY with estimated rota-
tions.

Simultaneous method

Dornaika and Horaud [14] presented a simultaneous solution-based approach in addition to the
closed-form method. They devised a nonlinear objective function which consists of four compo-
nents with Lagrange multipliers. The first component is the estimation error of the rotation. The
rotation was represented by the rotation matrix, which has 18 parameters. The second compo-
nent is the sum of translation errors (6 parameters). The other components are the orthogonality
constraints for RX and RY. The success of this approach highly depends on the selection of
the Lagrange multipliers. Moreover, it requires good initialising for the nonlinear optimisation
process to get the global solution.

Li et al. [56] proposed two methods to obtain hand-eye calibration parameters simultane-
ously with closed-form methods. In their first method, they represented rotation with dual
quaternion and simultaneously obtained rotation and translation components using SVD. Fur-
thermore, the authors utilised the Kronecker product to transform the problem into a new linear
equation system, which is solved using the least squares method.

Tabb and Yousef [16] proposed an iterative approach with AX=YB formulation to obtain
hand-eye calibration parameters simultaneously. This approach consists of three main steps:
initialisation, iterative optimisation, and refinement. In the initialisation step, an initial guess
for the hand-eye calibration parameters is obtained using a closed-form method. In the iterative
optimisation step, the authors iteratively refine these parameters by solving linear equations
relating to the robot and camera measurements. In the refinement step, the authors further
improve the calibration accuracy by using a nonlinear optimisation algorithm to minimise the
difference between the predicted and actual measurements.

Zhao [17] proposed two semi-convex optimisation approaches to simultaneously obtain ro-
tation and translation of unknown X and Y. The author converted the AX=YB formulation into
a semi-convex optimisation problem utilizing the Kronecker product in their first approach. In
the second approach, the semi-convex optimisation problem was reconstructed using the dual
quaternion representation.

2.6.3 Reprojection error-based approaches

The AX=XB and AX=YB methods for hand-eye calibration are limited in their ability to handle
noise and outliers coming from camera calibration. To eliminate this problem, reprojection
error-based hand-eye calibration approaches have been developed. In these approaches, X and
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Y are obtained by using the reprojection error detailed in equation (2.34) without explicit A and
B.

error =
n

∑
i=1

m

∑
i=m

∥∥pi j− pi j
∥∥2 (2.34)

where n and m are the total numbers of frames (stations) and key points.
The equation represents the summation of the squared Euclidean distances between the ob-

served image coordinates pi j and the corresponding estimated coordinates pi j for all key points
m across all frames n.

Zhi and Schwertfeger [57] developed a projection error-based hand-eye calibration approach
with AX=XB formulation. They first extract features on the camera scene and match them in n

frames. The RANSAC algorithm [59] was used to eliminate outliers. They transform AX=XB
formulation into a linear equation system by using Kronecker delta and skew-symmetric matrix.
Then they obtained the initial hand-eye calibration parameters via the least-squared linear opti-
misation method. To refine these initial hand-eye calibration parameters, they applied bundles
adjustment [60] and triangulation [61] several times. They do not use any calibration target in
this method. However, this method assumes that the camera’s intrinsic parameters are known.

Ali et al. [58] proposed several approaches for hand-eye calibration using unit quaternion-
based rotation representation. They considered AX=XB and AX=YB formulations with differ-
ent error metrics, including the real error metric (homogeneous transformations) and the pro-
jection error. To improve the accuracy of their projection error-based methods, they proposed a
nonlinear objective function that incorporates the camera’s internal and external parameters. In
their paper, Ali et al. provided a comprehensive review and comparison of existing methods for
simultaneous robot-world-hand-eye calibration with their proposed approaches. To evaluate the
performance of their methods, they created six datasets consisting of three real-world and three
simulation scenarios with varying image resolutions and numbers of collected poses. Their ap-
proaches performed well in some specific scenarios and sub-evaluation metrics, outperforming
other hand-eye calibration methods. However, these approaches were not as flexible and robust
for all scenarios, and their performance varied depending on the calibration dataset and the spe-
cific evaluation metric. Specifically, their projection error-based methods struggled to handle
noisy data and could be sensitive to initialisation.

Tabb and Yousef [16] conducted a study to investigate the impact of different rotation rep-
resentation methods on the accuracy of hand-eye calibration. They developed two nonlinear
objective functions that consider the camera’s intrinsic and extrinsic parameters, which can be
used for separate or simultaneous solution approaches. They employed quaternion, Euler angles,
and axis-angle representations to parameterise these objective functions. Their study pointed
out that the choice of rotation representation significantly impacted the accuracy of both real
metrics and reprojection errors. Specifically, they found that the quaternion-based method per-
formed best, while the axis-angle method performed the worst. However, they noted that the
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performance of each method was highly dependent on the quality of the initial solution. This is
because their nonlinear objective functions require nonlinear optimisation solvers, and the initial
solution heavily influences the success of these solvers.

2.7 Deep Learning-based Hand-eye Calibration

While mathematical optimisation-based (classic) hand-eye calibration approaches have been
successful for fixed external camera configurations, they lack flexibility when the camera’s
pose changes with respect to the robot base or end-effector. Deep learning has emerged as a
promising approach for developing flexible hand-eye calibration systems because of its ability
to generalise from data and fast approximation capabilities when there are enough training sam-
ples. Compared to classical approaches, deep learning-based hand-eye calibration methods can
accommodate changes in camera configuration and provide more accurate and reliable calibra-
tion results. These methods typically require a large amount of data for training, which can be
time-consuming and expensive to collect. However, recent data generation techniques and hard-
ware acceleration advancements have made obtaining the necessary data more accessible and
cost-effective.

The literature on deep learning-based hand-eye calibration approaches is relatively sparse
compared to classical approaches. This is attributed to the fact that, in the early stages of hand-
eye calibration research, the application areas, such as robotic manipulation, 3D reconstruction,
and augmented reality, did not require a high degree of flexibility, and classical approaches
yielded satisfactory results for these stationary systems. Robotic systems require a degree of
flexibility, resulting in flexible hand-eye calibration systems. To meet these requirements, deep
learning-based approaches have gained attention and are being developed to provide flexible
and online calibration systems that can adapt to varying environmental conditions and system
dynamics.

Lambrecht [62] proposed a deep learning-based approach to make a flexible hand-eye cali-
bration approach. He employed the faster R-CNN (Region-based Convolutional Network method)
[63] method to find the bounding box of key points. They selected the robot joints as key
points because their 3D pose is known through the robot kinematic chain. After obtaining 2D
key points, their corresponding 3D and the camera’s intrinsic parameters were given to the
Perspective-N-Point (PnP) [64] algorithm to find hand-eye calibration parameters. PnP is an
algorithm enabling to derive the camera pose, encompassing both translation and orientation,
from a set of n 3D points in real-world space and their corresponding 2D projections within the
image plane. This derivation relies on the geometric relationships inherent to these n points.
This method uses deep learning as a feature detection algorithm. Moreover, although it makes a
more flexible hand-eye calibration system, empirical results demonstrate a relatively diminished
efficacy compared to conventional approaches. Lee et al. [18] presented the same method as
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in [62].However, they devised an encoder-decoder-based network to obtain 2D key points on the
robot joints. Unlike [62], they trained their network only with simulation data and employed
domain adaptation techniques to deploy the trained method on real robotic environments.

While [62] and [18] employ deep learning as a feature detection algorithm, it is possible to
use deep learning architectures as a direct method for estimating hand-eye calibration parame-
ters. Valassakis et al. [19] developed three end-to-end deep learning-based architectures for this
purpose. In their first method, they used a deep learning-based regression architecture to process
RGB images and estimate hand-eye calibration parameters directly. Their network produced
nine parameters, the first three representing the translation component and the remaining six
converted to the unit quaternion using a 6D representation [32]. In their second approach, they
employed a deep learning architecture to estimate 2D key points on the robot’s end-effector and
then used the PnP algorithm to obtain hand-eye calibration parameters. In their final approach,
they used three networks for the depth map, segmentation mask of the robot’s end-effector, and
initial hand-eye calibration parameters. These networks, together with the camera’s intrinsic
parameters and the model of the robot end-effector, were combined, and the Iterative Closest
Point (ICP) [65] approach was used to refine the hand-eye calibration parameters estimated by
the networks. All three approaches were trained on simulated and real-world environments, and
the direct regression architecture produced the best results, which implies that end-to-end deep
learning-based architectures have a vast potential to develop flexible hand-eye calibration sys-
tems. This paper is the state-of-the-art result of deep learning-based hand-eye calibration, and
their results are comparable with the classic approaches. Their results also indicate that orien-
tation representation is crucial for deep learning architecture, similar to in classical approaches.
Continuity and the one-to-one relationship between the orientation representation space and the
3D Cartesian Space must be ensured to train deep learning architectures smoothly.

Indeed, the predominant paradigms within deep learning-based methodologies [18, 62] for
external camera configuration in hand-eye calibration involve using deep learning for feature
extraction. Integrating auxiliary algorithms complements this practice to deduce the requisite
calibration parameters. Consequently, any inaccuracies in feature detection can potentially be
propagated to the subsequent additional algorithm, influencing the overall performance of these
approaches.

2.8 Continual Learning

Classic deep-learning architectures have exhibited superior performance to human capabilities
in specific tasks, notably evidenced in domains such as Atari games [66] and object recog-
nition [67]. However, their training paradigm is predominantly offline, characterised by the
availability of the entire training dataset at the inception of the training process. Subsequently,
the trained model remains static and is not subject to continuous updates during testing. Con-
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sequently, their adaptability to novel streaming data scenarios is constrained, particularly in the
face of evolving data distribution dynamics over time [68]. As human beings, we are capa-
ble of learning new tasks sequentially while preserving previously known concepts. However,
when the stream data are added to offline trained models, classic deep learning approaches face
the catastrophic forgetting problem, which means that learned concepts are gradually forgot-
ten. This catastrophic forgetting problem is also referred to as stability-plasticity [69], where
stability and plasticity refer to retaining previous knowledge and the ability to integrate new
observations.

Continual Learning (CL) has emerged as a powerful method to address the stability-plasticity
dilemma in machine learning. CL algorithms enable the model to learn from a continuous stream
of new data, which can be categorised into three primary scenarios [70]. The first scenario is
task-incremental learning, where the model learns isolated tasks sequentially over time from new
data. For instance, the model may learn sub-tasks such as reaching, picking, and placing objects
incrementally in robotic manipulation tasks. The second scenario is domain-incremental learn-
ing, where the model adapts to new observations with a different distribution than the original
training data. This scenario is characterised by concept drift, where the input data distribution
changes over time. An example of this scenario could be adapting an object detection model
for autonomous driving to different weather conditions. The third scenario is class-incremental
learning, where the model needs to classify an increasing number of classes over time. In this
scenario, the model must simultaneously deal with concept drift and learn new class labels for
the new observations.

CL approaches can be classified into three categories to handle the aforementioned scenar-
ios: parameter isolation (architectural design), replay-based (memory), and regularisation-based
approaches. Parameter isolation (architectural design) methods aim to handle the stability-
plasticity problem by dedicating each task to different parameters. These methods can be cat-
egorised as dynamic and static models. In dynamic models, there is no limit to architecture
size, and when a new task is introduced, the network is expanded. Meanwhile, the weights
associated with previous tasks are frozen [71] or copied [72] to overcome the stability (catas-
trophic forgetting) problem. Static models are fixed-size architectures, and each task has its
dedicated weights [73, 74]. Replay methods sampled previously used raw data while updating
the model with new stream data to overcome the stability problem. The most straightforward ap-
proach is naive memory [75], which randomly stores a subset of the previous data. Besides, the
nearest-mean classifier [76], reservoir sampling which is a uniform distribution-based random
selection [77], and their combination [68] are the main approaches for selecting samples from
previous data. Regularisation-based approaches modify the loss functions to penalise changes
in important weights. This method has two main strategies: estimation importance of the pa-
rameters and knowledge distillation. The parameters importance estimation strategy aims to
detect important weights by employing Elastic Weight Consolidations [78, 79], Memory Aware
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Synapses [80], or Deep Model Consolidation [81]. The second strategy is to use the knowl-
edge distillation function, which enforces preserving previously consolidated knowledge while
learning a new task [82, 83].

To best of the author’s knowledge, there is no study for hand-eye calibration using Continual
Learning. However, Wang et al. [84] developed a Continual Learning-based visual localisation
(camera pose estimation) approach. In [84], they trained their network sequentially with a novel
buffer system. They combined reservoir and class-balance [85] buffer methods to overcome
the catastrophic forgetting problem. The reservoir method enables them to sample previous
data with uniform distribution, while the class-balance method ensures that selected samples
represent all scenes.

By inspiring this study [84], it is possible to design a deep learning-based hand-eye calibra-
tion approach using Continual Learning, which extends its learned calibration space using new
observations over time. The buffer system could store previous hand-eye calibration parameters
and corresponding data, and the network could be trained sequentially outside of the learned
space while also revisiting and fine-tuning previously observed space.

2.9 Discussion

The literature review summarises and compares the existing hand-eye calibration approaches.
Section 2.2 presents the adopted hardware, software and technology. A brief background is
provided to understand the hand-eye calibration problem in Section 2.3. Hand-eye calibration
consists of three main components: camera, robot, and hand-eye calibration approaches.

Section 2.4 details the current camera calibration approaches. The marker-based approaches,
such as checkerboard, chessboard, and QR-codes, have been widely adopted at the early stage of
the research. Checkerboard and chessboard calibration targets are not suitable for flexible cam-
era calibration scenarios because they must be attached to the robot end-effector or placed in
world space for data collection steps. After data collection, they must be removed, and when the
camera pose changes, all these steps must be repeated from scratch. Although QR-code-based
calibration targets are more flexible than the classic calibration targets, they may be occluded
with the robot joint while robotic manipulation is performed. Moreover, QR-code-based ap-
proaches is too sensitive to their size and highly affected by lighting conditions.

Self-calibration-based approaches have been developed over the last decades, and they have
huge potential to develop flexible and autonomous calibration systems. However, their current
success is not comparable with the marker-based approaches. These methods use the environ-
ment’s feature points or natural landmarks to estimate the camera’s intrinsic parameters. How-
ever, they require careful data collection, pre-processing, and post-processing steps to ensure
accurate results. These methods are more flexible than marker-based approaches but are highly
dependent on the environment and the camera’s field of view. They also require more com-
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putational power, and the accuracy highly depends on the feature detection algorithms. Deep
learning-based approaches have been recently introduced to overcome these limitations and have
shown promising results.

Section 2.5 provides an overview of the literature on robot calibration, an important aspect
often assumed to be known in hand-eye calibration research. However, accurate robot cali-
bration is crucial for the success of hand-eye calibration approaches that rely on the AX=XB
and AX=YB formulations. Deviations in robot calibration can introduce significant errors into
the hand-eye calibration results, making it essential to address this issue. Deep learning-based
approaches have the potential to mitigate such errors by leveraging large amounts of data and
learning from them, thereby reducing the dependence on precise robot calibration knowledge

Section 2.6 provides a comprehensive overview of the evolution of classic hand-eye cali-
bration literature and presents an insightful analysis of the nature of the problem. The AX=XB
formulation established the relationship between the end-effector and camera configurations and
was the first and most straightforward method proposed to solve the hand-eye calibration prob-
lem. Separation-based and simultaneous solution approaches have been proposed to obtain the
hand-eye calibration parameters using this formulation. However, separation-based approaches
tend to transfer errors from the orientation component to the translation component, while si-
multaneous solution approaches require good initialisation to converge to the optimal solution.
Moreover, AX=XB formulation is sensitive to the motion of the calibration target or the robot’s
end-effector, which limits its flexibility in handling camera pose changes. To address this limita-
tion, AX=YB formulation-based approaches have been developed, which do not depend on the
calibration target or robot motion. However, these approaches also have separation and simul-
taneous solution methods, which have their drawbacks, similar to AX=XB formulation-based
approaches. Additionally, reprojection error-based approaches have been proposed to minimise
errors resulting from camera calibration. Despite their advantages, classic hand-eye calibration
approaches lack flexibility in dealing with camera pose changes.

In conclusion, each formulation has its own advantages and limitations. Researchers have
proposed various approaches to address the challenges associated with hand-eye calibration.
However, the lack of flexibility in handling camera pose changes remains a significant limitation
of classic hand-eye calibration approaches.

Section 2.7 provides a detailed description of deep learning-based hand-eye calibration ap-
proaches. Early attempts of using deep learning involved using it as a supplementary tool to
extract, detect, and track key points. However, Valassakis et al. [19] introduced an end-to-end
deep learning-based hand-eye calibration approach, which demonstrated that deep learning can
serve as a hand-eye calibration model.

Moving on, Section 2.8 provides an overview of the Continual Learning literature, which has
a high potential to expand the learned calibration space via new observations while preserving
previously acquired knowledge. Although no study has investigated hand-eye calibration prob-
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lems using a Continual Learning approach, the lifelong learning paradigm of Continual Learning
can aid in developing more flexible and autonomous hand-eye calibration systems.



Chapter 3

Deep Learning-Based Hand-eye
Calibration Approach

3.1 Introduction

This chapter introduces a novel approach to solve the hand-eye calibration problem using deep
learning. The approach is designed to enable a hand-eye calibration system that can recalibrate
itself without the need for data recollection. To achieve this, the hand-eye calibration problem
was divided into three sub-tasks. In the first sub-task, deep learning was used to estimate the
hand-eye calibration parameters by processing known transformations of a single reference point
selected on the robot end-effector with respect to both the robot and camera base, assuming that
the camera and robot calibration were already known. In the second sub-task, deep learning was
used for the camera calibration, using the single reference point pose with respect to the robot
base and corresponding RGB and depth images in n different robot end-effector configurations
and m different camera configurations, with the assumption that only the robot calibration is
known. Notably, this approach does not require a calibration target. Finally, deep learning
was utilised to estimate the hand-eye calibration parameters by tracking a single reference point
using a 3D vision system, utilising RGB and depth images and the pose of the reference point
over different camera and robot end-effector configurations as inputs.

The effectiveness of the approaches mentioned above were evaluated through experiments
conducted in two robotic testbeds (a Universal Robot and a Rethink Baxter), as well as a sim-
ulated environment, as illustrated in Figure 3.1. In the simulation environment, a stereo vision
camera was placed in 108 different locations, and for each camera position, 50 different end-
effector configurations were executed to collect samples. In the real-world experiments, 24 and
19 locations were chosen to cover the camera space, while 100 and 85 robot end-effector con-
figurations were executed to cover the robot space for the Universal Robot 3 and the Rethink
Baxter Robot, respectively.

41
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Figure 3.1: (a) and (b) depict the two real-world robotic testbeds and (c) present the simulated
environment used in this study, as observed from the camera view.

3.2 Motivation and Objectives

Early approaches that have successfully solved the hand-eye calibration problem relied on offline
data collection to acquire the required poses of the camera and robot’s end-effector to perform
hand-eye calibration. The main limitation of offline hand-eye calibration approaches is that they
are not flexible against camera pose changes with respect to the robot base after obtaining the
geometric transformation model between the camera with respect to the robot’s world coordinate
frame. To overcome this problem, online hand-eye calibration approaches [86] [18] have been
developed over the last decade, the most recent leveraging deep learning. Although current hand-
eye calibration methods have significant success, a robust and flexible method that recalibrates
the system without data recollection and is easily deployable to other robotic environments has
not been proposed as described in Chapter 3.

This chapter hypothesises that a hand-eye calibration approach, which recalibrates external

camera pose by observing a single reference point on the robot end-effector through a 3D vision

system, enables a robot to perform robotic manipulation and grasping tasks by being adaptable

and robust to environmental changes. Moreover, it has the same success on a real robotic ma-

nipulation task while reducing the computational complexity and increasing the repeatability
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Figure 3.2: The geometric representation of the proposed hand-eye calibration approach. The
homogeneous transformation between the robot base and the camera is represented by X. A1....n
represents the pose of the reference point with respect to the robot base, while B1....n are the
camera pose with respect to the reference point.

compared to classical approaches.

The contributions of this chapter are threefold:

1. It is demonstrated that it is possible to estimate the camera pose by tracking a single
reference point defined by the robot’s kinematic chain and automatically detecting this
reference point using a 3D vision system.

2. A deep learning-based hand-eye calibration approach with single RGB and depth images
has competitive accuracy for position and orientation errors than classical hand-eye cali-
bration methods and the state-of-the-art.

3. It is shown that it is possible to carry out hand-eye calibration without explicit camera
extrinsic calibration (i.e. camera pose).
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3.3 Methodology

Figure 3.2 shows the hand-eye calibration formulation in this paper. A, B, and X are the poses
of the reference point with respect to the robot base, the pose of the camera with respect to
the reference point, and the geometric transformation between the camera and the robot base,
respectively. The poses of the end-effector or reference points and the corresponding poses of
the camera in consecutive frames should be known for hand-eye calibration. Therefore, three
primary research questions were posited to evaluate the feasibility of deep learning-based ap-
proaches as a solution for hand-eye calibration

Q1 In contrast to closed-form hand-eye approaches, is it possible to find the geometric trans-
formation between the camera and the robot where camera and robot calibrations are
known in advance by using a neural network?

Q2 Is it possible to find the camera’s pose with respect to the reference point by observing
the motions of this reference point via a 3D vision system and using deep learning as a
calibration model?

Q3 Is it possible to carry out hand-eye calibration where camera calibration is not known by
observing the motions of the reference point via a 3D vision system and employing a deep
learning-based regression architecture as a model?

The experiments were conducted in a simulation environment for all research questions,
while for Q3, experiments were also conducted in the real world due to the unavailability of
ground truth data for Q1 and Q2.

The objective of Q1 was to assess the feasibility of a deep learning-based approach as a hand-
eye calibration model. In this experiment, it was assumed that the robot and camera calibration
were known, and a deep learning-based regression architecture was designed to take the known
transformations of the reference point (A) and camera pose (B) as inputs and output the unknown
hand-eye transformation (X).

The applicability of a deep learning-based regression model for camera calibration was ex-
plored in Q2. In this experiment, the extrinsic camera parameters were unknown, unlike in Q1.
These parameters were estimated with respect to the reference point by tracking the reference
point using a 3D vision system. Additionally, the regression model used in Q1 was extended to
input the pose (A) of the reference point with respect to the robot’s world frame and the corre-
sponding RGB and depth images. This architecture outputted the pose (B) of the camera with
respect to the robot’s world reference frame.

Finally, Q3 aimed to carry out hand-eye calibration directly using a deep learning-based
regression architecture. In this configuration, the robot calibration and the camera’s intrinsic
parameters were assumed to be known, while the camera pose and the geometric transformation
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between the camera and the robot base were unknown. A deep learning-based regression archi-
tecture was trained using poses of the reference point (A) in n frames and corresponding RGB
and depth images as inputs. The architecture estimated the unknown geometric transformation
(X). The experimental setup and network architecture used for Q3 are illustrated in Figure 3.1.

3.4 Simulation Experiments

3.4.1 Data Generation

A virtual Universal Robot 10 (UR10) was utilised in the PyBullet simulation environment, along
with a stereo vision camera. The data for the experiments was generated by placing the cam-
era over 108 different locations (depicted in Figure 3.3) in the PyBullet environment, and the
robot end-effector was moved to 50 different configurations for each camera pose. For the first
research question (Q1), the reference point poses with respect to the robot (A) and the cam-
era base (B), and the homogeneous transformation between the robot base and the camera (X)
were recorded for each end-effector configuration. For the second research question (Q2), RGB
and depth images were captured along with the reference point poses with respect to the robot
base (A), and the homogeneous transformation (B) between the camera and the reference point
(camera’s extrinsic parameters with respect to the reference point) for each end-effector config-
uration. Finally, for the third research question (Q3), RGB and depth images were captured for
each end-effector configuration along with the geometric transformations of A and X.

The transformation matrices X, A, and B consist of a seven-element array where the first
three elements represent the position, and the last four elements are the orientation parameters
(unit quaternion) of the transformation. The RGB images are 16− bit with a resolution of
1024x1024 pixels, while the depth images are also 16− bit with a resolution of 1024x1024
pixels. Table 3.1 summarises the generated data in the simulation environment for each research
question.

Table 3.1: Generated data in the simulation environment

Simulation Environment UR 10
Research Question Q1 Q2,Q3
Camera Configurations 108 108
End-effector Configurations 50 for each cam. 50 for each cam.

Data 5300 A,B and X (ground-truth)
5300 RGB and depth images,

A, B, and X (ground-truth)
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Figure 3.3: This figure shows the 108 camera positions (red dots) and the robot centre (green
star) in the simulation environment.

Figure 3.4: This figure depicts the research design for addressing Q1. Subfigure (a) shows data
collection with camera positions and end-effector configurations. Subfigure (b) presents the
distinct neural network for position and orientation, providing outputs for unknown hand-eye
transformations (X).
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Figure 3.5: This figure outlines the research design for Q2 and Q3. In subfigure (a), data
collection involves diverse camera positions and end-effector setups. Subfigure (b) showcases
the deep learning architecture using U-Net encoders for RGB and depth data. Concatenated with
known A transformation, the network separately focuses on position and orientation. Trained
network outputs B (Q2) or X (Q3).

3.4.2 Network Architectures

A deep learning-based regression architecture (as shown in Figure 3.4(b)) was developed for
Q1 to estimate the geometric transformation between the robot base and the camera. The archi-
tecture was designed with separate training for the position and orientation components of the
transformation due to their differing solution spaces, i.e., translation is in millimeter space while
orientation is in radian space. The network consists of three fully connected layers with a Rec-
tified Linear Units (ReLU) [87] activation function and is trained using meters and radians for
position and orientation, respectively. The architecture starts with 512 neurons, chosen through
empirical experimentation, and systematically halves for each layer except the last layer, which
is three and four for position and orientation, respectively. The architecture was trained for 50
epochs using Adam optimiser [88], with a learning rate of 1e−3 and a batch size of 100.

For Q2 and Q3, a deep learning-based regression architecture was also developed. This ar-
chitecture takes as inputs RGB and depth images of dimensions 256x256, as well as the poses
of the reference point with respect to the robot base. The architecture is inspired by the U-Net
architecture [89], with the encoder part tailored to extract features from RGB and depth images
separately (as shown in 3.5(b)). The encoders are composed of two consecutive Conv2D-3x3
layers, each with a stride of 1 and no padding, succeeded by a subsequent Maxpool-2x2 layer for
dimensionality reduction. The output is then subjected to the ReLU activation function. The en-
coded features for RGB and depth images are then concatenated with the known transformation
A, and a fully connected network with three hidden layers is employed to estimate the translation
or orientation component of the unknown transformation B and X for Q2 and Q3, respectively.
The network is trained separately for position and orientation for both Q2 and Q3 due to differ-
ences in their solution spaces. The network is trained for 20 epochs with 4 mini-batches and a
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learning rate of 1e−3 using Adam optimiser [88].
The direct representation of the camera’s position with respect to the robot base in 3D Carte-

sian space is obtained from the last three neurons in the deep learning-based regression archi-
tectures for position estimation. However, for orientation estimation, the last ten neurons are
converted to a 4×4 symmetric matrix S(θ ) (as detailed in Equation 3.1), which is then passed
through a Quadratically Constrained Quadratic Program-based model (presented in [33]) to pro-
duce a unit quaternion representing the camera’s orientation in 3D Cartesian space. The double
cover problem between the quaternion and 3D Cartesian Space (detailed in chapter 2.3.1) was
resolved by handling this representation.

S(θ) =


θ1 θ2 θ3 θ4
θ2 θ5 θ6 θ7
θ3 θ6 θ8 θ9
θ4 θ7 θ9 θ10

 (3.1)

3.4.3 Loss Function and Metric

The models for position estimation were trained using the Mean Square Error (MSE) metric.
The accuracy of the solution in the original units was evaluated using the Root Mean Square
Error (RMSE). The RMSE values for position estimation were converted to millimetres for
interpretation. For orientation estimation, the chordal loss function (equation 3.3) described
in [33] was utilised.

dchord(R,Rgt) = ∥Rgt−R∥F (3.2)

To interpret the orientation parameters, they were converted to degrees using equation 3.4.

Lchord(R,Rgt) = dchord(R,Rgt)
2 (3.3)

In equation 3.2, R and Rgt represent estimated and ground-truth unit quaternions, respec-
tively, and F is the Frobenius norm.

angle = 4∗ sin(0.5∗min(∥Rgt−R∥F ,∥Rgt +R∥F))
−1 ∗180/π (3.4)

3.4.4 Experimental Results

The networks were trained three times for each research question using the parameters men-
tioned in Section 3.4.2. 84 and 24 camera poses were used as training and testing sets. The
mean and standard deviation of all research questions’ position and orientation results are pre-
sented in Table 3.2. A direct comparison of Q2 with Q1 and Q3 is not possible because Q2
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Table 3.2: Experimental Results in Simulation

Position Error (mm) Orientation Error (degree)
Mean 1 Std Mean 1 Std

Q1 0.415 0.016 0.036 0.003
Q2 5.44 0.343 0.563 0.111
Q3 1.69 0.11 1.91 0.28

enables acquiring the camera’s extrinsic parameters only, while Q1 and Q3 are hand-eye cali-
bration models.

The positional and orientational errors for Q1 were 0.42 mm and 0.036 degree, respectively.
These results indicate that a deep learning-based regression architecture could serve as a hand-
eye calibration model in situations where the camera and robot calibration are already known.
As for Q3, the positional and orientational errors were 1.69 mm and 1.91 degree, respectively,
which is slightly worse than Q1. However, the model can implicitly solve unknown camera
calibration, making the hand-eye calibration system more flexible and deployable in real-world
scenarios.

Regarding Q2, the position error was 5.44 mm (standard deviation, 0.343 degrees), while
the orientation error was 0.56 degrees (standard deviation 0.112 degrees). These results are
competitive, but using multiple reference points, as in our approach, could potentially improve
the success rate of explicit camera pose estimation. However, the estimation of camera extrinsic
parameters falls outside the scope of this thesis, as we only considered the hand-eye calibration
problem. Further research could investigate the impact of multiple reference points on camera
pose estimation to provide more evidence supporting Q2. It should be noted that camera ex-
trinsic parameters in Q2 are with respect to the reference point, unlike Q3, where the camera
extrinsic’s parameters are with respect to the robot base (hand-eye calibration).

It should be noted that the developed deep learning-based regression architecture is not
closed-form optimisation and it is an iterative optimisation approach. Hence, even in the simu-
lation environment, it is not expected that it directly produces precisely zero error for the testing
set.

3.4.5 Ablation Study

Table 3.3 presents the translational and orientational errors of a fusion model used for simul-
taneous estimation using mean squared error (MSE). In contrast to the previous model, which
estimates these components separately, this model estimates them together. However, the re-
sults indicate that the errors in the fusion model are worse than those in the separate solution
approach, which are presented in Table 3.2. Specifically, the orientation error in the fusion
model is 4.416 degrees, which is twice of the separate model (1.79 degrees). This difference
reveals that considering translation and orientation parameters simultaneously is challenging for
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deep learning models because the solution spaces for translation and orientation are different, as
mentioned in Section 3.4.2.

It is crucial to carefully consider and systematically design deep learning models, especially
when tackling complex tasks such as hand-eye calibration. While the simultaneous estimation
of the translation and orientation components of calibration parameters might appear straightfor-
ward, it is essential to understand each parameter’s inherent constraints and solution spaces and
choose the most appropriate approach based on the specific task requirements. This ablation
study found that separately estimating translation and orientation parameters produced better
results than the fusion model, highlighting the importance of thorough analysis and deliberate
selection of deep learning model architectures for optimal performance.

Table 3.3: Mean and standard deviation of the fusion approach, which estimates the translation
and orientation parameters simultaneously, where training and testing are 87 and 21 camera
poses, respectively.

Fusion
Components Mean STD
Translation (mm) 2.02 0.126
Orientation (degree) 4.416 0.685

Figure 3.6 illustrates the translation error for unseen camera poses as a function of the train-
ing and testing dataset sizes. The horizontal axis (x-axis) denotes the size of the training dataset,
while the testing dataset size equal to the difference between 108 (total camera poses) and the
training dataset size. The results indicate that as the size of the training dataset increases, the
translation error decreases. The optimal training size for representing 108 camera configurations
is 45, which has an error of approximately 3.65 mm. This error is nearly the same as that of the
training size 87, which has an error of approximately 1.69 mm.

After using around 85% of the training dataset (about 80 camera poses), Figure 3.6 shows
a clear drop. This drop indicates that the balance between training and testing poses is not
even, with fewer camera poses used for testing. While the decrease in testing error might seem
positive, it is important to note that this might not accurately predict how the model will perform
with new, unseen data. The uneven distribution of testing poses could introduce bias and affect
how well the model can handle different situations. So, while the testing error goes down, it is
essential to consider the imbalance in the testing data distribution.

Figure 3.7 compares the testing orientation error across different training sample sizes for
two representations: pure quaternion and 10D quaternion. The results indicate that the 10D
representation outperforms the pure quaternion representation, with an error that is 2.5 times
smaller for each training sample size. This performance gap can be attributed to the double
cover problem, which arises from the fact that pure quaternion and 3D Cartesian space are not
one-to-one mappings, and this problem is resolved in the 10D representation. More information
on this problem can be found in Chapter 2.3.1.
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Figure 3.6: This figure displays the testing error of the translational component as a function of
the training dataset size.

3.5 Real-world Experiments

3.5.1 Data Generation

Universal Robot (UR3) robotic testbed The UR3 robot was equipped with a Shadow Modu-
lar Grasper [90] featuring nine degrees of freedom (three fingers and three joints for each finger),
of which the last link of one of these fingers was selected as the reference point. The UR3’s re-
peatability was reported to be 0.1 mm. Next, the Stereolab’s ZED camera [28] was placed in 24
different locations around the robot’s workspace, and the Robot Operating System (ROS) [23]
was employed to control the robot and connect the camera. Tsai hand-eye calibration method [8]
was used for each camera pose to obtain a baseline for the geometric transformation between the
robot base and the camera. Tsai hand-eye calibration was repeated five times for each camera
configuration, and the best calibration result was used as the input to the regression neural net-
work. The rationale for repeating the calibration five times was due to the dependency of Tsai’s
calibration on the quality of pose sequences. Table 3.4 shows the average of the best of these
five hand-eye calibration attempts for the UR3.

Subsequently, the robot was allowed to plan for 100 different robot end-effector poses for
each camera location, and RGB and depth images were captured using the camera while record-
ing the poses of the reference point with respect to the robot base using the ROS Transform
Library (TF) [91]. In total, 2400 RGB and depth images of 1920×1080 image resolution were
captured.
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Figure 3.7: This figure shows the performance of the pure and 10D quaternion representation
according to the training size.

Table 3.4: Average mean and std of reprojection error (pixel) for m camera configuration by
employing Tsai hand-eye calibration method (ground-truth) on UR3 testbed

UR3 (pixels)
Mean 1 Std

1.04 0.42

The Rethink Baxter robotic testbed The Baxter robot with electric parallel grippers was
used as a second real robotic environment. Baxter has reported repeatability in the left and right
arm of 2.9 mm and 3.3 mm, respectively [92]. As it can be observed, the UR3 has better repeata-
bility than Baxter. This repeatability difference allows us to quantitatively measure whether our
approach can accommodate wear and tear, as Baxter’s compliant actuation system inherently
introduces errors in the robot’s end-effector positioning.

The Seterolab’s ZED camera was placed in 19 configurations, and Tsai hand-eye calibration
was employed to get a baseline for each camera pose. Tsai’s hand-eye calibration was carried
out five times for each camera configuration, and the best calibration was used as the input to the
neural network (detailed in Table 3.5). The right finger of the right gripper in Baxter was selected
as the reference point for Q3. The ROS and TF library were employed to control the robot and
get the reference point transformations. For each camera configuration, the end-effector on the
right arm of the Baxter robot was allowed to move to 85 different poses for each camera location.
RGB and depth images were captured, and the geometric transformation between the robot base
and the reference point was recorded. In total, 1615 RGB and depth images were collected with
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Table 3.5: Average mean and std of reprojection error (pixels) for m camera configuration by
employing Tsai hand-eye calibration method (ground-truth) on the Baxter testbed

Baxter (pixels)
Mean 1 Std

2.41 0.97

an image resolution of 1920×1080 pixels.

3.5.2 Network Architecture

A deep learning-based regression architecture is developed for Q3, similar to the architecture
designed for the simulation environment in Section 3.4.2 (Fig.3.5(b)). However, to handle real-
world complexity, the number of double Conv2D-3x3 layers was increased from two to five.
While the shallow network proved to be highly effective in the simulation environment, the
deep network was deemed more suitable for real-world experiments involving various noise
sources, such as illumination and image acquisition. The network was trained for 20 epochs
using the Adam optimiser with four mini-batch and a learning rate of 1e− 4 for position and
orientation parameters estimation. To account for variation from the optimiser, the network was
trained three times with the same seed, and all training repetitions were recorded in the results.

3.5.3 Real-world Results

Table 3.6 summarises the position and orientation errors based on ground-truth coming from
Tsai’s hand-eye calibration approach [8] for Q3 in the Baxter and UR3 robotic testbeds. The
positional and orientational parameters derived from Tsai’s hand-eye calibration approach have
been treated as the reference standard. Following multiple iterations of data collection, this
methodology demonstrates commendable outcomes within specific camera and robot base con-
figurations. Our deep learning-based regression architecture demonstrated 2.07 mm and 5.8
degrees of error for translation and orientation, respectively, in the test set for the UR3 robotic
environment. In the case of Baxter, our approach yielded 4.54 mm and 9.2 degrees of error in
the test set for translation and orientation, respectively. As anticipated, the difference between
the UR3 and Baxter calibration results was attributed to Baxter’s inherent inaccuracy. Never-
theless, our approach doubled the error but remained below similar approaches presented in the
literature (refer to Table 3.7).

Table 3.6: Experimental Results for Baxter and UR3 robots

Position Error (mm) Orientation Error (degree)
Mean 1 Std Mean 1 Std

Baxter 4.543 0.081 9.2 1.35
UR3 2.07 0.331 5.8 1.02
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The indirect error function presented and used in [8, 19] is employed to make a fair com-
parison with the literature because the results are highly dependent on the experimental setup,
the robot and the camera. However, the use of this error function shows the repeatability of a
hand-eye calibration approach that is independent of the robotic environment. Specifically, the
indirect error function is given in equation 3.5.

εstd =
1
K

K

∑
k=1

1
m

m

∑
j=1

(
1
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n

∑
i=1
∥x−µ∥2

2

) 1
2

(3.5)

where k, m, n, and µ are the neural network training repetitions (see Section 3.5.2), the total
number of unseen camera configurations, the total number of end-effector configurations for
each camera confıguration, and the mean of predicted camera positions or orientations.

Table 3.7 presents a comparative analysis encompassing the baseline, the state-of-the-art
approaches, and the proposed approach, focusing on the metric of repeatability error. The values
depicted therein signify the mean deviation of positional error from the corresponding mean
position within a given camera and robot pose configuration for a specified range of camera
poses (m in total). The first two rows summarise the best Tsai’s hand-eye calibrations in the
experiments for the Baxter and UR3 robots. The repeatability error of the Tsai’s approach
[8] is 96 times higher than that of the DL-based approach. This significant difference can be
attributed to two main factors. Firstly, the classic approach transfers the rotational error into
the translational error, as it solves the rotation component (detailed chapter 2.6) first and then
substitutes the solution of the rotation to solve the translation component. Secondly, the success
rate of this approach is highly dependent on the selection of calibration target poses. Lee et

al. [18] and [19] report an indirect error of 27.4 mm and 10.4 mm with respect to their sample
mean, respectively. This represents a difference of 23.45 mm and 6.45 mm with respect to the
approach in the UR3. It should be noted that Lee et al. [18] and [19] do not use a reference
point that is aligned to the robot’s kinematic chain but instead relies on the captured images
to infer the hand-eye calibration parameters. The approach explicitly defines a reference point
from which a neural network can create an embedding that considers the robot’s end-effector
and the kinematic chain (i.e. robot calibration in chapter 2.5).

The achieved reduction in repeatability error, as observed through the proposed DL-based
approach, implies a commendable enhancement in the calibration accuracy. While this enhance-
ment aligns with the trend observed in similar DL-based calibration approaches, there remains
the need to delve into the complexities inherent to these methodologies, including their po-
tential limitations when applied in dynamic environments. The substantial repeatability error
observed in Tsai’s approach across both robotic testbeds implies susceptibility to yielding im-
precise calibration parameters. This underscores that multiple iterations are essential to acquire
valid hand-eye calibration parameters even within a fixed camera and robot base configuration.
Consequently, this inherent characteristic renders Tsai’s approach ill-suited for dynamic hand-
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eye calibration scenarios, necessitating the continual or iterative updating of camera poses to
accommodate evolving conditions.

Table 3.7: Comparison with the state-of-the-art

Method Position(εstd(mm))
Tsai-Baxter (420.13±175.55)
Tsai-UR3 (382.8±150.98)

Keypoint+PnP [18] (27.4±4.7)
Direct Regression [19] (10.4±4.0)
Our approach-Baxter (9.66±1.58)
Our approach-UR3 (3.95±1.25)

3.6 Conclusion

This chapter has verified the following hypothesis:
A hand-eye calibration approach, which recalibrates external camera pose by observing a

single reference point on the robot end-effector through a 3D vision system, enables a robot

to perform robotic manipulation and grasping tasks by being adaptable and robust to environ-

mental changes. Moreover, it has the same success on a real robotic manipulation task while

reducing the computational complexity and increasing the repeatability compared to classical

approaches.

A deep learning-based hand-eye calibration approach was described in this chapter, which
enabled the estimation of the unknown geometric transformation between the robot base and
an external camera without requiring data recollection after network training. The motion of a
single point on the robot’s end-effector was tracked through a 3D vision system during experi-
ments. The chapter also proposed three research questions (as detailed in Section 5.3). The first
research question (Q1) demonstrated the use of a deep learning-based regression model instead
of mathematical models (e.g. [8]) for hand-eye calibration. In this approach, it was assumed
that robot and camera calibration were known, and the unknown transformation was directly
estimated via the deep learning-based regression model. The second research question (Q2) in-
vestigated a tailored regression approach with the addition of two encoders for RGB and depth
images to find the camera’s extrinsic parameters when camera calibration is unknown. Finally,
the third research question (Q3) employed the network architecture to estimate the unknown
transformation between the camera and the robot base. All these research questions were tested
in a simulation environment, and the experimental results demonstrated that a deep learning
model can be used for hand-eye calibration. To further validate the approach, experiments for
Q3 were performed on two real robotic environments (a Universal Robot 3 and the Rethink
Baxter robot), which yielded an overall position error of 2.07 and 4.54 mm and orientation er-
ror of 5.8 and 9.2 degrees, respectively. These results showed the robustness of the approach
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to camera pose changes while having only a repeatability error of 3.95% and 9.6% for unseen
camera poses that were not used during network training.

An autonomous and flexible hand-eye calibration system is crucial in robotics applications
where robots need to adapt continuously to new environments and tasks without requiring signif-
icant manual intervention. Such systems can benefit various industries, such as manufacturing,
logistics, and healthcare, by enabling robots to learn from vast amounts of data and improve
their accuracy and precision. This is particularly useful in dynamic and changing environments
where robots must perform various tasks on different production lines or adapt to changes in lay-
outs [93]. By continuously calibrating their hand-eye system, robots can accurately track their
position and orientation and perform tasks with incredible speed and efficiency while reducing
the risk of errors or accidents.



Chapter 4

Pick-and-Place Pipeline

4.1 Introduction

This chapter examines the performance of classic and deep learning-based hand-eye calibration
approaches in a real robotic manipulation task, specifically pick-and-place. Three evaluation
criteria were proposed to assess the task’s functionality: computational complexity, repeatability
score, and success rate in performing the task. Tsai’s [8] method, known for its high success
rate and extensive usage in the literature, was employed as the classic hand-eye calibration
approach. Meanwhile, Bahadir et al.’s method [94] (developed in Chapter 3), which was trained
using ground truth data from Tsai’s method, served as the deep learning-based approach.

The camera was positioned in ten different locations for the experiments, and both Tsai’s and
the deep learning-based calibration approaches were carried out to obtain the camera’s pose. A
simple pick-and-place experiment was then designed using three objects of varying shapes and
sizes (cube, box, and cup), as shown in Figure 4.1. Colour segmentation was utilised to deter-
mine the 6D pose of the objects accurately and quickly. This method rapidly identifies objects in
an image when the colour codes are manually defined. Moveit Motion Planning [95] was utilised
to pick and place the objects in the scene. To assess the success rate of both approaches, the pick-
and-place task was divided into four main steps: reaching, touching, picking, and placing. The
success rate of each of these steps and the computational costs of the hand-eye calibration using
both methods were presented.

4.2 Motivation and Objectives

Several mathematical models have been proposed in the literature to represent the hand-eye
calibration problem, including AX = XB, AX = ZB, projection error, and 3D reconstruction
(detailed in Chapter 2). These models have shown successful results but are offline approaches,
meaning their results are only valid for the current camera configuration. Therefore, they are not
suitable for real-world robotic applications where the camera pose may change. Deep learning-

57
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Figure 4.1: The figure shows the experimental set-up, which consists of a Universal Robot
equipped with a three fingers gripper. The robot is mounted on the table, and three objects with
unique colours have been placed in the robot’s workspace.

based approaches have been proposed to address this limitation, eliminating the data collection
process and re-training the model when the camera pose changes. However, these approaches
require ground truth data and are trained in a supervised manner.

After collecting data and solving an optimisation problem or training the proposed deep
learning architecture using a learning signal, an evaluation metric is necessary to judge the
developed approach. However, there is no direct evaluation metric for hand-eye calibration be-
cause it is difficult to know precisely where the camera is with respect to the robot base in the
real world. Hence, average rotation and translation error, projection error, 3D reconstruction
error, and repeatability error [18] are the most preferred evaluation metrics in the hand-eye cal-
ibration literature [20]. However, the ideal scenario is performing a robotic manipulation task
and judging the developed hand-eye calibration model by using the success rate of the accom-
plished task. Thus, this chapter considers an ideal evaluation scenario involving performing
a real pick-and-place task with different objects to compare classic and deep learning-based
hand-eye calibration approaches’ accuracy, strengths, and limitations. This is the first study that
considers a real robotic manipulation task to compare hand-eye calibration approaches in the
literature.

Evaluating a hand-eye calibration method on a real robotic task is essential because it pro-
vides a more realistic and practical assessment of its performance. This is because the ultimate
goal of hand-eye calibration is to enable the robot to perceive and manipulate objects in the real
world accurately. Hence, assessing the success of a hand-eye calibration method in terms of its
ability to perform a real-world robotic manipulation task is a better indication of its practical
usefulness than simply evaluating it based on metrics such as average rotation and translation
error, projection error, 3D reconstruction error, and repeatability error. Therefore, testing the
success of hand-eye calibration on a real robotic task can help researchers and practitioners to
make informed decisions about the practical applicability of the method.
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This chapter examines the following research questions to compare the classic and deep

learning-based hand-eye calibration approach in terms of computational complexity, repeata-

bility and successful performance on a real robotic manipulation task.

• How does the performance of the deep learning-based HEC approach compare to other
state-of-the-art methods in the field of hand-eye calibration, in terms of both accuracy and
computational efficiency?

• What are the limitations of the deep learning-based HEC approach, and how can they be
addressed to improve its practical application in various dynamic robotic environments?

4.3 Methodology

Figure 3.2 displays a real-world pick-and-place pipeline, which is employed to examine the
success rate, strengths, limitations, and computational cost of both a classic and a deep learning-
based hand-eye calibration approaches. This section is divided into two subsections. Subsection
4.3.1 outlines the process of determining hand-eye calibration parameters using [8] and [94]
(chapter 3), while the object detection method adopted is presented in 4.3.2.

4.3.1 Hand-eye Calibration Methods

The classic hand-eye calibration approach selected for this study is [8], which is commonly used
in the literature due to its simplicity and success under specific constraints, such as a specific
distance between the camera and the robot base and changing orientation maximally between
0 to 89 degrees for each axis. For the deep learning-based hand-eye calibration approach, [94]
(Chapter 3) was chosen as it is state-of-the-art, and [8] is used to provide ground truth for [94].
An overview of these approaches is presented in the remainder of this subsection.

Tsai’s Hand-eye Calibration [8]

Figure 4.2 illustrates the hand-eye system used in this study. To calibrate the system, the cali-
bration target attached to the robot’s gripper is sampled at least eight times with different trans-
lations and orientations. The corresponding poses of the robot’s end-effector and the camera’s
extrinsic parameters are collected for each configuration using OpenCV camera calibration [96].
Tsai’s approach [8] is employed to solve the hand-eye calibration problem using the AX = XB

formulation (Equation (2.26) detailed in Chapter 2). These matrices are then decomposed into
their orientation and translation components using Equations (2.28 and 2.27 detailed in Chapter
2). Finally, the orientation component of calibration parameters is solved using a linear optimi-
sation method, and the translation component is calculated using the solution of the orientation.
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Figure 4.2: This figure shows the adopted hand-eye calibration system. A camera is placed in
an external location, and a checkerboard is attached to the robot’s end-effector. A1,2 describe
the poses of the end-effector with respect to the robot base for different configurations, while
B1,2 shows the poses of the camera with respect to the calibration target for the corresponding
configurations. X presents the static transformation between the robot base and the camera.

Evaluation of the ascertained calibration parameters is conducted through the utilisation of
the reprojection error. A solution is regarded as the ground truth for the given camera and robot
base configuration when this error is confined to less than 2 pixels. Notably, this error value,
measured in pixels, signifies successful hand-eye calibration outcomes suitable for applications
within industrial robotics [97].

Deep Learning-based Hand-eye Calibration

The developed deep learning-based hand-eye calibration approach in Chapter 3 is used [94].
This approach employs an RGB image, a depth image, and the known transformation of a single
point on the robot’s end-effector to obtain the hand-eye calibration parameters. Unlike [8],
which uses a calibration target and explicitly handles the camera extrinsic’s parameters for each
end-effector pose, [94] uses a single reference point, and the camera extrinsic’s parameters are
handled implicitly. It should be noted that there is no detection for this single reference point
using images, as detailed in Chapter 3. Its pose with respect to the robot base is given as input
to the network directly by using the robot kinematic chain.

To collect data, the robot’s end-effector is sampled in n different locations to span the robot’s
workspace for each of the m camera configurations. Tsai’s hand-eye calibration approach [8] is
performed at least five times, and the best calibration in terms of reprojection error is used as the
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Figure 4.3: This figure presents the designed hand-eye calibration architecture, with two en-
coders extracting features from RGB and depth images separately. The extracted features are
concatenated with the pose of the reference point (marked as the blue circle) with respect to the
robot base and passed to three fully connected layers. The network’s output is either translation
(3D) or orientation (4D).

ground truth. The pose of the reference point with respect to the robot base and corresponding
RGB and depth images are also collected.

After data collection, a deep learning regression architecture is designed, as shown in Figure
4.3. The network has two separate encoders for RGB and depth images and is trained separately
to obtain translation and orientation parameters. Mean Square Error is the loss function for the
translation parameters, represented in the 3D Euclidean space. A 10D quaternion representa-
tion [33] is employed for the orientation parameters, enabling the one-to-one mapping from the
quaternion space to the 3D Cartesian space.

In the experiments conducted in this study, the deep learning-based regression architectures
developed in Chapter 3 were used for pick-and-place operations. The trained models from Chap-
ter 3 were used directly in this study without re-training or fine-tuning.

4.3.2 Object Detection

Colour segmentation is a prominent method for object detection because it provides fast and
online detection when the threshold for the objects is pre-defined. In this study, an RGB image
is first passed through several filters to eliminate noise, such as blur and discrepancies. Next, the
image is transformed from BGR to HSV colour space, which enables us to change the satura-
tion and brightness of the image, as well as the colour information. Then, the threshold value for
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each object is determined, and the image is passed through three morphological operations (ero-
sion, dilation, and erosion) to determine specific features of the objects. The pre-defined colour
thresholds specific to the illumination and scene environments are used to obtain the mask of
the objects, and the masked image is passed to the OpenCV findContours function [98]
to obtain the border of the objects. Finally, the output of the contour is sent to the OpenCV
fitEllipse function [98] to obtain the smallest ellipse fitting this contour, which includes
the centre of the masked objects and the angle with respect to the origin of the image plane.

4.4 Experimental setup

A Universal robot (the UR3) with a three-finger grasper has been mounted on a table. Then a
Stereolab (ZED) [99] camera was placed in ten different configurations. For each camera con-
figuration, we run several Tsai’s hand-eye calibrations to get the camera pose with respect to
the robot base because the quality of this approach depends on the collected data. Algorithm
1 presents the steps used for Tsai’s approach for one camera configuration. An error threshold
(reprojection error of 2 pixels is used in this study because it is found that this value produces re-
liable HEC results) was given as input to Algorithm 1. Then, the robot arm was moved to at least
eight configurations using the ROS Moveit Library [95]. End-effector poses and corresponding
checkerboard images were collected by subscribing to the TF library [91] and ZED Camera
via ROS [100]. The 2D corner points of the checkerboard were obtained using the OpenCV
findChessboardCorners function, which takes images and predefined 3D coordinates of
the checkerboard’s corner with respect to the world coordinates. The estimated corner points
in the images were refined by the OpenCV cornerSubPix function to obtain more precise
calibration. Finally, the camera pose was calculated using the OpenCV calibrateCamera

function, which takes the checkerboard’s 3D and 2D corner points. Hand-eye calibration pa-
rameters were then calculated by processing the camera poses and corresponding end-effector
poses via Tsai’s approach. This operation was repeated until the error from Tsai’s approach was
less than the defined threshold (reprojection error of 0.9). During the experiments, the estimated
hand-eye calibration parameters and time were recorded.

After obtaining the hand-eye calibration parameters using Tsai’s approach, the deep learning-
based hand-eye calibration method developed in Chapter 3 was applied to the same camera con-
figuration outlined in algorithm 2. This method does not require any calibration target or explicit
camera extrinsic calibration. RGB and depth images were captured using the Zed camera, and
the pose of the reference point relative to the robot base was recorded using the TF library [91].
The captured images and poses were then fed into a trained network in a different environment
to obtain the hand-eye calibration parameters.

Figure 4.4 illustrates the training and testing environments. It should be noted that the neural
network underwent training within a distinct environment. It is subsequently applied to the pick-
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(a) Training environment (b) Testing environment

Figure 4.4: This figure shows the difference between the training (a) and testing (b) environ-
ments.

Algorithm 1 Classic hand-eye calibration algorithm
Require: Attach the checkerboard to the robot gripper
Require: Treshold ≥ 0

Xbest ,X ← /0 ▷ Hand-eye calibration parameters,Tx,Ty,Tz,Rx,Ry,Rz
n← 0
Error← ∞

while Error ≥ Treshold do
Images← /0
EndE f f ectorPoses← /0
for i← 1 to 8 do

Images← imagei
EndE f f ectorPoses← posei ▷ Collect images and end-effector’s poses

end for
CameraPoses= Camera calibration (Images)
T = Perform Tsai Hand-eye calibration (EndEffectorPoses, CameraPoses)
Error← T0
X ← T1(Tx,Ty,Tz,Rx,Ry,Rz)
n← n+1

end while
Xbest ← X
return Xbest , n

Require: Detach the checkerboard from the robot gripper
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Figure 4.5: This figure outlines the pick and place pipeline used to evaluate two hand-eye cal-
ibration methods. (1) displays the camera configuration count. (2) and (3) depict experiments
with classic and DL-based approaches, respectively. Each row in (2) and (3) represents object
sub-experiments (cubes, boxes, cups), repeated 10 times.
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Figure 4.6: This figure depicts 3D camera pose locations and the table. Yellow represents the
table area. Blue points are within the network’s trained space, while red points are outside. Axes
are labelled X, Y, and Z in meters.

and-place task within a new environment without requiring retraining or fine-tuning procedures.
However, a vital prerequisite remains that the relative configuration of the camera and robot base
aligns with the learned configuration from the preceding environment.

Algorithm 2 Deep learning-based hand-eye calibration algorithm
X ← /0
Capture an RGB and depth image
Record corresponding reference point’s pose
Get hand-eye calibration parameters processing these data
return X

Figure 4.5 provides an overview of the experimental setup, while Figure 4.6 depicts all
camera configurations used in the experiments. The experiment began by placing the camera
in an external location, followed by acquiring the hand-eye calibration parameters using the
classic approach via algorithm 1 (shown in the bottom left image in Figure 4.5). Next, three
sub-experiments were conducted sequentially for each object (yellow cubes, white boxes, and
blue cups), as shown in Figure 4.1. After completing all sub-experiments in step 2 (Figure 4.5),
the hand-eye calibration parameters were estimated using the DL-based approach via algorithm
2 (depicted in step 3 in Figure 4.5). All sub-experiments were then performed using the newly
obtained hand-eye calibration parameters. Finally, the camera configuration was changed, and
the above steps were repeated until all camera locations (depicted in Figure 4.6) were visited.

The sub-experiments involve placing one or multiple objects on the table, with the assump-
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tion that the objects are separated and their contours do not overlap. An RGB image is then
captured using the ZED camera and passed through the object detection module (as detailed in
section 4.3.2) via ROS. The detected objects’ 3D world coordinates and orientations are calcu-
lated by feeding the 2D pixel coordinates obtained from the object detection module into the
point cloud and subscribing to the corresponding depth image via ROS. Next, these 3D coordi-
nates are transformed from the camera frame to the robot reference frame using the estimated
hand-eye calibration parameters. Finally, the robot is commanded to pick and place the closest
object with respect to the robot base using the ROS Moveit library.

The experimental procedure involved the following steps:

• The camera was placed in the first configuration and the hand-eye calibration parameters
were obtained using the classic approach.

• Yellow cubes were placed within the robot’s workspace, and pick-and-place operations
were performed ten times. This was repeated for the white box and blue cup objects.

• Once all objects had been tested with the classic hand-eye calibration method, the same
experiments were conducted using hand-eye calibration parameters obtained through the
deep learning-based approach for the same camera configuration.

• This process was repeated for the other nine camera configurations; in total ten camera
configurations are considered in this study for each HEC approach. .

In total, the pick-and-place procedure was carried out 600 times, taking into account the ten
camera configurations, two hand-eye calibration approaches, and three objects with ten repeti-
tions for each object.

4.5 Results

In this study, computational complexity, repeatability, and success rate of performing pick-and-
place were employed as performance criteria. Table 4.1 compares the average computational
complexity of the classic and deep learning-based hand-eye calibration approaches for ten cam-
era configurations. The first row shows the number of collected images for one camera config-
uration. The classic approach requires eight RGB images, while the DL-based approach needs
only two images (one RGB and one depth). The second row presents the average number of
attempts to obtain the hand-eye calibration parameters above and the acceptance level (i.e., 0.9
reprojection error). The average attempt to obtain hand-eye calibration parameters for the clas-
sic approach is 8.3, meaning data has to be collected from the beginning eight times for one
camera configuration. However, the second approach requires only one attempt to estimate
these parameters. Finally, the last row compares the average time to perform these methods to
get hand-eye calibration parameters. It was observed that data collection and finding solutions
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Table 4.1: Comparison of computational complexity

Classic HEC DL-based HEC
Number of Image 8 RGB 1 RGB + 1 Depth
Average Attempt 8.3±3.37 1±0
Average (minutes) 83 0.06

with the classic approach for one experiment takes 10 minutes because the calibration target’s
position and orientation have to be manually changed for each repetition. Apart from calibra-
tion target manipulation, attaching and detaching the calibration target was also considered for
time calculation. Hence, this time (10 minutes) was multiplied by the average attempts for one
camera configuration to calculate the average computational cost of the classic approach. The
average computational cost for the DL-based approach is four seconds because it only requires
one RGB and depth image to estimate hand-eye calibration parameters.

The repeatability of the DL-based approach (as utilised in [19] and [94](developed in Chap-
ter 3)) was tested by evaluating the standard deviation of the estimated hand-eye calibration
parameter for camera poses. For completeness, this equation is:

εstd =
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where k, m, and n refer to the total trained models, camera configurations, and testing images,
respectively. While DL-based approaches estimate hand-eye calibration parameters for each
image, classic approaches estimate these parameters by processing a set of images. Thus, the
standard deviation of the estimated hand-eye calibration parameter for several attempts in a fixed
camera pose is used to calculate the repeatability function for classic approaches. Therefore
Equation 4.1 was modified for the classic approach as follows:
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where m and n represent the number of camera configurations and hand-eye calibration at-
tempts for one camera pose. To compute the repeatability score, only the translation compo-
nent of the hand-eye calibration parameters is considered. This is because directly taking the
element-wise average of the rotation component, represented by Euler angles, rotation matrix,
or Quaternions, is not possible. For example, the rotation matrix representation must consider
orthogonality constraints, or the Quaternions representation requires that the norm of it must be
1.

Table 4.2 presents the repeatability of the three methods for ten camera configurations using
Equations 4.1 and 4.2. This study has two deep learning-based approaches to repeatability
scores because the developed regression architecture in Chapter 3 ( [94]) and the current study
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Table 4.2: Repeatability Comparison

Approach Position(εstd(mm))
Tsai 382.8±150.98

DL-based in this study 4.95±1.5
Bahadir [94] 3.95±1.25

are in different environments. The repeatability score of the current experiment environment
was calculated by collecting images of each camera configuration during experiments. The
repeatability score of Chapter 3 ( [94]) is used to show transferring performance of the developed
deep learning-based HEC approach from one environment to another.

The repeatability error for Tsai’s approach was determined by calculating the standard devi-
ation across all calibration attempts (eight times) for one camera configuration. This measures
how much the translation component varies among calibration attempts for the same configura-
tion. The results show that Tsai’s repeatability error is high. Tsai’s approach propagates error
from the orientation component to the translation component because it solves the problem se-
quentially. Additionally, the success of Tsai’s approach is heavily contingent on the selection
of calibration target poses, which, if not chosen optimally, can introduce imprecision into the
calibration results.

The classic approach exhibits a repeatability error of 96 and 77 times higher than the deep
learning-based HEC approaches in terms of environments in [94] and this study, respectively.
This difference can be attributed to two primary reasons. Firstly, the classic approach transfers
the rotational error into the translational error as it solves the rotation component in Equation
2.27 before determining the translation component by substituting the solution of the rotation.
Secondly, the success rate of the classic approach heavily relies on the selection of calibration
target poses. While a procedure for selecting these positions has been proposed in [8], it can be
challenging to follow this procedure by merely observing the calibration target movements, and
expertise is required to collect image samples.

On the other hand, the DL-based approach utilises a deep learning architecture, as explained
in Section 4.3.1, which was trained in a different environment than the one in which the ex-
periments were conducted (as shown in Figure 4.4 (left)). Thus, the repeatability error of this
approach is only 1.2 times higher than that of [94] and Chapter 3. However, this difference
is negligible when accounting for the environmental change, as described in Section 4.4 and
depicted in Figure 4.4. The results suggest that the DL-based approach can handle the environ-
mental change and rely on the robot’s features to estimate hand-eye calibration parameters.

The success rate of the two methods, classic and DL-based hand-eye calibration, were com-
pared on a real-world pick-and-place pipeline. The performance criteria were divided into four
sub-tasks: reaching, touching, picking, and placing. These sub-tasks were sequential, meaning
that if reaching failed, the other sub-tasks also failed. Reaching was considered the simplest task
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and was used to evaluate the estimated hand-eye calibration parameters. However, a successful
reaching operation did not directly imply that the following operation could also be performed
successfully. Touching was used to determine if the estimated parameters were good enough
to touch the objects. Picking was the main evaluation criterion, indicating the success of the
estimated hand-eye calibration parameters. Finally, placing was the last task evaluated in this
study.

Table 4.3: The results of the classic hand-eye calibration approach on the pick-and-place task.

Classic hand-eye calibration
Reach Touch Pick Place Objects

Mean 100 95 62 51 Cube
Std 0 7.07 6.32 14.49

Mean 100 100 87 84 Box
Std 0 0 4.83 6.99

Mean 100 99 74 60 Cup
Std 0 3.16 10.75 20

Mean 100 98 74.33 65 Total
Std 0 3.41 7.3 13.83

Table 4.4: The results of the deep learning-based hand-eye calibration approach on the pick-
and-place task.

DL-Based hand-eye calibration
Reach Touch Pick Place Objects

Mean 100 93.75 66.25 50 Cube
Std 0 5.18 7.44 16.04

Mean 100 100 88.75 85 Box
Std 0 0 9.91 9.26

Mean 100 98.75 73.75 52.5 Cup
Std 0 3.54 7.44 19.09

Mean 100 97.5 76.25 62.5 Total
Std 0 2.90 8.26 14.79

Table 4.3 presents the mean and 1-standard deviation of experiments performed on three
objects using the classic hand-eye calibration approach for ten camera configurations. Table
4.4 shows the corresponding results for the DL-based hand-eye calibration approach, but it only
includes the first eight camera configurations due to space constraints. These configurations are
shown as blue points in Figure 4.6, while the last two configurations, represented as red points
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in Figure 4.6, are outside of the space from which the network was trained. We performed the
pick-and-place pipeline for these two configurations using DL-based hand-eye calibration, but
only reaching was successful, while the other sub-tasks failed.

The results in Tables 4.3 and 4.4 indicate no meaningful difference between the success rates
of reaching and touching operations for every object and both hand-eye calibration approaches.
However, due to unstable picking operations, there is a gap between the success rates of picking
and placing for every object in both approaches. The Shadow Modular Grasper with three
fingers was used in the experiments, and collisions among the fingers could happen when an
object was successfully picked, preventing the robot from placing it. This issue can be addressed
by developing a more stable grasping approach, but it is beyond the scope of this PhD thesis.
Furthermore, the success rates differ for each object in both approaches due to the object’s size
and materials. For instance, the white box has the highest success rate for pick-and-place tasks
in both classic and DL-based hand-eye calibration approaches (84% and 85%, respectively),
followed by the blue cup (60% and 52.5%) and yellow cube (51% and 50%)

DL-based hand-eye calibration approach surpasses the results of the classic approach in all
sub-tasks in the white box object and picking sub-task for the cube (76.5%). As for the other
result (performances of picking and placing tasks for yellow cubes and the blue cup), DL-based
hand-eye calibration has competitive results compared to the classic approach. Incidentally, it
is crucial to consider that the classic HEC approach is the baseline of the DL-based approach,
which means that the best result of the classic approach for a camera pose is used as ground
truth to train the DL-based approach.

In conclusion, DL-based hand-eye calibration has comparable results for a real-world pick-
and-place pipeline and observes better results for specific sub-tasks. For example, it performs the
picking sub-task for all objects 2.25% better than the classic approach. Besides, the DL-based
approach is much better than the classic hand-eye calibration approach in terms of computa-
tional complexity and repeatability. This means the DL-based approach is more flexible than the
classic approach and eliminates data re-collection in camera pose changes. The main limitation
of the DL-based hand-eye calibration is that the camera must be placed in a location that lies
within the sampled 3D space. Moreover, DL-based hand-eye calibration is trained in a super-
vised manner and with respect to the best Tsai’s hand-eye calibration parameter, which means
its success highly depends on the quality of these calibrations.

4.6 Conclusions

The chapter compares the performance of classic and DL-based hand-eye calibration approaches
in a real-world pick-and-place pipeline, using three criteria: computational complexity, repeata-
bility score, and success in performing a robotic manipulation task. The camera was placed at
ten different locations, and the hand-eye calibration parameters were estimated for each method.



CHAPTER 4. PICK-AND-PLACE PIPELINE 71

The time and number of attempts required to obtain a valid hand-eye calibration for one camera
location were recorded, and pick-and-place tasks were carried out for three objects using each
camera configuration and hand-eye calibration method, resulting in 600 trials.

The results indicate that the DL-based approach outperforms the classic approach in terms
of computational complexity and repeatability score (77 times better). Although the DL-based
approach performs slightly worse overall than the classic method, it performs better than the
classic method in some sub-experiments, such as the white box pick-and-place task, where the
success rate is 1% higher than the classic approach. Moreover, the DL-based approach outper-
forms the classic method by 4.2%, 1.75%, and 1.98% in picking sub-tasks for the yellow cube,
white box, and total, respectively.

The chapter findings suggest that DL-based hand-eye calibration approach is more adaptable
to camera pose changes than traditional methods. The results indicate that obtaining good cal-
ibration parameters using the classic approach requires multiple attempts and is challenging to
deploy when the camera pose changes due to external factors. The DL-based hand-eye calibra-
tion [94](developed in Chapter 3) approach’s performance decreases when the camera is placed
outside the trained 3D space.

The chapter raises the question of how to make DL-based approaches more adaptable out-
side the learning environment. Large-scale data capturing, which samples all space around 360
degrees of the robot base with a distance at the beginning of the training network, can elim-
inate this problem. On the other hand, to address this issue, Chapter 5 plans to update the
trained model using Continual Learning on new data outside the learning space. The Continual
Learning-based approach can also provide a more flexible hand-eye calibration system, which
addresses the layout changes, the distance between the camera and the robot base changes while
eliminating the adaptability problem outside the learning space. Furthermore, the Continual
Learning-based approach can provide an online hand-eye calibration system which controls the
hand-eye calibration parameters while performing a robotic manipulation task and updates the
trained model when the novel observation has arrived (camera poses).



Chapter 5

Continual Learning for Hand-Eye
Calibration

5.1 Introduction

This section introduces a novel approach based on Continual Learning principles that extends
the domain of hand-eye calibration. The experiments conducted in Chapter 4, specifically in the
context of pick-and-place tasks, empirically validated the efficacy of the deep learning-based
Hand-Eye Calibration (HEC) method introduced in Chapter 3. This method exhibits significant
adaptability, particularly in response to environmental alterations, such as changes in the back-
ground. This effectively mitigates the impact of environmental variations, including lighting
changes often encountered in industrial robotic environments. However, it should be noted that
this adaptability is effective when the relative camera and robot base pose remain within the
learned space.

When the camera is placed outside of this learned relative space, observation from Chapter
4: shows that the efficacy of our proposed approach diminishes. This scenario can arise when
the layout of an assembly line is altered. In this scenario, the relative pose of the camera and
robot space can be changed, and the new relative calibration space must be learned to update the
calibration parameters continuously. Learning this new calibration can be addressed by extend-
ing previously learned calibration space using the continuous learning paradigm. This approach
preserves the pre-established relative calibration space while seamlessly incorporating the ex-
ploration of novel relative calibration domains. To this end, three Continual Learning-based
approaches are proposed: naive CL, reservoir rehearsal, and reservoir rehearsal with camera
pose selection.

The effectiveness of these approaches was evaluated through experiments conducted in a
simulated and real-world environment. In the simulation environment, a stereo vision camera
was positioned in 108 different locations, and 50 different end-effector configurations were run
for each camera position to collect samples. In the real world, the camera was positioned in

72
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24 different locations, and 100 end-effector configurations were run for each camera pose. The
dataset was partitioned into subsets for Continual Learning-based training. The success of the
approach was evaluated based on the accuracy of hand-eye calibration in both environments.
Finally, the performance of the three Continual Learning-based approaches was compared with
batch training (detailed in Chapter 3) for both environments. The results demonstrate that the
presented approach outperforms the other approaches and achieves superior accuracy in both
simulated and real-world environments.

5.2 Motivation and Objectives

Recent advancements in deep learning architectures, such as convolutional neural networks,
have led to the development of hand-eye calibration systems [18, 19, 94] capable of estimat-
ing different camera poses with respect to a single robot base, thus providing greater flexibil-
ity and adaptability to industrial manufacturing systems. However, these deep learning-based
approaches have limitations; since they are trained offline on fixed datasets, they may not gen-
eralise well to new situations or environments. In contrast, humans are able to continuously
update and refine their internal model of hand-eye coordination based on new experiences. In
robotic manipulation, this type of continuous learning can be achieved through Continual Learn-
ing (CL) [101], a paradigm in deep learning where a model is trained on a continuous stream of
data over time. By utilising CL, robots can learn and adapt in a similar way to human learning,
enabling them to perform more complex tasks and operate in a broader range of environments.

One of the main challenges in CL is the catastrophic forgetting problem [101], which means
that when new data is processed, the previously learned information is degraded over time. To
overcome this problem, three main strategies have been proposed: regularisation [78, 79, 81],
modular architectural design [71, 72] and rehearsal model (buffer) [75–77]. The regularisation
methods aim to prevent catastrophic forgetting by adding terms in the objective function to con-
trol changes in model weights. Modular architecture design methods mitigate the catastrophic
forgetting problem by dedicating sub-modules for different tasks or expanding network archi-
tecture when a new task is defined. Rehearsal approaches replay stored old data (some parts) to
the model again periodically to prevent the catastrophic forgetting problem.

This study used replay buffer systems to prevent catastrophic forgetting problems for several
reasons. In the case of hand-eye calibration, replay buffer systems can be used to store previ-
ously learned calibration parameters and corresponding data, allowing the network to continue
learning sequentially outside of the learned space while also revisiting and fine-tuning previ-
ously observed space. Replay buffers can ensure that a diverse data set is stored and used for
training, which can help prevent the catastrophic forgetting problem. This is achieved by peri-
odically sampling from the replay buffer and including new and old data in the training process.
Another advantage of using replay buffer systems in hand-eye calibration is that they can help
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reduce the storage capacity and memory usage required for the calibration process. Since the
calibration parameters and data are stored in the replay buffer, there is no need to keep all of the
data in memory during training, which can help reduce the overall memory usage of the system.
Additionally, replay buffers can enable efficient storage and retrieval of the data, allowing for
faster and more efficient training of the network.

Overall, replay buffer systems in hand-eye calibration can help prevent catastrophic forget-
ting problems, ensure a diverse set of data is used for training, and reduce storage capacity and
memory usage, making it an attractive approach for continual learning in hand-eye calibration.

This chapter examines the following research questions to develop a Continual Learning-

based hand-eye calibration system, which extends the learned calibration space through new

observations over time.

• Can hand-eye calibration be handled as a time sequence problem in terms of camera pose
changes through Continual Learning?

• Is it possible to extend the learned hand-eye calibration space via Continual Learning?

• How does the continual learning-based HEC approach address the catastrophic forgetting
problem over time?

This chapter provides the first study investigating the hand-eye calibration problem through
Continual Learning.

5.3 Methodology

The hand-eye calibration problem was approached as a regression problem using deep learning.
In chapter 3, an end-to-end deep learning-based approach for hand-eye calibration was devel-
oped and tested in a simulated environment and two real robotic environments, namely the Re-
think Baxter (depicted Figure 2.1 in Chapter 2) and a Universal Robot 3 (depicted Figure 2.2 in
Chapter 2). The deep learning-based approach has been extended to Continual Learning-based
hand-eye calibration. Three methods were employed to extend the deep learning-based approach
to Continual Learning-based hand-eye calibration (detailed in Table 5.1): naive, reservoir buffer
with class balance, and reservoir buffer with class balance with camera pose elimination.

Two Replay-buffer-based methods were adopted to address the catastrophic forgetting prob-
lem, which is the challenge of maintaining previously learned knowledge while adapting to new
knowledge. As noted in [84], these techniques have shown promising results in regression tasks
for domain-incremental scenarios, particularly relevant for Continual Learning-based hand-eye
calibration. The goal was to mitigate the issue of catastrophic forgetting, where previously
learned information is degraded over time when new data is processed, by storing previous cali-
bration parameters and corresponding data in the replay buffer and training the network sequen-
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tially while revisiting and fine-tuning previously observed space. By utilising these methods,
the study aimed to improve the stability and robustness of the hand-eye calibration model.

Table 5.1: An overview of the adopted Continual Learning-based approaches in the hand-eye
calibration problem

Approach Description Time Step Advantage Drawback

Naive CL

Update the networks
weights by using
the training data
in the current time step

An area which
contains a group
of camera poses

Handle the HEC
problem with CL

Suffers from the
catastrophic forgetting
problem

The reservoir
buffer with
class balance

Updates the network
weights by leveraging
both the training data
in the current time step
and samples from past
observations.

An area which
contains a group
of camera poses

Eliminating the
catastrophic
forgetting problem

It is an offline approach

The reservoir
buffer with
class balance
and camera
pose selection

Updates the network
weights by leveraging
both the training data
in the current time step
and samples from past
observations. Additionally,
it employs a threshold to
eliminate camera poses
that do not contain novelty.

One camera pose
It provides an
online CL-based
HEC approach

5.3.1 The formulation of the HEC problem as Continual Learning prob-
lem

Continual Learning involves processing data over time to update the model with new observa-
tions, which can be formulated as a time sequence problem. This thesis used a group of camera
poses, including different robot end-effector configurations, as time steps. The camera poses
were grouped based on their proximity to split the dataset into subsets for training and testing in
the naive and reservoir buffer with class balance approaches. For instance, in real-world experi-
ments, camera poses on each side of the table was considered a subset. The data generation and
split details are presented in the experimental design subsections.

In the reservoir buffer with class balance and camera pose elimination approach, each camera
pose was used as a time step, unlike the previous two CL-based approaches. This method
controls whether the pose contains novelty and provides an online approach. In other words,
these methods store a representative subset of the data, including camera poses not encountered
during the previous training iterations. Hence, this method ensures that the model remembers
the previously learned information and adapts to new information effectively and online.

The implementation details of the CL-based approaches are presented in Sections 5.4 and
5.5 for the simulated and real-world environments, respectively.
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5.3.2 Deep Learning-based Hand-eye Calibration

The developed deep learning-based approach for hand-eye calibration in Chapter 3 served as the
baseline for the Continual Learning-based approaches in this thesis. This approach involves pro-
cessing n different camera configurations and m different end-effector configurations for each
camera pose to cover a wide range of hand-eye calibration spaces. A regression architecture
based on deep learning is utilised to predict the camera’s pose with respect to the robot base,
separately for the translation and orientation components of the calibration parameters. The
architecture takes RGB and depth images as input, along with the pose of a reference point se-
lected on the robot’s end-effector with respect to the robot base. It then produces the translation
and orientation components of the calibration parameters as output.

5.3.3 Naive approach

The traditional approach of updating a trained model without any buffering is known as the naive
approach. The second row in Table 5.1 illustrates the Naive CL approach. This approach uses a
small batch size to update the network weights with new observations each time step, consisting
of a set of camera poses detailed in the second column of Table 5.1. The naive approach trains
the network with the dataset in the current time step and passes the learned weights to the new
time step. Moreover, the naive CL approach evaluates the performance of the trained model for
each time step by using all testing subsets. This evaluation shows the performance of the Naive
CL approach in both the observed and non-observed spaces.

5.3.4 The reservoir buffer with class balance

The reservoir buffer with class balance approach employs two distinct techniques to tackle the
catastrophic forgetting problem (detailed in third row of the Table 5.1). Specifically, this ap-
proach combines the use of reservoir and class balance techniques. The reservoir component
employs a normal distribution to randomly sample from a buffer of previous data points, which
helps maintain a diverse and representative sample of the training data. Meanwhile, class bal-
ance ensures that the training data is balanced across all classes, in this case, the camera poses.
It prevents the model from focusing excessively on one class at the expense of others.

Algorithm 3 details the training of the network procedure with the reservoir buffer with
the class balance approach. This algorithm requires training and testing datasets in the time
domain. It also requires three parameters that are c1, c2 and c3. c1 is the number of sample sizes
for previous camera poses, while c2 is the number of camera poses used for sample collection.
Finally, c3 is the number of training samples for the current time. The dataset partition is detailed
in section 5.5.1, and 14 camera poses are used for training in each time step, which means 700
data (RGB and depth images and the pose of the reference point).
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Algorithm 3 The reservoir buffer with class balance algorithm
Require: n the number of training subsets
Require: Training dataset (Tr1 to Trn), Test datasets (Te1 to Ten)
Require: c1,c2,c3← the number of sample size, camera configurations, training size

Sn×n← /0 ▷ The matrix of the success of the model for each test set in every stage
for i← 1 to n do

if i← 0 then
trainset← select c3 samples from Tri via uniform distribution
train dl-based regression architecture (chapter 3) by using trainset
S1,.,n

i ← test network success on each test set Te1 to Ten
else

trainset← select c3 samples from Tri via uniform distribution
bu f f erset← select c1 samples from c2 camera configuration in the previous time steps

(1 to i-1) via uniform distribution
trainset ← trainset + bu f f erset
train the dl-based regression architecture (Chapter 3) by using trainset
S1,.,n

i ← test network success on each test set Te1 to Ten
end if

end for
return Sn×n

This approach considers a set of camera poses as a time step presented in the third column
of Table 5.1, which represents a 3D region of the calibration space. In the first time step, the
deep learning-based regression architecture was trained on the current dataset, and the learned
weights were passed to the next time step. The learned weights were updated for the following
time steps by processing the current training data and buffer data from previous observations.
The performance of the approach was evaluated on the current and all test sets for each time
step.

5.3.5 The reservoir buffer with class balance and camera pose selection

It is a hybrid method to streamline the processing of camera poses while maintaining the in-
tegrity of previously acquired data through the use of a reservoir buffer and the class balance
technique. To determine whether a new camera pose contains novel information, a random
sample is drawn and compared to a threshold value, which is determined experimentally and
described in the experimental design section. The reservoir buffer plays a crucial role in this
process, enabling the retention of relevant data while eliminating redundant information.

Algorithm 4 details the reservoir buffer with class balance and camera pose selection ap-
proach. This algorithm requires a threshold for judging whether the current camera pose con-
tains novelty or not. When a new subset is introduced, a sample consisting of 10% of each
camera pose is randomly selected using a normal distribution. Next, the mean errors for each
camera pose are computed based on the last trained model. If the mean error for any camera
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pose exceeds a predefined threshold, that camera pose is considered to be novel and marked as
such for further processing.

Algorithm 4 The reservoir buffer with class balance and camera pose selection algorithm
Require: threshold the threshold for success evaluation
Require: Training dataset (Tr1 to Trn)

S1×n← False ▷ The novelty matrix for each camera pose in the current time step
for i← 1 to n do

select 10% of samples from the current camera pose via uniform distribution
error← calculate the mean of the collected sample using the last model
if error ≥ threshold then

S1×i← Novelty == True
else

S1×i← Novelty == False
end if

end for
return S1×n

The training stage started by processing the dataset consisting of a set of camera poses via
DL-based regression architecture (developed in Chapter 3) in the first time step. Then this
approach considers each camera pose as a new time step (as detailed in Table 5.1). Hence, when
the new camera pose arrived, algorithm 4 was used to determine whether the current camera
pose contained novelty. If it contains novelty, the learned weights were updated by processing
this camera pose and buffer from past observations. The success of the trained model in each
time step was evaluated on all test sets to show the progress of the trained model.

5.4 Simulation Experiments

5.4.1 Data generation and split

A Universal Robot 5 equipped with a parallel gripper was placed in the PyBullet simulation
environment. To span the camera space from multiple viewpoints, a stereo pair of cameras was
positioned in 108 different configurations divided into six subsets of 18 camera configurations
each. For each subset, 14 camera configurations were used for training and four for testing.
The data split is depicted in Figure 5.1, which shows a three-dimensional Cartesian space with
each subset represented by a different colour. It should be noted that each subset is considered
a time step for the naive CL and reservoir buffer with a class balance approach. On the other
hand, for the reservoir buffer with a class balance and camera pose selection approach, the first
subset (blue) is considered the first time step, and subsequently, each camera pose is treated as a
separate time step. The overview of the adopted time step strategies is presented in Table 5.2.

The training and testing camera configurations for each subset are indicated by dots and
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stars in Figure 5.1. This visualisation allows for a better understanding of the distribution of the
camera configurations and the data split across the different subsets.

For each camera pose, the end-effector was moved to 50 different configurations to capture
the robot’s movement in various configurations. For each end-effector and camera pose, RGB
and depth images and the pose of the reference point on the robot’s end-effector were collected.
This process was repeated for all 50 end-effector configurations for each camera pose. The
reference point on the robot’s end-effector served as a marker for tracking the robot’s movement
and was located at a specific point on the end-effector for consistency.

Table 5.2: An overview of the time step for Continual Learning-based approaches in the simu-
lated environment

Time steps/Sim
Approach Total Time step Camera poses each time step
Naive CL 6 14

The reservoir buffer
with class balance 6 14

The reservoir buffer
with class balance

and camera pose selection
72 1

Figure 5.1: This figure visualises the camera configurations used in the PyBullet simulation
environment. The 108 camera configurations are divided into six subsets, each represented by
a different colour. The dots and stars indicate the camera configurations used for training and
testing within each subset, respectively. The black star in the figure represents the robot’s base,
serving as a reference point for the camera configurations.
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5.4.2 Experimental design

Naive CL

The naive Continual Learning approach starts with training the DL-based regression architecture
with the first subset (coloured blue), which consists of 14 training camera poses, in the first time
step. The learned weights are then updated using the new subsets (S2 to S5) in the subsequent
time steps. This approach encompasses six-time steps, each containing 14 and 4 camera poses
for training and testing, respectively (detailed in Table 5.2). The performance of the naive CL
approach is assessed on each test set across all time steps, thereby providing insights into the
model’s progress over time in both the observed and non-observed calibration spaces.

The reservoir buffer with class balance

The reservoir buffer with the class balance approach follows the same training procedure as
the naive approach for the first subset. However, for the second and subsequent subsets, the
training set of the current subset is augmented with a small sample of the previous subsets using
parameters c1 and c2. The c3 parameter uniformly selects samples from the current training set.
Then the learned weights in the first time step are updated by using the sampled training set and
the buffer set. This process is repeated until all time steps are visited. The model’s success is
evaluated on all test sets for each time step.

Table 5.3: The parameters analysis of the reservoir buffer with a class balance CL approach

c1 c2 Buffer Size c3 Training Data Total (RGB and depth images )
50 14 700 100% 700 1400
2 14 28 100% 700 728
3 14 28 100% 700 728
3 7 14 100% 700 714
4 7 14 100% 700 714
4 14 28 100% 700 728
4 14 28 50% 350 378
4 14 28 28% 200 228
4 14 28 14% 100 128

Table 5.3 presents the selected parameters and corresponding buffer and training data size
according to these parameters. The first row in this table shows if the dl-based regression ar-
chitecture is trained without Continual Learning each time step. This means each time step
considers the current dataset and all observed camera pose from past time steps. The following
row shows the buffer size according to the c1 and c2 parameters and the sampling of the current
training dataset using the c3 parameter. It should be noted that each camera pose consists of 50
RGB and depth images, and each time step has 14 camera poses (detailed in Table 5.2).



CHAPTER 5. CL-BASED HEC APPROACH 81

The reservoir buffer with class balance and camera pose selection

The reservoir buffer with class balance and camera pose selection approach is a new method
that incorporates the buffer system and camera pose elimination steps. Similar to the previous
approach, the DL-based regression architecture developed in Chapter 3 is initially trained with
the first subset (marked blue in Figure 5.2). However, each camera pose is considered a time step
in this approach (detailed in Table 5.2 ). When a new camera pose arrives, the elimination step is
triggered using Algorithm 4 to identify the camera poses marked as a novel. The novel camera
poses are combined with the buffer dataset obtained using Algorithm 3 and used to update the
model, while unmarked camera poses are excluded from the buffer system in the next time steps.
This process is repeated until all time steps (camera poses) are covered.

As mentioned in Section 5.3.2 and Chapter 3, the DL-based regression architecture consists
of two networks, one for estimating translation and the other for orientation components of the
calibration parameters. For each network, the novelty thresholds for the translation and orien-
tation are determined separately. The novelty thresholds for translation are 3 and 6 mm, while
those for orientation are 4 and 8 degrees, based on the experimental results in Chapter 5.3.2. The
small thresholds (3 mm and 4 degrees) are double the best result acquired by training networks
without CL, so they eliminate only unnecessary camera poses. The other threshold values (6
mm and 8 degrees) allow networks to eliminate more camera poses, reducing computational
complexity and forcing them to learn more distinctive features. Figure 5.2 shows the eliminated
camera configurations for the translation network with a threshold of 6 mm.

Figure 5.2: This figure illustrates the training stage of the reservoir buffer with class balance and
camera pose selection approach in a simulation environment. The testing camera configurations
for each subset are represented by colourful stars. The eliminated camera configurations, which
are marked as not novel through algorithm 4, are indicated by black crosses.
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5.4.3 Experimental results

This section presents the individual results for Naive, the reservoir buffer with class balance, and
the reservoir buffer with class balance and camera pose selection approaches. Additionally, the
comparison of the success of these approaches is presented in this section.

Naive CL experimental results

Tables 5.4 and 5.5 show the results of the experiments conducted to evaluate the performance of
naive CL for each time step for translation and orientation components. To this end, the trained
model in each time step was tested on all test set across all calibration space (S1 to S6). Each
row in the tables represents a specific time step, while each column displays the error (testing)
for the sub-testing sets.

The results indicate that the naive CL approach suffers from catastrophic forgetting in trans-
lation and orientation components. Notably, the errors on the diagonal of both tables, where the
training and test sets belong to the same subset, are relatively low (only 1.5 times worse than the
baseline results), indicating that naive CL can only handle camera configurations within the cur-
rent spanned space. Therefore, this approach is limited in adapting to new camera configurations
outside this space.

Table 5.4: Naive CL experimental results for the translation

Naive CL
Mean / Std (mm)

Time
Step S1 S2 S3 S4 S5 S6 Average

T1 6.41±3.66 36.95±5.25 57.29±2.96 69.02±3.88 52.76±3.27 40.13±2.39 43.76±3.57
T2 24.72±3.74 3.21±0.72 28.4±3.98 54.18±2.64 62.85±3.51 54.54±4.15 37.98±3.12
T3 55.04±3.48 19.9±4.39 2.19±0.75 18.54±2.28 59.39±4.14 65.14±4.11 36.7±3.19
T4 63.12±1.32 54.9±5.96 24.93±4.48 1.0±0.01 26.54±0.24 47.31±1.13 36.3±2.19
T5 48.93±2.37 55.47±1.14 41.53±2.7 23.62±0.76 1.42±0.16 18.58±3.27 31.59±1.73
T6 24.22±5.6 46.39±3.35 48.08±5.74 46.58±7.05 17.97±5.79 2.2±1.05 30.91±4.76

Table 5.5: Naive CL experimental results for the orientation

Naive CL
Mean / Std (degree)

Time
Step S1 S2 S3 S4 S5 S6 Average

T1 2.03±0.26 43.85±0.31 111.67±1.68 160.08±2.09 88.62±1.45 55.72±1.97 77±1.29
T2 26.85±4.08 1.37±0.34 40.36±0.39 102.57±7.35 153.48±5.04 126.62±3.45 75.21±3.44
T3 102.84±0.19 23.04±0.28 2.3±0.39 47.86±1.5 143.21±0.6 175.52±0.52 82.46±0.58
T4 165.16±0.37 98.07±4.71 40.06±0.73 2.13±0.75 47.68±1.0 95.7±2.15 74.8±1.62
T5 89.63±3.63 139.87±8.58 133.93±5.05 53.91±6.06 2.5±0.11 30.46±1.12 75.05±4.09
T6 45.61±3.88 116.79±5.96 157.5±1.48 127.62±7.56 29.78±2.85 2.85±0.41 77±1.29
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Experimental results of the reservoir buffer with class balance

Figure 5.3: This figure shows the performance of the parameter for c1, c2, and c3 for the trans-
lation with the reservoir buffer with the class balance approach.

The experiment evaluated the performance of the reservoir buffer with the class balance ap-
proach by computing the error for each subtest set (S1 to S6) at every time step (T1 to T6).
An ablation study was conducted to find the best values for the c1, c2, and c3 parameters, as
mentioned in Section 5.4.2 . Figures 5.3 and 5.4 show the results of the ablation study, which
examined the influence of different parameterisations of c1, c2, and c3 on translation and orien-
tation estimation, respectively. The figures display the average error for each time step in the
estimation process.

The study found that there was no significant difference in performance for translation esti-
mation between the various parameterisations of c1, c2, and c3. This suggests that the network
can converge to good results regardless of the values used. Furthermore, the study suggests that
estimating the translation component with a reduced amount of data may be possible.

In contrast, for orientation estimation, the parameterisation of c1=4, c2=14, and c3=100%
yielded the most accurate results. Decreasing the value of c3 resulted in slower convergence and
an increase in average error in the final step. Additionally, reducing the buffer sample size led to
a corresponding increase in error. However, the error for a parameterisation of c1=4, c2=14, and
c3=50% was still relatively low, suggesting that some data can be omitted during the training
stage.

Tables 5.6 and 5.7 show the experimental translation and orientation parameter estimation
results for each time step and sub-testing set using the reservoir buffer with the class balance
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Figure 5.4: This figure shows the performance of the parameter for c1, c2, and c3 for the orien-
tation with the reservoir buffer with the class balance approach.

approach. The values of c1, c2, and c3 are set to four, 14, and 100% of the training set in the
current time step, respectively, and these parameter settings yielded the best performance based
on the ablation study.

The model’s error was computed for the unseen sub-test sets across the entire calibration
space (S1 to S6) at each time step. The error for a given time step indicated how well the model
had performed on the sub-test sets that spanned the space covered by observed training sets.
The final row (T6) showed the best performance for each sub-test set because the model had
spanned all the calibration space in the class balance CL manner. This suggests that the model
had learned to generalise well to new data by incorporating class balance during training.

Experimental results of the reservoir buffer with class balance and camera pose selection

Tables 5.8 and 5.9 show the experimental results of the final time step for each testing set (S1
to S6) by employing the reservoir buffer with class balance and came pose estimation approach
with two different thresholds. The results in Table 5.8 indicate that the translation error was
lower for the 3 mm threshold for each sub-testing set when compared to the 6 mm threshold,
implying that a smaller threshold led to increased accuracy. However, the difference in error
between the two thresholds was found to be minimal, with a difference of less than 1 mm.
Additionally, it was observed that the 6 mm threshold was able to eliminate 29 camera poses,
whereas the 3 mm threshold could only eliminate 17 camera poses. These findings suggest that
the 6 mm threshold processed fewer data points while performing with similar levels of error.
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Table 5.6: Experimental results of the reservoir buffer with class balance approach for the trans-
lation, where c1, c2, and c3 are four, 14 and 100%, respectively.

Random Buffer CL with 4 samples
Mean / Std (mm)

Time
Step S1 S2 S3 S4 S5 S6 Average

T1 2.21±4.47 36.04±1.0 53.24±3.34 65.0±1.99 51.79±4.17 40.36±0.24 41.44±2.54
T2 3.04±0.0 2.94±0.66 23.2±1.99 51.08±5.06 55.4±5.73 44.07±0.7 29.96±2.36
T3 2.4±0.21 1.8±0.13 3.1±0.06 28.82±6.44 52.63±6.24 40.06±1.9 21.47±2.5
T4 2.1±0.24 2.0±0.43 3.35±0.23 1.85±0.41 41.11±0.61 34.55±4.67 14.16±1.1
T5 3.76±0.82 1.68±0.05 4.48±0.21 2.16±0.15 2.12±0.09 20.73±3.62 5.82±0.82
T6 2.49±0.34 1.99±0.4 3.74±0.76 2.73±1.0 2.61±0.1 2.16±1.04 3.12±0.61

Table 5.7: Experimental results of the reservoir buffer with class balance approach for the ori-
entation, where c1, c2, and c3 are four, 14 and 100%, respectively.

Random Buffer CL with 4 samples
Mean / Std (degrees)

Time
Step S1 S2 S3 S4 S5 S6 Average

T1 1.77±0.2 41.84±0.04 110.46±0.33 163.78±3.04 89.2±2.02 57.74±2.72 77.47±1.39
T2 2.15±0.29 1.41±0.08 53.06±1.62 131.3±8.16 104.83±1.19 81.58±3.63 62.39±2.5
T3 3.6±1.52 1.94±0.75 3.86±0.7 84.62±24.93 114.77±2.53 92.49±4.84 50.21±5.88
T4 3.33±0.41 1.41±0.2 3.75±0.2 1.48±0.26 60.39±15.71 82.58±12.67 25.49±4.91
T5 4.71±1.45 1.67±0.32 3.4±0.38 1.81±0.36 1.5±0.27 21.7±0.99 5.8±0.63
T6 2.45±0.34 1.45±0.1 3.13±0.67 2.09±0.33 1.68±0.15 1.15±0.24 2.33±0.31

As indicated in Table 5.9, the final time step orientation error for each testing set was eval-
uated using both 8 degrees and 4 degrees thresholds. The results showed that a higher error
threshold (8 degrees) led to better performance. However, the lower threshold results were still
relatively strong, with an average of only 18% or 0.6 degrees worse than the higher threshold. It
should be noted that the 8 degrees threshold eliminated 42 camera poses (60%). In comparison,
the 4 degrees threshold eliminated 32 camera poses (45%).

Comparison of the CL approaches

Figures 5.5 and 5.6 illustrate the performance of the CL approaches for each testing set in terms
of the translation and orientation components with the baseline approach, which is DL-based
regression architecture (detailed in Chapter 3) trained with all training sets building from the
ground up without CL.

The results demonstrate that the naive CL approach has the poorest performance for transla-
tion and orientation error, primarily due to forgetting previously learned knowledge over time.
The naive CL approach has competitive results with the final testing subset (S6) because this
sub-test set is in the final training subset, where the naive CL last updates the model.

In contrast, the buffer-based approaches, including the class balance approach, did not suf-
fer from the catastrophic forgetting problem. Figures 5.5 and 5.6 show no significant perfor-
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Table 5.8: Experimental results of the reservoir buffer with class balance and pose estimation
approach for the translation error (mm) in the final time step.

Camera Pose Selection and Random Buffer CL with 4 samples
Mean / Std (mm)

Treshold S1 S2 S3 S4 S5 S6 Average
6 mm 2.44±0.27 2.8±0.4 4.4±0.9 1.61±0.44 1.92±0.31 2.52±0.59 2.62±0.49
3 mm 1.91±0.22 2.08±0.33 3.11±0.91 1.29±0.15 1.47±0.14 2.0±0.5 1.98±0.38

Table 5.9: Experimental results of the reservoir buffer with class balance and pose estimation
approach for the orientation error (degrees) in the final time step.

Camera Pose Selection and Random Buffer CL with 4 samples
Mean / Std (degrees)

Treshold S1 S2 S3 S4 S5 S6 Average
8 degree 4.2±0.37 3.42±1.11 4.22±0.48 2.22±0.38 1.96±0.31 2.11±0.59 3.02±0.54
4 degree 4.95±0.69 2.01±0.26 3.05±0.35 1.54±0.2 1.81±0.08 1.55±0.14 2.49±0.29

mance differences among these approaches for both components. However, the buffer-based ap-
proaches with camera pose selection allowed for the elimination of unnecessary camera poses,
resulting in reduced computational time over time. This makes them more adaptable for process-
ing stream (online) data. It should be noted that the best parameters for the reservoir buffer with
the class balance approach were only included in the plots for simplicity. Except for the naive
approach, CL-based approaches have competitive results with the baseline for both translation
and orientation.

Based on the comparison of CL approaches with the baseline approach, it can be concluded
that CL approaches improve the model’s translation and orientation estimation performance.
The buffer-based approaches, including the class balance approach, performed better than the
naive approach, which suffered from the catastrophic forgetting problem. Moreover, the buffer-
based approaches with camera pose selection allowed for eliminating unnecessary camera poses,
reducing computational time and making them more suitable for processing stream (online) data.
The reservoir with the class balance approach has 1.5 mm and 0.5 degrees higher errors for the
translation and orientation compared to the baseline (developed in Chapter 3). The reservoir with
the class balance and camera pose selection approach has 0.3 mm and 1.1 degrees higher errors
than the baseline. Overall, these results suggest that CL approaches, particularly buffer-based
approaches, can improve the accuracy and efficiency of camera pose estimation models.

5.5 Real-world Experiments

5.5.1 Data collection and split

A Universal Robot 3 with a three-finger grasper (detailed in section 2.2.1) was placed on the
table. To span camera space from different viewpoints, a stereo pair of cameras (The StereoLabs
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Figure 5.5: This figure compares each testing set’s translation errors for adopted CL approaches
with the baseline approach in the final time step. The baseline approach is dl-based regression
architecture trained by all training sets building from the ground up without CL.

Figure 5.6: This figure compares each testing set’s orientation errors for adopted CL approaches
with the baseline approach in the final time step. The baseline approach is dl-based regression
architecture trained by all training sets building from the ground up without CL.
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camera (ZED) presented in section 2.2.3) was positioned in 24 locations, illustrated in figure 5.7.
These camera configurations cover three sides of the table where the robot is mounted, which
enables us to consider 90 and 180 degrees rotations which contain the challenging perpendicular
and reflection configurations. These rotations cause a significant change in the appearance of
the robot and the environment. To span the robot workspace space, the end-effector of the robot
was moved to 100 configurations for each camera pose.

Figure 5.7 shows the camera configurations, where red and blue dots represent the train (19
camera poses) and test (5 camera poses) sets. For data partition, three subsets (S1-S3) were used,
where each side was composed of the one-time step. Table 5.10 shows the time step selection
strategy used in real-world experiments.

Table 5.10: An overview of the time step for Continual Learning-based approaches in the real-
world environment

Time steps/Real-world
Approach Total Time step Camera pose each time step
Naive CL 3 6

The reservoir buffer
with class balance 3 6

The reservoir buffer
with class balance

and camera pose selection
14 1

Figure 5.7: This figure shows the camera configurations used in the real-world environment.
The 24 camera configurations are divided into three subsets. The red and blue colours represent
the training and testing sets, respectively.
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5.5.2 Experimental design

Naive CL

The naive CL approach processes the data separately for translation and orientation components
by employing the network detailed in Chapter 3. It starts to train the network using the first
subset and then update the trained model until all subsets are covered.

The reservoir buffer with class balance

This approach, similar to the naive CL approach, processes the data separately for the translation
and orientation components using the network described in Chapter 3. The training process
starts with the first subset, and the model is updated until all subsets are covered. However,
unlike the naive approach, this approach utilises algorithm 3 to augment the training set with
past observations. The parameters c1, c2, and c3 are chosen for the real-world experiments as
four, all observed camera poses in the previous time step, and 100% based on the simulation
results discussed in section 5.5.3.

The reservoir buffer with class balance and camera pose selection

The reservoir buffer with class balance and camera pose selection approach follows a training
procedure different from the buffer and naive CL approaches. Initially, the translation and ori-
entation networks are trained using the first subset, which includes six camera poses. In contrast
to the previous approaches, the other 13 camera poses are considered independent time steps, a
more realistic representation of camera pose changes in real-world applications, which resem-
bles a stream (online) hand-eye calibration.

At the end of the first time step, Algorithm 4 is used to test whether the new camera pose
includes novelty. If so, the camera poses with novelty at any time step are used to update the last
model using the reservoir buffer with the class balance approach. Specifically, four samples are
taken from past novel camera observations to augment the current training set.

To determine the presence of novelty, a threshold is used for the translation and orientation
components. Based on experimental results obtained from simulations, the thresholds for the
translation and orientation components are set to 3 mm and 4 degrees, respectively.

5.5.3 Experimental results

This section presents individual and comparison results of each CL approach for the translation
and orientation components in the real-world environment.
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Naive CL experimental results in the real-world environment

Tables 5.11 and 5.12 present the experimental results of the Naive CL approach for the transla-
tion and orientation error at each time step and the unseen test set in the real-world environment.
The results indicate that there is a good performance for the test set at the current time step, but
catastrophic forgetting occurs for the previous time steps. Specifically, the average translation
errors (as shown in Table 5.11) for the S2 and S3 test sets in the final step are 4.14 and 3.49 mm,
respectively, while the error for the S1 test set is 31.51 mm.

Table 5.11: Naive CL experimental results for the translation in the real-world

UR3 Naive CL
Mean / Std (mm)

Time
Step S1 S2 S3 Average

T1 1.53±0.02 20.86±0.04 38.09±0.05 20.16±0.04
T2 25.96±0.63 5.78±0.85 17.75±0.88 16.5±0.79
T3 31.51±1.32 4.14±1.84 3.49±1.24 13.05±1.49

Table 5.12: Naive CL experimental results for the orientation in the real-world

UR3 Naive CL
Mean / Std (degree)

Time
Step S1 S2 S3 Average

T1 4.62±0.05 77.13±0.03 167.53±0.06 83.09±0.05
T2 111.27±0.19 10.13±0.37 60.6±1.69 60.67±0.75
T3 159.89±4.54 9.51±0.5 9.59±0.88 59.66±1.97

Experimental results of the reservoir buffer with class balance in the real-world environ-
ment

Tables 5.13 and 5.14 present the translation and orientation error results for each time step and
sub-testing set when using the reservoir buffer with the class balance approach, with parameters
four, all observed camera poses in the previous time step, and 100% chosen based on the ablation
study results in the simulation environment.

Table 5.13 indicates a decrease in translation error as camera poses are processed over time
for both the current and previous test sets. Moreover, the average error for each test set in
the final step is competitive with the deep learning-based HEC described in Chapter3, and the
catastrophic forgetting problem observed in the Naive CL approach is resolved.

Regarding the orientation component (detailed in Table 5.14), a similar trend is seen in the
translation regarding model success over time, and the impact of the catastrophic forgetting
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Table 5.13: Experimental results of the reservoir buffer with class balance approach for the
translation in the real-world environment, where c1, c2, and c3 are four, all observed camera
poses in the previous time step and 100%, respectively.

UR3 Random Buffer CL with 4 samples
Mean / Std (mm)

Time
Step S1 S2 S3 Average

T1 1.83±0.06 10.06±0.19 34.59±0.11 15.49±0.12
T2 3.83±0.4 1.59±0.17 24.32±1.66 9.91±0.74
T3 4.17±0.47 2.88±1.16 3.46±0.41 3.5±0.68

Table 5.14: Experimental results of the reservoir buffer with class balance approach for the
orientation in the real-world environment, where c1, c2, and c3 are four, all observed camera
poses in the previous time step and 100%, respectively.

UR3 Random Buffer CL with 4 samples
Mean / Std (degree)

Time
Step S1 S2 S3 Average

T1 4.42±0.14 35.17±0.44 158.94±0.19 66.18±0.26
T2 6.32±1.52 2.89±0.29 110.92±3.58 40.04±1.8
T3 7.38±0.87 5.32±0.53 16.23±1.16 9.64±0.85

problem is reduced. However, the average results in the final time step are above the baseline
detailed in Chapter 3, which are 1.4 mm and 2.8 degrees for translation and orientation, respec-
tively.

Experimental results of the reservoir buffer with class balance and camera pose selection
in the real-world environment

Tables 5.15 and 5.16 display experimental results for the translation and orientation components,
respectively, in a real-world environment using the reservoir buffer with the class balance and
camera pose selection approach. This approach considers each camera pose in the subsets as a
time step, except for the first subset, resulting in 14 time steps. Parameters used include four, all
observed novel camera poses in the previous time step, and 100% for the buffer approach, while
3mm and 4 degrees thresholds for the camera pose selection for translation and orientation,
respectively. It should be noted that each experiment was repeated three times to mitigate the
effects of stochasticity.

Table 5.15 demonstrates that the translation error for the first subset marginally increases
after the first time step (T1) when new camera poses are considered. However, this increase
is only 1mm and can be tolerated. For S2 and S3, the errors decrease over time. Addition-
ally, the threshold eliminates six camera poses, excluding novelty, which reduces computational
complexity.
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Table 5.15: Experimental results of the reservoir buffer with class balance and pose estimation
approach for the translation in the real-world environment, where c1, c2, c3, and threshold are
four, all observed novel camera poses in the previous time step, 100% and 3 mm, respectively.

UR3 Camera Pose Selection and Random Buffer CL with 4 samples
Mean / Std (mm)

Time
Step S1 S2 S3 Average

T1 1.83±0.01 10.14±0.42 34.59±0.06 15.52±0.16
T2 2.08±0.13 3.49±0.15 30.33±0.71 11.97±0.33
T3 2.04±0.14 2.86±0.35 25.1±4.29 10±1.59
T4 2.16±0.27 3.26±0.44 20.5±0.25 8.64±0.32
T5 2.16±0.27 3.26±0.44 20.5±0.25 8.64±0.32
T6 2.16±0.27 3.26±0.44 20.5±0.25 8.64±0.32
T7 2.16±0.27 3.26±0.44 20.5±0.25 8.64±0.32
T8 2.45±0.49 2.75±0.08 15.25±2.66 6.82±1.08
T9 2.94±1.07 3.2±0.7 10.77±0.56 5.64±0.78
T10 2.94±1.07 3.2±0.7 10.77±0.56 5.64±0.78
T11 2.54±0.53 2.99±0.24 4.16±0.77 3.23±0.51
T12 2.54±0.53 2.99±0.24 4.16±0.77 3.23±0.51
T13 2.6±0.29 3.02±0.33 3.78±0.92 3.13±0.51
T14 2.34±0.3 2.48±0.38 4.77±0.6 3.2±0.43

Table 5.16 shows that the orientation trend is similar to the translation for S1, S2, and S3.
Although the error in the S3 test set decreases over time, it is still high compared to S1 and S2.
Increasing camera pose in that region may address this performance gap.

Comparison of the CL approaches in the real-world environment

Figures 5.8 and 5.9 present a comparison of different CL approaches with the baseline (de-
tailed in Chapter 3) for the translation and orientation components, respectively. The naive CL
approach exhibits the worst performance for both translation and orientation components. In
comparison to the baseline, it is 14 and 31 times worse for translation and orientation compo-
nents in the S1 test set in the final time step. Figure 5.8 demonstrates that the buffer-based CL
approaches have results that are competitive with the baseline for the translation error. On the
other hand, Figure 5.9 shows that the buffer-based approaches perform comparably to the base-
line for the first two test sets, but there is a performance gap in the final test set. This difference
may be due to the camera pose in this set representing the reflection (180-degree rotation), which
is a challenging scenario because it causes a significant change in the appearance of the robot
and the environment. The experimental result in the simulation (detailed in the section 5.4.3)
shows that CL-based approaches have the potential to produce the same success. The gap in the
final test set can be eliminated by increasing the number of camera poses in that region.
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Table 5.16: Experimental results of the reservoir buffer with class balance and pose estimation
approach for the orientation in the real-world environment, where c1, c2, c3, and threshold are
four, all observed novel camera poses in the previous time step, 100% and 4 degrees, respec-
tively.

UR3 Camera Pose Selection and Random Buffer CL with 4 samples
Mean / Std (degrees)

Time
Step S1 S2 S3 Average

T1 4.4±0.18 34.89±0.19 158.74±0.42 66.01±0.26
T2 5.09±0.55 8.36±0.26 142.33±2.09 51.93±0.97
T3 6.72±1.1 5.6±0.28 105.84±8.1 39.39±3.16
T4 6.72±1.1 5.6±0.28 105.84±8.1 39.39±3.16
T5 6.74±1.08 5.04±1.06 103.53±4.91 38.44±2.35
T6 6.39±1.38 4.15±1.13 109.87±9.1 40.14±3.87
T7 6.39±1.38 4.15±1.13 109.87±9.1 40.14±3.87
T8 7.22±1.32 4.87±0.92 67.58±10.84 26.56±4.36
T9 5.57±0.7 5.7±0.49 56.12±2.55 22.46±1.25
T10 5.05±0.95 6.42±2.99 41.86±1.39 17.78±1.78
T11 5.95±0.8 4.35±0.54 20.09±3.29 10.13±1.54
T12 6.19±1.35 3.85±0.86 13.02±0.75 7.69±0.99
T13 6.17±1.37 4.6±0.49 14.48±2.0 8.42±1.29
T14 7.07±2.2 3.87±0.43 12.0±0.88 7.65±1.17

5.6 Conclusion

This chapter has verified the following hypothesis:
A Continual Learning-based hand-eye calibration system can extend the learned hand-eye

calibration space through new observations over time.

This chapter presents a Continual Learning-based approach for hand-eye calibration, which
allows for the extension of a previously learned calibration space with new observations over
time. Three different Continual Learning-based methods are proposed: a naive approach, a
reservoir buffer with class balance, and a camera pose selection approach with the buffer. Ex-
perimental results on both simulated and real-world environments show that the CL-based ap-
proaches, except for the naive one, achieve competitive performance with the batch learning-
based approach. This suggests that the hand-eye calibration problem can be effectively treated
as a time sequence problem, and the learned space can be extended without retraining the net-
work building from the ground up with all the camera poses. The ability to extend the learned
space also makes the hand-eye calibration system more adaptable to changes in camera pose
over time.

The robotic system’s calibration may be updated in real-time using CL-based hand-eye cal-
ibration approaches, essential for preserving accuracy over time. This is particularly crucial in
production environments since the robotic system may encounter changes to the environment
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Figure 5.8: This figure compares each testing set’s translation errors for adopted CL approaches
with the baseline in the final time step.

or the products it is manipulating, which would cause adjustments to the calibration parame-
ters. The system can retain accuracy and precision throughout the operation by updating the
calibration parameters in real time, resulting in higher-quality output and greater efficiency.
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Figure 5.9: This figure compares each testing set’s orientation errors for adopted CL approaches
with the baseline in the final time step.



Chapter 6

Conclusion

The main goal of this thesis was to develop a flexible and autonomous hand-eye calibration
approach based on deep learning, which has the following characteristics:

• It continuously updates the calibration parameters in the learned calibration space while
eliminating data recollection and retraining as well as remaining competitive metric accu-
racy for the classic hand-eye calibration approaches, which could not address the camera
pose changes over time. Furthermore, the developed deep learning-based hand-eye cali-
bration approach has a better repeatability score (precision) than the classic and other deep
learning-based approaches (Chapter 3).

• The developed approach has competitive results for performing a real-robotic task (a pick-
and-place) with a classic hand-eye calibration approach while reducing the computational
complexity, unlike classic metric error (Chapter 4).

• The developed approach extends its learned calibration space through new observations
over time while preserving metric accuracy compared to training the network with all data
building from the ground up (batch-learning) (Chapter 5).

6.1 Main Research Findings

In Chapter 3, a deep learning-based regression architecture was developed to handle the dy-
namic hand-eye calibration problem, which requires addressing camera pose changes over time
without data recollection. To this end, a camera was positioned in n different configurations to
span the camera space, and the robot end-effector was run m different configurations for each
camera pose to span the robot space. Meanwhile, RGB and depth images and the poses of a sin-
gle reference point selected on the robot’s end-effector with respect to the robot bases through
the robot kinematic chain were collected in a simulation environment and two real robotic envi-
ronments. Using a single reference point simplifies data collection and reduces the dependence
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on external factors like specific calibration targets or image-based inference, leading to a more
straightforward and reliable hand-eye calibration process. Additionally, extending a single ref-
erence point for hand-eye calibration to multiple robot models offers consistency, efficiency,
and standardisation benefits, making the calibration process more streamlined and accessible
across various industrial robotic applications. The deep learning-based regression architecture
estimates calibration parameters continuously within the learned calibration space. The results
showed that the developed approach has competitive results (1.69 mm and 1.91 degrees for the
translation and orientation components, respectively ) with the classic approaches in the simu-
lation environment. A direct comparison of the developed approach with the classic approaches
in real-world environments is difficult because the ground-truth calibration parameters could
not be precisely estimated in the real world. However, the repeatability score, which shows the
precision of the developed approaches, was used to compare with the classic and other deep
learning-based hand-eye calibration approaches [18, 19]. These results showed that the devel-
oped hand-eye calibration approach has 96 times better than the Tsai approach [8]. Overall, the
developed hand-eye calibration approach has the ability to update calibration parameters within
the learned calibration space.

Chapter 4 presented a comprehensive analysis of a deep learning-based hand-eye calibration
approach in a real-world robotic manipulation task, specifically pick-and-place. The primary
objective was to demonstrate the method’s effectiveness on task performance, unlike metric
error. Furthermore, the results were compared with a classic hand-eye calibration approach
[8] with respect to performing a real robotic manipulation task, computational complexity and
precision. The results indicated that the developed hand-eye calibration approach had 76.25%
and 62.5% success in picking and placing the object without data collection after training, while
the classic approach had 74.33% and 65% for these operations requiring data recollection for
each camera poses. Moreover, the average time consumption was 83 minutes for the classic
approach, whereas the developed approach required 0.06 minutes for the calibration updating
operation. Finally, 3.9 mm and 328 mm were the developed and classic hand-eye calibration
approaches’ precision errors, respectively. Overall, the results showed that the developed hand-
eye calibration approach has competitive results for performing a real robotic manipulation task
while decreasing the computational complexity and precision error.

Chapter 5 of the study focuses on Continual Learning, which aims to extend the learned
calibration space of the developed hand-eye calibration approach over time. Three different
Continual Learning-based approaches were developed and tested in simulated and real-world
environments. The first approach updated the weights of the deep learning-based regression
architecture developed in Chapter 3, considering only new observations outside of the previ-
ously learned calibration space over time. However, this approach encountered the problem of
catastrophic forgetting, which involves losing previous knowledge. To overcome this issue, a
reservoir buffer with the class balance approach was used for the dynamic hand-eye calibration
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problem. Moreover, a camera pose selection algorithm was included in the approach to elimi-
nate unnecessary observations that had already been learned in the previous stages and reduce
the computational complexity. The results demonstrated that the last two approaches effectively
extended the learned calibration space of the developed hand-eye calibration approach by using
new observations while maintaining metric accuracy in both simulated and real-world environ-
ments. The metric accuracy gaps for translation and orientation components in the simulation
are 0.28 mm and 0.5 degrees, while they are 1.03 mm and 2.5 degrees in the real-world environ-
ment.

6.2 Implications of the Knowledge

The findings of Chapters 3 and 4 suggested that the developed approach in this thesis can re-
duce the computational complexity of hand-eye calibration in real-world environments, leading
to more efficient and effective robot manipulation tasks. This approach can also handle the
dynamic changes of the camera poses within the learned relative camera and the robot con-
figurations without requiring data recollection, which is crucial for many real-world applica-
tions. Additionally, the continual learning-based approaches developed in Chapter 5 can ex-
tend the learned relative calibration space over time and preserve metric accuracy, an essential
step towards evolving manufacturing processes and the long-term autonomy of robotic systems.
Overall, this study contributes to the advancement of robotic systems and has the potential to
significantly impact many industries that use automation and robotics technology.

6.3 Significance of Findings

The developed deep learning-based regression architecture for hand-eye calibration (HEC) in
Chapter 3 represents a significant advancement in robotics. By utilising a 3D vision system to
automatically detect a single reference point defined by the robot’s kinematic chain, the archi-
tecture can estimate the camera pose and calibration parameters within seconds in the learned
calibration space without data recollection. This approach outperforms classic HEC techniques
that require data recollection for each camera pose, demonstrating competitive metric accuracy
and superior precision. The ability to quickly and accurately calibrate a robotic system in real-
time has implications for a wide range of applications, particularly in dynamic environments
where frequent recalibration is necessary to maintain accuracy. Overall, the findings highlight
the potential for deep learning-based HEC to enhance the performance of robotic systems and
enable more efficient and effective automation in various fields, such as manufacturing pro-
cesses, assembly lines, quality control, material handling, and inspection applications.

The experimental results in Chapter 4 suggest that the developed deep learning-based hand-
eye calibration (HEC) approach performs comparably to the classic approach in a real-world
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robotic manipulation task. In addition, the developed approach exhibits a significant reduction
in computational complexity, as shown by the decreased number of attempts required to obtain
calibration parameters and the reduced calibration time compared to the classic HEC approach.
These findings are significant because they present the potential of the developed approach to
improve the efficiency and accuracy of robotic manipulation tasks. The reduced computational
complexity and time needed for calibration can also lead to cost savings and improved produc-
tivity in various industries that rely on robotic automation.

The findings in Chapter 5 suggest that the hand-eye calibration problem can be solved effec-
tively by treating it as a time-series problem and updating calibration parameters continuously
with changing camera poses. The proposed continual learning-based HEC approach uses a
buffer system to incorporate new observations and extend the learned calibration space with-
out requiring complete retraining. This enhances the flexibility and autonomy of the calibration
process, allowing the calibration parameters to adapt and improve over time. These results offer
a promising solution to the hand-eye calibration problem with potential applications in various
fields. For example, accurate hand-eye calibration is essential for improving the performance of
robot manipulators, which are widely used in manufacturing and assembly tasks.

6.4 Limitations

These developed hand-eye calibration approaches consider external camera configuration where
the camera is placed in an external location. They are not valid for the eye-in-hand configuration
in which a camera is attached to one of the robot joints, generally end-effector.

Tsai’s [8] hand-eye calibration method is a reference for evaluating the devised hand-eye
calibration approaches without introducing absolute errors. This particular approach yields
favourable outcomes following multiple data collection iterations. The utilisation of projec-
tion error enables assessing the accuracy of the calibration parameters estimated through Tsai’s
method Tsai’s [8], a practical consideration since obtaining absolute calibration parameters in
real-world contexts entails the utilisation of costly calibration equipment.

The repeatability score is employed as a comparison method developed approaches with the
state-of-the-art deep learning-based and the classic HEC approaches in the real world without
absolute error.

Obtaining accurate camera poses with respect to the robot base can be particularly chal-
lenging in real-world scenarios. The proposed approach relies on labelled data in the training
phase, which can be a challenging and time-consuming task in some application areas. Further-
more, the success of the approach is highly dependent on the accuracy and reliability of the data
labelling operation.

Another important assumption of the current approach is that the 3D vision system is ac-
curately calibrated. However, in practice, this system may be prone to errors or malfunctions,
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which can affect the performance of the proposed approach. The proposed approach has been
tested on a limited set of simulated and real-world environments. Therefore, its generalisability
and performance in other settings remain to be evaluated.

6.5 Future Works

This section presents potential future works to address the developed approaches’ limitations,
which are detailed in section 6.4.

6.5.1 Integration with manufacturing robotic systems

The developed deep learning-based hand-eye calibration approach provides a flexible and au-
tonomous calibration paradigm for dynamic robotic manufacturing environments. It enables
calibration updates in the learned space and extension of the learned space over time for camera
pose changes. Moreover, the developed approach can be used for calibration transfer between
the robots. For example, the calibration model of the Universal Robot 3 can be transferred to the
Universal Robot 5 by just using a few samples, eliminating the data collection from the begin-
ning. Furthermore, the developed approach can extend the robot’s kinematic chain by adding a

tool without specifying the model. For example, a robot’s arm can be extended by holding a ham-
mer, which would enable the robot to manipulate the environment with an extended workspace.

6.5.2 Integration with other robotic systems

The suggested method may be deployed with other robotic systems, such as self-driving cars,
drones, or mobile robots, to allow them to carry out tasks in dynamic situations with precise and
adaptable hand-eye calibration.

The developed hand-eye calibration approaches can be applied to self-driving, which uses
cameras to perceive the environment for making decisions. The position and orientation of the
cameras with respect to the car’s base can change over time due to factors such as vibrations,
wear and tear, or accidental impacts. Thus, the flexible and autonomous hand-eye calibration
must be frequently updated to maintain accurate perception and prevent accidents.

The developed deep learning-based hand-eye calibration approach can also be modified for
drones, in which the calibration of the camera with respect to its base can be broken because of
the temperature or wind when they are operating.

6.5.3 Investigation of different learning paradigms

The developed approach was currently trained in a supervised manner. However, the hand-eye
calibration problem can be reformulated using other learning paradigms, such as reinforcement
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learning and self-supervised learning. The hand-eye calibration problem can be approached
using Reinforcement Learning, where the robot acts as an agent, and the environment is defined
as the camera space (images) and object space. The agent’s goal is to maximise a reward function
by taking actions to manipulate an object detected in the camera space using the current hand-eye
calibration parameters. The agent controls the robot arm and adjusts the calibration parameters
over time to achieve this objective, using feedback from the environment to guide its actions.
By formulating the hand-eye calibration problem as a Reinforcement Learning problem, we can
develop more flexible and adaptive calibration approaches that can be applied to a wider range
of robotic systems and environments.

The variational autoencoder [102] can also be used to learn the distribution of the robot and
camera parameter spaces in the encoder part. Then, the decoder part can be used to construct
images using encoded features, and the difference between the constructed and real images can
be used as a learning signal. This approach could lead to more efficient and flexible calibration
methods that adapt to changing environments and hardware configurations.

6.5.4 Exploration of other deep learning architectures

The developed approach employs deep learning-based regression architecture, but other deeply
learning architectures can be used to formulate the problem, such as recurrent neural networks.
NARX (Nonlinear Autoregressive with exogenous inputs) [103, 104] networks can address the
hand-eye calibration problem by learning the relationship between the camera and robot poses
and adjusting the calibration parameters in a closed-loop manner. NARX networks are similar
to the Multi-Layer Perceptron (MLP) in training, but they are the type of recurrent networks
whose outputs are used as inputs through direct connections. It has a prominent performance on
nonlinear systems [103]. A feedback mechanism can enable the network to control its outputs,
allowing the calibration parameters to be continuously updated as the camera and robot positions
change. Furthermore, the ability of NARX networks to remember past observations over time
can make them compatible with the continual learning-based approach, eliminating the need for
a buffer system. This can lead to a more efficient and adaptable calibration approach in dynamic
environments.
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