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Abstract

This thesis covers the characterisation results and the design of monolithic CMOS detectors
designed in TowerJazz 180nm CMOS technology for High Energy Particle Physics applications.
Three different detectors have been studied the MALTA, the Mini-MALTA and the MALTA2.
The MALTA sensor showed some efficiency losses at the corners of the pixels after irradiation,
which meant that it was not suitable for the radiation environments in which it was supposed to
be installed. Therefore, the front-end electronics and the fabrication process were modified to
overcome this issue. The Mini-MALTA prototype was designed including the above mentioned
improvements, fabricated and fully characterised. Finally taking into account all the knowledge
acquired during these years of developments another large scale sensor the MALTA2 has been
produced which should be radiation tolerant and have very good time resolution. The description
and studies of the different architectures used in this family of detectors are covered and a
simulation to estimate the bandwidth capabilities have been reported.

Furthermore, this work will present characterisation of single event effects in the ITkPixV1,
the prototype version of the ATLAS Inner Tracker Upgrade chip for the High Luminosity LHC.
Measurements were made in testbeam campaigns with high energy ions and protons to evaluate
the level of single event effects in the chip.
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Chapter 1

CERN, the Large Hadron Collider and
ATLAS Upgrade

This is an introductory chapter that puts into context where the work of this thesis took place.
It introduces CERN (Conseil Européen pour la Recherche Nucléaire) as an institution, the LHC
(Large Hadron Collider) and gives an overview of the ATLAS detectors as the work done was
intended to be in this experiment.

1.1 Introduction to CERN

The theoretical model that describes elementary particles and their interactions is known as the
Standard Model (SM). This model has been widely tested for more than 30 years and its predic-
tions closely match most experimental observations. Nevertheless, some observed phenomena
have yet to be explained by the SM with the aim of looking for currently unknown physics.
Accelerators are being used all over the world and the most powerful currently available can be
found at CERN.

The European Organization for Nuclear Research, most commonly known by its French
acronym CERN (Conseil Européen pour la Recherche Nucléaire), is a research organisation that
operates the largest particle physics laboratory in the world. It was established in 1954 and it is
located in the suburbs of Geneva (Switzerland) on the French border. It has 23 member states
and is also supported by many other countries and organisations via cooperation agreements.

CERN’s primary research concerns fundamental particle physics to uncover what constitutes
the universe and how it works. Its programme covers topics ranging from the basic structure of
matter to cosmic rays and from the SM to super-symmetry. However, as a consequence of all
the developments made during experiments, the laboratory also plays a vital role in developing
technologies for the future.

A list with some of the main milestones and discoveries of CERN during its existence are in
chronological order: the weak neutral currents that helped unify electromagnetism and the weak

1
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force (1973), the measurement of W and Z bosons, elementary particles that mediate the weak
force (1983), antimatter hydrogen which is made with an antiproton and positron was created
at CERN (1995) and recently the detection of the Higgs boson, which is a manifestation of the
Higgs field that generates mass through its interaction with other particles (2012).

1.2 The standard model

The Standard Model of particle physics is an accurate framework that predicts the behaviour of
fundamental particles and their interactions. Figure 1.1 shows the list of the fundamental parti-
cles in the Standard Model. These particles can be classified firstly as particles with half-integer
spin or fermions that follow Fermi-Dirac statistics and bosons which are exchange particles en-
abling the four fundamental forces. The matter particles can be further subdivided into quarks
and leptons. The gauge carriers of the forces are: the photon, the W± and Z0, and the gluons for
the electromagnetic, weak and strong interaction respectively. It is important to mention that the
Standard Model does not include a description of gravity. Similarly, it presents shortfalls in the
description of the matter-anti-matter asymmetry in the universe and it does not provide a dark
matter candidate.

Figure 1.1: The Standard Model of Particle Physics.
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1.3 LHC: the accelerator complex, the experiments and main
parameters

The Large Hadron Collider (LHC) [1] is the largest and most powerful particle accelerator in the
world. It was built by CERN and it consists of a 27km ring of superconducting magnets with
several acceleration stages that boost the energy of the particles that travel along the accelerator.
It is situated 100 m beneath the Franco-Swiss border. Protons are accelerated through a complex
of accelerators shown in figure 1.2, in two counter rotating beams that reach an energy of 6.5
TeV in the LHC. The protons are produced by the ionisation of hydrogen gas inside an electric
field. In the linear accelerator (LINAC), the kinetic energy of the proton is increased from
100 keV to 1.4 GeV, using radio-frequency cavities and the Proton Synchrotron Booster (PSB),
before arriving to the Proton Synchrotron (PS). The PS and the Super Proton Synchrotron (SPS)
facilities increase the energy of the protons to 25 GeV and 450 GeV respectively. Finally,
the beams are injected into the LHC for further acceleration, from 450 GeV to 6.5 TeV. The
superconducting magnets in the tunnel are cooled to temperatures below 2 K and are operated at
magnetic field strengths above 8 T, to bend the particles in the beam around the circular collider.

Beam collisions take place at four different places around the LHC, where the four biggest
experiments are located ATLAS [4], CMS [6], ALICE [3] and LHCb [5]. ATLAS (A Toroidal
LHC ApparatuS) and CMS (Compact Muon Solenoid) are multi-purpose detectors designed
to have a wide sensitivity to many physics processes. They are situated at opposite points in
the LHC ring. Designing both experiments independently is of primary importance because it
allows for cross-confirmation of measurements and possible new discoveries. The ALICE (A
Large Ion Collider Experiment) detector was built to study heavy ions collisions in order to
improve the knowledge of the dynamics of quarks and gluons at high energy density. LHCb
(Large Hadron Collider beauty), sits facing ALICE , and it is a one arm spectrometer designed
to cover forward region to perform detailed studies in the field of B-physics. B-physics is a
category within particle physics that studies the properties of B-hadrons which are the ones that
contain at least one bottom quark. There are two smaller experiments on the LHC, TOTEM and
LHCf, that focus on forward physics.

The number of events generated per second in the LHC collisions is given by:

N = Lσ (1.1)

where σ is the cross-section of the event in question and L is the machine luminosity. L is
entirely dependent on the beam parameters and can be expressed as:

L =
N2

b nb frevλr

4πεnβ ∗
F (1.2)
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where Nb is the number of particles per bunch, nb the number of bunches per beam, frev the revo-
lution frequency, λ r the relativistic gamma factor, εn the normalised transverse beam emittance,
β * the beta function at the collision point and F the geometric luminosity reduction factor due to
the crossing angle at the interaction point [7]. The majority of the physics events that are stud-
ied in the LHC, such as decays or particles like the Higgs, occur very rarely. Therefore having
both high beam energies and high beam intensities are crucial. For the two largest experiments,
ATLAS and CMS the peak operational luminosity is around L = 1034cm-2s-1 for proton colli-
sions while in the case of lead-lead ion operation for ALICE the luminosity is L = 1027cm-2s-1.
The beams are not continuous, the protons are bunched together so the interactions between the
two beams take place at discrete intervals, every 25 ns, meaning that the bunch collision rate
is 40 MHz. The particles created in these collisions, as well as the decay products of particles
with a short lifetime, pass through a variety of detectors within the experiments. This provides
information about the charge, momentum and energy of the particles created.
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1.4 ATLAS detector

The ATLAS detector [4] is one of the two general purpose detectors. It was designed and opti-
mised to maximise the discovery potential for new physics beyond the SM as well as to perform
high precision measurements of established physics. ATLAS is the largest detector at the LHC
with a diameter of 25 m, a length of 46 m and a weight of roughly 7000 tonnes. It consists of sev-
eral sub-detectors that provide the data for the event reconstruction. Those subsystems are: The
Inner Detector, Electromagnetic Calorimeter, Hadronic Calorimeter and the Muon Chambers.
Momentum measurements are possible due to a large magnetic field permeating through the ex-
periment. This magnet system is divided into a solenoid magnet providing a 2 T field at 2.4 m
radii and 3 toroidal magnets. One of these is in the barrel region, made out of 8 superconducting
air-core toroidal magnets that give ATLAS its characteristic shape averaging 0.8 T, and two are
in the end-cap (forward) regions averaging 1.3 T. The tracking system provides efficient track
reconstruction up to high luminosities to enable the measurement of high transverse momentum
leptons, identification of electron, τ-lepton and charged particles. In order to achieve the best
performance the tracking system should cover a large region in pseudorapidity (η) and the full
azimuthal angle φ . The coordinate system used in ATLAS is a right-handed system using cylin-
drical coordinates r and φ (azimuthal angle around the z-axis) in the transverse plane, its centre
point being located at the interaction point in the middle of the detector and the z-axis along
the beam pipe. For the x and y axis the LHC is taken as frame of reference, where the x-axis
points towards the centre of the LHC and the y-axis points from the ring towards the surface.
The pseudorapidity is defined as η =−ln(tanθ

2 ) with θ being the polar angle with respect to the
beam direction. The calorimeter system is optimised for electron and photon identification as
well as for precise measurements of jets and missing transverse energy, while the muon system
provides high-precision measurements of muon tracks. Figure 1.3 shows the detector and its
parts.

1.4.1 ATLAS Inner Detector

The ATLAS Inner Detector is designed to reconstruct tracks and decay vertices in any event
with high efficiency and measure the momentum of charged particles. It forms a cylinder with
a length of 7 m and a radius of 1.15 m and consists of three different systems, each optimised
for specific requirements according to their distance from the interaction region. There are two
silicon-based systems closest to the interaction point, the Pixel Detector and the Semiconductor
Tracker (SCT). The original pixel detector was made out of 4 barrel layers between 50.5 and
120.5 mm in radius, and 3 disks in each of the two end-cap regions. The barrel has 1744
modules, defined as structures that contain the sensor and chip, with 46080 read-out channels
each, and a pixel size of 50× 400 µm, with a total of 80 million channels, covering an area of
1.7 m2. Every endcap disk is formed of 288 modules. The power consumption is 15 kW subject
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Figure 1.3: Cut-away view of the ATLAS detector highlighting its main sub-parts [10].

to -25◦C by an evaporative cooling plant that uses C3F8. In 2015 an additional pixel barrel layer,
the IBL (Insertable b-layer) [19], was added at a radius of 33.25 mm. It is composed by 224
modules with 50× 250 µm pixel size having a mix of planar, and 3D sensors with respective
thicknesses of 150− 250 µm and 230− 150 µm. This new layer uses the FEI4 [20] front-end
chip.

The SCT is an assembly of 4 barrels placed between 299 and 514 mm from the beam line
with a length of 1492 mm and is made of 2112 modules cooled to−7◦C as well as 18 disks [21].
It is operated with a high voltage between 350 and 450 V to compensate for inefficiencies due
to radiation damage. It consists of silicon strip modules with 80 µm pitch where each module
contains two sensor layers rotated with respect to each other by a 40 mrad stereo angle.

Outside the SCT a continuous straw-tube detector called TRT is located as the outermost part
of the tracking system. It consists of straw tubes with a diameter of 4 mm, holding a thin wire
in their centre. The tubes are filled with Xenon gas that gets ionised when traversed by charged
particles. The TRT can be used to distinguish between electrons and hadrons by measuring their
transition radiation. The total number of read-out channels in the SCT is around 6.3 million.
The achieved spatial resolution is of 17 µm in the direction of the strip pitch, and of 580 µm in
the direction determined by the strip crossing.

The Transition Tracker (TRT) is the outermost component of the Inner Detector and it is
composed of drift tubes (straws), each 4 mm in diameter and up to 144 cm long, that hold a
thin wire in their centre. The tubes are filled with Xenon gas that gets ionised when traversed
by charged particles. The TRT can be used to distinguish between electrons and hadrons by
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measuring their transition radiation The TRT only provides information about the radial position,
for which it has an intrinsic accuracy of 130 µm per straw.

The tracking system is surrounded by a solenoid magnet with a field intensity of 2 Tthat
bends the trajectories of charged particles and provides the measurement of particles momentum.
Schematics of all three subsystems are shown in Figure 1.4

Figure 1.4: Overview of the ATLAS Inner Detector layers [17].

1.4.2 Calorimeters

The calorimeters are the first detectors placed outside the solenoid magnet that surrounds the
Inner Detector, as can be seen in Figure 1.5. They cover the range of |η |< 4.9 .

The electronic calorimeter (ECAL) works using liquid argon (LAr) as active material and
1.8mm thick lead plates as the absorber. The liquid argon solution was adopted for its intrinsic
linear behaviour, high ionisation yield, stability and resistance to radiation. The lead plates have
a characteristic accordion shape and are oriented in the radial direction. This allows a complete
symmetric coverage without cracks in the azimuthal direction. High voltage is applied between
absorber plates to collect the ionisation electrons from the interaction in the liquid argon as
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well as to produce the signal amplification. The electric signal is read from shaped cathodes
in the plates through capacitive coupling. The ECAL is composed of two identical half-barrels
separated by a 4 mm gap at z=0. It also has two end-caps mechanically divided into two co-axial
cylinders. In the central region a pre-sampler layer is located in close contact with the cryostat
wall. The information from this layer is exploited in the calibration to estimate the energy lost
by the electron or photon in the passive material of the solenoid.

The Hadronic calorimeter (Tile calorimeter) is composed of different independent sampling
calorimeters, each with its own particular technology and choice of material. The choice was
dictated by the different conditions in term of radiation flux and performance requirements en-
countered as a function of the pseudo-rapidity of the particle. In the central region there is
the Tile Calorimeter that consists of a sampling calorimeter employing iron as passive material
and plastic scintillators read by wavelength shifting fibres as the sensitive material. The central
region is covered by the Hadronic End-Cap Calorimeter (HEC), which uses copper plates as
absorbers and liquid argon as active material for its superior radiation resistance. The electric
signal in this case is still collected by the cathodes of the plates. Finally, the Forward Calorime-
ter (FCAL), is assembled with tungsten rod absorber embedded in a copper matrix. Between the
two, a thin gap filled with liquid argon, which provides the active material.

Figure 1.5: Layout of the ATLAS calorimeters.
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1.4.3 ATLAS Magnet System

The ATLAS magnetic field configuration is optimised for particle bending around the various
detectors in a light and open structure which minimises scattering effects. The experiment mag-
net system arrangement consists of a central solenoid servicing the Inner Detector trackers with
an axial field of 2 T, and a barrel toroid and two end cap toroids that generate a tangential mag-
netic field of approximately 0.5 T and 1 T for the muon spectrometer in the barrel and end cap
regions respectively. The central solenoid is designed to provide a 2 T strong magnetic field in
the central tracking volume made out of a single layer coil. It shares the cryostat with the Liquid
Argon calorimeter and the flux is returned by the steel of the Hadronic calorimeter.

1.4.4 ATLAS Muon Spectrometer

The ATLAS muon spectrometer has been designed to fulfil the following requirements: ef-
ficient use of the magnet bending power, pseudo-rapidity coverage of |η | < 3, and practical
chamber dimensions for production, transport and installation. The spectrometer is divided into
three re- gions, barrel region (|η | < 0.5), transition region (1.05 < |η | < 1.4) and end-cap re-
gion (|η | < 1.4). Four different technologies depending on the spatial and timing resolution,
resistance to radiation and engineering considerations have been used: Monitored Drift Tube
chambers (MDT), Cathode Strip Chambers (CSC), Resistive Plate Chambers (RPC) and Thin
Gap Chambers (TGC). Figure 1.6 shows the position of the muon chambers.

Figure 1.6: Muon system in ATLAS.

The MDT chambers are composed by multi layers of high-pressure drift tubes. Each multi
layer is mounted on each side of the support structure. The drift tubes are made of aluminium,
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30 mm of diameter, with a central wire of W-Re. They work at 3 bar absolute pressure with a
non-flammable mixture of Ar-CO2.

The CSCs are multi wire proportional chambers operated with a mixture of Ar-CO2- CF4.
The distance between anode wires (2.5 mm) equals the distance to the cathode. The cathode
readout is segmented into strips (5.08 mm) orthogonal to the anode wires. The precision coordi-
nate is obtained by measuring the induced avalanche in the segmented cathode, achieving space
resolutions better than 60 µm.

The RPC is a gaseous parallel-plate detector with a typical space-time resolution of 1cm×
1ns with digital readout. It is composed by two parallel resistive plates made of Bakelite. The
plates are separated by spacers that define the size of the gas gaps. The gas is a mixture of
C2H2F4. A uniform electric field of a few kV/mm produces the avalanche multiplication of
ionisation electrons. The signal is readout via capacitive coupling to metal strips placed at both
sides of the detector and grounded.

A TGC is built with 50 µm wires separated 2 mm. The wires are placed between two graphite
cathodes at a distance of 1.6 mm. Behind the graphite cathodes, strips or pads are located to
perform a capacitive readout in any desired geometry. Some advantages of these chambers are
a fast signal, typical rise time 10 ns and low sensitivity to mechanical deformations.

Finally there is the New Small Wheel (NSW) under construction, installation and commis-
sioning during LS2. It is composed of 16 sectors equipped with a Micro-megas for tracking and
a sTGC chamber for triggering. The NSW will replace the current small wheel composed of
CSC and TGC chambers.

1.4.5 ATLAS performance

ATLAS showed an exceptional performance throughout Run 2 where it recorded more than 90%
of the delivered luminosity. The evolution of the luminosity over the year and the data recorded
by ATLAS is shown in Figure 1.7.
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Figure 1.7: Integrated delivered and recorded luminosity by the ATLAS experiment during Run
2 [22].
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Figure 1.8: LHC timeline of the upgrade, showing energy of the collisions and luminosity [24].

Many physics searches at the LHC experiments require precise information about hadron-
jets containing b-quarks, so called b-jets. Tracking does not only give information about the
trajectories of particles produced in collisions and their subsequent decay products but also in-
formation about a particle’s charge and momentum. Information on impact parameter resolution
and distinguishing primary and secondary vertices is used as inputs to so called b-tagging algo-
rithms which are able to identify b-jets. Identifying events that include high momenta pT b-jets
in their final state is essential for analyses that aim for measurements of the topquark, studies
of the Higgs boson decays involving b-quarks and also searches for new physics therefore di-
rectly beneficial for those analyses. Equation 1.3 [23] details the effect of material thickness
on tracking momentum resolution where β is v/c of the particle, B the magnetic field, L the
distance to the detector perpendicular to the beam axis, X0 the radiation length of the material
being defined as the mean length (in cm) to reduce the energy of an electron by the factor 1/e
and d is the total thickness. A CMOS based pixel detector can be extremely thin and yield an
improved momentum resolution.

∆pt

pt
≈ 0.0136GeV/c

0.3βB[T ]L[m]

√
d

X0 sinθ
(1.3)

1.5 Towards High Luminosity Upgrade

The LHC started operating in 2008 and the initial data taking spanned from 2010 to 2012. Note
that the beginning is not covered by the planning shown in Figure 1.8. 30 fb-1 were collected by
ATLAS during this period.
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Phase 0. The first long shutdown (LS1) of the LHC occurred from February 2013 to June
2015 to reinforce the LHC’s magnet interconnects. This was necessary to operate the LHC at
its design luminosity of 1034 cm-2s-1 with each beam having an energy of 7 TeV. During, LS1
the addition of the ATLAS pixel detector IBL (Insertable Barrel Layer) also took place. This
shutdown was followed by the Run 2, which lasted from 2015 to 2018 collecting up to 190 fb-1

of data at a centre of mass energy of 13 TeV.
EYETS. The Extended Year End Technical Stop in 2016 saw the replacement of the laser

drivers by new service quarter panels of the rest of the pixel detector and the installation and
commissioning of the DBM (Diamond Beam Monitor).

Phase 1. While this thesis is being written, the LHC is undergoing a major upgrade, Phase
1, to sustain its luminosity at approximately 2.2 x 1034 cm-2s-1 during a long shutdown from
2019 to 2022 (LS2), during which period two upgrades are planned. The injector system for the
Proton Synchrotron Booster (PSB) will be the LINAC4, replacing the LINAC2. The PSB beam
intensity will be doubled enabling a greater LHC luminosity. The luminosity will be further
increased through upgrades to the LHC collimation system which will focus the beams at the
interaction points. A delivery of 350 fb-1 is expected from the LHC over the course of Run 3. In
order to ensure the robust performance of the ATLAS detector during this period of greater lu-
minosity, significant upgrades specifically targeting the ATLAS Trigger system will take place.
ATLAS will experience 55 to 80 pile-up events per bunch crossing at an instantaneous lumi-
nosity of 1.9 x 1034 cm-2s-1. Reducing the event rate by altering the threshold on the pT would
result in a loss of physics signal efficiency. In order to avoid this, background events, namely,
jets misidentified as electrons, will need to be reduced. This error originates in the calorimeter
with fake muons in the spectrometer. An increase in the granularity of the calorimeter readout
will therefore also take place. New calorimeter readout boards for the electromagnetic and for-
ward calorimeters are needed to achieve this goal. The fake muon background is addressed by
introducing a new small wheel device and new MicroMegas tracking detector technology in the
forward muon spectrometer.

Phase 2. In order to sustain and extend its discovery potential, the LHC will yet require
a major upgrade. This upgrade will take place between 2025 and mid 2027 in what is known
as the long shut down 3 (LS3), see Figure 1.8. The reason for this is that the statistical gain
in running the accelerator without a considerable luminosity increase beyond its design value
will become marginal. After 2027, the peak luminosity will be increased to more than 5 x 1034

cm-2s-1, which is a factor of 5 to 7.5 higher than the current design value. If the luminosity over
the full operation time of the machine is integrated it gives a value of 3000 fb-1 to be reached by
2040. This integrated luminosity is around ten times higher than the expected luminosity after
the long shut down 2 (LS2). In order to achieve this operational target, the relevant technologies
are undergoing intensive R & D. These will encompass upgrades to the injector chain with crab
cavities as well as to niobium and tin(Nb3Sn) alloy focus quadrupole magnets.
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The 5 to 7.5 fold increase in luminosity with respect to the LHC design is expected to lead
to around 140-200 instantaneous interactions per bunch crossing. The ensuing higher radiation
damage and occupancy are aspects the next generation detector will have to take into consid-
eration. Parts of the present tracker system would likely experience close to 100% occupancy
along with radiation induced catastrophic failure in such an environment. The higher luminosity
will also equate to reaching the lifetime of the current pixel and strips tracker systems much
sooner. Manifestation of detector ageing will appear in the form of increased depletion voltages,
exceeding the operational 600 V high voltage limit [25]. A comprehensive upgrade of the in-
ner tracking system will therefore take place through LS3 in 2025 to achieve improved vertex
resolution and track reconstruction performance in ATLAS over the Phase 2 period.

The new inner tracker design under consideration will be entirely constituted of silicon,
comprising five inner layers forming the pixel detector at close proximity to the beam pipe to
ensure improved pattern recognition as well as vertex measurements. Beyond the pixel detector
will be four strip layers. The different geometrical layouts being considered are aiming to allow
improved tracking performance for pile-up events of up to 200. Subsequently,an upgrade of the
readout system will also occur to account for the much greater data rates expected in conjunction
with the higher occupancy.

Figure 1.9: Display of the ATLAS Phase-II Inner Tracker ITk with the Inclined Duals detector
layout in which barrel and encaps can be observed for both strip and pixel detectors. Figure
from [2]

3000 fb-1 is expected to be collected during HL-LHC running which, for the pixel layer
closest to the interaction point, will correspond to a total ionising dose (TID) of 7.7 MGy as
well as a 1 MeV neutron equivalent fluence of 1.4 x 1016cm-2. This will be significantly greater
than the levels the current detector can withstand. On the opposite end, the outermost pixel
barrel layer will be exposed to a TID of 0.9 MGy and a 1 MeV neutron equivalent fluence
of 1.7 x 1015cm-2. After the expected fluence the minimum sensor hit efficiency requirement
is 97% [26], which allows for good track reconstruction. As a result of the order of magnitude
reduction in radiation environment from the inner to outer layers, the technologies considered for
the different layers target very different designs. This thesis evaluates the performance of a new
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technology foreseen to be placed in the outermost layer of the Inner Detector. Figure 1.10 shows
the expected high radiation environment the extended ITk region would be exposed to during the
HL-LHC phase. The expected fluence at different z locations don’t always decay along r in an
1/r2 fashion but instead display minor variations. These can be attributed to neutrons produced
from nuclear collisions in the inner layers.

Figure 1.10: Radiation environment within the extended ITk region [30].

The ITk pixel detector readout electronics is designed to provide adequate bandwidth for a
1 MHz new Level-0 trigger, with the option to upgrade to 4 MHz for the track based trigger
system. The trigger algorithm exploits regions of interest to estimate the pT of the tracks, which
is then used in the Level-1 trigger algorithm following the new proposed trigger rate, with the
only restriction of a minimum bandwidth. Resolving multiple pile-up vertices in the high lumi-
nosity environment and assigning the high pT jets, tracks and secondary vertices to the vertex
of particular interest is the main task of the new pixel detector. Table 1.1 has a summary of the
electronics requirements for the Inner Tracker.
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Table 1.1: Readout chip specification for the HL-LHC Inner Tracker.

In turn, this requirement dictates the granularity of the detector at different radii. Com-
mensurate to the above requirements, a pixel detector layout is proposed, by splitting the pixel
detector in two parts. Each of these parts uses distinctive technologies known as planar or 3D
sensors. For the innermost layers 3D sensors have been shown to provide an exceptionally high
radiation tolerance due to their stronger electric fields across a shorter distance coupled with
their reduced carrier drift distances as shown on Figure 1.11. For a detailed overview of 3D
sensors, the reader is referred to [32]. Planar sensors will be used for equipping the outer layers,
as shown in the proposed layout for the ITk in Figure 1.11.

Figure 1.11: Schematic cross-sections of (left) a planar sensor design and (right) a 3D sensor
[31].

The front-end chip of the hybrid will be ≈ 20× 20 mm2 large, for a total silicon area of ≈
40×40 mm2, in the case of a quad module. The front-end chip is being developed in the TSMC
65 nm CMOS technology by a joint collaboration between the ATLAS and CMS experiments,
the RD53 Collaboration [27] [28]. The first prototype developed, the RD53A chip, has been



CHAPTER 1. CERN, THE LARGE HADRON COLLIDER AND ATLAS UPGRADE 16

implemented and tested with prototype sensors [29]. The ATLAS front-end chip, ITkPix, will
consist of a pixel matrix of 400× 384 pixels and a 2 mm wide chip periphery. The pixel size
will be either 50×50 µm2 or 25×100 µm2 according to the different detector regions.

The process that forms the hybrid pixel detector exploits a strategy involving the sensing
element and the readout to be designed in two distinct silicon parts. These are then connected
to each other through a process called bump bonding and a hybrid pixel detector is thus formed.
This is a very expensive process, it reduces the granularity of the sensor because of the required
added gaps for the bump pads as well as increases cumulative thickness. Therefore other ap-
proaches have been considered to replace the hybrid detectors in the outermost layers of the
tracker. The monolithic sensor approach, detailed in Chapters 3, 4 and 5 is an interesting possi-
bility. Here both the amplification and the additional readout logic are in the same silicon wafer.
This approach gives the chance of exploiting industrial grade silicon manufacture for LHC and
future HEP experiments. As mentioned, the pixel detectors are required to cope with very high
events pile-up. Table 1.2 summarises the estimated hit occupancy for the modules in each area
of the ITk. An average hit rate of 80 Mhz/mm2 can be considered for the outermost pixel layer.
The sensors and the readout architecture have to be sufficiently fast to match the hit rate require-
ment within the 25 ns of the bunch crossing. Modules will have to transmit data at high speed
with an expected maximum bandwidth of 5.12 Gb/s. The hit loss at maximum hit rate should be
kept smaller than 1%.

Table 1.2: Average hits per chip per event for 50× 50 µm2 pixels, using tt events with 200
pile-up, for different layers and regions of the ITk pixel detector [26].

Together with the high granularity of the detection system, a low material budget is needed,
limiting the multiple scattering to achieve the targeted track reconstruction efficiency. A particle
passing a material of thickness L will leave it with some displacement on the plane and a deflec-
tion angle θ , with respect to the entry trajectory. In good approximation, the θ angle follows a
Gaussian distribution centred in zero, with a width corresponding to:

θ0 ∝
1
p

√
L
X0

(1.4)

where p is the particle momenta and X0 the radiation length. To achieve the expected track
reconstruction, the θ0 has to be limited, according to its simulated maximum acceptable value.
The design parameter to control θ0 is the material budget, usually indicated in units of radiation
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length X0. The expected material budget of the ITk pixel modules is 0.67% of the radiation
length X0, see Table 1.3. The large number of pixel modules of the ITk imposes to minimise
material of the local support and cooling to limit the material budget of the detector system.
Therefore low mass carbon fibre local supports with thin cooling pipes will be used. For the
same reason, a serial powering scheme [33] will be implemented to power the readout chips. A
full parallel powering scheme would increase the material budget considerably, because of the
large density of modules and the consequently large number of power cables needed. Parallel
power is currently foreseen within a single module, while groups up to 14 modules will be
powered in series [49]. An additional chip, the Pixel Serial Powering Protection (PSPP) [34],
should be used parallel to every module to mitigate the risk of losing a full serial powering chain
in the case of an open module failure.

Table 1.3: Material budget for the main components of the ITk pixel modules in units of the
radiation length %X0, which has been estimated based on experience with the ATLAS IBL [26].



Chapter 2

Silicon Pixel Sensors

This chapter covers the fundamentals of how particles are detected in matter and applies this
to how silicon detectors detect the passage of particles. It goes through the most important
parameters that determine the performance of silicon pixel detectors and the distinct types that
are used in the LHC experiments. It describes in detail how the different types of radiation
affect the detection capabilities. Finally, it introduces Depleted Monolithic Active Pixel Sensors,
which are the focus of this thesis. These concepts will be used in the following chapters.

2.1 Interaction of Particles with matter

The detection of particles happens via the energy loss in the material that they traverse. The
amount of deposited energy depends on the particle itself, on its energy and on the traversed
material. This section describes the passage of different particles through matter, with a special
focus on what happens in silicon detectors.

2.1.1 Electronic energy loss by charged particles

There are two main mechanisms in which charged particles lose energy: ionisation and excita-
tion. The mean rate of energy loss for relativistic heavy charged particles (M»me) is described
by the Bethe-Bloch equation.

−dE
dx

= Kz2 Z
A

1
β 2

[1
2

ln
2mec2β 2γ2Wmax

I2 −β
2− δ (βγ)

2
]

(2.1)

where K is a constant defined as K = 4πNAr2
emec2, β is the velocity of the traversing particle

β = v
c and γ is the Lorentz factor γ = 1√

1− v2

c2

.

• N A is the Avogadro’s number or number of atoms per cm3

• me is the classical mass of the electron

18
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• re is the classical radius of the electron

• c is the speed of light 299792458 m/s

• Z is the atomic number of absorbing material

• A is the atomic mass of the detector material

• Wmax is the maximum kinetic energy which can be given to a free electron in a single
collision

• I is the mean excitation energy

• λ is the density effect correction factor

The Bethe-Bloch describes the mean rate of energy loss in the region of 0.1 < βγ < 1000
for intermediate Z materials with an accuracy of few %. At the lower limit the particle velocity
becomes comparable to atomic electron velocities and at the upper limit radiative effects are
relevant. The minimum of the curve is known as the Minimum Ionising Energy and most rela-
tivistic particles seen in particle physics experiments have a mean energy loss close to this value.
Consequently, the concept of Minimum Ionising Particles (MIPS) is defined as charged parti-
cles, which embody the minimum ionising losses in substances. Both values usually constitute
a specification when designing a sensor.

Figure 2.1: Stopping power −dE
dx for muons in copper as a function of its momentum [35].
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However, the statistical nature of the ionising process during the passage of a fast charged
particle through matter results in large fluctuations in the energy loss ∆ in absorbers that are
thin in comparison with the particle range. The probability density function that describes the
distribution of energy loss ∆ for an absorber thickness x was calculated by Landau and Vavilov.
Further corrections were later incorporated. For thick absorbers, this distribution has a Gaussian
shape.

(a) (b)

Figure 2.2: (a) Straggling functions in silicon for 500 MeV pions, normalised to unity at the
most probable value ∆p/x. The width w is the full width at half maximum. (b) Most probable
energy loss in silicon scaled to the mean loss of a minimum ionising particle [35].

As shown in Figure 2.2, it can be observed that the most probable energy loss for pions in
silicon is below the mean predicted by the Bethe-Bloch equation, mainly because of the tail in
the distribution. The distribution is asymmetrical due to energetic delta rays. Furthermore the
most probable value decreases for thinner silicon thicknesses.

2.1.2 Energy loss of electrons

The energy loss of the electrons happens via two processes.

• Ionisation: Similar qualitative behaviour as the one described by the Bethe-Bloch equa-
tion but with some differences due to the electron’s lower mass, it is more important at
low energies.

• Bremsstrahlung: This is the electromagnetic radiation produced by the deceleration of a
charged particle when deflected by another charged particle, typically an electron by an
atomic nucleus.The moving particle loses kinetic energy, which is converted into a photon,
thus satisfying the law of conservation of energy. The contribution of this process is more
relevant for high energies.
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2.1.3 Photon interactions with matter

Photons interact with a material primarily via three different processes. They can interact with
matter and be completely absorbed by depositing its energy. They can interact and and be
deflected from its original direction depositing part of its energy. Finally, photons that have
more energy than twice the rest mass of an electron can give rise to the production of a pair of
particles. These processes are described below:

• Photo-electric effect: In the photoelectric (photon-electron) interaction a photon trans-
fers all its energy to an electron located in one of the atomic shells. The electron is ejected
from the atom by this energy and begins to pass through the surrounding matter. The elec-
tron rapidly loses its energy and moves only a relatively short distance from its original
location. The energy transfer is a two-step process. The photoelectric interaction in which
the photon transfers its energy to the electron is the first step. The depositing of the en-
ergy in the surrounding matter by the electron is the second step. The photoelectric effect
dominates for rather low photon energies. A portion of the energy is used to overcome
the electron’s binding energy and to free it from the atom. The remaining energy is trans-
ferred to the electron as kinetic energy and is deposited near the interaction site. Since the
interaction creates a vacancy in one of the electron shells, typically the K or L, an electron
moves down to fill in. The drop in energy of the filling electron often produces a char-
acteristic x-ray photon. The energy of the characteristic radiation depends on the binding
energy of the electrons involved. Characteristic radiation initiated by an incoming photon
is referred to as fluorescent radiation. Fluorescence, in general, is a process in which some
of the energy of a photon is used to create a second photon of less energy. This process
sometimes converts x-rays into light photons. Whether the fluorescent radiation is in the
form of light or x-rays depends on the binding energy levels in the absorbing material.

• Compton scattering: A Compton interaction is one in which only a portion of the energy
is absorbed by an electron and a photon is produced with reduced energy. The intensity
of the scattered beam has two peaks showing this. One peak appears at the wavelength
λ of the incident radiation and the second peak appears at wavelength λ ′. This photon
leaves the site of the interaction in a direction of travel different from that of the original
photon. Because of the change in photon direction, this type of interaction is classified as
a scattering process. The separation between the peaks depends on the scattering angle.
In effect, a portion of the incident radiation "bounces off’ or is scattered by the material.
Therefore, this process can result in particles with different energies. Figure 2.3 illustrates
the intensity peaks for a setup in which Monochromatic x-rays with wavelength λ are
incident on a sample of graphite, where they interact with atoms inside the sample. They
later emerge as scattered x-rays with wavelength λ ′ . A detector placed behind the target
can measure the intensity of radiation scattered in any direction θ with respect to the
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direction of the incident x-ray beam.

Figure 2.3: Experimental data for the described experiment. The data are plotted in arbitrary
units so that the height of the profile reflects the intensity of the scattered beam above background
noise [37].

• Pair Production: Pair production is a photon-matter interaction that occurs in photons
with energies in excess of 1.02 MeV. In this process, the photon interacts with the nucleus
in such a manner that its energy is converted into matter. The interaction produces a pair
of particles, an electron and a positively charged positron. These two particles have the
same mass, each equivalent to a rest mass energy of 0.51 MeV.

Finally a graphic representation of the phenomena described above is shown in Figure 2.4.

Figure 2.4: In the image the three process in which photons interact with matter are sketched
[36], in (a) the Photoelectric effect, in (b) the Compton effect and in (c) the Pair production

2.2 Silicon detectors

2.2.1 Material properties

Looking at an isolated atom, the electrons have only discrete energy levels. However, in solid
state materials the atomic levels merge into energy bands. These bands determine the properties
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of the material. For metals the conduction and the valence bands overlap while for insulators or
semiconductors these levels are separated by an energy gap. In Figure 2.5 a graphical represen-
tation of different types of materials is shown according to its energy bands.

Figure 2.5: The image shows that for insulator materials the energy that is needed to go from
the valence to the conduction band is almost impossible to overcome. At the other end of the
spectrum, metals have both bands overlapping and semiconductors materials fall in the middle,
so their properties can be modified to fulfil detection purposes. Furthermore, the properties of
the material are dependant on temperature, becoming more conductive for higher temperatures
[38].

For semiconductors, at room temperature, some electrons, represented as n, are in the con-
duction band due to the small energy gap. These electrons are likely to recombine with the holes,
named p, present as well in the conduction band. Once the equilibrium between excitation and
recombination is reached, the semiconductor is said to have the intrinsic carrier concentration,
ie n = p = ni. The equation for the intrinsic carrier concentration is:

ni = Nse
(
− Eg

2KbT

)
(2.2)

where,

• ni is the intrinsic carrier concentration, the number of electrons in the conduction band
(and also the number of holes in the valence band) per unit volume in a semiconductor
that is completely free of impurities and defects.

• Ns is the number per unit volume of effectively available states; its precise value depends
on the material.

• kB is Boltzmann’s constant, kB = 1.381×10-23 Joules/Kelvin

• T is the absolute temperature in Kelvin

The band gap energy for silicon is 1.12 eV at room temperature (300K) [39]. However,
when calculating the mean ionisation energy for this semiconductor the value is more than three
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times higher the band-gap energy, 3.62 eV, because all the energy supplied is not only used
for ionisation purposes but there are also vibrations and other excitation that result in phonon
creations.

The electrons and holes, move because they are subject to an electrical field. This process is
known as drift.

−→v =−µn/p
−→E (2.3)

and where µn/p is the mobility of the holes and the electrons which depends on the mean time
between collisions. Electrons move faster than holes. For silicon, the electron mobility at room
temperature is µn = 1450cm2/V s and the holes mobility is µp = 450cm2/V s.

2.2.2 P-N junction as a detector for High Energy Physics

The principle of a detector is that the particles that penetrate or traverse it create electron-hole
pairs. Applying an external electric field, these pairs are drifted to the electrodes. This signal
is what will be read out. One of the most important parameters of the detector is the signal to
noise ratio.

A p-n junction consists of n and p doped substrates. Doping is the replacement of a small
number of atoms in the lattice by atoms of neighbouring columns from the atomic table (with
one valence electron more or less compared to the basic material). These doping atoms create
different energy levels within the band gap altering the conductivity of the material. A doped
semiconductor is called an extrinsic semiconductor and contrary to the intrinsic ones, there is
a surplus of electrons or holes depending on the doping. At the transition between the n-type
and p-type materials majority carriers from one side diffuse to the other side and recombine
with the majority carriers producing a region depleted of free carriers [40]. The space charge in
the depletion region, creates an electrical field that stops further diffusion. See Figure 2.6 for a
better understanding of the p-n junction. The potential built is known as the built-in voltage Vbi

(represented in Figure 2.6 as α) and for a p-n junction in thermal equilibrium can be calculated
with the following equation:

V bi =
kT
e

ln
(n0n p0p

n2
i

)
≈ kT

e
ln
(NDNA

n2
i

)
(2.4)

where n0n and p0p are the majority carrier concentrations on both sides, and as complete ion-
isation can be assumed they can be approximated by the donor and acceptor concentrations,
ND and NA, respectively. k is the Boltzmann constant, T the temperature and e is the electron
charge, while ni is the intrinsic carrier concentration in silicon.
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Figure 2.6: Example of a p-n junction in thermal equilibrium, with no bias voltage applied.Plots
for the charge density, the electric field, and the voltage are also reported [38].

If an external voltage, V, is applied such that +V is to the n-semiconductor and -V to the
p-semiconductor then electrons and holes are removed from the doped semiconductor resulting
in an extension of the depletion region. In addition, the potential barrier will also increase and
the diffusion of carriers across the junction is suppressed. In this process, an excess of carriers
is generated thermally in the extended depletion region, which results in a small current known
as leakage current. Detectors are operated in this mode. The width of the depletion region for a
planar junction of silicon is obtained as the sum of the depletion region width on both sides as
given in the following equation:

W = xn + xp =

√
2ε0εSi

e
+
( 1

ND
+

1
NA

)
(V +Vbi) (2.5)

Assuming that the reverse bias voltage applied is substantially higher than the potential
across the junction and considering that the semiconductor doping is higher on the n-side than
on the p-side, the above equation can be simplified to:

W =

√
2ε0εSi

eNA
V (2.6)

This is a very important equation that is extensively used to calculate the depletion depth of
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sensors. The maximum electrical field can be obtained as follows:

Emax =
2V
W

=

√
2eNA

ε0εSi
V (2.7)

All these equations described above show evident that applying a higher reverse bias enlarges
the depletion region and increases the electrical field. Furthermore, having a low doped junction
or high resistivity helps to increase the depletion region.

A p-n junction also has a capacitance given as:

C = ε0εSi
A
W

(2.8)

where A is the area of the junction and W is the width of the depletion region. From this last
equation it is important to realise that capacitance is minimised for a small junction area and a
wide depletion region. This capacitance has a strong role from the sensor point of view as it is
a key parameter to determine the signal to noise ratio as well as the timing capabilities of the
detector.

2.2.3 Transport of charged carriers

In a semiconductor there are two different mechanisms of creating current due to transport of
charged carriers: diffusion and drift. These are crucial for generating the signal in the detector
that will then be read-out. Carriers can also move because of their thermal energy. In this case,
they behave as a particle with a kinetic energy of 3/2kT . However the travelled distance should
be averaged over many charge carriers in equilibrium condition so no current will be produced.

If there is a gradient in the concentration of carriers, random movements of free charges
cause a diffusion current density Jdiff.

Jn,di f f =−qDn∇n (2.9)

Jp,di f f =−qDp∇p (2.10)

where Dn and Dp are the diffusion constants [40]. Diffusion transport does not depend on the
electric field. The charge velocity is low and the carrier path from one point to another is usually
long because it is originated from random movement. The direction of the current is determined
by the concentration gradient.

The second mechanism occurs if an external electrical field is applied to a semiconductor, the
free charge carriers are accelerated between random collisions with the semiconductor lattice.
The drift current densities Jn,drift and Jp,drift, for electrons and holes respectively, can be found
as:

Jn,dri f t =−enµnE (2.11)
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Jp,dri f t = epµpE (2.12)

where µ is the mobility of the free charges. Figure 2.7 shows the mobility of electrons and
holes as a function of the applied electric field E. Increasing the electric field above a certain
value, around 105V/cm, does not lead to an increase of the drift current. The mobility decreases
and, therefore, the carriers drift velocity vd = µE saturates at about 1x107cm/s, in the case of
silicon. The drift velocity no longer obeys Ohm’s law, and becomes non-linear in the applied
field with a clear tendency to saturation due to the appearance of a new dissipation mechanism
involving optical phonon generation. The proportionality factor between the current density and
the electric field is the conductivity σ or, equivalently, the specific resistance ρ of the material:

σ =
1
ρ
= enµn + epµp (2.13)

The transport of free charges is a critical aspect of silicon particle sensors. When a particle
traverses the detector it ionises charge carriers that should be sensed before they get trapped or
recombine with others. Drift is preferred over diffusion due to the higher velocity reached by the
carriers. The carrier movement in the semiconductor is used to induce a signal in the sensor. The
shorter the path for the carriers to drift the smaller the risk of losing charge before the collection
electrode. The risk of charge loss in a path is higher after irradiation, as the induced damages
increases the trapping probability. The basis of the monolithic detector that this thesis focuses
on is operation at full depletion and charge collection via drift.

Figure 2.7: Dependence of carrier drift velocity on electric field for Ge and Si [52].
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2.2.4 Signal formation on silicon detectors

Electron-hole pairs generated by a traversing particle induce a signal in the electrode. This
phenomenon is known as charge collection. The free charge generated in a depleted p-n junction
will move by drift under the effect of an electric field, with an average velocity vdrift. Applying
the Shockley-Ramo theorem, the induced current in the detector can be calculated as:

i(t) = qvdri f tEw (2.14)

where Ew is the so-called weighting field and it is different from the actual electric field in the
sensor. It can be obtained by applying a unit potential to the electrode under consideration and
zero potential to all other electrodes. The charged induced on the electrode, Q, by the movement
of carriers from position x1 to x2 is the integral of the current over the collection time.

Q =
∫ t2

t1
i(t) = e[Φw(x1)−Φw(x2)] (2.15)

Φw is the weighting potential, also obtained by raising the electrode under consideration to unit
potential, setting all others to zero, and solving the Poisson equation.

From these equations, there are two important concepts to retain. First is that the smaller
the electrode, the larger the area where the weighting potential comes near to zero, meaning that
drift of carriers in this area will induce very little signal on the collection electrode. Second is
that the closer the charge is to the electrode, the more signal it will induce, as the gradient of the
weighting potential increases, and for small electrodes, most of the signal is induced in this last
part of the drift path.

In order to have a better understanding Figure 2.8 shows the weighting potential, Φw, of dif-
ferent collection electrodes sizes. It is assumed that the electrode is located at 0 in the ordinate
axis. The dimension of the opposite electrode, placed at 1 in the ordinate axis is considered as
infinite in the abscissa. Consequently it can be observed that if the electrode size is smaller or
similar to the detector thickness the weighting potential decreases along with the sensor depth
and the charge will need to travel to the collection electrode to induce current. This is an impor-
tant concept to take into account when designing small collection electrode detectors for which
the electrode is smaller than the pixel size, they will be introduced in Subsection 2.4.1.
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Figure 2.8: Weighting potential for two infinite parallel plates in a), for a collection electrode
of 1/3 of the wafer thickness in b) and 1/10 of the wafer thickness in c) [51].

2.3 Hybrid pixel detectors

The word pixel is directly linked to image processing applications and it describes the smallest
controllable element of a picture represented on the screen [11]. Consequently, a pixel detector
is a device that detects an image with a granularity corresponding to the pixel size. Photo
and video cameras as well as x-ray films are just examples of devices used in daily life based
on sensing elements, pixels, that interact with photons of different energies and generate an
intensity distribution known as an image. In the case of HEP applications, images and patterns
are not generated by visible light but by charged particles or photons in the energy range of keV
to MeV which experience an ionising interaction with the detector. Most of HEP experiments,
like the ones in the LHC, have been using the so-called Hybrid Pixel Detectors (HPD) [51] [11]
because they are fast and able to detect high-energy particles and electromagnetic radiation. The
detection mechanism is performed via different devices that have specific functions:

(i) A sensor that converts the energy of the radiation into an electrical signal.

(ii) The front-end electronics that processes the signal and sends it to the digital readout cir-
cuitry.

(iii) Eventual processing and storage that allows for later inspection and data analysis

The notion of "hybrid" detector comes from the fact that the sensor and readout electronics,
are fabricated separately then joined together through a process named bump-bonding, which
can be seen in Figure 2.9. Because each pixel is visible in the radiation image, a high bump
bonding yield is required to avoid visible defects. Solder or indium bumps have been typically



CHAPTER 2. SILICON PIXEL SENSORS 30

used as connecting the chips electrically and mechanically together. Bump-bonding process has
a rather high cost although it has been fully characterised and it is suitable for withstanding
high-radiation levels, gives a good resolution and copes with high data rates. Another important
characteristic of HPDs is the high density connectivity between the sensing elements and the
readout electronics.

Figure 2.9: Image of a hybrid pixel detector taken from [50].

In order to get an idea of how the pixel detectors have evolved the ATLAS Pixel Detector
used in Run 1 was made of 1744 modules that constitute 47232 pixels with a typical size of
50× 400 µm2. In the IBL, the pixel size of the sensors is 50× 250 µm2 which is 60% of the
pixel size used for the Pixel Detector. The IBL has about 12 million pixels in total [16]. The
ATLAS ITk Pixel Detector at the HL-LHC Upgrade will have pixels of different sizes region-
dependent: in the outer layers the pixels will be 50× 50 µm2 but in the inner system will be
25× 100 µm2 and they will also be of different technologies 3D in the innermost layers and
planer in the outer ones. There will be a total of 9000 modules and around 5 GPixels [12].

2.3.1 Silicon radiation sensor

Up until now, a wide variety of radiation sensors based on different types of materials have been
developed, like CCDs, silicon strips, gas electron multipliers, vacuum tube photo-multipliers,
avalanche photo-diodes, etc [47]. Nonetheless, planar silicon sensors have been extensively used
in previous generations of experiments, see [48], and are the baseline for the future Upgrades of
the tracking systems of both ATLAS and CMS. Nevertheless for IBL and the innermost layer
of the Atlas Upgrade ITK 3D sensors optimised to perform in high radiation environments [49]
have been designed, characterised and used.

In Figure 2.10 shows the cross section of a single sided p-in-n silicon planar sensor. A large
area p+ implantation is placed in a n-bulk and a positive bias is applied to the back side through
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an ohmic n+ contact and metal layer. The ionising particles create charge carriers (electrons
and holes) that are then collected due to the electrical field in the depletion region. The sensor is
acting in this case as a reversed bias p-n junction as described in section 2.2.2. The charge is then
fed to the analogue front-end in the ASIC readout chip through the bump bond connection by
DC-coupling. This type of sensor has been extensively used due to their simplicity [51]. Other
types of planar sensors have also been studied and optimised in order to achieve maximum
charge collection, spatial resolution or radiation hardness.

Figure 2.10: Cross section of a single-sided p-in-n silicon planar sensor, with n-bulk and p+
implant [69].

2.3.2 ASIC Readout chip

Readout chips for pixel detectors feature different geometries, readout approaches and analogue
front-ends, but the main properties and the hierarchy are common to most of them. They are
composed of an active area that has a repetitive matrix of elementary pixels directly interfacing
to the sensor via the bump-bonds and of a chip periphery that manages the global control, data
buffering, readout and global configuration. In HEP, the active area is known as the pixel matrix
or pixel array and it is formed of basic units called Pixel Unit Cells (PUCs). In the small pixel
size, a PUC integrates an analogue front-end, required to perform analogue-to-digital conversion
of the charge collected in the sensor, and digital processing, most likely including some data
storage.

An analogue front end is commonly designed with a cascade of amplifying stages. The
first stage is the preamplifier and the following stages are bandwidth-limited determining the
frequency spectrum of the output pulse and its shape, they are the filter or pulse shaper. The
filtering is necessary because detector signals are very fast and their shape cannot be preserved
with limited power. The most typical front-end architecture for HEP applications is the one
in which the output of the analogue circuitry is fed to a discriminator, that outputs a digital
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signal. This can be either considered a binary hit [62] or a further amplitude measurement
can be performed. In the analogue front end, an inverting amplifier with feedback capacitance
converts the input charge to a voltage. The preamplifier is a critical part of the circuit and it
is carefully designed bearing in mind several metrics (e.g gain, bandwidth, power, noise, etc.).
In circuits where the preamplifier output is directly interfaced with the discriminator (without a
separate filter), the discharge must be completed before the next signal arrives, to avoid overlap.
Analogue to digital conversion of the collected charge is done through a Time over Threshold
(ToT) measurement, where the ToT represents the number of clock cycles for which the signal
is higher than the discriminator threshold. The pulse width should be proportional to the input
charge. The digitisation of the signal into a defined number of bits can be done with simple
approaches, for example via a clock signal and a digital counter for each channel. Otherwise,
a clock counter can be centralised and its output is latched into local registers when the leading
and trailing edge transitions are detected by the single channels. The ToT is then computed as
the difference. An example of a generic in-pixel front-end circuit can be found in Figure 2.11.

Figure 2.11: Block diagram of a Pixel Unit Cell [51].

The readout architecture of the ASICs of HPDs is closely related to the targeted application.
Position, time and the corresponding pulse amplitude of all hits belonging to an interaction must
usually be provided in HEP. When dealing with high-data rates like in the LHC, on-detector
data reduction is needed in order to obtain a feasible data rate towards the Data Acquisition
System (DAQ). For this reason, usually a trigger signal is used for selection of hits of interest.
The generation of the trigger signal is based on the analysis of many sub-detectors of the exper-
iment. This analysis has to happen within a fixed latency after the particle has been detected,
for the trigger to be correctly produced. Storage logic is required to maintain the data until the
trigger latency has expired. As far as triggered architectures are concerned, data buffering can
be implemented following diverse approaches and storage elements can be located in different
parts of the pixel chip (End of Column (EOC), single PUC, region of certain number of PUCs),
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implementing different readout schemes. Moreover, limited buffering constrained by the area
available, can be a substantial source of hit loss unless this issue is properly addressed at design
time. An overview of triggered architectures can be found in [63].

2.4 Monolithic Active Pixel Detectors

Monolithic Active Pixel Sensors are fabricated in standard CMOS technology, often with minor
process adjustments, allowing the chip to include both sensor and front-end electronics, unlike
the HPDs [67]. A typical monolithic cross-section, like the one shown in Figure 2.12, consists
of the n-well collection electrode situated in a p-type epitaxial layer that collects the charge
generated by the traversal of an ionising particle. The p-wells around the collection electrode
have the in-pixel electronics that in this case are the NMOS transistors. A small depletion area
is created around the collection electrode in which the generated charge is collected via drift
mechanism. Nevertheless, most of the epitaxial layer remains undepleted so the majority of the
charge is eventually collected by diffusion. In this example, because the collection electrode
takes a small portion of the total pixel area it is referred to as a small collection electrode. In
order to extend the depletion region, achieve faster charge collection, mainly dominated by drift
and enhance the radiation tolerance of the detector, the front-end and readout electronics can be
placed inside the collection electrode. For this approach, the collection electrode occupies the
majority of the pixel area so it is known as large collection electrode.

Figure 2.12: Cross section of a DMAPS detector, taken from [64].

2.4.1 Small collection electrode introduction

As has just been introduced, for the small collection electrode designs, the free carriers are
collected at an electrode that is a small fraction of the area of the pixel, a few µm2. The in-pixel
circuits are isolated using a deep p-well, which prevents electrons from being collected by the
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PMOS n-well. The main advantage of the small collection electrode approach is having a low
sensor capacitance, in the order of a few femtofarad, as it allows for a low power consumption
and noise [66]. The voltage signal seen by the sensor can be calculated with the following
relationship:

V =
Q
C

(2.16)

where Q is the charge deposited by the incident particle and C is the sensor capacitance. After
collecting the charge in the sensor there is an amplification. In the following subsection the
evolution of this type of detectors for CERN designs will be introduced to show the state of the
art.

History of DMAPS at CERN

In 2014, the ALICE experiment in the LHC adopted the ALPIDE CMOS MAPS sensor im-
plemented in the TowerJazz 180 nm technology CMOS imaging sensor process for an upgrade
replacement for their Pixel Inner Tracking System [70]. This fabrication process will be re-
ferred to in this thesis as the standard process. It is the first experiment in the LHC making use
of MAPS instead of a hybrid pixel solution. A schematic drawing of the cross section of this
sensor is shown in Figure 2.13.

This technology was initially chosen because of the possibility of using a deep p-well to
shield the n-well of the PMOS transistors allowing full CMOS technology and complex readout
circuitry inside the pixel and different starting materials, epitaxial substrates with high resis-
tivity, so the signal generation could be optimised. In this design only the n-well collection
electrode is not shielded from the epitaxial layer by the deep p-well and therefore it collects the
signal charge from the epitaxial layer. The electrode is separated from the in-pixel electronics
by several microns to reduce the lateral capacitance to the wells. The low capacitance of the
small collection electrode made it possible to only consume 40 nW in the front-end which was
then combined with a zero suppressed readout for low overall power consumption. To further
increase the depletion zone and further reduce the sensor capacitance, a reverse bias of up to 6
V is applied to the p-type substrate of the sensor. Since the bodies of the NMOS transistors see
the same reverse voltage applied to the substrate, this bias is limited by the breakdown of the
source/drain junctions of NMOS transistors, which takes place at ≈ 8V .

In terms of radiation hardness of the sensor, for ionising radiation it follows the observed
trend in sub-micron CMOS technologies that as the thickness of the oxide of the gates decreases,
the tolerance increases. In particular this technology uses a 3 nm gate oxide thickness. In the
case of NIEL irradiation, this is a harder requirement to achieve as most of the charge in the
sensor is collected by diffusion which is a slower mechanism than drift allowing for more time
for the signal charges to be trapped. In the standard process it is difficult to deplete the epitaxial
layer over its full width unless the p-well area is kept very small with respect to the total pixel
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area. For the ALICE experiment this is not an issue as the NIEL radiation levels needed are in the
order of 1013 MeV neq/cm2 and timing information is not as critical as in the other experiments.

Figure 2.13: Cross section of the ALPIDE detector, featuring the TowerJazz 180 nm standard
process [82].

The promising measurement results of the ALPIDE, received interest from the ATLAS ITk
community and a group inside this experiment was created in order to develop sensors that
could meet specifications for the outer layer of the ATLAS pixel detector. The specifications
that were the hardest to achieve were the radiation tolerance of 80-100 MRad for ionising doses
and 1015 MeV neq/cm2 fluence for silicon bulk defects. This effort resulted in the submission
of an engineering run in July 2017 with the MALTA and Monopix sensors. These two sensors,
of 2× 2 cm2 and 1× 2 cm2 respectively, have very similar front-end electronics but different
readout architectures. The readout architectures will be studied in detail in Chapter 4 while the
front-end and the sensor will be covered in Chapter 3, focusing on the MALTA results as they
are part of the work of this thesis. Prior to the fabrication of these two large scale sensors there
were several studies done to optimise parameters like pixel size, electrode size, electrode to deep
p-well distance in the TowerJazz process that are not object of this work but whose results were
taken into account in the design of these DMAPS, see [73].

In order to improve the radiation tolerance by two orders of magnitude, from 1013 MeV neq/cm2

to 1015 MeV neq/cm2, the depletion region needs to be vastly extended with respect to the
ALPIDE and the charge should be collected by drift mechanism instead of by diffusion. In
the ALPIDE it is difficult to extend laterally the depletion region far into the epitaxial layer in
between the high resistivity substrate and the deep p-well, as this requires a potential gradient or
an electric field in between two equipotentials. Therefore a process modification was done for
the MALTA and Monopix sensors named the standard modified process [83]. This modification
consists of adding a low dose n-implant layer in order to move the junction of the sensor away
from the small collection electrode and create a fully planar junction. The cross section of the
standard modified process can be seen in Figure 2.14.
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Figure 2.14: TowerJazz 180 nm standard modified process cross section [83].

As for the standard process, the electronics are in a separate well outside the collection
electrode. The depletion layer also separates and isolates the p-wells containing the electronics
from the substrate, which implies that they can be biased independently. For this process, the
sensor junction is between the low dose n-type implant and the p-epitaxial layer and it is planar.
The depletion starts at the junction and with a reverse substrate bias of few volts, the depletion
extends to the n-well collection electrode and over the full pixel width. In general, the higher
the reverse bias is, the higher the electrical fields are in the sensitive region and consequently the
charge is collected more quickly. The limit of when applying higher reverse bias stops having a
beneficial effect for the different sensors will be shown in the characterisation results in Section
3.4.6. All of this, allows the combination of the benefits of full depletion with a small sensing
node capacitance (≈ 2.5 fF) that is essential for a low power pixel design and a lower material
budget. The pixel size is 36.4×36.4 µm2 and the electrode constitutes only 10% of this area.

Another positive point of this approach is that, apart from defining the region of the n-
implant over the pixel matrix, the process modification does not require any other layout changes
in the design of the sensor or the circuitry. Therefore, the same design can be done in both the
standard and the modified process, permitting a direct comparison between the two. To the
contrary, in order to achieve the high collection efficiency specified by the LHC experiments,
very fine tuning of design and processing parameters is needed and extensive simulations have
to be run.

Measurements on this detector confirmed that the addition of the low dose n-type implant
maintains the low sensor capacitance. The full depletion improves the timing performance and
increases the non-ionising radiation dose tolerance [74].

2.4.2 Large collection electrode

A large collection electrode design [65] refers to the one seen in Figure 2.15 in which the deep
n-well constitutes the collection electrode, that extends underneath the pixel area. The front-
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end and readout electronics are situated inside the collection electrode. The NMOS transistors
are isolated from the collection electrode with a p-well layer. Since the transistor junctions are
now isolated from the p-type substrate, a high reverse bias voltage in the order of 50-100 V can
be applied to the collection diode. These characteristics improve the radiation hardness of the
detectors, because full depletion can be achieved and the electrons have to travel a shorter path
to generate a current reducing the risk of being trapped. The charge will be mostly collected by
drift mechanism so it is fast. The main disadvantage of this type of DMAPS is the large input
capacitance seen by the collection electrode, in order of a few 100 femtofarads, due to the large
junction between the p-substrate and the deep n-well. This capacitance is comparable to the one
of the HPD detectors. In this case, to achieve a high Q/C there are two possibilities, the first is
to limit the area and complexity of the in-pixel electronics or to increase the collected charge by
using thick high-resistivity substrates for the sensitive layer. A large signal is needed to achieve
a good S/N ratio because, as was seen in the previous section, it is dependent on the capacitance.

Figure 2.15: Cross-section of a large collection electrode design taken from [68].

2.5 Radiation damage in silicon detectors

The hostile radiation environment where silicon detectors operate means that its performance is
degraded due to radiation damage. Cumulative radiation effects are gradual effects that occur
during the whole lifetime of the electronic component in a radiation environment. The effects of
radiation on electronic devices and materials depend on the type of radiation, the rate of interac-
tion and the detector characteristics. This section explores the main sources of this damage.
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2.5.1 Silicon bulk defects

Bulk damage is caused by the interaction of the incident particles with the nuclei of the lattice
atoms. In order to remove a silicon atom from its lattice position a minimum recoil energy of
around 25 eV is required. Electrons need an energy of at least 260 keV in order to provide such
a recoil energy in a collision, while protons and neutrons, because of their higher mass, require
only 190 eV. When only a small amount of energy is delivered to the recoil Si atom isolated
displacements are created, leaving a single vacancy-interstitial pair. They are created mostly by
electromagnetic radiation of low energy electron and x-ray photons.

If the recoiling silicon atom gets enough energy through the collision, it can cause further
defects. A recoil Si atom needs about 5 keV of energy to displace other Si atoms in the crystal,
creating a dense agglomeration of defects. Since these displacements are formed in a small
volume, there is rapid annealing and only 2% of all generated defects form electrically active
states. These disordered regions are referred to as defect clusters. Defect clusters have high
local defect density and can be tens of nanometers wide.

To be able to compare the damage caused by the different types of particles with differ-
ent energies, radiation damage is scaled with non-ionising energy loss (NIEL). This quantity
summarises all energy deposited in the crystal that does not cause ionisation. The NIEL cor-
responding to a total fluence of particles is quoted in terms of the equivalent fluence of 1 MeV
neutrons to provide a common reference for comparing the damage from different particles.

Cluster defects severely affect the performance of the detector, depending on their concen-
tration, energy level and the respective electron and hole capture cross-sections.

Radiation-induced defect levels close to the middle of the bandgap are very efficient charge
carrier generation centres that lead to an increase of the leakage current of silicon devices. This
current is also called generation current or dark current. The experimental calculation of the
leakage current must be done with great care as it depends on several parameters.

The leakage current increases considerably after irradiation because of the new centres of
charge carriers generated inside the space charge region. The increase in current, ∆Ivol, is pro-
portional to the particle fluence, Φeq, and independent of the type, resistivity, and impurity
content of the used silicon material [53]. It can be expressed as shown in Equation 2.17:

∆Ivol = αΦeq (2.17)

where α is the current related damage rate. Figure 2.16 shows data obtained from various
silicon detectors irradiated in a neutron field with 5.2 MeV mean energy and measured at room
temperature after a dedicated annealing of 80 min at 60◦ C which is used as a common reference
for measurements [59]. An annealing process consists of a heat treatment process that alters the
structure of the material.
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Figure 2.16: Radiation induced leakage current increase as function of particle fluence for
various silicon detectors made from silicon materials produced by various process technologies
with different resistivities and conduction type. The current was measured after a heat treatment
of 80 min at 60◦ C and is normalised to the current measured at 20◦ C. Figure taken from [54].

Leakage current is also dependent on temperature. This dependence is dominated by the
position of the energy levels in the band gap, their cross sections, their concentrations, and the
temperature dependence of the bandgap itself. The most efficient generation centres are the
ones at the intrinsic energy level. In this case, the leakage current temperature dependence
will follow one of the intrinsic carrier concentrations ni. Chilingarov compared experimental
results obtained on several different irradiated silicon particle detectors using the parameteri-
sation I(T ) ∝ T 2exp(−Ee f f /2KBT ), where Ee f f = 1.214±0.014eV [55]. The leakage current
generated in the volume has a strong temperature dependence and therefore the current can be
reduced by lowering the temperature. This is important as the sensor power generated by the
leakage current can raise the temperature, causing more leakage current and leading to thermal
runaway.

Finally, the current related damage rate, α factor has an annealing behaviour. Figure 2.17
shows the change in α with time for different annealing temperatures. The annealing tempera-
ture is the temperature at which the samples are stored or heated to accelerate the defect reactions
in the silicon bulk. This temperature shall not be confused with the measurement temperature of
the leakage current which in the given example is 20◦C. The α value is continuously decreasing
with increasing annealing time.
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Figure 2.17: Current-related damage rate α as a function of cumulated annealing time at dif-
ferent temperatures. Solid lines: fits to the data. Figure taken from [56].

The radiation-induced defects lead to a change in the effective space charge Neff that is
reflected in a change of the depletion voltage Vdep of silicon detectors. The depletion voltage
Vdep is given as:

Vdep =
q|Ne f f |d2

2εε0
(2.18)

where d is the thickness of the device, q is the elementary charge, ε is the relative per-
mittivity of silicon and ε0 is the vacuum permittivity. It shall be noted that Equation 2.18 is
assuming a constant space charge over the volume of the damaged detector, which is not always
the case [60]. However, the most common way of calculating depletion voltage is with a ca-
pacitance versus voltage measurement. Figure 2.18 shows an example of the evolution of the
effective space charge or depletion voltage for an n-type sensor with particle fluence. Before
irradiation, the sensor was of high-resistivity n-type (phosphorus-doped) base material resulting
in a positive space charge of some 1011 cm-3. Irradiation of the sensor results in the formation
of negative space charge which compensates the initial positive space charge. With increasing
particle fluence, the net space charge decreases and reaches very low values corresponding to
almost intrinsic silicon. This point is called type inversion or space charge sign inversion (SCSI)
as the space charge sign changes from positive to negative. Increasing the particle fluence be-
yond the SCSI point leads to more and more negative space charge values. Furthermore, this
type inversion leads to the bulk Si changing from n-type material to p-type material which can
affect the charge collection in underdepleted sensors. The depletion voltage rises accordingly
and eventually reaches values that cannot be applied to the detector any more without resulting
in breakdown. High-resistivity p-type sensors do not suffer from type inversion because the ini-
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tial space charge is already negative before irradiation. The effective doping concentration after
irradiation does change with time and can be accelerated at elevated temperatures and deceler-
ated or frozen at lower temperatures. This effect is known as reverse annealing and it is one of
the main reasons why measurements of irradiated detectors are performed at cold temperatures.
One last note to mention is that the procedure of leaving samples for 80 minutes at 60◦C is de-
signed to get to the Neff min. This reduces the depletion voltage and acts as a common reference
point for comparing some measurements.

Figure 2.18: Depletion voltage Vdep and effective doping concentration Ne f f of a 300 µm thick
silicon detector up to a fluence Φeq = 1015MeV neq/cm2.The n-type substrate is inverted to p-
type for a Φeq = 1012MeV neq/cm2. Image taken from [59].

Finally, defects associated to lattice interactions, could behave as trapping centres. The
charge carriers generated by ionising particles or photons in the depleted bulk of the silicon
sensor are travelling toward the electrodes and constitute the sensor signal. If a charge carrier is
trapped into a defect level and not released within the signal collection time of the sensor, the
charge is lost and the corresponding sensor signal is reduced. With increasing particle fluence,
more and more charge carriers get trapped leading to signal reduction. The trapping is due to
the different time constants of the electron capture and emission processes. Traps are mostly
unoccupied in the depletion region due to the lack of free charge carriers. Trapping in irradiated
devices is described by the trapping time constant τtrap, which is the average time for a charge
to be trapped after irradiation. This parameter is inversely proportional to the fluence Φ and
defined by the following equation:

1
τtrap

=
1

τtrap0
+ γΦ (2.19)

where τtrap0 is the trapping constant before irradiation and γ the proportional factor mod-
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elling the dependence of the trapping time constant on the fluence. For most of the tracking
devices used in particle physics this effect is not as relevant as the leakage current and deple-
tion . Above a fluence of 1014neq/cm2 about 90% of the generated charge in a 300 µm thick
detector can be collected. However for the applications that this thesis targets, where silicon sen-
sors are placed in radiation environments with fluences of at least 1015neq/cm2, the amount of
charge collected decreases to 50% due to trapping. As for the leakage current and the depletion
voltage, the effective trapping damage constant depends on the annealing status of the sensor
after irradiation. It has also been shown that the trapping times are only weakly temperature
dependent [61].

As it has been presented in this section, after irradiation, the leakage current increases and
the charge collected decreases. In consequence, the minimum threshold of the front-end defined
as the minimum charge for which the electronics will react, needs to be adjusted, balancing the
maximum acceptable noise hit rate and the minimum requirement of charge collection efficiency.

2.5.2 Total Ionising Dose Effects in ASICs

Ionising radiation generates electron–hole (e–h) pairs in insulators, such as the gate, field and
spacer oxides (SiO2) used in integrated circuits (ICs) that can lead to component degradation or
failure via total ionising dose (TID). Therefore, the electronics (ASICs) in the detectors for High
Energy Physics need to be designed bearing in mind the TID dose that they will be exposed
to in order to avoid premature failures. Radiation sources typically used for TID testing are
Cobalt-60 (60Co) and Cesium-137 (137Cs) radioisotopes and low-energy (≈ 10-keV photons)
x-ray generators. Radioisotopes are high-energy photon sources that are mainly used for device
characterisation. Low-energy x-ray generators are instead commonly employed for transistors
characterisation because of their relatively low cost, the possibility to reach elevated doses within
short testing time and their high safety standards [43]. The total ionising dose is measured in
Gray although it is more common to express it in rad or radiation absorbed dose: 1 Gray =

1 J/Kg (SI unit) and 1 Gray = 100 rad.
When ionising radiation is passing through the oxide (SiO2) electron-hole pairs are generated

by the radiation energy deposited. The electron’s mobility in the oxide silicon is µn,oxide ≈
20 cm2/V s which is almost ten times higher the mobility of the holes in the oxide µp,oxide ≈
2 cm2/V s. This means that the electrons are swept out of the oxide in picoseconds while the
holes remain trapped in the presence of an electric field. The accumulation of holes in the
oxide results in a charge build up in this region that modifies the electrical behaviour of the
detector [44].

A similar effect occurs in the shallow trench isolation (STI) or field oxides used to isolate
transistors. The damage of these structures will cause an increase of the leakage current as the
trapped holes can create a leakage path between source and drain. The effect is modulated by
the distance of the oxide from the channel of the MOSFET and the length of the parasitic path,
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which implies that the proper architecture for a CMOS device can vastly mitigate field oxide
or STI leakage. Figure 2.19 shows a 3-dimensional (3D) schematic of an irradiated nMOSFET
illustrating the formation of two lateral parasitic devices. The main nMOSFET is surrounded by
the STI structure, as shown in light green. The front face of the STI structure is represented by
the light-green frame to make the channel doping profile and the STI-related trapped-charge (+
markers) distribution visible.

Figure 2.19: 3D schematic of an irradiated transistor showing the STI issue with the leakage
current [41].

In order to reduce the effects of TID there are several mitigation techniques that can be
applied while designing the electronics [42]. One of these techniques is the used of enclosed
transistors for which the source-to-drain current flows underneath the gate, therefore eliminating
any leakage path underneath the field oxide or along the active area edge. Another way of
reducing radiation damage is the use of p+ guard rings to isolate different silicon areas.

2.5.3 Single Event Effects, SEE

Single Event effects (SEEs) are the third type of radiation damage on electronics and they are
caused by the interaction of a single particle with the component’s sensitive region [119]. In
the context of a high-energy accelerator radiation field, these effects are typically caused by
high energy hadrons (HEH, defined as hadrons above 20 MeV), intermediate energy neutrons
(in the 0.2-20 MeV range) or thermal neutrons (with energies around 0.025 eV). The physical
mechanism through which SEEs are induced is via indirect energy deposition events, meaning
that a discrete interaction between the hadron and a nucleus in (or near) the device’s sensitive
region needs to occur to trigger the event which causes a permanent or temporary change in
the operation of the ASIC. These events affect the electronics of the detectors and can lead to
"hard" or permanent errors when single event burnouts, gate ruptures or latch-ups take place.
However, they can also generate what are known as "soft" errors, which can can be split into
two classes: transients created by Single Event Transients or glitches in the clock also named
Single Event Effects [45]. The typical way these errors manifest themselves is when an ionising
particle traversing a device depositing sufficient charge to create an event such as a memory bit
flip. In consequence, SEEs can be classified in two different classes: destructive or hard effects
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and non-destructive or soft effects. The most relevant damages concerning readout electronics
for silicon detectors are given below [13].

• Destructive (hard) SEE’s

– Single Event Latchup (SEL): potentially destructive creation of a parasitic pnpn
thyristor structure in a device. When a latchup occurs, the current increases and
if the power supply is maintained, the device can be destroyed by thermal effects.
The use of a current monitoring and a power control circuit allows the power to be
shut down quickly after the latchup is detected in order to protect the device against
thermal destruction [46].

• Non-destructive (soft) SEE’s

– Single Event Upsets (SEUs): single bit flip induced in a digital element either by
direct ionisation from a traversing particle or by a recoiling nucleus emitted from a
nuclear reaction. This event induces no damage to the basic element which can be
rewritten with the right value.

– Multiple Cell Upset (MCU) and Multiple Bit Upset (MBU): MCUs occur when two
or more bits (physically adjacent or not) become corrupted by a single particle, or
its secondary particles from nuclear interactions. If the two or more bits corrupted
by the same event are in the same logical word, the effect is known as a Multiple Bit
Upset (MBU). This effect is rarely observed in the devices studied for this thesis.

– Single Event Transient (SET): momentary voltage excursion (voltage spike) at a
node in semiconductors, originally formed by the electric field separation of the
charge generated by an ion passing through or near a circuit junction. The signal
perturbation is very short but can in some cases propagate through the whole system
depending on where and when it occurs.

There are several techniques that can be applied to mitigate SEUs.
The scale down of technology plays an important role in the influence of SEE. From the

technology level two scenarios can be differentiated. On one hand, with the technology scaling,
the supply voltages are lower as well as the capacitance which means that less charge is needed
to change a state. On the other hand, as the physical dimensions are smaller, it is less likely that
a particle will hit the sensitive area. The overall behaviour is determined by the circuit topology
and radiation environment.

At cell level, if the node capacitance is increased, the charge needed to be deposited by a
heavy ion to induce errors is higher. It will also help to have the information stored in multiple
nodes.

Finally at a system level redundancy can be introduced in the form of data encoding using an
error-correcting codes such as a Hamming protocol [114] or with Triple Modular Redundancy
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(TMR). This last technique is based on a majority voter cell that has an odd number of inputs, 3
being the most common number, and 1 output equal to the input value that is repeated the most.
In the case of 3 inputs, an upset in one of them would be masked by the voter and will not be
seen in the output. TMR is widely used in HEP.

Finally, as to what regards the general SEE test and rate estimation approaches and tools, the
description of the sensitivity of a component is typically expressed as the probability per unit
fluence, better known as the cross section, that an SEE occurs for a given incident beam. The
different types of beam are characterised by their energy in the case of (hadron-induced) indirect
energy deposition and by its Linear Energy Transfer (LET) for heavy ions. This quantity it is
the stopping power that was described in Section 2.1.1 or dE/dX . The LET of a particle in a
certain material is defined as its energy loss per unit length and density and is tabulated for a
wide range of ions and materials.

In Chapter 6 a full analysis of SEEs for the detector that is foreseen to be used in the ATLAS
ITk Upgrade will be presented.

Estimation of upset rates

To estimate the upset rate, one must consider the mechanism by which radiation particles cause
the anomaly. Heavy ions have a high dE

dx and hence low range so they will deposit their energy
in a small region causing directly a SEU. Protons on the other hand tend to ionise the material in
the interaction with electrons and have a lower dE

dx . However occasionally they will collide with
a nucleus and have a nuclear reaction. This is basically a non ionising energy loss event which
will result in a recoil of the nucleus and generate a lot of charge in a small volume. Figure 2.20
shows the two ways in which heavy ions and protons cause SEUs.

Figure 2.20: a) Generation of SEU via ionisation caused by heavy ions. b) Creation of SEU via
nuclear reaction by protons. Images from [93].
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Device immunity is determined by its Linear Energy Transfer Threshold (LETth). The LETth

is defined as the minimum LET that will cause a single-event effect at a certain particle fluence.
Devices foreseen to be working in radiation environments should be analysed for SEU rates and
effects during testbeam campaigns, as the rate of this events during operation is low you need to
go to dedicated facilities to be able to qualify the technology. In the following section results of
the response of the chip to high energy ions, with different LET, measured in Louvain, Belgium,
and to 480 MeV protons (HEH) at TRIMUF in Vancouver will be presented.

The LETth usually reduces as a device accumulates large TID. The present trends (e.g.,
device size and power reduction, increased memory and speed) will only heighten the SEU
susceptibility. This is easily seen when one considers the device as a simple capacitor (C) upon
which the ionised particle deposits sufficient charge (Q) to result in a voltage (i.e., logic state)
change. SEU occurs when LET > Qcrit.

Since the LETth is equivalent to the LET required to produce a voltage change (∆V ) sufficient
for an SEU, then mathematically:

LETth ∝ ∆V = Q/C (2.20)

As the size of these active devices decreases, the capacitance will decrease and so will the
charge necessary to induce the SEU. If a square device of feature size L x L is considered, the
critical charge for state change is proportional to the feature size squared (Qcrit ∝ L2). This
critical charge is the charge necessary to flip a binary "1" to a "0" or vice-versa, but is less than
the total stored charge. Specifically, Qcrit is then the difference between the storage node charge
and the minimum charge required for the sensing amplifier to read correctly. For example, in
SRAM circuits, Qcrit depends not just on the charge collected but also the temporal shape of the
current pulse [94].

The energy deposited per unit path length as an energetic particle travels through a material
is the linear energy transfer (LET). Note that the LET is normally defined by dE/dx. However,
the LET used in SEU studies is actually the mass stopping power defined by (dE/dx)/ρ where
ρ is the material density. This results in an LET unit of MeV cm2/mg of material, which is the
energy loss per density thickness. Density thickness (td) is the product of the material density
and its thickness (t), i.e., td = ρ × t. Therefore, the density thickness describes the area density
of electrons (electrons/cm2). The LET is dependent on the particle, its energy, and the material
traversed. The upset rate is usually reported as errors per day per chip, or errors per day per bit
(errors/bit-day). The practical way of calculating the SEU rate is by measuring the cross section
(σ ) versus LET for example using accelerator testing. The device cross section is defined as
the ratio of the number of upsets to the particle fluence. The experimentally determined cross
section is a function of particle energy (LET).
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2.6 Sensor characterisation parameters

In order to determine if a sensor is suitable for a HEP experiment there are certain parameters that
need to be evaluated. They will be explained in this section adapted to the depleted monolithic
active sensors with small collection electrode designs.

2.6.1 Basic sensor electronics

The in-pixel electronics used in the detectors for High-Energy physics can be described by
the block diagram seen in Figure 2.21. They consist of the sensor that captures the incoming
particles charge and it is represented by the diode. This diode is connected to an amplifier
whose output is digitised by discrimination stage that can be tuned via different DAC values to
suit different tests. Finally the generated pulse will be processed by the digital logic. Having
this picture in mind will help for a better understanding of the characterisation of these devices.

Figure 2.21: Block diagram of the pixel electronics that shows how the detected charge becomes
a pulse at the output of the discriminator. Figure taken from [14]

2.6.2 Gain and charge collection efficiency

A certain amount of charge is deposited in the sensor by a traversing particle. This charge is then
used to generate a signal by the front-end. The charge collection efficiency of a sensor, εcoll , is
defined as the ratio between the collected charge, Qcoll , and the generated charge, Qgen.

εcoll =
Qcoll

Qgen
(2.21)
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The gain of an amplification circuit is defined by the ratio between the output voltage, VOUT ,
and the input voltage VIN . For the pixel detectors studied in this thesis VOUT = Qdet

CIN
where Qdet

is the detected charge and CIN is the input capacitance of the detector.

Gain =
VOUT

VIN
(2.22)

This parameter is given by the front-end design which is explained in Section 3.1.2. In
the MALTA sensor, due to its small input capacitance, for a collected charge of 1600 e- the
voltage step created is around 50 mV. The sensor thickness is around 25-30 µm. To calculate the
expected ionisation charge for this sensor a mean ionisation charge of 63 electron-hole pairs per
µm path length [78] and a total electrode capacitance of 5 fF is assumed. In order to calibrate
the sensor, fluorescence sources such as 55Fe can be used as they produce point-like charge
deposits of fix value in the sensor via the photo-electric effect. Measuring the signal amplitude
at the front-end output for several Fluorescence lines therefore allows an accurate calibration
and calculation of the gain of the sensor. The amount of collected charge can then be computed
from the signal amplitude and compared to the expected deposited charge based on energy loss
models as discussed in Section 2.1.1.

2.6.3 Noise

Having a large Signal-to-Noise ratio, SNR, is another important parameter of every detector.
The goal of these devices is to generate the largest signal possible from the incident charge
while keeping the lowest possible noise levels. For pixel detectors the most common way of
expressing the noise is with the equivalent noise charge, ENC, which is the ratio of produced
noise,VNOISE_OUT , over the signal generated from a single collected electron,VOUT _1e− .

ENC =
VNOISE_OUT

VOUT _1e−

[
V

V/e−

]
(2.23)

Another way of expressing this noise is:

ENC2 = ashotτ + a1/ fC
2
D + atherm

C2
D

τ
(2.24)

where ashot is the shot noise contribution which can be modelled with a Poisson distribution
and is due to the discrete nature of charge, τ is the filter time of the in-pixel circuitry, a1/ f is
the 1/f noise contribution and CD refers to the detector input capacitance that depends on the
capacitance between the collection diode and the deep p-well as well as the sensor back side and
atherm is the thermal noise contribution.

For MOSFET transistors the shot noise term can be neglected as it is linearly proportional to
the leakage current of the sensor. τ is the filter time of the front-end amplifier and it usually is
<= 1 µs making this term also negligible.
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On the other hand, the thermal noise contribution is more important and it derives from the
Brownian motion of charge carriers in the channel of the MOSFET [79]. atherm can be defined
for strong inversion i.e when the voltage between the gate and source is larger than the threshold
voltage, Equation 2.25, and for weak inversion i.e when the gate-source voltage is below the
threshold and there is a small current that depends on VGS voltage, Equation 2.26:

atherm =
4KBT γ

gm
(2.25)

atherm =
2KBT n

gm
(2.26)

where KB is the Boltzman’s constant, gm the transconductance defined as dVGS/I. The factor
γ can be approximated by 0.67-1.0 for CMOS processes and n is the weak inversion slope. The
factor n is a bias dependent parameter.

Finally, the 1/f contribution, which is also known as Random-Telegraph-Noise is also im-
portant [15]. According to literature, the term a1/ f can be defined in several ways but within the
context of this work the definition taken is:

a1/ f =
K f

C′2oxWL
1
f

(2.27)

where C
′
ox is the oxide capacitance per unit area in a MOSFET, W and L are the gate width

and length of the transistor and K f is a technology dependent constant for the 1/f noise. In other
words it can be said that this noise is caused by a change in the charge state of a trap or defect
under or near the transistor gate. This abruptly changes the threshold voltage of the transistor and
hence its current. In most hybrid pixel detectors the C

′
ox can be neglected due to the high input

capacitance of the sensor. This is not the case for DMAPS as the sensor input capacitance CD

is in the same order of magnitude as C
′
ox. Consequently, the thermal noise component because

of its frequency independence, dominates for very fast charge deposits and the total SNR of a
detector can be expressed as:

S
N

∝
Q

CD

√
gm (2.28)

To sum up, the recipe to design a low noise DMAPS is based on having the smallest possible
sensor input capacitance, CD and the largest possible C

′
ox to reduce RTS noise. For the sensors

described in this thesis, the latter two contributions: random telegraph noise and thermal noise
are the ones that have most influence and certain parameters have been optimised to reduce their
effect.
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2.6.4 Efficiency, threshold, time over threshold (ToT) and time-walk

The efficiency of a detector is possibly its most important parameter and can be expressed as:

ε =
Ndet

Ntotal
(2.29)

where Ndet is the number of detected particles and Ntotal is the total number of incident
particles. This is the broadest definition possible of detector efficiency. Nevertheless other
parameters can be specified, like in the case of the ATLAS detector, all the particles should be
detected within a 25 ns window. Furthermore, some pixels might be too noisy or not working so
they will be removed or masked, minimising the efficiency over a certain area. Consequently,
more specific definitions of efficiency exist such as in-time efficiency, global efficiency and in-
pixel efficiency for which different cuts to the data are applied during the analysis stage.

The most influential parameter in the efficiency of the detector is the threshold, which can be
defined as the minimum incident charge for which the discriminator, seen in the block diagram
of Figure 2.21, fires. The lower the threshold the better the efficiency value is providing that the
noise hits do not compromise the operation. For pixel detectors, the global threshold which is
applied across the pixel matrix typically ranges from a few hundred to a few thousand electrons,
depending on the sensor design. Pixel designs with large collection diodes usually operate at
a higher threshold than small electrode designs due to the higher input capacitance and larger
signal. Irrespective of the detector design (monolithic or hybrid), per-pixel thresholds tend to
vary with respect to the global threshold and this phenomena is known as threshold dispersion.
Even when operating at high thresholds some residual noise is observed if the dispersion is large.
As a result, many front-ends support a per-pixel threshold fine tuning to minimise this effect and
to allow a lower overall threshold, which is not the case for MALTA as the area penalty was
too high. The way of measuring the threshold is by injecting a fixed charge into the front-end
electronics. This injection is repeated multiple times, and the percentage of injections that result
in a hit being readout is recorded. The value of the injected charge is then increased by a discrete
voltage step, and the process is repeated until a specified charge range has been covered. Ideally,
this process would produce a step function, with zero injections resulting in a hit for any charge
below threshold and all injections resulting in hits for any charge above threshold. However,
due to the electronic noise of each front-end channel, this step function is smeared into an S-
curve shape. The S-curve is then fit with a Gaussian error function. The mean value of this fit
is recorded as the threshold for each pixel. The σ of the fit defined as the difference between
the charge values that correspond to 16.5% and 83.5% hit efficiency, is regarded as the noise
of the pixel [126]. Figure 2.22 shows in a) the ideal s-curve or step function. If our detectors
were perfect, every charge injected below threshold will produce zero detected hits and every
injection above threshold will make the pixels fire, however in reality, the behaviour is as shown
in Figure 2.22 b), where injected charges close to threshold will fire some times but neither zero
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nor all the times.

Figure 2.22: (a) Heaviside step function or unit step function with image taken from Wikipedia
(b) ATLAS threshold curve distribution [84]

Other parameters that have a large dispersion and are relevant to particle physics measure-
ments are time-walk and time over threshold or ToT. The first one is defined as the delay be-
tween the deposition of the charge in the sensor and the pixel firing. Here is where the 25 ns
time-window, which corresponds to a bunch crossing in the LHC, comes into play as the time-
walk should be kept below this number so the particles can be reliably identified as belonging
to a particular bunch-crossing. The ToT is the time that a signal stays above the discriminator
threshold. With this information, the amount of deposited charge or the size of the signal can be
estimated. Having a well calibrated detector means that the time resolution will be as accurate
as possible [80].

Figure 2.23 shows how these parameters will be computed for two different signals, one
created after a high-charge deposition and the other with a lower-charge impact. The signal of
high charge rises steeply and therefore does not need a lot of time to reach threshold. The ToT
counter clock starts with only a small delay and thus time-walk is short. However, the signal
with low charge takes more time to reach threshold and thus its time-walk is longer. Since ToT
counts are a measurement of the signal charge, determining the relation between ToT counts and
time-walk is of great importance to determine the Time of Arrival (ToA) of a hit.
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Figure 2.23: Signal created by two hits of different charge. Low charge corresponds to little ToT
counts and long time-walk tw. High charge leads to many ToT counts and shorter time-walk [80].

Figure 2.24 is a measurement performed with the MALTA detector that shows the relation-
ship between the amplitude of the signal created by the front-end and the time-walk. It was
taken by exposing the chip to a 90Sr radioactive source that emits electrons that generate a signal
similar to the response to minimum ionising particles. Therefore, the expected most probable
value of charge deposition for the 25µm thick epitaxial layer of the chip is around 1500 e−.
The charge threshold setting of the front-ends with diode reset was around 200 e−. The most
probable amplitude value obtained by the most probable charge deposition of the MIP is around
500 mV. It puts into perspective the importance of being able to operate at low thresholds as
the time-walk delay will be smaller and the ToT measurement can be more precise. In this case
signals above 130 mV arrive with a delay smaller than the cited 25 ns which corresponds to
300 e− for the operating front-end measurements. These numbers correspond to ≈ 95% in-time
threshold detection which means that when operating with a 300 e− threshold 95% of the hits
will be processed within the 25 ns window of the LHC allowing for good particle identification.
It is important to note that the MALTA detector has an asynchronous architecture explained in
detail in Chapter 4, so measuring ToT is not possible as there is no clock that goes to the matrix.
In consequence, this time-walk estimation is a key measurement to have an estimation of the
charge deposited by the incident particles. The time shown corresponds to when the hits are
available in the periphery which is "immediately" after the discriminator fires.
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Figure 2.24: Signal amplitude versus time-walk for MALTA detectors with 90Sr source zoomed in
the time axis to focus on in-time efficiency measurement (not all 90Sr energy spectrum covered).
Curve provided by [77].

2.6.5 Cluster size

The cluster size of a detector is a very important quantity that defines the spatial resolution. It
is defined as the number of adjacent pixels that fired simultaneously. The cluster size depends
on parameters like the pixel pitch, operating threshold, bias voltage of the detector or thickness
of the depletion area because the thicker the sensitive regions, they give more lateral diffusion
and therefore the charge spread over more pixels. A detailed study of the cluster size will be
presented in Chapter 3.

All the parameters discussed are influenced by the radiation effects explained in Section 2.5.
It is important to do the measurements for both devices irradiated and unirradiated and then
compare the degradation.



Chapter 3

Particle detection with Monolithic Active
Sensors

This chapter will describe the different small collection electrode DMAPS that have been de-
veloped within the context of the ATLAS Upgrade. It explains how the sensor and front-end
electronics have evolved in order to comply with the specifications of the outermost layer of
the Inner Tracker detector of the ATLAS Upgrade. It focuses on how to achieve a good charge
collection and the modifications that have been done to improve the radiation tolerance of the
initial MALTA detector. It contains experimental results on cluster analysis and efficiency for the
Mini-MALTA and MALTA Cz sensors that have been obtained in both laboratory and testbeam
campaigns for this thesis work.

3.1 Description of the MALTA detector

The MALTA chip whose name is taken from "Monolithic from ALICE To ATLAS" is the largest
monolithic CMOS sensor designed to meet the ATLAS requirements [90]. It has been designed
in TowerJazz 180 nm with the standard modified cross-section. Some wafers were fabricated
with an epitaxial layer of 25 µm and others with 30 µm with the idea of studying the charge
collection differences. The substrate layer thickness has also been thinned to different values
50 µm to 100 µm and 300 µm mainly to reduce material and scattering. It has a matrix of
512× 512 pixels with a size of 36.4× 36.4 µm2. The physical chip size is ≈ 2× 2 cm2. Its
layout is illustrated in Figure 3.1.

The main part of the chip is the large pixel matrix. The digital periphery contains parts of the
readout logic as well as the function control registers used to defined the best operational mode
according to the application of the detector. In the case of bias currents and voltages needed
by the front-end pre-amplifier, the register values are converted to the desired current or voltage
values using digital-to-analogue converters (DACs).

The digital address and timing information of the pixels that have been hit is transmitted

54
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Figure 3.1: Layout of MALTA [77].

off-chip in a 40-bit parallel output, that utilises either a low-voltage differential signal (LVDS)
standard or a full-swing 1.8 V CMOS standard. The LVDS drivers [75] are designed to operate
up to 5 Gb/s and ensure robust data transmission to off-chip data acquisition systems, while the
CMOS input/output pads offer the possibility of chaining multiple chips together and transmit-
ting the hit data between chips.

The pixel matrix is divided into eight sectors with minor changes in the sensor and front-
end preamplifier designs. Sectors 0-1 and 6-7 have a circular collection electrode of 2 µm
diameter and there is a 4 µm spacing between the electrode and the deep p-well that surrounds
the electronics. In sectors 2-5 the circular electrode diameter is 3 µm and the separation is 3.5
µm. Another significant distinction between the sectors is the deep p-well coverage inside the
pixel. The deep p-well is only needed to shield the n-wells of the PMOS transistors and therefore
half of the sectors implement what it is shown in Figure 3.1 as med. deep p-well or medium
deep p-well where this layer has not been extended below the p-wells of the NMOS transistors.
The sectors with max. deep p-well or maximum deep p-well have this layer extended over both
types of transistors in the same way as shown in Figure 2.14.

Concerning the front-end electronics, that will be discussed in the following section, there
are no differences between sectors except for the mechanism used to reset the voltage of the
collection electrode, which can be either done with a PMOS transistor or with a diode.

Finally the in-pixel circuitry, as shown in Figure 3.2 has two main parts, the analogue that
includes the front-end circuitry and the digital with all the logic needed to readout the matrix.
It follows a similar implementation to the diagram shown in Figure 2.11. From the layout it
can be observed that the collection electrode is situated in the middle of the pixel and that the
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electronics are separated from it either by 3.5 or 4 µm. There is as well shielding between the
analogue and digital parts in order to avoid any possible cross-talk and two separated power
domains are in placed for the same reason.

Figure 3.2: Layout of a pixel from the MALTA sensor [77].

3.1.1 MALTA main features

MALTA detector main design characteristics are specified in Table 3.1 and the specifications that
it should fulfil to be compatible with the outermost layer of ATLAS Inner-Tracker Upgrade [81]
are given in Table 3.2.

Table 3.1: Main characteristics of MALTA and Monopix sensors.
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Table 3.2: Main specifications for the sensors in the outermost layer of the ATLAS Inner Tracker
Upgrade.

3.1.2 MALTA front-end electronics

The analogue front-end in MALTA consists of the following circuits: the reset of the voltage of
the collection electrode after a hit, an amplifier and a discriminator or comparator.

The mechanism of the front-end behaviour, the equivalent circuit of which is shown in Figure
3.3 and relies on the transfer of charge from a large capacitance, the one of the sensor, to a small
capacitor in order to generate voltage gain. The charge deposited by the incoming particles
is transformed into a negative voltage step ∆VPIX_IN = QIN/CIN at the input terminal. The
transistor M1 with current source IBIAS from VDDA acts a source follower, meaning that the
input voltage will be almost the same at the source. This results in the following charge transfer
Qsource =Csource×∆VPIX_IN from Csource to COUT _A in case the current sink to GNDA is IBIAS.
So ideally ∆VOUT _A would be:

∆VOUT _A ≈
Qsource

COUTA

=
Csource∆VPIX_IN

COUT _A
=

Csource

COUTA

∆VPIX_IN =
Csource

COUT _A

QIN

CIN
(3.1)

In consequence, the voltage at the output becomes much larger due mainly to the fact that
CSource�COUT _A or expressed in a different way COUT �CIN .

The circuit practical implementation, with the amplifier and discriminator, can be seen in
Figure 3.4. Transistor M0 behaves as the current source that supplies the IBIAS current to the
source follower M1. M1 and its capacitance CS are placed in their own well and have a gain
close to 1. Transistors M5 and M6 shape the voltage that will be seen in OUT_A, setting the
correct baseline and the return to it after a hit. The bias voltage VCASN and the gate-source
voltage of M6 that conducts the current ITHR determine the DC voltage on OUT_A. M2 is
a cascode transistor and therefore it is used to negate the Miller effect, preventing capacitive
coupling between the input, IN, and the analogue output, OUT_A. Transistor M3, takes the
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Figure 3.3: Operating principle of MALTA front-end [76].

sum of the currents IBIAS and ITHR. A traversing particle will increase the voltage at OUT_A
provoking transistor M6 to go out of saturation so ITHR will charge the GN node. The current
seen by M3 becomes larger and it will eventually discharge OUT_A node bringing it back to its
initial state. It is important to underline the role of the capacitor CS that determines the voltage
gain and it is also controls the return to baseline. The final shape of the signal depends on the
biasing currents IBIAS and ITHR and on the CS value. The functon of M4 in this circuit is to
avoid having too long signals when the input charge is large, therefore it only conducts when
OUT_A voltage is above a certain value which can be controlled using the VCLIP bias. Finally
transistors M7 and M8 constitute a simple discriminator. In steady-state conditions, the baseline
voltage on OUT_A sets the DC current of M9 and the whole discriminator branch. M8 is a
cascode transistor that decouples in this case OUT_D from OUT_A. M7 is biased in a way that
provides a current IDB higher than the DC current of the branch. However it is pushed out
of saturation while OUT_D is close to the supply voltage of 1.8 V. During the transient or hit,
when the OUT_A voltage increases, the current drawn by M9 also increases until it becomes
larger than IDB and then it starts to discharge the OUT_D node. While the signal in OUT_A
returns to its baseline value, OUT_D will be charged up again by the IDB current. Consequently
the threshold of the discriminator is controlled by the combination of the DC current setting in
the branch (indirectly by VCASN) and the IDB current setting. When the OUT_D voltage
drops below the threshold voltage of the following inverter during the transient, a digital pulse
is produced at the output of the front-end [77].

The front-end uses what it is called a continuous reset of the collection electrode and has
two different implementations. The first one, the reset diode, realised through a p+ implant
in the collection n-well is very compact. However it has the drawback that the reset current
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Figure 3.4: MALTA front-end schematic [89].

depends on the sensor leakage current and on the signal amplitude. The second one, the PMOS
reset, needs a larger area and its contribution to the input capacitance of the sensor is larger. It
has the advantage that the PMOS conductance is controlled by the bias current IRESET that is
larger than sensor leakage current. Using these two ways of resetting the collection electrode
means that the operation point of the different parts of the matrix will need slightly different bias
settings. The circuit representation of both resets can be found in Figure 3.5.

Figure 3.5: MALTA’s electrode reset mechanisms [77], in a) the diode reset and in b) the PMOS
reset.

The last features of the the analogue front-end include the masking and pulsing circuitry. In
case there are noisy or malfunctioning pixels, the masking mechanism allows to disable them
so results are not perturbed. The most common way of implementing this functionality is with
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a latch that will enable or disable the output. For the MALTA design in order to save some area
necessary to keep the pixel pitch small, it has been done with three parallel NMOS transistors
situated between the source of transistor M9 in the discriminator stage and the analogue ground
AVSS. The gates of these transistors are connected to the digital signals used for addressing
every pixel by its row, column and diagonal. If the three lines are set to "1" or whenever these
three signals intersect, the pixel will be disabled. A disadvantage of this scheme is that if more
than one pixel is masked other unintended pixels will be disabled because of the intersection
created by the three coordinates grid. For the analysis of the results these pixels are referred to
as "ghost" pixels. Using three coordinates to implement the masking scheme is a compromise
between saving some area in the front-end and being able to minimise the number of ghost
pixels.

Being able to input test pulses is a very useful functionality, as it allows the response of
the pixels to a fixed injected charge to be studied. A VPULSE signal is sent to a specific pixel
selected by its row and column number. Two PMOS switches force the output of the pulsing
circuit to one of the two preset DC voltage levels: VHIGH or VLOW that determine the value of
the charge injected creating a signal that is a voltage step with an amplitude of VHIGH − VLOW .
This signal is coupled to the input node of the front-end by a 230 aF metal-to-metal capacitor.
This capacitance value has been obtained via the parasitic extraction engine of Cadence tool
Virtuoso. Nonetheless, its real value depends on other "settings" like bias voltage so it becomes
complicated to have a very systematic measurement of the threshold or a good calibration. This
injection circuit will be addressed in upcoming designs. As an approximation, the charge injec-
tion can be calculated as follows:

QIN =CIN∆VIN =CC(VHIGH−VLOW ) (3.2)

The pulsing circuitry described that is connected to the input node can be seen in Figure 3.6.

Figure 3.6: MALTA pulsing circuitry schematics used to capacitively inject test pulses to the
input of the front-end [77].

The readout circuitry will be explained in Chapter 4 but it follows an asynchronous archi-
tecture so hits are transmitted "immediately" after the discriminator fires to the periphery via
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LVDS signals. The DACs are common for the full matrix and have 7 bits to act on the bias
of the different transistors in the FE electronics. In the characterisation results the two DACs
settings that have the biggest influence on the threshold are specified. These are ITHR because
it has a direct influence on the gain of the front-end and IDB as it influences the threshold level
of the front-end comparator.

3.1.3 MALTA sensor characterisation results

In this section, the main results of the MALTA characterisation will be discussed as it shows
what needs to be corrected in order to successfully meet the requirements of the experiment.
The cross-section of the MALTA sensor had been changed with respect to the ALPIDE to
achieve full depletion and therefore charge collection by drift rather than by diffusion mainly
because of the higher radiation levels in ATLAS. Nevertheless, after testing sensors irradiated to
1015 MeV neq/cm2, it was found that the charge was not collected when deposited in the corner
of the pixels [88]. All the sensors referred to as irradiated in this thesis, have been exposed to
neutrons at the NIEL fluence specified at the TRIGA reactor in Ljubljana [92]. Figure 3.7 shows
the efficiency maps of a 2 x 2 pixel region of the MALTA chip. Before irradiation, the efficiency
is around 98% but after it drops due to the charge loss at the corner of the pixels because the
lateral electric field near the pixel borders is too low for charge to be collected by drifting. The
threshold for the irradiated sensor is as low as the RTS noise allows. This means that the sensor
is still not fit for purpose and further improvements are required.

Figure 3.7: Efficiency map of a 2 x 2 pixel region of the MALTA chip, on the left before irra-
diation for 250 electrons threshold and on the right after 1015 MeV neq/cm2 fluence for a 350
electrons threshold [88].

Another indication of this charge loss can be seen with the cluster analysis [101]. In Figure
3.8 it can be seen how the cluster sizes evolve according to the threshold and irradiation levels.
For the unirradiated pixel maps, the centre of the pixels have a cluster size of ≈ 1, while if we
lower the threshold it is clear that more charges deposited at the corners of the pixels is collected.
For the 600 e− threshold the cluster size average at the corners is around 1.2 while for the lowest
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operational threshold this number increases to 2.4. It is normal to have higher cluster sizes in
the corners as the charge can be collected from the adjacent electrodes. For the irradiated, the
centre of the pixels still has an average cluster size of ≈ 1 but the corners have an average of ≈
1.1, even with a lower threshold applied. This is further proof that the charge deposited in the
corners is not reaching the electrode.

Figure 3.8: Cluster analysis for a 2 x 2 pixel region of the MALTA sensor unirradiated (upper
set of plots) and irradiated to 1015 MeV neq/cm2 (bottom set of plots) for 600, 400 and 250
electrons threshold respectively from left to right. The lowest threshold for the irradiated sensor
is not achievable so it is not represented.

There was another unexpected finding during MALTA testing that needed to be addressed.
Figure 3.9 shows both the simulated S-curve for the front-end and the measured distribution of
the noise, done with the in-pixel injection mechanism. The simulated S-curve shows that the
expected threshold value is around 200 e− and the ENC noise is 7 e− giving a S/N ratio of 28.6.
Usually, with a threshold larger than 10σ a lower operational threshold could be achievable.
However, the distribution of the noise shown in Figure 3.9 b) shows a non-Gaussian distribution
with a tail due to a small number of pixels having noise value larger than 10 e−.

The larger values of noise were believed to be due Random Telegraph Noise. This was
attributed to “M3” transistor being much smaller than on previous circuits. To verify this as-
sumption, the Mini-MALTA sensor includes sectors with the same “M3” size as on MALTA
and sectors with a larger M3 transistor. Measurements on the Mini-MALTA sensor confirmed
that the larger transistor sizes significantly decreased the RTS noise, both before and after ir-
radiation. In addition, the larger NMOS size also yielded a significantly larger gain and lower
charge threshold for the same settings. Further measurements confirmed that the “M3” output
conductance was higher than expected, which caused gain degradation for the front-end. It was
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also found that for lower threshold settings, where the influence of this output conductance is
larger, the spread on the gain and hence the threshold spread increased.

(a) (b)

Figure 3.9: (a) Simulated S-curve of MALTA front-end (b) Noise distribution of MALTA [77].

Finally, the slow control block in the MALTA detector was implemented following an Eth-
ernet like protocol but didn’t function as foreseen. The clock tree was not generated properly
which meant that to send the commands the power supply had to be toggled from 1.8 V to 1.2
V. This reduced the speed of the clock and helped with loading all the registers. Once the chip
is configured, the supply had to be returned to 1.8 V to properly bias the transistors. The chip
could be configured by doing the toggling of the supply but scans such as measuring the thresh-
old of the detector were impossible to perform for the full matrix as they would take a very long
amount of time. Therefore, the threshold cited for MALTA usually corresponds to the pixels in
the region being studied. This issue was corrected for Mini-MALTA, in which a shift register
was used for configuring the detector.

3.2 Mini-MALTA

The efficiency loss in the corner of the pixel was studied with detailed TCAD simulations. The
goal was to enlarge the lateral electrical field and hence to accelerate the charge collection at
the edge of the pixels especially for the irradiated sensors [86]. The CMOS circuitry for all the
sensors would still be located inside the deep-p-well and the charge collection would continue to
be done at the small n-type electrode. In September 2018, a new prototype, the Mini-MALTA,
was designed with a number of process variations to address issues identified in the MALTA
chip. The Mini-MALTA chip matrix contains 64 x 16 square pixels with a pitch size of 36.4 µm,
the same as in MALTA. The full chip size is 1.7 x 5 mm2 including both the matrix and all the
periphery with the digital circuitry. Inside the Mini-MALTA sensor there are 8 different pixel
flavours, differing in analogue front-end designs, reset mechanism and electrode/well geometries
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as detailed in Figure 3.10.

Figure 3.10: Different sectors of Mini-MALTA.

The matrix is divided in two halves, at the top, the transistor size has been kept at the same
dimensions as was used in the MALTA design. For the bottom half of the matrix critical tran-
sistors for the front-end performance have been enlarged. This is to mitigate the significant
Random Telegraph Noise measured on MALTA, which prevented low threshold operation. By
enlarging the transistor size, fluctuations due to trapped charge will be smaller. The enlarged
transistors are the input, M1, and the NMOS transistor of the current source, M3, that absorbs
the current going to the input see Figure 3.4. Another important effect of this change in size of
the critical transistors is that the gain of the amplifier for this half of the matrix becomes higher
due to a lower output conductance of the enlarged transistor. The combination of higher gain
and the lower noise allows operation at lower thresholds, which will improve the detection of
charge in the corners.

In Mini-MALTA, these process variations are emulated using mask variations for different
sectors in the matrix. The extra deep p-well modification is shown on the right image in Figure
3.11. In this, the standard modified process from TowerJazz has been further modified with an
additional deep p-type implant under the deep p-well. The middle cross-section represents the
n-well gap sector of Mini-MALTA for which the low dose n-blanket mask has been modified
to include a gap. The left image is the cross-section corresponding to the Standard Modified
Process, which is the same as in MALTA. The purpose of both changes is to improve charge
collection for charges generated near the pixel edges by creating a stronger lateral field which
focuses the generated charge (electrons) to the collection electrode.
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Figure 3.11: From left to right: standard modified process, process modification and new mask
with gap in the n-well and extra deep p-well cross section [90].

For the standard modified process the lateral electrical field at the corner of the pixel is so
low that some of the charge deposited there is not registered by the electrode after irradiation, as
shown in the left image of Figure 3.12. The colour scale represents the electrostatic potential,
red are the strongest potential regions, then orange, green, light blues and being the dark blue
the weakest potential areas. The arrow lines show the electric field and the star-symbol is the
minimum electrical field. The white lines show the edge of the depletion region. What can be
extracted from this simulation is that the gap in the n-well and the additional p-implant, middle
and right images of Figure 3.12, bend the drift path away from the minimum to the collection
electrodes, increasing the lateral electrical field. Thus the drift path is reduced and charges will
not end up trapped in the minimum. Finally the charge collection will be faster. Consequently,
the gap in the n-implant and the extra deep p-well reduce the charge sharing and increase the
single pixel signal, making the sensor more radiation hard.

Figure 3.12: Results of electrostatic simulation for different process variations. The black ar-
rows mark the electric field lines, the star symbol marks the electric field minimum and the white
lines mark the edges of the depleted regions [86].

The front-end design remains the same as in the MALTA, Figure 3.4, except for the increased
size of the transistors M1 and M3. The layout of the full Mini-MALTA chip is shown in Figure
3.13. The readout architecture, which will be discussed in Chapter 4, is done in a similar way
to MALTA but with an additional logic at the end-of-column for synchronisation purposes: the
synchronisation FIFO and memory. The DACs have been modified to utilise 8 bits and to be
more modular and independent of the matrix size (the previous design implemented in MALTA
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was a single block occupying the full width of 512 pixels). The slow-control is a different
implementation as well due to its unreliable behaviour in MALTA. Finally, the data transmission
unit (DTU) used in the ALPIDE chip was added to send the serialised hit data off-chip using
a single LVDS output transmitting the data at 1.2 Gb/s with double data rate (DDR). The 600
MHz needed for this transmission is also generated inside the DTU using a phase-locked loop
(PLL).

Figure 3.13: Layout of Mini-MALTA chip [87].

3.3 MALTA Czochralski

Some further ideas to tackle the charge loss at the corner of the pixels were developed. Some
samples from the original MALTA design were produced on Czochralski silicon wafers and
in combination with the new process variations developed for the Mini-MALTA prototype and
presented in Section 3.2. The signal generated in a sensor is proportional to the thickness of the
sensitive layer. MALTA and Mini-MALTA were fabricated using a p-type substrate with a high
resistivity epitaxial layer of 25-30 µm thickness, which constitutes the sensitive layer and can be
fully depleted at low voltages of around 6 V. An actual value of the resistivity cannot be quoted
due to the complexity of the doping profiles that are kept confidential by the foundry. However,
by moving to high resistivity Czochralski material for the fabrication of the MALTA sensor the
sensitive volume can be considerably increased for higher reverse biases compensating at least
in part the higher noise and higher charge threshold that the MALTA sensor has in comparison
to the Mini-MALTA. Czochralski is the standard method to grow single crystalline silicon and
it is only recently that it has become available with higher resistivity, 3-4 KΩ per cm. Some of
the wafers fabricated with the new starting material were processed with the same variations as
discussed above (Figure 3.11) but for all of the wafers the circuitry and consequently the critical
transistors were kept the same as in the original MALTA design. Therefore, the RTS noise tail
observed in Figure 3.9 will still be a feature in Czochralski devices and there is a limit to the
low thresholds that can be reached. Finally, Czochralski single crystal growth technique results
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in a lower quality silicon than Float-Zone. It is possible that there will be larger variations in
threshold dispersion or noise.

Figure 3.14 shows the cross-sections for MALTA in the standard modified process fabricated
in epitaxial and Czochralski respectively. From now on, all devices that have been fabricated
with Czochralski starting material will be referred as MALTA CZ.

Figure 3.14: Cross section of the original MALTA pixel on epitaxial silicon (left) and the new
MALTA pixel on Czochralski silicon (right).

3.4 Characterisation results

In this section the description of the setups that were used to characterise the detectors in both
the laboratory at CERN and during testbeam campaigns will be explained.

3.4.1 Mini-MALTA laboratory test description

Mini-MALTA chips arrived in the lab in January 2019. As soon as they were received some
of them were sent to Ljubljana for neutron irradiation and others were diced and wire-bonded
onto printed circuit boards (pcb) in order to be tested. Basic tests were performed: establishing
communication with the chip, exposure to sources to make sure that particles can be detected,
noise scans etc. The main goal of this prototype was to prove that the fabrication and front-end
changes led to an improvement in sensor performance, particularly after irradiation.

An in-depth analysis of the clusters measured in the different sectors of Mini-MALTA was
made to determine the effect of the different design changes on the performance of the sensor.
Clustering of hits will improve the spatial resolution and typically reduce the number of noise
hits as it is unlikely that they are part of the cluster. If the average cluster size for Mini-MALTA
is higher than for MALTA it would be a clear indication that more charge is detected. It is
important to know the typical cluster size of the specific detector you are working with to then
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make sure that during beam operation the data taken looks as expected. A custom clustering
algorithm that computes the number of adjacent pixels that fire within a time window of 50 ns
was developed to perform this analysis. Having a small time window guarantees that all the
hits in the cluster belong to the same physics event. Because of the asynchronous trigger-less
architecture every hit that goes above threshold will be recorded and used in the analysis.

The methodology and most relevant information applied to perform these tests is described
here:

• The detector is placed inside a climate chamber operated at a temperature of -20◦ degrees
for all the samples but one unirradiated chip that was put on a table at room temperature.
The real sensor temperature was not measured.

• The detector has a protection for the wire bonds, which leaves the matrix exposed to light
but the rest is covered in black tape to avoid noise and current due to stray light.

• The radiation sources used are 90Sr and 55Fe due to their different properties.

• The radioactive source is placed manually on top of the matrix.

• Time of exposure of the detector to the radioactive source was not accurately tracked for
all the tests and can lead to different count numbers.

• The opening of the source is not collimated.

• Reverse bias is applied and threshold and noise scans are made to determine the operation
point of the device.

• Once the source analysis is done, the data collected is passed through the clusteriser algo-
rithm whose results will be presented.

Table 3.3 summarises the conditions for all the chips that were analysed in the laboratory
under the conditions described above. The chip name makes reference to the wafer number
and the reticle number. As an example W4R6 corresponds to wafer number 4 and 6th reticle.
Furthermore, all the results presented have no data for the PMOS reset sectors because they
require a different bias to be operated under similar conditions to those that have the diode
reset. The p-well voltage is always kept at -2 V for these tests and for all the Mini-MALTA’s
characterisation results due to a design bug that prevents going to lower values. The threshold
is computed for both halves of the matrix as the modifications done to front-end especially the
enlargement of some transistors should have an effect on this parameter. The aim is to bias them
so they have a similar threshold. One chip where the response of the two halves was studied at
two different thresholds so that the effect of operating the sensors at high or low thresholds could
be understood. Most noisy pixels were masked so they do not influence the results. Finally, one
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of the Mini-MALTA’s was analysed for different biases voltages as this parameter can have an
effect on the total depleted area and consequently on the charge collection efficiency.

Two radioactive sources were used to perform these measurements 90Sr, and 55Fe, due to
their different properties. The 55Fe source emits photons that interact with the silicon via the
photoelectric effect. These photons knock electrons out of their shell and those electrons get all
the energy from the photons. The photons are fully absorbed. The different electrons have a lot
of energy but inside the detector they will collide with other electrons immediately and spread
the energy around. This creates a cloud of ionised electrons (and holes) in an almost point-like
volume in the silicon so all the charge will be then collected by the sensor from a small volume.
This means that if the photon is absorbed in a part of the sensor that is depleted, all the charge
will be collected but if the photon is absorbed outside of the depletion region, then the charge
will move slowly by diffusion and will be usually lost through recombination or trapping. As a
summary it can be said that basically the 55Fe source induces a "binary" signal in the sense that
either the sensor gets all of the charge or virtually none of it.

90Sr source decays to Yttrium, which is a beta source that emits electrons with an endpoint
energy of 2.2 MeV. The higher energy electrons behave like minimum ionising particles see
Section 2.1, similarly to the particles in testbeam. The low energy electrons are absorbed in
the material surrounding the sensor. The electrons pass through the sensor depositing energy
and creating charge along its path. This results in a signal that is proportional to the sensitive
volume, which depends on the depletion voltage.

In conclusion, the 55Fe produces a peak in the energy spectrum and the number of counts
in the peak will depend on the size of the depletion region. The 90Sr electrons will produce a
signal that is proportional to the size of the depletion region.

Table 3.3: Operating conditions of the sensors used for the Mini-MALTA laboratory cluster
analysis. The Mini-MALTA sectors and names are defined in Figure 3.10. Note that when two
values of threshold or subtrate voltage are specified is to make comparisons.
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3.4.2 Mini-MALTA laboratory cluster analysis

The results presented first discuss the occupancy or total number of hits seen by the different
sectors in Mini-MALTA and then the average cluster size for the sectors with the enlarged tran-
sistor sizes. This last plot is presented as a histogram with the number of single clusters to
several hit clusters.

The first study is a comparison between an unirradiated sensor, W4R6, and one irradiated
to a dose of 1015 MeV neq/cm2, W1R2. The source used for the tests is 90Sr. The thresholds of
W1R2 are the higher ones according to the Table 3.3. Note that the temperature column refers
to the one of the climate chamber and not to the one of the sensor and that in the two threshold
columns S0-S3 and S4-S7 refer to the Mini-MALTA sectors shown in Figure 3.10. The main
conclusion of this test is that both before and after irradiation the sectors with the enlarged
transistor see a larger count of hits than the smaller size transistors sectors. The reason for this is
that both halves of the matrix have a different operational threshold, being lower for the enlarged
transistors regions, so more charges are registered. Figure 3.15 shows the measured maps. The
average cluster size shown in Figure 3.16 decreases with irradiation from ≈ 1.6 to ≈ 1.1 which
indicates that some charge might be still trapped. The unirradiated standard modified sector has
more charge sharing than the sectors with modified processes where the lateral electric field has
been improved. After irradiation the cluster size becomes larger for sectors S1 and S3, this can
be explained because it is known that MALTA loses 30% hit efficiency after irradiation and the
lateral electrical field is not high enough to direct them to the corner of the pixels. New cross-
sections allow to detect more charge, see Figure 3.16. This also confirms the TCAD simulations
presented in Section 3.12 where it is expected that the average cluster size will be smaller for
the new modified processes because more charge is collected by the electrode without being
trapped.

Figure 3.15: Occupancy maps of Mini-MALTA for unirradiated and irradiated to
1015 MeV neq/cm2 sensors done with 90Sr source.
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Figure 3.16: Average cluster size histogram of Mini-MALTA for unirradiated and irradiated to
1015 MeV neq/cm2 sensors done with 90Sr source.

Another comparison was done between an unirradiated Mini-MALTA, W1R10 and W1R2
irradiated to 1015 MeV neq/cm2. The radioactive source used in this case was 55Fe. The same
trend as with the 90Sr source is observed. Due to the different operational thresholds of the
MALTA like sectors and the enlarged transistors regions, the first ones have a much lower count
of hits than the second ones, see Figure 3.17. In terms of average cluster size, the results are
interesting as they show what it is expected by the theory, that either all the charge is collected
or not seen by the sensor. As it has been explained, 55Fe will deposit the charge in a small area
(smaller than the pixel pitch) that can either be in the depleted region or outside it. The average
cluster size is then very close to 1 for all the sectors. For the irradiated device the amount of
double clusters gets even smaller than for the unirradiated one following the observed trend of
smaller cluster sizes after irradiation. The most positive observation is that after irradiation, the
average cluster size is still bigger for the new cross-sections meaning that the lateral electrical
field is more effective at guiding charge towards the collection electrode leading to reduced
charge losses, see Figure 3.18.

Figure 3.17: Occupancy maps of Mini-MALTA for unirradiated and irradiated to
1015 MeV neq/cm2 sensors done with 55Fe source.
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Figure 3.18: Average cluster size histogram of Mini-MALTA for unirradiated and irradiated to
1015 MeV neq/cm2 sensors done with 55Fe source.

The third comparison is between the behaviour of the same irradiated sensor sample to 1×
1015 MeV neq/cm2, W1R2, operated at different thresholds. As expected, for a similar time of
exposure to the 90Sr source the device that was configured to run at lower threshold has a higher
occupancy than the one set to operate at a high threshold, this is represented in Figure 3.19.
With regards to the average cluster size, for a lower threshold it is slightly bigger. This can
be explained because the pixels are sensitive to smaller charges and despite having the same
number of hits in the corners more pixels will fire due to the low threshold setting, see Figure
3.20.

Figure 3.19: Occupancy maps of Mini-MALTA for irradiated to 1015 MeV neq/cm2 sensor set to
operate at different thresholds done with 90Sr source.
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Figure 3.20: Average cluster size histogram of Mini-MALTA for irradiated to 1015 MeV neq/cm2

sensor set to operate at different thresholds 90Sr source.

The last of this set of comparisons looks at the different response of Mini-MALTA chip
irradiated to 2× 1015 MeV neq/cm2 for different substrate bias applied. The theory indicates
that there should not be a major difference observed in the charge collection because at -6 V
the sensor should already be fully depleted. However, the electric field will increase for higher
reverse bias and the charge will move faster, reducing the possibilities of the charge to get
trapped. The plots observed in Figures 3.21 and 3.22 show that for a similar exposure time a
higher absolute value of the substrate voltage makes the MALTA alike sectors see a larger count
of hits while the modified sectors number of hits remain very similar. The average cluster size
does not change for the different substrate bias as predicted. One last thing can be extracted
from Figure 3.22 , if it is compared to the histogram shown in Figure 3.20 for low threshold
operation it is clear that higher irradiation levels are linked to further charge losses as the average
cluster size decreases. These initial lab studies will be complemented with data from testbeam
campaigns in which the performance will be compared against the different monolithic active
sensor developments that have been presented in this chapter.

Figure 3.21: Occupancy maps of Mini-MALTA for irradiated to 2× 1015 MeV neq/cm2 sensor,
set to operate at a "high" and "low" substrate voltage done with 90Sr source.
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Figure 3.22: Average cluster size histogram of Mini-MALTA for unirradiated and irradiated to
2×1015 MeV neq/cm2 sensors done with 55Fe source.

3.4.3 Testbeam facilities

Detection efficiency is a parameter that is measured mainly during testbeam campaigns. All the
data that will be shown from the original MALTA design was taken in CERN SPS facilities with
a 120 GeV pion beam [100] by the ATLAS CMOS collaboration. The data acquisition for Mini-
MALTA and MALTA CZ, was carried out either in the beam facilities in DESY accelerator in
Hamburg, or in the ELSA accelerator operated by the University of Bonn during the timeline of
this thesis. For both facilities they use an electron beam with an energy that can be set up to 6
GeV in DESY and of 2.5 GeV in ELSA. This difference in the energy of the beam will influence
the way particles interact with the detectors.

3.4.4 Testbeam data acquisition setup

The device under test (DUT) that is going to be measured, is situated in the middle of a beam
telescope consisting of a number of detector planes for defining tracks, which are located on
either side of the DUT. For all the SPS measurements, the telescope used was made up with
MIMOSA 26 sensors and had six reference planes [102]. A telescope with MALTA detectors
was built for more recent measurements of the MALTA Cz and Mini-MALTA. Figures 3.23 and
3.24, show the layout of the telescope and how it looked in reality during the 2019 testbeam
campaign in DESY. It has 7 tracking planes made of thin MALTA sensor of 100 µm thickness
in order to minimise multiple scattering. Each plane is readout with a Xilinx Virtex-7 FPGA.
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Figure 3.23: Layout of MALTA telescope used during beam campaign in DESY 2019.

Figure 3.24: Picture taken during the 2019 DESY beam campaign of the MALTA based tele-
scope.

In the case of the MALTA telescope, if a particle crosses both the reference plane and the
DUT in the same location within a few micrometers and in a time-window of 75 ns it will be
used to perform the tracking. If the hit is not observed in both the reference plane and the DUT
the event is discarded. The rest of the 6 planes are used to provide the tracking resolution.

The main algorithm used for reconstruction is General Broken Lines or "GBL" [103], as it
accounts for the multiple scattering of the electron beams. The detection efficiency is calculated
as the ratio of the number of events with telescope tracks and a corresponding hit on the DUT
over the total number of events with a telescope track within the given time acquisition window.
The clusters are identified when adjacent pixels in both the reference plane and DUT get hit
within the time window. The telescope and the DUT are aligned in such a way that the beam
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intensity is the highest over the region of interest of the DUT. If needed the rest of the pixel
matrix can be masked. Since the telescope provides such a precise track resolution in relation to
the pixel size of the DUT, the detection efficiency can be analysed with sub-pixel precision to
check whether a uniform high efficiency can be achieved over the full area of a pixel. This has
been key for all the developments presented in this chapter.

3.4.5 Testbeam efficiency analysis

First results to be reviewed are if the positive indications with respect to charge collection that
were found during the laboratory cluster analysis tests could be confirmed with the efficiency
plots obtained during testbeam campaigns.

In Section 3.1.3 it has been explained that the difficulty of operating the detector at low
thresholds due to RTS noise plus a sensor not fully optimised meant a drop in efficiency at the
corners of the pixel after irradiation at a fluence of 1015 MeV neq/cm2. In this case the measured
chip efficiency of MALTA was ≈ 70%.

The first measurement to do is to measure the efficiency of all all the regions in Mini-MALTA
for an unirradiated device and verify that they meet the required 98% detection efficiency. Figure
3.25a shows a 2D efficiency map for an unirradiated Mini-MALTA sample measured with a 2.5
GeV electron beam at ELSA in 2019. Different sensor regions are visible: standard MALTA-like
(bottom part of each chip), modified with extra deep p-well (middle part) and modified with extra
n-gap (top part). Results are also shown for sensor regions with standard (right side of each chip)
and enlarged (left side) transistors. The chips were operated at 6 V SUB voltage, -2 V P-WELL
voltage and -20◦ C, and were tuned for low threshold operation. Note the difference in threshold
for the two halves of the matrix after the transistor size modifications. The expectations were
met as the efficiency is above 98% for all the regions.

The second image, see Figure 3.25b, is the same 2D efficiency map taken during the same
beam campaign but this time for an irradiated sensor to 1× 1015 MeV neq/cm2. The operating
conditions were 6 V SUB voltage, -2 V P-WELL and -20◦ C, and were tuned for low threshold
operation. In this case, the MALTA sector should see an efficiency of around 70-80% while for
the other sectors, the charge collection should have increased. The efficiency should be higher
for the enlarged transistors regions than for the ones with the small size devices as the operating
thresholds as the use of larger transistors reduces the RTS noise. These results confirmed the
measurements taken in SPS for MALTA. A hit efficiency of 75% was observed for the regions of
the irradiated sensors with standard transistors, as was observed in previous measurements at the
SPS. The regions with an extra deep p-well and the gap in the n-layer see a small improvement,
having an efficiency of 85%. The efficiency is not as high as required because the operational
threshold remains too high due to noise. The left half of the matrix with the larger transistors
show that even for the MALTA sector the capability of reaching a low threshold brings a 10% en-
hancement in the charge collection. The other two sectors that combine the sensor optimisation
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plus the RTS noise reduction are fully efficient after irradiation.
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Figure 3.25: (a) Unirradiated Mini-MALTA efficiency map. (b) Irradiated to 1 ×
1015 MeV neq/cm2 Mini-MALTA efficiency map [87].

To sum up the Mini-MALTA efficiency measurements Figure 3.26 shows the efficiency ver-
sus threshold mean for two neutron irradiated Mini-MALTA samples at 1× 1015 MeV neq/cm2

and 2× 1015 MeV neq/cm2 respectively measured with a 2.5 GeV electron beam at ELSA in
2019. The chips were operated at -6 V SUB voltage, -2 V P-WELL voltage and -20◦ C. Dif-
ferent sensor regions are presented: standard MALTA-like (circles), modified with extra deep
p-well (triangles) and modified with extra n-gap (rectangles). Results are also shown for sen-
sor regions with standard (open markers) and enlarged (full markers) transistors, as well as for
sensors with different epitaxial layer thicknesses: 25 µm (orange or light blue symbols) and 30
µm (red or dark blue symbols). The conclusions from these graphs are that the data taken are
consistent for all the samples as the results are very close for the different samples operated un-
der the same conditions. In addition, enlarged transistors regions have a higher efficiency than
the standard transistor size ones and it decreases for higher thresholds. The sensor optimisations
solve the charge loss at the corner of the pixels for the radiation levels of the outermost layer of
ATLAS. Both extra deep p-well and n-gap efficiency numbers are almost identical. If the device
is irradiated to 2×1015 MeV neq/cm2 similar trends are observed. The main differences are that
the decline in the efficiency with the threshold happens faster and that a slight charge loss is
observed even for the modified regions. The maximum efficiency drops to ≈ 95%. One remark
to these plots is that the efficiency at the borders is a bit lower than in the centre. The reason for
this is that when a particle hits at the borders of the DUT it can be influenced by the scattering
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or noise and fall outside the boundaries of the reference plane.
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Figure 3.26: (a) Efficiency vs threshold for all regions of Mini-MALTA irradiated sensor at
1× 1015 MeV neq/cm2. (b) Efficiency vs threshold for all regions of Mini-MALTA irradiated
sensor at 2×1015 MeV neq/cm2. Graphics from [87].

Finally the efficiency for the new MALTA CZ samples will be analysed. The increase of the
sensitive volume for these detectors means that more charge will be deposited and the generated
signal will be larger. Consequently, the hit efficiency will improve for a fixed threshold raising
the efficiency in the corners. The only difference between the original MALTA and the MALTA
CZ is the substrate type, one has epitaxial and the other high resistivity Czochralski, but the
electronics design remains completely unchanged. Several wafers with all the different process
modifications were fabricated. To have a direct comparison Figure 3.27a shows the in-pixel
2D efficiency map for Sector 2 of an unirradiated MALTA epitaxial sample W7R4 (standard
modified process) projected over a 2 x 2 mini-matrix measured with a 3 GeV electron beam at
DESY in October 2019. The binning corresponds to 8 x 8 entries per single pixel. The sample
was operated at -20◦ C in a climate chamber with the bias voltages set to P-WELL -6 V and
SUB -10 V. Effective threshold was measured to be 485 electrons with a noise of 11 electrons.
On the other hand, in Figure 3.27b can be seen the same plot measured in the same facility
and testbeam for an unirradiated sample of Czochralski MALTA, W7R12 (Czochralski standard
modified process). The bias settings in this case were P-WELL -6 V and SUB -30 V. The idea
was to have a similar effective threshold and it was measured to be 427 electrons with a noise of
9 electrons. The efficiency for both cases is almost 100% but it is already noticeable the higher
efficiency for the Czochralski sample.
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Figure 3.27: (a) 2D efficiency map for Sector 2 of unirradiated MALTA epitaxial sample W7R4
projected over a 2× 2 mini-matrix (b) 2D efficiency map for Sector 2 of unirradiated MALTA
CZ W7R12 projected over a 2×2 mini-matrix. Note: error is 0% because it is smaller than the
one decimal digit.

The next question to consider is if the Czochralski efficiency after irradiation is as good as
the results obtained for Mini-MALTA after enlarging the transistors and with the new process
modifications. During the experimental campaign there were no MALTA detectors with the
standard modified process that had been irradiated so as to be able to compare the data, Figure
3.28 compares the efficiency between MALTA detectors with the n-gap fabricated in epitaxial
and high resistivity Czochralski as starting material, both irradiated to 1× 1015 MeV neq/cm2.
The operating conditions for both chips were -20◦ C with P-WELL -6 V, and SUB -10 V and
-20◦ C with P-WELL -6 V and SUB -50 V respectively, trying to set them at a low threshold.
The specific values of the threshold for these chips had not yet been measured due to lack of
time before the testbeam and the MALTA slow control issue. Despite the similar colours in the
plots, the scales are very different. The results shown in Figure 3.28 show that the epitaxial
MALTA has an average efficiency across the 2x2 mini-matrix projection of sector 2 of 84%
that is similar to the one observed in the Mini-MALTA regions with n-gap and without enlarged
transistors. The corners also show lower efficiency compared to the the centre, as was observed
previously. In contrast, the efficiency of the MALTA CZ sensor is 97% proving that increasing
the sensitive depth is a solution to the loss of charge in the corners of the pixels. There is still a
drop in efficiency in the boundaries of the pixels but it reduces to 95% rather than 75% that was
observed for the epitaxial designs.
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Figure 3.28: (a) 2D efficiency map for Sector 2 of an epitaxial MALTA with n-gap (sam-
ple W4R1) irradiated to to 1× 1015 MeV neq/cm2 projected over a 2× 2 mini-matrix. (b)
2D efficiency map for Sector 2 of a MALTA CZ with n-gap (sample W7R12) irradiated to
1× 1015 MeV neq/cm2 projected over a 2× 2 mini-matrix. Note: error is 0% because it is
smaller than the one decimal digit.

The last comparison is between a MALTA epitaxial n-gap and a MALTA CZ n-gap irradiated
to 2×1015 MeV neq/cm2. The sensors were operated under the following conditions: at -20◦ C
with P-WELL -6 V and SUB -10 V and -20◦ C P-WELL -6 V, and SUB -55 V respectively. The
efficiency of the CZ sample is 95%, which is only a small decrease compared to efficiency of
the CZ sample irradiated to 1× 1015 MeV neq/cm2. There is only a small drop in efficiency in
the corners. In the case of the epitaxial sensor the average efficiency drops from 84% to 76%.
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Figure 3.29: (a) 2D efficiency map for Sector 2 of an epitaxial MALTA with n-gap (sample
W4R4) irradiated to 2×1015 MeV neq/cm2 projected over a 2×2 mini-matrix. (b) 2D efficiency
map for Sector 2 of a MALTA CZ with n-gap (sample W9R4) irradiated to 2×1015 MeV neq/cm2

projected over a 2×2 mini-matrix.
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3.4.6 Testbeam efficiency vs substrate bias analysis

It is important to understand the optimal reverse bias settings for both sensor types. For the epi-
taxial samples the sensor is already fully depleted for a SUB setting of -6 V. A further increase
of this value results in a drop of efficiency because the electrical field profile changes and the
charges deposited in the corners are less likely to be detected. The opposite behaviour is ob-
served for the CZ samples. Their efficiency increases with increasing reverse bias as it directly
influences the volume of the depleted region. The efficiency as a function of bias voltage is
shown in Figure 3.30. Measurements were done with a 4 GeV electron beam at the DESY facil-
ity in 2019 on the second and third sector of the MALTA matrix. The deep p-well was biased at
-6 V and the samples were kept at -20◦ C. The measured thresholds are specified in the legend
of the graph. As it has been explained for the epitaxial samples a substrate bias higher than 10V
decreases the performance of the sensor while for the CZ samples, the higher the reverse bias
the higher the efficiency. This trend is applicable for both fluences.
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Figure 3.30: Efficiency versus substrate voltage for irradiated to 1×1015 MeV neq/cm2 and 2×
1015 MeV neq/cm2 MALTA samples fabricated in epitaxial and Czochralski starting materials.

3.4.7 Testbeam efficiency vs threshold analysis

A key for the success of DMAPS to be more radiation tolerant is to be able to operate at low
thresholds. Figure 3.31 shows the efficiency versus the threshold for the same irradiated MALTA
epitaxial and CZ n-gap samples that were presented in the previous section. It is evident that for
all devices a lower threshold results in a higher detection efficiency.
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Figure 3.31: Efficiency versus threshold for epitaxial and CZ MALTA sensors irradiated to
1×1015 MeV neq/cm2.

3.4.8 Testbeam cluster size analysis

Testbeam studies of mini-MALTA sensors were made to determine the cluster size. The cluster
size in the testbeam was compared to that measured in the lab. Figure 3.32 shows the average
cluster size per pixel for two Mini-MALTA samples one unirradiated and another irradiated to
a fluence of 1×1015 MeV neq/cm2. The data for these plots was taken with a 2.5 GeV electron
beam at ELSA in 2019. The operating conditions of the samples were bias settings of P-WELL
-2 V and SUB -6 V and at a temperature of -20◦ C. The threshold values were optimised to
be comparable and the blank regions correspond to the PMOS reset sector that was not studied
due to different biasing. Results show that the sectors with enlarged transistors have larger
cluster sizes. Furthermore, the n-gap and extra deep p-well process modifications regions have
a smaller cluster size in average than the standard modified regions due to their increased lateral
electrical field. These results are in agreement with the Mini-MALTA laboratory measurements
previously presented.
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Figure 3.32: (a) Average cluster size per pixel for an unirradiated Mini-MALTA sensor. (b)
Average cluster size per pixel for a Mini-MALTA sensor irradiated to 1×1015 MeV neq/cm2.

Similarly to what has been shown for the efficiency results, the response in terms of cluster
analysis for the MALTA fabricated in epitaxial material and the MALTA CZ has been studied.
Figure 3.33 is a graph of the average cluster size of unirradiated MALTA samples on 25 µm
epitaxial silicon and CZ silicon respectively with no process modifications (standard modified
process) versus substrate bias. Measurements were done with a 4 GeV electron beam at the
DESY facility in 2019 on the second and third sector of the MALTA matrix. The deep p-well
was biased at -6 V and the samples were kept at room temperature. The most noticeable outcome
of this plot is that CZ samples have a much larger average cluster size than the epitaxial devices,
for example at - 6 V of substrate bias the CZ samples pixels see ≈ 1.5 hits per cluster while
the epitaxial pixels get ≈ 1.2 hits per cluster in average and that this parameter increases with
higher substrate voltages. MALTA epitaxial average cluster size is constant, independent of the
substrate voltage, which is due to the sensor being fully depleted at -6V. However, the MALTA
CZ samples see an increase on the average cluster size to ≈ 2.2 hits per cluster when biased at
-30 V due to the increase of the depleted volume.
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Figure 3.33: Average cluster size for unirradiated MALTA with standard modified process fab-
ricated in epitaxial and Czochralski for different substrate bias and thresholds.

Figure 3.34, shows an equivalent graph but in this case for unirradiated MALTA devices
fabricated in 30 µm of epitaxial and CZ with the gap in the n-layer process. P-well bias was set
to -6 V and they were measured at room temperature. The behaviour has changed with respect
to what was observed in the previous plot. The MALTA CZ samples have still a larger average
cluster size but the difference with respect to the epitaxial sensor is not as large, it goes from 1.2
hits per cluster to 1.3 hits per cluster on average and the number is smaller than for the standard
modified process. The change with respect to the substrate bias is much smaller as well, even
though, the scale range in the substrate voltage is reduced to half. The reason for this is that the
sensor optimisation modifies the electric field to increase the charge collection at the electrode.
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Figure 3.34: Average cluster size per pixel for unirradiated MALTA with gap in the n-well
process fabricated in epitaxial and Czochralski for different substrate bias and thresholds.

There was no MALTA epitaxial sensor with the standard modified process irradiated so only
devices with the gap in the n-well were analysed. Measurements were done with a 4 GeV
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electron beam at the DESY facility in 2019 on the second and third sector of the MALTA matrix
see Figure 3.1. The deep p-well was biased to -6 V and the samples were kept at -20◦ C. Figure
3.35 shows that the average cluster size after irradiation decreases considerably independently
of the substrate material. The higher the reverse bias applied for CZ samples the larger the
average cluster size as the depleted volume increases while for the epitaxial this parameter stays
constant as the sensor is already depleted at -6 V. The differences in threshold are not big enough
to observe any difference and both S2 and S3 sector behave very similarly.
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Figure 3.35: Average cluster size per pixel for irradiated MALTA samples with gap in the n-well
process fabricated in epitaxial and Czochralski for different substrate bias and thresholds.

To complete this section, the influence of the threshold and bias voltage on the average
cluster size for the same irradiated MALTA n-gap samples with both CZ and epitaxial material is
studied. The facility, temperature of operation and p-well bias are the ones previously specified
in Section 3.4.6. The general trend observed in Figure 3.36 is that the lower the threshold the
larger the average cluster size. As more hits are registered this effect is much more noticeable
for the Czochralski samples.
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Figure 3.36: Average cluster size per pixel for irradiated MALTA samples with gap in the n-well
process fabricated in epitaxial and Czochralski for different threshold settings.

3.5 Conclusions

This chapter has described the front-end schematics and the sensor designs for the MALTA and
Mini-MALTA DMAPS. It has also results on cluster size and efficiency plotted against different
operational parameters. All the improvements done to increase the radiation tolerance and to
overcome the initial charge collection inefficiency after irradiation in the corner of the pixels
for these detectors have been proven in silicon and understood. Both of the new cross-sections:
the gap in the n-blanket layer and the extra deep p-well, have a very similar behaviour in terms
of cluster size and efficiency after irradiation and meet the ATLAS Inner Tracker Upgrade re-
quirements for the outer barrel. MALTA detectors fabricated with Czochralski material can be
operated at higher reverse bias, increasing the depletion region to around 100 µm and generating
more signal. The cluster size increases considerably with respect to the original MALTA detec-
tor and they have a good efficiency up to 98% when irradiated at a fluence of 1015 MeV neq/cm2.



Chapter 4

Digital Readout Architecture

So far this thesis has covered the different sensor designs, front-end electronics and character-
isation results for the small collection electrode DMAPS devices of the MALTA family. This
Chapter will talk about the digital readout architectures present in the MALTA and Mini-MALTA
emphasising on how to synchronise in the periphery and asynchronous matrix.

4.1 Main concepts on digital readout architectures for HEP

As mentioned in Section 2.3.2 for HEP architectures, the main parameters that need to be pro-
vided for the physicists to analyse the data are hit position, event number and pulse amplitude.
The individual implementation of the architecture then depends on the chip technology, in the
case of this thesis, TowerJazz 180 nm, on the acceptable data losses and on the precision of the
stored data. In the case of ASIC designs for the High-Luminosity LHC, different architectures
usually process only the hits that are above a specified threshold. This is to reduce the amount of
memory required to store all the data as the noise hits due to to electronic noise are not recorded
and therefore to optimise the use of bandwidth. This type of readout approach where not all the
matrix is processed is known as zero suppression [105]. Experiments that have lower input hit-
rates can afford to readout every single hit seen by the matrix, this type of architecture is known
as trigger-less. Rolling shutter architecture schemes in which different parts (usually rows or
columns) of the pixel matrix are read at different times have been widely used in HEP. However
when the data rates are too high some data reduction is needed so the Data Acquisition System
(DAQ) can cope. This is known as a triggered architecture. In this case a triggering signal based
on system level measurements selects the events of interest [106]. The analysis of the data has
to be done within a fixed latency after the particle has been detected for the trigger to be cor-
rectly pointing out to the right event. In the case of ATLAS Upgrade the trigger latency is in the
order of 500 bunch-crossings or 12.5 µs and the trigger rate has been set to 1 MHz maximum.
Consequently, for triggered architectures hits need to be stored for the total trigger latency. The
storage needed for this purpose in order to fulfil the data losses requirements is determined with
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simulations like the one that will be described in the coming sections. In the case of MALTA,
the architecture is trigger-less and its compatibility with the triggered system is done in the DAQ
side. The bunch crossing identifier (BCID) of the hits is stored so the triggered hits can then be
filtered.

4.2 MALTA architecture

The MALTA chip has a novel asynchronous architecture, which means that there is no clock
distribution over the pixel matrix. The main reason to choose such an architecture is to reduce the
digital power consumption and to be able to handle high data rates with good timing precision.
For the readout, the 512× 512 pixels are organised in double columns. Every double column
is subdivided in groups of 16 pixels with 2 columns and 8 rows each having 64 of these 16
pixel groups in total per double column. These groups are further distinguished by two alternate
colours red and blue depending on the output bus that they are connected to. This is depicted in
Figure 4.1.

When a pixel within a group has its discriminator fired, it generates a reference or hit signal
in the corresponding line of the pixel bus and the 5 bit group address corresponding to the hit
pixel is propagated as well. A pulse with a programmable length of 0.5, 0.75, 1 or 2 ns is
transmitted in parallel on every line that needs to transmit a logic one. Due to the different
positions of the pixels with respect to the end of column, the propagation time of the signals in
the bus will be different. This issue was addressed and the delay in the transmission is matched
for all the different lines in each bus. The total number of lines for each bus is 22, 16 for each
pixel in the group, 5 for the address of the 32 groups of the same colour in the double column
and 1 for the reference programmable length pulse. Assuming that the charge is shared between
two or more pixels in the same group, a hit arbitration is performed within the group to ensure
that the hit data of all fired pixels is transmitted correctly. If the discriminators of two pixels fire
within a 1.6 ns time window, two corresponding lines are activated simultaneously and will be
readout with the same reference pulse. If the pixels receive a different enough amount of charge
and the discriminators react successively, two words are transmitted sequentially over the bus,
making sure that there is sufficient separation of the signals on the bus for proper transmission.
Alternating the groups of 16 pixels in the two different buses is done in order to avoid collisions
in case a particle hits in the boundary of two groups. Data is transmitted instantaneously after
the hit is detected so the latest it will be present at the periphery is within a few nanoseconds
of the hit arrival. Every double column has its own readout so they can all be transmitting
simultaneously. This parallelism is done to be able to cope with high-data rate applications.
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Figure 4.1: Double column readout organisation in MALTA architecture [91].

4.2.1 In-pixel digital circuitry

The in-pixel logic circuitry used for the generation of the transmitted pulses after the output of
the comparator or discriminator in the front-end amplifier and for hit arbitration when multiple
hits in the same group occurs is shown in Figure 4.2.

The assumed initial value of the input signals IN, RESET, MIRROR and VALID is 0. Once
the front-end has seen a hit, the output of the discriminator produces an output signal (node IN
for the digital readout logic) and toggles the STATE signal of the corresponding pixel to 1. The
fact that the STATE signal goes to a high level means that a logic one is latched by the left flip-
flop, provoking MIRROR to become high. The VALID signal is in common for all the pixels
within the group, and goes to a high level whenever any of the STATE signals for the 16 pixels
are high, making impossible the latching of further hits until the first hit has been read out. At
the same time, it starts the generation of the reference pulse in the circuit shown in Figure 4.2.
The VALID signal is inverted, delayed and then combined with the original signal to get a short
pulse on REF_B, that is the inverted version of the reference pulse that is transmitted down the
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column. The procedure is repeated again to obtain a similar pulse on the RESET immediately
after the reference pulse. The duration of the reference and RESET pulses can be chosen using
4 control bits that act on the number of delay stages used within the delay cells, resulting in a
pulse width between 500 ps and 2 ns. The reference pulse is combined with the STATE signals
from all 16 pixels, generating the 16-bit pixel address, as well as 5 hard-wired group bits fixed
for each of the 32 groups, which generates the 5-bit group address. Once the RESET pulse is
generated, the and/or logic in Figure 4.2 will cause the MIRROR_B signal, now a logic zero,
to be latched by the flip-flop on the right, effectively resetting the STATE signal and allowing
the circuit to read the next incoming hit. The MIRROR signal will be reset as soon as the input
signal goes down, and at this point the in-pixel logic will be ready to detect any new incoming
hit.
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Figure 4.2: Schematic diagram of the in-pixel readout digital logic circuitry that includes the hit
arbitration mechanism made out of a double flip-flop structure and the reference pulse generator
common for all the pixels in the group.

As mentioned above, there is only one possibility of getting signals from several pixels
readout at the same time and it is when two hits belonging to the same group arrive within a 1.6
ns time window. This will happen if both of the pixels collect a similar amount of charge and
their discriminators react simultaneously. In this case the STATE signal for both will become
high and the two pixel addresses pulses will be sent with the same reference signal. If the delay
between the input signals is larger than the specified 1.6 ns, the VALID signal of the first hit will
prevent the second pixel STATE to go high, so the hits will be read one after the other, after the
generation of a second reference pulse.

Figure 4.3 is a simulation of the in-pixel circuitry just described. Nine pixels of the same
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group have been injected with different charges of 3000 e-, 2500 e-, 2000 e-, 1500 e-, 1000 e-,
800 e-, 600 e-, 400 e-, 300 e- and 200 e- respectively. The waveforms in the blue rectangle
are the discriminator outputs according to the received charge with the correct timing. It can
be observed that if the signals are very close together only one VALID pulse is generated and
several hits are read out at the same time. In the highlighted rectangle four of them will transmit
simultaneously.

Figure 4.3: Simulation waveforms of the in pixel logic circuitry.

The pulses generated by the pixel logic digital circuitry are transmitted down the column
using a special buffering structure that can be seen in Figure 4.4. The input in this case could
be any one of the 22 reference/address bits from the pixels (the buffering structure is the same
for all the bits). There are two separate 22-bit buses for alternating groups of pixels: the "blue"
groups (A) or the "red" groups (B). In each "blue" group, the pulse is injected into one input of
a NAND gate, while the other input is used to propagate pulses coming from higher up within
the matrix. The output of this gate is then inverted in the next "red" group to achieve the correct
polarity of the signals when they reach the next "blue" group. The procedure is repeated over
the full height of the column, and is similar for pulses generated in the "red" groups.

The most critical part of the design just described is to preserve the pulse width and the
alignment of the different pulses in the bus when they travel down the column. In order to
achieve this a very careful routing was performed in which the the capacitance at the output of
the NAND gates was "perfectly" balanced. A minor difference in this capacitance will cause
a delay between the bits which accumulated over the length of the column that could lead to
a bad miss-alignment of the 22 bits at the end of column. Another important consideration is
to shield adjacent lines that can toggle at the same time by adding an extra line connected to
ground to ensure that the capacitive load of each line is perfectly balanced . Eventually, to avoid
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Figure 4.4: Circuitry to buffer the signals from the pixel to the end of column [77].

deformation of the pulses the rising and falling edges have to be carefully looked at as this can
lead to a significant stretch or to the disappearance of the pulse depending on which edge has the
smaller propagation delay. Parasitic extraction of the capacitance shows a maximal capacitance
difference between lines of less than 3% resulting in a simulated maximal delay difference of ≈
150 ps over the full column height with a worst case scenario of 30 ps for the total deformation
of the pulses. The propagation time from top to bottom of the matrix ranges from 7.5 ns to 10
ns depending on the bias setting of the p-well and it has been confirmed by measurements in
silicon.

4.2.2 Digital periphery and end-of-column readout

It is at the end of column logic that signals coming from both red and blue busses are merged
onto a single bus. In the case of having pulses in the two buses at the same time an arbitration
mechanism implemented in a similar manner to the one described in the pixel logic is in place.
It gives priority to the signals on one bus and delays the ones on the other. In addition, a delay
counter bit gets added to the address bits to show that there are simultaneous pulses and to be
able to retrieve the timing information later on. The MALTA architecture is binary meaning that
it does not store the time over threshold of the hit. However, if the time of arrival is known, via
the time-walk, relative information about the charge can be retrieved. If a hit has a large amount
of charge it will be present in the periphery before a hit with a charge level close to the threshold.
Furthermore, there are two more bits added at this stage to identify the bunch crossing in which
the hit took place. They are generated with a counter running at 40 MHz, so the hits will be
timestamped and resolved within 4 bunch crossings or 100 ns. Eventually a group identifier bit
is added to the data word that specifies whether the hits come from a red or a blue group.

The process of merging and delaying pulses is repeated in a tree like structure until all the
pixels in the full matrix have been combined into a single bus as seen in Figure 4.5. In each level
a double-column identifier is added so the final data word will contain the full pixel address. In
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the second level of the tree, the initial 1 bit delay counter is expanded to 3 bits, increasing every
time a pulse is delayed, which means that a pulse can be delayed by a maximum of 8 times in
the total 9 levels of merging. There is an additional 10th level for combining signals coming
from different chips, as there is an option on the chip for transmitting data from chip to chip
via some lateral pads. After the data merging, 4 bits are added to identify the chip. This allows
up to 16 MALTAs to be readout together. This leads to a final MALTA word that has a total of
40 bits as summarised in Table 4.1. The 40 bits are transmitted off-chip with 40 parallel LVDS
drivers, LAPA, designed to operate at up to 5 Gb/s with a peak-to-peak jitter below 30 ps, and
are capable of transmitting the shortest 500 ps wide pulses [104].

Figure 4.5: MALTA merging structure to append the data word.

Table 4.1: MALTA word bits information.

Bits Content
0 Reference pulse

1-16 Pixel address
17-21 Group address

22 Group identifier
23-25 Delay counter
26-33 Double column address
34-35 BCID counter
36-39 Chip identifier

As a backup feature a simplified way of merging the hits from the matrix is also included in
the readout logic. It consists of a binary tree of OR gates for each bit, which basically merge all
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the pulses coming from the full pixel matrix, but without any arbitration in case of simultaneous
hits. For low data rates, this provides a similar functionality to the more complex merger logic.
However, in the case of multiple hits happening at the same time on multiple buses, combining
their address bits with an OR gate will cause a corruption in the address data. Consequently, for
very high hit rates this mode of operation could cause data loss and hence a loss in detection
efficiency. All the chips have been tested using this mechanism instead of the merger as it did
not work.

4.3 Mini-MALTA architecture

The asynchronous readout has proven to have very positive features like the low power needed
to operate the matrix and the excellent time resolution. Nonetheless, some other features should
be improved, this is the case of the tree like merger structure. Therefore the Mini-MALTA
prototype was not only made to study sensor and detection efficiency improvements but also to
synchronise the data at the end-of column.

The basic idea of this new circuitry is to use the reference signal generated by the pixels to
store the asynchronous pixel and group address signals into a random-access memory (RAM).
As described in Section 4.2, the pixel and group addresses are aligned with the reference pulse,
so this last one can be used as the write enable signal (WRITE) for the memories. Each of the
two 22 bit buses in a double column, corresponding to the red and blue groups, have their own
synchronisation block, making a total of 512. Besides the pixel and group address information,
the value of two counters will be latched with respect to the reference signal, a 3 bit BCID
counter running at 40 MHz and a 4-bit fine time counter working at 640 MHz, provided with
external clocks. This leads to a precision on the hit time of arrival of 1.5 ns which can give a
good indication of the charge deposited. If there are multiple consecutive pulses, up to four data
words can be stored in four different rows of the RAM memory. Figure 4.6 depicts the 28 bits x
4 RAM cells present in the Mini-MALTA.

The basic building block of the RAM cells is the standard dual port RAM of TowerJazz 180
nm. It consists of 8 transistors, two cross coupling inverters and and two sets of two NMOS
transistors used for writing and reading. The main advantage of using a dual-port cell is that it
enables the simultaneous writing and reading of different rows within the memory. The rout-
ing structure connecting the matrix signals to the inputs of the RAM, following the MALTA
procedure, has a balanced capacitive load, and additional buffers and delay gates are added to
the address lines to ensure that a maximum timing misalignment of 400 ps with respect to the
reference signal still results in the correct writing of the RAM cells.
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Figure 4.6: Mini-MALTA synchronisation block composed of 4 RAM cells that store 28 bits.

4.3.1 Readout logic

The WRITE signal of the RAM cells is the reference pulse and the READ is generated by the
synchronous peripheral readout logic. This logic works with the 640 MHz clock used for the
fine timing tagging. When a hit is stored in a memory a signal is generated and sent to a priority
encoder announcing that an event has been stored. Then, the priority encoder sends the READ
signal to the corresponding memory. After that, the data word will by transferred into a 64
row first-in-first-out (FIFO) memory. This second memory is a standard clocked RAM memory
provided directly by the foundry. There is one 64 row FIFO for every 16 synchronisation blocks.
In the FIFO, 4 more bits corresponding to the column number and 16 bits to increase the BCID
identifier are appended to the data word, making up for a final length of 48 bits. The extra BCID
bits will allow to store the word for longer without losing the timing information. The priority
encoder simply gives preference to the leftmost synchronisation memories when several hits
have been stored in them. The time to decide which memory is read first and then transfer the
data from the synchronisation memory to the FIFO takes 3 clock cycles of the 640 MHz clock.
The buffer depth has been chosen so the data losses are negligible. The choice of having three
bits for assigning the BCID timestamp during synchronisation also was taken considering the
readout rates. Eight 25 ns clock cycles are enough to read out the synchronised data in all cases.
Once the data has been stored in the FIFO there are two different possibilities to send it out to the
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DAQ system. The first one is after two 40 MHz clock cycles the word is sent to a 8b/10b encoder
so a DC balanced output is guaranteed, with a similar number of ones and zeros. Furthermore,
having this signal will allow the chip output to be AC coupled to the readout systems, which
is the usual way in the LHC experiments. In order to be able to encode the 48 bits word six
8b/10b encoders are used to provide the final 60 bits. The parallel 60 bits are then transmitted to
the ALPIDE data transmission unit (DTU), which serialises the bits and transmits them off-chip
through a single LVDS data output at 1.2 Gb/s using double data rate, sampling at both edges
of the clock, and a 600 MHz clock generated by an internal PLL [107]. The second readout
option, known as the "slow readout " was introduced as a back up, the output of the FIFO is
directly serialised using a shift register with a clock of 40 MHz. Finally, the data is transmitted
off-chip using the LAPA LVDS driver, already implemented and tested in MALTA. It takes 25
ns x 48 bits = 1.2 µs to take the data out instead of the 0.8333 ns x 60 bits = 50 ns that will
take with the fast readout option. This mode of operation limits the maximum output bandwidth
and readout rate of the chip, but preserves all the address and timing information, and provides
a functionality equal to the "fast" readout for sufficiently low particle hit rates. A sketch of the
readout is shown in Figure 4.7.

Figure 4.7: Mini-MALTA readout block diagram with the two different output options.
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4.4 Architecture simulations

After having tested the MALTA and Mini-MALTA devices in detail, it was determined that
some further studies and simulations were required to evaluate the architecture performance of
the Mini-MALTA devices and properly dimension the memories if the same architecture will
be implemented in full size sensor. The main goals of this study are to determine the number
of synchronisation memories needed per column, to dimension the size of the FIFO and to
determine the necessary readout rate. Having the BCID information stored will allow to discard
all events that have not been selected by the experiment’s trigger system. When these simulations
were carried out, ITk specifications foresaw two different trigger levels with a maximum rate of
4MHz1 that will determine which data is readout and then analysed. These triggers will have
associated to them a bunch crossing identification (BCID). The BCIDs are related to the LHC
collision rate and there is one BCID generated every 25 ns.

The simulation was carried out in a python framework using standard libraries and taking
into account the following considerations. The triggered events were generated according to a
Poisson distribution that selects on average one every 10 BCIDs to be read out. In this way,
considering that the frequency of the BCID is 40 MHz a trigger rate of 4 MHz is emulated. The
detector expected hits are MonteCarlo data-sets generated and provided by the experiment in
their own simulation framework called Athena [111] in this case for the outer barrel of the ITk
detector. The simulations correspond to average conditions in the detector for the luminosity
scenario of HL-LHC, ttbar events with 200 minimum bias pile-up events. In these data-sets
the geometry of the detector and the correct pixel dimensions of 36.4× 36.4 µm2 for a 2× 2
cm2 sensor are taken into account as well as its thickness of 150 µm . The data-sets give X-Y
positions and the charge of the particles traversing the detector. In every file there are all the
events corresponding to 5000 BCID and in order to be as realistic as possible a noise level of
average 10 electrons following a Poisson distribution has been applied to the given charge. In
addition, all the hits with a charge smaller than 200 electrons have been removed as this is the
minimum operational threshold measured in the MALTA sensors. Taking into account all of
these considerations the occupancy or total number of hits expected per module for the outer
barrel layer of the ITk is shown in Figure 4.8. The line connecting the different modules hit rate
has been included to be able to better understand the variations. However it is important to note
that every module is independent from the others.

1The 2-level trigger design was later dropped in favour of a single level 1 MHz trigger
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Figure 4.8: Simulated occupancy rate in MHz/cm2 per module number for the outer barrel of
the ITk according to MALTA performance. The module number corresponds to the z-position.

From this plot it can be extracted that the average number of hits expected per module is
higher than 80MHz/cm2. The dip that can be observed in Module 15 is due to transition from
the flat barrel to the inclined barrel. ATLAS Pixel Detector, in order to reduce material and
therefore improve tracking, consists of five barrel layers with inclined modules starting from
|η |> 1.4 as shown in Figure 4.9. By knowing the rate in MHz / cm2 per module and how many
2×2 cm2 sensors are in each module, the total number of expected hits per BCID per chip can
be calculated and it varies from 6.4 to 8.4 hits depending on the module z-position.

Figure 4.9: ITk layout for different radius and heights. Note that this plot does not agree with
Figure 4.8 in the total number of modules due to the simulation of different layouts.
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A deeper analysis of the occupancy can be done and in Figure 4.10 the pixel hit map for
5000 BCIDs is shown for chip 0 in module number 22 which will be in the inclined region.
As mentioned above, the hits in a module have been re-mapped to their corresponding X-Y
coordinates in the pixel matrix for each chip, therefore the axes are 512×512.

Figure 4.10: Hit-map for chip 0 in module 22 of the outer barrel of the ITk according to the
MALTA sensor performance integrated over 5000 BCIDs.

A remark from this hit-map is the long delta electron tracks that can be observed in all
directions. Delta ray or delta electron is a secondary electron with enough energy to move
a significant distance away from the hit position, producing a long trail of ionisation. These
events can leave hundreds of hits and will definitely be problematic if they have to be stored,
specially as they are not interesting for the physics analysis. Therefore the readout should have
mechanisms in place to stop the reading of such phenomena.

Figure 4.11 shows a histogram with the total number of hits per BCID for module number 1
chip 0, that has a low hit rate. This information of the number of hits that will need to be read
per triggered event is key to defining the dimension of the memories.
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Figure 4.11: Simulated histogram of the number of hits per BCID for module 1 chip 0 for 5000
BCID, the average is 6.9 hits per BCID.

In most of the events it is observed that there are no hits or a few but there is a tail with high
occupancy, and there is a non-negligible probability that for every module, events with over 50
hits will be triggered, agreeing with the observation from the previous Figure 4.10.

After having studied the occupancy values of MALTA, the in-time efficiency of the chip
was determined. To calculate it, the charge value given in the simulation is converted into time
according to the time-walk curve that has been measured in a MALTA chip for a threshold of
200 electrons, see Figure 2.24. For this time extrapolation, not only the charge value has been
taken into account but also the propagation delay of the hits until they are avalilable at the end
of column logic. This propagation delay varies from 0 ns to 7 ns. To give more details on how
the charge conversion into timing is achieved, in the MALTA chip there is a pulsing mechanism,
described in Section 3.1.2 in which different fixed charges are injected into the circuit via a
capacitor to specific pixels along the matrix and the time that takes the information to get to
the periphery is measured. Gathering together all this information similar curves to the one
presented in Figure 4.12 can be obtained for all the pixel positions. The plateau seen at low
charges is due to the fact that the sensor could not be operated at such low thresholds so it was
modelled in this way.
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Figure 4.12: Time-walk of one MALTA pixel measured via pulsing and used to extrapolate
charge values given in data-set into time.

The analysis of these curves shows that for small charges, the time-walk is very long. Actu-
ally for charges smaller than ≈300 electrons the hit will be in the periphery after more than 25
ns. On the other hand, for large charges, this time is short and the hit will be readout in a few ns.

The data-sets where modified so the charge information is translated into time. In Figure
4.13, a histogram that represents how long the hits take once the discriminator fires until they
get to the periphery for chip 0 in module 1 is shown. There is a non negligible amount of hits that
arrive after the 25 ns time window that determines the in-time efficiency. It is good to remember
that this time takes into account two different effects, the time-walk and the propagation delay
in the bus. According to the plot, on average any charge smaller than 300 electrons will be
tagged in the following BCID. If the worst combination of a hit with little charge comes at the
top of the matrix then it could be seen in the periphery after 50 ns. It is worth pointing out that
this plot is a very pessimistic model of the reality as it assumes that the BCID goes from 0 to
25 ns when it should be considered from 5 to 30 ns because the fastest hits take 5 ns to reach
the end of column. Furthermore, it is known that a version of the MALTA chip with the FE
improvements demonstrated in Mini-MALTA could be operated at lower thresholds, improving
the in-time efficiency. The gap observed in the plot from 43 ns to 65 ns is an artefact derived
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from the modelling of the time-walk of small charges. Finally, after scrutinising the data of
this plot it can be concluded that over 99% of the hits that will have associated a wrong time
reference are members of a cluster for which the seed is always detected on time. This will have
an implication for position resolution but in order to make any conclusions it would require a
much more detailed study.

Figure 4.13: Time distribution of the hits arriving at the end-of column logic. Red dotted lines
denote the different BCIDs.

The next step was to simulate the data losses in the synchronisation block or short term
memory, similar to the one presented in the Mini-MALTA architecture, assuming one memory
with 4 rows per column. Every hit in the column will be written in this memory in order of
arrival. The read-out rate capability for this memory has been fixed to 8 hits per BCID, which
is equivalent to having a readout rate of 880 Mbps, see Equation 4.1 where 22 is the number of
bits coming from the matrix, consisting of the reference pulse plus 16 pixels plus 5 for the group
identifier, and 25 ns for the BCID period.

Readout rate =
22 bits × 8 hits

25 × 10−9 s
= 880 Mbps (4.1)

The percentage of data losses as a function of the module positon assuming that each column
has 4 memories can be seen in Figure 4.14. The graph predicts that the data losses in this circuit
are almost zero as they vary from 0.3% to 0.9%. In fact, the events that are lost are those with
a large number of hits like the delta electrons that produce hits over many columns and cannot
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be written and read-out in time so the memory positions will be overwritten. For the future, one
of the proposed solutions to tackle these losses is to implement a triggered FIFO. It will work
in a way that if it takes more than a certain amount of time to read a single event, the readout of
that event will be stopped and discarded and the chip will proceed with the readout of the next
trigger. These mechanisms are already in place in the current ATLAS detector, the FEI4 and in
the RD53 chips. In the light of these results it can be concluded that 4 memory positions per
column is enough as the observed losses are minimal. Nevertheless, the same calculation was
repeated for the assumption of having 8 memories per column and an identical readout rate of
880 Mbps. In this case the losses were zero for most of the modules and 0.2% in the worst case.
The delta rays type events are the primary generators of these losses.

Figure 4.14: Simulation of the percentage of expected data losses in the synchronisation memo-
ries for every module assuming there are 4 memories per column based on the physic simulations
of 5000 BCIDs.

A final simulation was done, to calculate the number of positions needed in the long-term
memory or FIFO to be able to write and read the triggered events for a given output data-
rate. To provide a realistic description of the experiment, as stated before, a trigger signal
was simulated with a Poisson distribution of average 10, as this represents a 4MHz trigger
rate because you trigger on average one out of 10 BCIDs because they come with a frequency
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of 40MHz. The Poisson distribution gives a data set as follows [2,9,16,28,37, ...] and these
numbers are used to highlight the BCID events triggered by the experiment and in consequence
that contain interesting data to be analysed.

This time the simulation was done in a different way, instead of estimating the percentage
of data losses the idea is to see what would be the minimum readout rate needed to be able to
empty the FIFO and simultaneously estimate the number of memory rows needed in it so the
specifications of data losses by ATLAS ITk are achieved. It is assumed that there will be one
FIFO for every 16 columns, so a total number of 32 to cover the 512 columns. The data rate will
still be expressed in number of hits emptied per BCID but the conversion to Mbps is straight
forward and it only depends on the number of bits written into the FIFO as shown in Equation
4.1. The data can be thrown away from the FIFO once the latency has expired, so after 12.5 µs,
and only if there is no data to be read. Approaching the simulation in this way is essential from
the design point of view in order to determine the specifications of the serialiser and to estimate
the physical area needed in the periphery for the memories. In addition, the number of bits stored
in the FIFO and how the number of columns grouped per FIFO are also parameters to optimise.
With reference to Figure 4.15, if the readout rate is fast enough to cope with the expected hit-
rate, the number of memory rows occupied should remain constant on average regardless of the
number of events that have been triggered. On the contrary, if the readout rate of the chip is not
high enough, the number of memory positions required will linearly increase with the number
of triggered events. This plot corresponds to the FIFO number 17 of module 24, so it groups
columns that go from 320 to 336 of sensor 0.

Figure 4.15: Memory depth required for a given number of events that have been triggered for
different readout rates. This is for FIFO number 17 of module 27 corresponding to columns that
go from 320 to 336 of sensor 0.



CHAPTER 4. DIGITAL READOUT ARCHITECTURE 106

Figure 4.15 shows the two possible scenarios described above. For readout rates higher
than 0.8 hits per BCID, the depth in number of memory rows of the FIFO remains constant as
the number of triggered events increases. The number of memory positions needed is ≈ 160.
However, for readout rates smaller than 0.8 hits per BCID, the total depth of the memory needed
increases as more events are triggered because the previous events have not been read. To give
a bit more of context, if 32 bits were to be stored in every memory position of the FIFO and the
design of the future monolithic sensor would have a readout rate of 1 hit per BCID the serialiser
in the chip should work at a rate of:

Readout rate =
32 bits

25 x 10−9 s
= 1.28 Gbps (4.2)

This rate corresponds to the one required by the ATLAS ITk Upgrade chip, the ITkPixV1,
and the current LAPA driver present in the MALTA and Mini-MALTA devices, which was
introduced in Section 3.1 is capable of reading out at 1.28 Gbps. If instead of storing 32 bits
40 bits were saved, the same readout rate will be sufficient to empty 0.8 hits per BCID without
losing information.

Figure 4.16 shows the maximum number of rows needed in the FIFO for each module. As in
the previous example the assumption is that there is one FIFO for every 16 columns or 8 double
columns. The points represent the maximum number of rows necessary not to lose any data for
a certain readout rate. This number has been taken for the worst device in the module and worst
FIFO out of the 16 present in every chip.

Figure 4.16: Maximum number of rows needed per FIFO for each module.

In agreement with the previous plot, the maximum number of memory positions is very
similar for readout rates greater than 0.7 hits per BCID and it increases considerably for lower
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rates. The maximum number of rows is around 400 which is double the number of the example
shown in Figure 4.15. The 400 rows can then be considered as a safety factor of 2, and will have
a good margin to accommodate the largest events. When the readout rate is not sufficient, the
maximum number of rows has a similar shape to the simulated occupancy plotted in Figure 4.8
which is to be expected as more rows are needed for higher occupancy levels.

Lastly more simulations were performed to study what the benefits of doing in-chip cluster-
ing would be. For all the work presented so far the assumption is that every hit is associated
to an specific pixel. If instead of doing this, hits were associated to hard coded addresses for
every group of 1×4 or 2×2 pixels, it would be possible to read these 4 pixels simultaneously,
in a single word, for the common case of a cluster of pixels being associated to a hit. In order
not to lose information the word assembled at the end of column should have timing or charge
information for each of the pixels in the cluster. This means that the total number of bits stored
per memory will be larger than in the current scenario where only the coordinates of one pixel
and its charge related information are stored. Another effect of having the addresses hard coded
is that some clusters will still be split in different groups. Figure 4.17 is a representation of the
different cluster possibilities explored and has a proposal of how the clustered word could look
like. For the case of the MALTA family sensors as there is not TOT information it could be
Time of Arrival or TOA that it is stored. In the picture for both clustered options, there are 4 hits
recorded, represented with the red dots that get split between two hard coded groups. For the
case of single pixel reading this will mean transmitting 4 words of 29 bits while for the clustered
options it will be 2 words of 39 bits. Note that the length of the addresses and BCID are random
just for the purpose of this example. What will determine the efficiency of the different options
studied is the geometry of the experiment and the cluster shapes and distributions.

Figure 4.17: Different proposals to do in-chip clustering and difference in number of bits of the
different words.

The idea is to see if the amount of memory positions needed per FIFO will be smaller and
therefore if the bandwidth requirements are less strict when on-chip clustering is implemented.
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Figure 4.17 shows the maximum memory depth required to store all the hits per module with
remapping of the addresses and clustering the hits according to their new hard coded groups to
which they belong. The result is that the equivalent readout rate from the non-clustering data of
1 hit per BCID is 0.7 clusters per BCID due to the difference in the bit length of the word as
shown in Figure 4.17.

Figure 4.18 shows the maximum number of rows needed per module with on-chip clustering
grouped in 2×2 pixels.

Figure 4.18: Maximum number of rows needed per FIFO for every module considering on-chip
clustering with a 2×2 geometry.

Figure 4.19 depicts a similar graph for clusters of 1 x 4 pixels.

Figure 4.19: Maximum number of rows needed per FIFO for every module considering on-chip
clustering with a 1×4 geometry.

There are several conclusions that can be extracted from these two plots. The most notable
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one is that for both clustered options the maximum number of rows is significantly smaller than
in the case of single pixel readout schemes by more than a factor of two. With regards to the
most suitable orientation for the clusters, it seems that the 2× 2 geometry is more appropriate
to the way the particles pass through the sensor. The worst number of memory positions is 275
and even for lower readout rates this number does not increase rapidly as it does for single pixel
readout and 1×4 clusters.

4.4.1 Conclusions

Architecture simulations for the ATLAS outer pixel layer have shown the need for a minimum
readout rate of 1.28 Gbps. These simulations demonstrate the advantages of being able to op-
erate at low thresholds and of minimising the propagation delays down the matrix in order to
fulfil the in-time efficiency specifications given by the experiment. On-chip clustering can save
some area in the design by reducing size of memories required to buffer the data. Finally, there
should be protection in place in order to avoid large events. To summarise, it can be said that
all the ingredients needed to design a system that will not lose data are known. Having a syn-
chronisation memory per column with 4 memory positions that is emptied at a frequency of 880
MHz followed by a FIFO that groups 16 columns with 350 positions that is readout at 1.28 Gbps
should be able to achieve this goal.



Chapter 5

The MALTA2 Monolithic Active Pixel
Sensor

This Chapter will present the design of the MALTA2 sensor, a continuation of the MALTA
family monolithic active pixel devices designed in TowerJazz 180 nm technology. It is a large
prototype including all the improvements in radiation hardness obtained with the new processing
and mask changes in Mini-MALTA, the gap in the n-well and the extra deep p-well introduced
in Section 3.2, a new front-end design with a higher gain and reduced noise and dispersion, good
timing resolution of a few ns and a new slow control that targeted overcoming the operational
issues identified with communication in previous MALTA chips. This last part will be discussed
in detail as it is part of the work of the thesis. Finally it will give a glimpse of the initial testing
results.

5.1 MALTA2 design overview

MALTA2 is a 20 x 10 mm2 sensor half the size of the original MALTA. It has a pixel matrix of
512 rows and 224 columns with a pixel pitch and cell-size of 36.4 x 36.4 µm2. The front-end
electronics are very similar to Figure 3.4. The new FE design is shown in Figure 5.1, where
the main differences with respect to the previous front-end design are highlighted. Unlike in the
MALTA, all the pixels in the matrix have the same FE so there are no sectors.

The main difference between the old and this FE is that it has been cascoded with transistor
M3. The reasons for such a change is to have a higher gain while preserving the band-width.
Furthermore, the size of the transistor M4 has been further increased. In Mini-MALTA its size
was 1.22 µm x 0.36 µm, while in the new implementation it is 2.72 µm x 0.36 µm to be less
sensitive to RTS noise. Finally the capacitance CS has also been significantly increased by a
factor of 2.7 for the purpose of reducing noise and having a lower threshold dispersion per pixel.
There is only one difference between one half of the pixel matrix and the other which is that
if required a mask change could be done to remove the cascode from the FE and revert to the

110
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Figure 5.1: MALTA 2 front-end schematic with changes with respect to the old front-end design
highlighted.

previous FE. The collection electrode has a diameter of 2 µm and the separation from it to the
rest of the electronics is 4 µm.

The new simulated gain and expected time-walk curves compared to the previous front-end
can be seen in Figure 5.2 to have a better feeling of the effects of the changes done. The gain
has been increased by a factor two. The new sensor will have a faster charge collection time
because of the process modifications to improve the electrical field were implemented.

The digital circuitry of MALTA2 has kept the same asynchronous architecture as in MALTA
however it has a new slow control protocol. This change was made to overcome the difficulties
of the previous control block that because of the absence of a clock tree made its operation
difficult as it has been explained at the end of Section 3.1.3.

5.2 MALTA2 function control

MALTA2 function control which will be referred to as slow control is a full digital block in
charge of providing the configuration to the device. It has been implemented as a shift register
using only standard cells from the 180 nm technology of TowerJazz. It is a sequential protocol
consisting of D-type flip-flops connected one after the other that move or shift the data from
the input to the output of the flip-flops in every clock cycle. Once the load signal is asserted
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Figure 5.2: MALTA 2 vs Mini-MALTA simulated gain and time-walk curves. The input to this
simulation was a delta function.

for one clock cycle, the total number of bits needed to configure the chip are stored in their
corresponding registers in the matrix.

The main functionalities provided by the slow control are the following:

• Loading the default configuration of the chip. After power-up, a global reset-low signal is
sent to the chip and a default configuration is provided to the matrix. These values, have
been selected according to the results obtained from measurements on the MALTA chip
and adapted for the new cascoded front-end.

• Pulsing. There is a pulsing mechanism in which a voltage is sent through a capacitor
that allows a defined input charge to be injected into the FE as described at the end of
Section 3.1.2. Both the voltage difference and the ’pulse_In’, a signal needed to enable
the propagation of the charge in the pulsing circuitry, are controlled via the slow control.

• Masking. Noisy pixels are masked by deactivating individual pixels or and double columns
if there are many noisy pixels in that column.

• Biasing of the matrix. All the DACs are controlled by the slow control. There are 6
voltage dacs and 5 current ones that set the operation point of the FE, mainly its threshold
and noise sensitivity. The first ones are one-hot encoded and the latter ones thermometer
encoded. The encoding is done in software. A one-hot is a group of bits among which
the legal combinations of values are only those with a single high ’1’ bit and all the others
low ’0’ [127]. The main advantage of using this encoding scheme is that any change only
accesses two flip-flops, it is easy to design and modify, it is simple to detect any illegal
state and it runs with a fast clock. Thermometer encoding is done in a way that every
number, n, is represented with with n ones followed by zeros to fill the length of your
word. It is also known as unary code [128]. In a similar way to the one-hot encoded it
is an easy encoding scheme that allows for high accuracy in the current settings and easy
detection of invalid codes.
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• Reset of the arbiters and mergers. The slow control is responsible for resetting the arbiter
and merger mechanisms that ensure that data is sent to the periphery properly.

• It determines the width of the reference pulse which influences the throughput capabilities
of the detector.

At any moment the configuration of the chip can be modified. In total 4322 bits need to be
sent every time something needs to be configured via a serial input line. For the new changes
to take effect the load signal has to be set to ’1’ for one clock cycle exactly after 4322 clock
cycles, the necessary time to shift all the bits to their correct position. As the clock is running
at 10 MHz, writing a new configuration takes ≈ 450 µs. The configuration loaded into the
matrix cannot be readout. However, there is a serial output line that replicates what the chip has
received before it has been stored in the registers to make sure that what has been sent is what
the user has written and it should correspond to the latched data. Finally for the pulsing to take
place, there is another signal "pulse_in" that has to be set to ’1’ to propagate the charge to the
pixels selected to be injected.

5.2.1 Design steps

This section describes how the design of the slow control was carried out.

1. Register Transfer Level. This is commonly known as RTL. It is a design abstraction
which models a synchronous digital circuit, in this case the shift register, in terms of
the flow of digital signals (data) between hardware registers, and the logical operations
performed on those signals [129]. Therefore it is constituted of two types of elements:
sequential logic or registers and combinational logic in which the output only depends on
the input. It is used to create high-level representations of a circuit, from which lower-
level representations and ultimately actual wiring will be derived. A test-bench in order
to check the design is implemented corresponding to the circuit at this stage and it will be
used in all the following steps. The tools used were text editors to write the code in System
Verilog [108] language and the Cadence Xcellium simulator [109] to see the wave-forms.

2. Synthesis. Once the RTL code has been verified and it is working as expected, it is trans-
lated into standard cells of the technology by the Cadence tool Genus [110]. This is a
very important step in the design phase as the timing constraints that will determine the
performance of your block have to be described. In the slow control, the main constraints
are the frequency of the clock that will shift the data which is set to 10 MHz with a 50%
duty cycle. The setup time is defined as the minimum amount of time that the data must
be stable before the clock’s active edge and was set to 500 ps, and the hold time which
is the minimum amount of time after the clock’s active edge during which data must be
stable was set to 100 ps. In addition, the capacitance of certain outputs were specified as
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they were extracted from the circuits to which they are connected. During synthesis and
place and route these constraints will determine if the design is ready for manufacture or
not. During this phase of the design a Logic Equivalence Check (LEC) is performed to
guarantee that the functionality of the block in RTL is preserved after its translation to
logic gates.

3. Place and Route (P&R). This phase consists of different steps that lead to the final circuit
layout:

• Floorplan. In this step, the physical area of the block that is being designed is defined.
Pins and ports are assigned a rough location, which can further be refined depending
on the Place and Route results. For this design it has a rectangular shape.

• Powerplan. A robust power grid that addresses static and dynamic voltage IR drops
is specified. In the TowerJazz 180 nm technology used for the MALTA2 design, the
M6 and M5 metal layers are used for this purpose, one in vertical and the other in
horizontal direction. In the original MALTA design most of the power stripes had
minimal width and for the shift register of MALTA2 they were enlarged and more
lines added.

• Placement. During placement, all standard cells are placed in permitted locations on
site rows. The aim of this step is to minimise the wire length, while ensuring optimal
placement that will help faster timing convergence. No real routes are laid but a first
estimation of timing is performed.

• Clock Tree Synthesis. During clock tree synthesis, clocks are propagated and the
clock tree is synthesised using clock buffers and based on the constraints initially
generated for the synthesis. The major goal of this step is to achieve optimal clock
latency while minimising clock skew. As the clock is the signal with highest toggling
frequency in the design, the clock buffer tree accounts for over 75% of the dynamic
power dissipated in an ASIC. This step was missing for the MALTA design as there
was a line in the constraints setting a false path between the slow control clock and
rest of its logic, which led to issues in configuring the block. The new design has
been made to overcome the operational difficulties on the MALTA device.

• Detail routing. With all instances placed and clocks routed, the signal nets are even-
tually routed. The aim of detail routing is to ensure minimum detours because these
may have implications on timing, and to ensure Design Rule Check (DRC) viola-
tions like opens, shorts etc are minimised. This step performs multiple search and
repair loops to keep the overall DRC violation count low or non-existent.

• Sign-off. Once the block is finalised the full design is checked again to make sure it
can be sent for manufacturing. Logic verification ensures correct functionality, phys-
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ical verification ensures correct layout. During this step the following physical ver-
ification takes place: DRC (Design Rule Checks), LVS (Layout versus Schematic),
electromigration which is the phenomenon in which an electrical current passing
through a conductor causes the atomic-scale erosion of the material eventually re-
sulting in device failure [130], electrostatic discharge violations (ESD), Antenna
violations, Pattern Match (PM) violations, Shorts, Opens, Floating nets and many
more. Timing verification verifies that the chip runs at the specified frequency by
ensuring setup and hold is met for all timing paths in the design.

The MALTA2 slow control was designed following the steps mentioned above. Nevertheless
there is one more step missing in the list because it has to be done continuously throughout the
design, which is verification. Current ASIC designs are becoming so complex that in industry
for every design engineer there are three people verifying the circuit.

5.2.2 Functional control design verification

The verification of the MALTA2 slow control was done with system verilog test-benches [112]
for all the different design stages and with the development of an emulator with two different
FPGAs.

Functional testbench

The sytem verilog test-bench was prepared so that all the functionalities of the block: masking,
pulsing, biasing, resetting etc. were checked. It allowed the optimisation of the timing of exter-
nal signals like the reset and the load. Once the design was clean according to the sign-off step,
the final simulation with all the routing delays and parasitic capacitances extracted proved that
the capabilities of the new configuration block were maintained with the correct timing. Three
different corners were checked, meaning that the process variations, temperature changes and
voltage supply of the cells are taken into account as well as the different responses from NMOS
and PMOS transistors. These corners, are a set of libraries, known as liberty files, provided by
the foundry that include the timing information for all standard cells and interconnects in the
layout. The corners chosen were the typical corner in which the power value for the transistors
is its nominal one of 1.8 V and the operating temperature is 300 K, the maximum corner also
referred to as "fast" corner for which the transistor models are set to work at 1.92 V and the
temperature to 233,15 K and the minimum corner or "slow" corner that specifies a power of
1.62 V and a working temperature of 398.15 K. The reason for analysing these three corners
is because they cover the most likely operation conditions and the most extreme cases so if the
circuit works for the three of them it should as well work well when fabricated. The foundry
may also consider the temperature sensitivity of the library cells, which can vary for different
processes and add extra corners to cover for those cases.
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The following plots are simulations to verify that the design responds as expected. Figure
5.3 shows how two different configurations, visible in the serial_input signal, are sent to the
chip. After waiting 4322 clock cycles in which the serial input bits are sent the load signal
is asserted for a clock cycle. This procedure is repeated for the second configuration. If the
value of the registers in the matrix has been changed, the new value is loaded, this can be seen
in the signals SET_IDB and SET_VRESET_P that toggle their value after the load is set to
’1’, SET_VRESET_P register takes a new value after the first time the load is set to ’1’ and
SET_IDB register after the second time the load is asserted .

Figure 5.3: MALTA2 write and read configuration operations.

Figure 5.4, is an example of the pulsing operation simulation of MALTA2. The pixels that
are going to be injected should be defined by their row and column positions, for this exam-
ple columns 0, 1 and 2 are enabled in the matrix and the other input of the block, denoted as
PULSE_I, has to be set to ’1’. Then the specified columns will receive the pulse.

Figure 5.4: MALTA2 pulsing operation.

Emulator design

The development of the slow control emulator aimed to ensure that the timing in MALTA2 in re-
sponse to external signals is correct, that the results of the test-bench simulation can be repeated
with hardware and that the read back in the serial output will happen as expected. In addition,
to make this setup function correctly all the software and firmware had to be developed which
allows the chip to be tested immediately after it is fabricated. Eventually, the timing differences
between the scans performed with the MALTA slow control and the new implementation could
be evaluated.

The emulator setup consists of two Kintex 7 FPGAs connected together via a FMC cable.
One of them is connected to a computer from where the serial input is sent. Figure 5.5 shows
the boards in the laboratory.
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Figure 5.5: MALTA2 emulator setup in the lab with the two Kintex 7 FPGAs.

The communication protocol used to send the data from the computer to the FPGA is IP-
bus [125] which is a suite of software and firmware that implements reliable high-performance
control links for particle physics electronics and is widely used at CERN. All the 4322 required
to configure the MALTA2 bits are stored either in registers or FIFO’s according to their size and
functionality. On top of the IPbus own software a MALTA2 slow control class was defined to
implement the control of the device. Operations like changing individually every DAC, setting
default values, defining the pixels to mask and pulse are examples of the methods included.

Concerning the firmware development, on one side the code from the chip was ported into
VHDL [108] to be compiled in Vivado without any modification and keeping similar timing
constraints. Vivado is a software produced by Xilinx that allows for synthesis and analysis of
hardware description language designs targeting development of embedded firmware for Xilinx
FPGA and CPLD integrated circuit (IC) product families [131]. On the other side in the second
FPGA, the IPbus registers were defined and a serialiser and a deserialiser are set up in order to
send and receive the serial data, respectively. Figure 5.6 is a diagram that shows all the modules
defined in the code.
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Figure 5.6: MALTA2 firmware implementation diagram in each of the FPGAs that constitute the
setup.

Finally, Figure 5.7 is an image taken from the oscilloscope. The blue signal is the word
sent from the user in the computer and the green waveform corresponds to the response by
the emulator. This picture is equivalent to the simulation presented in Figure 5.3 and therefore
shows that the chip configuration and read-back of the registers are working. It also means that
the firmware and software are ready to be used once the chip is fabricated.

Figure 5.7: Serial input and serial output signals from MALTA2 emulator measured in the
oscilloscope.

5.3 MALTA2 initial characterisation results

MALTA2 was sent for fabrication at the end of summer 2020 and received in the lab and bonded
to the single chip card in the last week of March 2021. First tests targeted communication with
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the device to make sure that the device can be configured as expected and without the need to
toggle the digital power supply as had to be done for the MALTA. The hardest part was finding
the correct alignment of the load signal so that the sampling of the 4322 bits occurs in the right
place. The slow control was a fully functional block.

Initial tests were done to check the DAC linearity, source scans, analogue scans and to find
the correct operational point of the front-end in order to perform threshold scans.

Figure 5.8 is an example of a DAC scan. It corresponds to the DAC called VLOW responsi-
ble for setting the voltage that will then be input into the injection capacitor. The actual injection
voltage is controlled by the subtraction of two DACs VHIGH and VLOW. Therefore it is widely
used in the threshold scans and for pulsing. The reason why it saturates is because it is buffered.
As expected it goes all the way to 1.8 V covering all the voltage range from 0 to the supply level.
The slope corresponds to 13 mV per DAC bit. This DAC scan shows that the DAC works as
expected.

Figure 5.8: VLOW dac linearity scan for a MALTA2 device.

In Figure 5.9 is a plot of an analogue scan. The procedure is accomplished by injecting 2000
electrons, which is a very high charge with respect to the minimum detectable threshold by the
detector, 50 times into each pixel and reading if the FE responds to it. By sending such a high
charge, you ensure that there will be no noise. If a pixel does not see any injections then it can be
declared dead. In the picture shown the full matrix responded as expected to all the injections.
Note that the rows start at 288 as the matrix has been reduced from the old MALTA one.
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Figure 5.9: Analogue scan for a MALTA2 device. The injection charge is 2000 electrons and
each pixels is injected 50 times.

Finally Figure 5.10 is a threshold scan comparison between an epitaxial with gap in the
n-well process modification MALTA and MALTA2 devices. The DACs have been set to

threshold scan, carried out in the way described in Section 2.6.4 for a device fabricated with
an epitaxial substrate. The graphs show that the MALTA2 matrix responds to any charge larger
than 140 electrons and it has a dispersion of 16 electrons. The noise is around 10 electrons
with a deviation of 1. Certainly the biasing of the matrix should be optimised for the different
applications but this result is a big step forward in the MALTA devices as it is the first time that
a threshold scan of a full matrix has been run. Previously due to the clock tree issue the time
needed to change configuration was too long to be able to scan every pixel. It should be noted
that 4 pixels were masked in this threshold scan and that the small peak observer in the noise
plot around 0 electrons is due to the fact that the s-curve is sharper than the charge injection step
so the fitting gives a small noise value. Statistically the probability of not getting the s-curve
increases as the noise decreases.
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Figure 5.10: (a) Threshold scan for a MALTA2 device with the following dac settings IBIAS
43, IDB 50, ICASN 10, VCASN 110, VRESET_P 29, VRESET_D 65 and ITHRESHOLD 15 (b)
Noise estimation from the threshold scan for the same settings.

5.4 Conclusions and future of MALTA family monolithic ac-
tive pixels detectors

MALTA2 modifications, specially the new slow control design which was big part of the work
of this thesis, constitute a vast improvement with respect to the original MALTA device. New
possibilities for further characterisation of the upgraded cascoded front-end arise with the avail-
ability of performing threshold scans of the full matrix. The device has been fabricated in both
epitaxial and Czochralski materials with the extra deep p-well and gap in the well processes de-
scribed in Chapter 3. The new front-end has proven to be more robust against noise and therefore
it can be operated at lower thresholds. The next step consists of an in-depth characterisation of
the sensor to determine its radiation hardness towards NIEL and TID and its timing behaviour.
Some wafers have already been sent for irradiation and a similar analysis of efficiency, in-time
efficiency and cluster size will be performed in MALTA2.



Chapter 6

ITkPixV1 Single Event Effects
characterisation

As it has been introduced in Section 2.5.3, Single Event Effects (SEE) are a type of radiation
induced effect caused by single particles of three different types: high energy hadrons, inter-
mediate energy neutrons and thermal neutrons traversing the readout electronics of a detector.
Due to the fact that their effects become more damaging with the scale down of technologies
and they are independent of the other types of radiation like TID and silicon bulk defects, it is
crucial to determine the resistance of the chips to these effects. Careful designs including SEE
mitigation techniques are made and several testbeam campaigns are needed in order to fully
characterise how well the mitigation works. This chapter will describe the SEE protection im-
plemented in the ITkPixV1, which is the prototype of the chip that will go in the ATLAS pixel
tracker Upgrade, in order to minimise SEE and the results obtained during testbeams with heavy
ions.

6.1 ITkPixV1 mitigation techniques

ITkPixV1 is the full scale prototype readout chip for the ATLAS ITK Upgrade. It is approxi-
mately 2 x 2 cm2, and has a pixel matrix of 400 columns and 384 rows. It has been fabricated
by Taiwan Semiconductor Manufacturing Company (TSMC) in their 65 nm technology. The
sensor will be bonded to the chip with bump bonds, making a hybrid pixel detector as described
in Section 2.3. It has been designed to minimise the impact of SEEs and this section will present
all the mitigation mechanisms in place.

Due to power and area limitations not every single block that constitutes the chip can be
protected in a similar manner. Therefore, different choices of protection are implemented in
different areas of the chip.

In ITkPixV1 there are different techniques or levels of triplication protection in place to
mitigate SEE:

122
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• Triplicated registers with triplicated skewed clocks. This is the highest level of protection
available. It has been used for the Global Configuration Registers, as their functionality
is critical. They define the operational condition of the chip and must remain reliable for
a long time. Furthermore, it is not possible to recover their normal state with a simple
reset. This type of mitigation has also been done for all the state machines in the readout
chain that control the output data. Figure 6.1 shows a schematic of how this technique is
implemented. The output of this logic block is voted which means that if the three outputs
of the corresponding logic blocks are not the same, the voter output will be the two that
are equal. The voter output is then fed to the registers that will latch the signal with a
clock of a similar frequency but different phase. The clock skew allows for correction
in the case of SET glitches shorter than ∆T which is set to 250 ps according to the SET
prototype test results [115]. The triplicated clock skew is made by clock tree synthesis and
the timing closure becomes difficult to obtain since the delay ∆T depends on the process,
supply voltage, temperature and TID. It should be mentioned that TMR is inserted during
synthesis and single cells are replaced with the triplicated version during the synthesis
step. The redundant cells are constrained to be placed with 15 µm2 distance so that one
particle cannot affect multiple cells storing the same redundant information. The output
of the registers will be then compared with the feedback mechanism against the input to
check for potential errors in the path and correct them. Thus this is the maximum level of
protection achievable by design. It is not perfect, because if the voter suffers from SEE the
errors will be propagated but the conditions to get an SEE when this type of mechanism
is in place are statistically very small.

Figure 6.1: Schematic of a full triplication protection with clock skews TMR technique [118].

• Triplicated registers without auto-correction. This is a level of protection lower than the
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previous one, as it does not account for SET protection. Each pixel has 8 bits that can be
configured and this type of protection has been implemented in 6 of those bits, the most
critical ones corresponding to enabling the pixel and adjusting the threshold due to routing
congestion and area limitation inside the matrix. The schematic of this TMR mechanism
is shown in Figure 6.2. For this architecture any error in the voter will be seen at the
output.

Figure 6.2: Schematic of a simple triplication protection [118].

• Other protections. The previous mechanisms presented target the digital logic of the
chip but other custom blocks have been designed to avoid SEE. A key SEU protection
technique is to avoid the use of asynchronous reset as an error in this line would imply
reloading all the configuration. Custom designs for the PLL [116] as well as the Shunt
LDO [117] that controls serial powering have been optimised for SEU/SET immunity by
including bulk contacts of both NMOS and PMOS transistor close to the drain-source
or using oxide trenches to isolate the bulks. The resistance of this specific technology,
TSMC 65 nm, had been previously tested against latch-up showing no sign of it. Finally
the non critical hit or event data was decided not to have any protection after extensive
SEU injection simulations.

The implementation of TMR measurements has consequences. Depending on the level of
protection, design resources like power, area or speed are affected. The maximum triplication
level or full TMR implies triplication of the following structures: flip-flops, combinatorial logic,
voters and clocks and therefore the area and power consumption will significantly increase. On
top of that, the voters add a delay to the clock tree that needs to be taken into account in order to
meet timing constraints. In the case of triplicated registers without auto-correction only the flip-
flops are triplicated and the voter delay will have to be considered but the level of protection is
several orders of magnitude worse than for the full TMR. At the end, it becomes a compromise
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between the requirements and the design resources.
In consequence there is another outstanding factor that will determine the behaviour of the

chip to SEE which is its recovery capabilities. To start with, the architecture should be robust
enough to ensure that in the case of getting SEU the events will be removed quickly and will
not affect other hits. This translates to having a Data Acquisition System (DAQ) that ensures
continuous reconfiguration fast buffer clear and dedicated resets, like a power reset that will not
imply a full power cycling of the chip.

6.2 ITkPixV1 SEU cross-section measurements

In order to estimate the cross section of the ITkPixV1 three different testbeam campaigns have
been done: two of them with high energy ions and one with a proton beam. The dates of the
campaigns were the 18th of October, 17th of November and 19th and 20th of December of 2020.
The two first ones took place in the Centre de Ressources du Cyclotron (CRC) in Louvain-la-
Neuve [97], Belgium, and the last one was run remotely with the help of local people from
TRIUMF facility in Canada [98]. All the testbeam work presented is part of a collaboration
between CPPM (Centre de Physique des Particules de Marseille) and CERN.

The expected High Energy (> 10 MeV) Hadrons (HEH) rates during the HL-LHC in the
pixel detector for the inner layers, situated at a radius of ≈ 30 mm from the interaction point, go
from a 100 MHz / cm2 to 1 GHz / cm2. For the further layers of the detector the estimated rate
scales with ≈ 1 / r2. In consequence, for the middle layers the expected rates go from 10 MHz
/ cm2 to 100 MHz / cm2. All the numbers quoted above have an uncertainty factor from 10 to
100.

The typical 65 nm latch, flip-flop or memory cross-section has been measured with 400 MeV
protons and heavy ions to≈ 1 x 10-14 cm 2 / bit [99]. Therefore taking into account the numbers
from the paragraph above, the SEU rate for a unprotected memory structure is:

1 GHz/cm2 × 1 × 10−14 cm2/bit = 1 × 10−5 Hz/bit (6.1)

This is equivalent to having every latch flipping once a day. For the outer layers, they will
have SEUs once every 100 days.

The results obtained from high energy ion measurements in Louvain are then scaled to the
High Energy Hadron spectrum typical of the LHC. The results from the testbeam at TRIUMF
done with 400 MeV protons and a flux of 1.5 x 109 particles / cm2 s = 1.5 x 109 particles / cm2

s are similar to the conditions expected in the inner layer of the pixel detector. The conclusions
from the three campaigns will determine if more effort needs to be put into protection in the
final design of the chip or if the current mitigation strategy is good enough.

Before starting with the characterisation results it is important to highlight that the majority
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of the measurements have been done in bypass mode, which is not the expected operating mode
of the chip. In normal operation conditions, inside the chip there is a PLL [95] that receives
commands from the firmware at 160 Mbps and it is in charge of generating two clocks from
them, the command one that allows for communication and configuration of the chip and works
at 160 MHz and the serialiaser clock that operates at 1.28 GHz. Previous work has shown that
the PLL and in general the clock and data recovery block are extremely sensitive to SEU [116],
especially for high LET ions, and because the testing time is limited, in order to maximise data
taking these clocks will be supplied from an external source. This is what is referred to as bypass
mode and it was done in this way because the priority is to check how the memories in the global
configuration registers and in the pixels respond to SEE and not the PLL. When time allowed
some additional tests were as well done in order to determine the performance of the Clock and
Data Recovery but, as will be shown, the results are not conclusive and more measurements will
be necessary to determine if they are robust enough against SEU.

There are also several available possibilities to power the chip. For all cases the currents and
voltages were monitored all the time during the beam measurements and the chip was kept at
room temperature. For the two tests in Louvain the chip was powered in "direct mode" providing
directly the required 1.2 V for the analogue and digital domains, instead of using the sLDO. For
the tests in TRIUMF the setup was run in low-dropout regulator (LDO) mode that will provide
the 1.2 V for the two different domains from a 0.6-0.8V input supply.

An issue was found in the design of the ToT memory cells that uses custom multi-bit latches.
If a certain ToT value is registered it results in a short circuit between the VDD and ground lead-
ing to high digital currents of 2A [96]. For the SEU tests the chip was run with configurations
that ensured that the digital current was kept to the correct value and the current was monitored.

6.2.1 Tests performed

The tests that were performed during the three testbeam campaigns will be explained in this
section. As discussed before, the basic idea is to monitor how many SEU are observed in the
different memories of the chip. The measurements performed were:

• Global Configuration Register Test. Global configuration registers define the operational
condition of the chip. They have been implemented with full TMR protection. In total
there are 209 with 2894 configurable bits. The test routine consists of writing the "default
values" for the chip outside the beam and reading them back to make sure that the desired
value has been correctly stored. Then the chip is placed inside the beam until the desired
fluence has been reached. After that, the beam is switched off and the global configuration
registers values are read and compared to check that they have the same value that was
written outside the beam. A further offline analysis indicates which registers have suffered
an SEU and how many bits were flipped. The effect of several parameters like: power
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supply, angle of the chip with respect to the beam and the presence of clock will be studied.

• Pixel Configuration Register Test. In the ITkPixV1 each pixel is configured with 8 bits, 6
of which are protected using triplication without auto-correction and 2 of them are stan-
dard without SEU protection as a bit flip on them will not be critical for the overall chip
behaviour. Figure 6.3 shows a table with the functionality of the 8 in pixel registers and
it specifies the ones that have TMR protection. The test procedure consists of writing the
configuration outside the beam of the 400 x 384 x 8 = 1228200 bits. Usually the chosen bit
pattern is 01010101 so it can be studied if a flip from 0 to 1 or from 1 to 0 is more likely.
Then the beam is switched ON until the desired total fluence is reached and no commu-
nication is made with the chip. After, the beam is turned OFF, communication with the
chip is reestablished and the pixel configuration is read back. Finally the offline analysis
will produce an SEU pixel map, the distribution of SEUs among the 8 bits, the differences
between SEUs that produce a bit flip from 0 to 1 and 1 to 0 and also the number of bit
flips in the TMR bits versus errors in the standard ones.

Figure 6.3: Pixel register bits functionality [121] and type of SEU mitigation in place for the
pixel registers. Note that the TMR is of the type without auto-correction.

• Digital scan test. This is run continuously with the beam ON until the desired fluence is
reached. The procedure consists of injecting every single pixel with a digital pulse 100
times. If the scan has an ideal result, the analysis should show that all the pixels have
received 100 injections. However if there were SEUs, noise, etc. some pixels will store
a different number. This test is performed in both bypass and PLL mode to have an idea
of the robustness of the clock and data recovery block of the chip and of the DAQ. It is
important to note that the scan is a digital scan, because the injection pulse is sent via a
digital pulser circuit bypassing the analogue front end of the chip. This ensures that all
the pixels receive the same signal.

• Noise scan test. The threshold of the chip is set very high, 6000 electrons, so in theory
it should not be affected by noise. The chip is kept in the beam during the desired total
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fluence while a loop of a scans without injection is carried out. After every scan, triggers
are sent so for each iteration the number of pixels (and their locations) that have received
a hit is recorded. The analysis will give us the noise rate in the testbeam environment.

The goal of all these tests is to compute the SEU cross section of the different memory
elements in the chip. For all the plots that will be shown in this chapter, the cross sections have
been calculated with the following formula:

Cross_Section =
Tot_errors

Num_con f ig_bits × Φ
(6.2)

where Tot_errors is the total number of bits that have flipped during each specific test,
Num_con f ig_bits is the total number of bits that were configured to a specific value, this num-
ber is over a million for the pixels registers and ≈ 2000 for the global configuration registers,
and Φ is the fluence expressed in ions per cm2.

6.2.2 Louvain-la-Neuve testbeams

Facility and setup description

These testbeam campaigns took place in the Centre de Ressources du Cyclotron (CRC) [124].
The facility provides a beam with a diameter of 2.5 cm ( ± 10% uniform inside the circle). The
chip was placed to completely cover the global configuration registers and most of the pixel
matrix. The test set-up consists of the single chip card with the ITkPixV1 and the DAQ system
BDAQ53 [113] that were connected with 2 meter cable of Display Port (DP) to SMA in the
control room and 60 cm cable SMA to DP in beam area. The break in the cabling is needed
because there is a patch panel in the facility that has SMA connections. Figure 6.4 is a picture
of the single chip card in the beamline during the first campaign situated in the stage where the
DP connections and the power cables of the chip can be seen.

The facility allows the use of several ions with different LET. Table 6.1 collects all the infor-
mation with respect to the ions used, the LET, the fluence reached for both the pixel configuration
tests and the global configuration tests, as well as the power settings and orientation of the chip
during the first campaign.

The information for the second testbeam campaign can be seen in Table 6.2. For this cam-
paign there is an extra column, the clock in GC that stands for global configuration, because as it
has been explained the global configuration registers have the clock skewed and auto-correction
for SEU protection while this is not implemented in the pixel registers. Therefore, if the clock
is switched off during the global configuration register test the level of protection becomes the
same as for the pixel registers with triplication and the SEU cross sections should be similar
instead of differing by a couple of orders of magnitude while the clock is running.
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Figure 6.4: ITkPixV1 testing setup placed in the beam facility in Louvain-la-Neuve CRC.

Table 6.1: Ions, LET, fluence reached and chip power and orientation with respect to the beam
table for the tests performed during the first testbeam campaign in Louvain.

Table 6.2: Ions, LET, fluence reached, and chip power and orientation with respect to the beam
table for the tests performed during the second testbeam campaign in Louvain.
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Power consumption

To begin with an analysis of the power consumption of the chip will be done. Figure 6.5 is
a plot of the digital current drawn by the chip during the irradiation. As noted in section 6.2,
there is a design issue that means when a specific value is set in the TOT memory a short circuit
between GND and the power supply is created and the digital current becomes very high and has
to be constantly decreased. This value is avoided as much as possible. What can be observed in
the graph is that during the configuration of the chip in the digital scans, the current goes high.
Therefore a chip operating script called "decrease current" was created to set the value of the
corrupted ToT cell to the one that avoids the short circuit. Once invoked the 700 mA baseline is
recovered.

The global configuration register scan has the longest duration to accumulate more statistics
because the number of memory bits available is much smaller than for the pixel register, there-
fore the increase in the current is much larger, going above 2.5 A. The cause of this increase is
that ions are hitting the pixel matrix while running the global configuration scan and the TOT
cells record different values so eventually there will be a short circuit. For the pixel register test,
as for the digital test, once the script "decrease current" is run the current baseline is reset to 700
mA. The pixel configuration test does not have any influence on the TOT memories, as they are
configured to a working value and remain unchanged, or on the matrix activity so the current is
low and it even goes below 500 mA before increasing back to the 700 mA baseline after running
the script. Finally during the noise scans there is another increase in the current with time be-
cause as noise accumulates the TOT memories can end up in the states which result in the short
circuit. This proves that despite the extra difficulties due to the design issue the digital current
can be kept under control during testbeam campaigns.

Figure 6.5: Digital current monitoring while performing SEU tests with Xenon



CHAPTER 6. ITKPIXV1 SINGLE EVENT EFFECTS CHARACTERISATION 131

Pixel configuration characterisation results

A compilation of the pixel configuration register test results for both campaigns is shown in
Figure 6.6 . It is a series of histograms per ion which include, the total number of SEU that
provoke a bit flip from ’1’ to ’0’ and vice-versa. The total number of SEUs recorded and how
many happened in the two standard pixel registers without protection and how many in the
triplicated ones. The first observation is that the number of errors depends on the LET of the
ion, the higher the LET the more errors observed. Secondly, for all the ions the number of SEU
that result in a bit flip from 1 to 0 and from 0 to 1 is very similar so it can be concluded that there
is no difference between flips from 0 to 1 and 1 to 0. For the case of the carbon, the plot can
be a bit misleading but the number of errors is very low to draw any different conclusion. The
more noticeable aspect of this plot is that the TMR registers have considerably less flips than the
unprotected ones, demonstrating the impact of the SEU mitigation.

Figure 6.6: SEUs measured in the pixel registers for each ion. Each plot shows the number of
SEU that induce a ’0’ to ’1’ flip, a ’1’ to ’0’ flip, total number of SEU, number of SEUs in non
protected registers and in triplicated registers.

Another observation, after analysing the data for both campaigns, is that for the pixel config-
uration registers that have the triplication show an increasing number of SEUs with increasing
fluence. This is expected because these bits have no clock refreshing and so the errors accumu-
late with fluence. Figure 6.7 shows the number of errors for Neon for two different fluences,
5×105 ions/cm2 and 1×107 ions/cm2. The number of errors measured in the triplicated bits of
the pixel configuration is 30% higher for the 1×107 ions/cm2 run than for the 5×105 ions/cm2.
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Figure 6.7: On the left, histogram for Neon ion that covers the number of SEU that induce a ’0’
to ’1’ flip, a ’1’ to ’0’ flip, total number of SEU, number of SEUs in non protected registers and
in triplicated registers. On the right the fraction of bit flips per register. The top two histograms
show the results for total fluence of 5 x 105 ions/cm2 and the bottom histogram shows the results
for a total fluence of 1 x 107 ions/cm2 fluence.

Finally, the estimated cross sections for both campaigns were calculated using equation 6.2.
The results are shown in Figure 6.8. There is at least one order of magnitude between the curves
corresponding to the SEU cross section of the triplicated pixel registers (in blue) and the standard
pixel registers (in yellow). This demonstrates that the TMR techniques have at least some some
mitigating effect even without the clock refresh. The measured cross sections go from ≈ 10-11

to ≈ 10-9 for the TMR bits and from 8 x 10-10 to 7 x 10-8 for the standard bits. The error bars
have been estimated with a chi-square distribution, χ̃2, with a confidence level of 95% and the a
total number of degrees of freedom equal to 2 times the total number of SEUs per test, following
the methods of [120].
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Figure 6.8: Cross section of pixel configuration registers obtained in both testbeam campaigns
in Louvain for the different ions, normalised to its fluence. The blue points are the cross-sections
measured in the standard registers and orange points are the cross-sections for the registers with
TMR.

Global configuration characterisation results

The next results will examine the global configuration register tests and results. The main dif-
ference with respect to the pixel register tests is that these registers receive the clock and have
auto-correction if a bit flip is identified. They are 16 bits wide and when SEUs are identified in
a register, all the bits are checked for possible flips. In total, there are ≈ 2000 global configu-
ration bits. Due to the much smaller number of bits for the global configuration tests than for
the pixel registers tests and their higher protection level, the duration of the tests is considerably
longer. Figure 6.9 is a histogram that shows how many registers were upset and how many flips
happened per register. The observed trend shows that in ≈ 95% of the cases the registers errors
are due only to a single bit flip. In addition, the registers with upsets are completely random and
vary from scan to scan which is the expected behaviour for these tests. The fluence for each ion
is the one specified in Table 6.2. It can be pointed out that for the global configurations registers
the number of errors seems to be less dependent on the fluence than for the pixel registers due
to the different protection mechanism.
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Figure 6.9: Total number of register with errors and number of bit-flips per register for medium
LET ions.

The cross-section of the global configuration bits has also been calculated according to the
equation 6.2. Figure 6.10 is a plot with the measured cross section for all the ions with the
exception of Carbon as the error rate is too low. The error bars have been calculated in the same
way as for the pixel configuration registers, but the statistics are much smaller and therefore
they are larger. Note that in the case of the Neon, no errors were observed during the scan so a
cross-section could not be determined but the range is given by the error bar. The cross-section
increases with the LET, and it goes from ≈ 10-11 for Neon to ≈ 4 x 10-10 for Xenon. In general,
this is an order of magnitude smaller than for the triplicated bits of the pixel configuration
registers that do not have a clock refresh.

Figure 6.10: Cross section of global configuration registers obtained in both testbeam cam-
paigns in Louvain for the different ions, normalised to its fluence.
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The next tests seek to explain the influence of other parameters on the chip. They were
done with the Krypton ions. The idea is to calculate the different cross-sections of the global
configuration registers while powering the chip at its nominal value of 1.2 V and at its lower
operating limit of 0.9 V. Check that when the clock is not provided to the global configuration
registers that have auto-correction, they behave like the pixel registers with triplication as this
is the main difference between both mitigation strategies. Finally the influence of tilting the
chip 80 degrees with respect to the beam axis was analysed. This is motivated by the fact that
the angle of incidence of the particles on the chip varies across the detector. Figure 6.11 is a
representation of how the chip is placed when straight or tilted. In Figure 6.12 the estimated
cross section can be seen for all the tests performed in which these parameters are studied.
Firstly, the influence of the powering settings will be analysed and it can be seen that the cross-
section increases as the voltage decreases by a factor 3, this is marked in the plot as "Influence
of VDDD". This is expected as by operating at lower power, transistors get slower having a
reduced current capability which makes more likely that a deposited charge will induce an SEU.
Secondly, the effect of the tilt is analysed and even if the difference is not high, the ratio is
1.7, the chip suffers less SEUs when placed perpendicular to the beam than when it is tilted 80
degrees, it is represented as "Influence of the tilt" in Figure 6.12. This is because even though
the registers have a smaller effective cross section area the track length of an ion in a register
is increased. Lastly, the verification that if the clock is not provided to the global configuration
registers they should behave like the in-pixel registers was done. It is important to note that the
chip was powered with 0.9 V in the digital but the result shows a very similar cross section to
the one obtained in the pixel registers for the same ion, 1.37e−91 for the pixel registers versus
1.19e−9 for the configuration ones without clock. There is a factor of 4 gain in protection when
the clock is triplicated, shifted with respect to each other and enabled. These results prove that
the understanding of the different levels of protection is good and the behaviour with respect
to the different parameters follows the expected trend. The gains of the different triplication
protections have been quantified and now it is a matter of deciding if the numbers are good
enough for when the chip will be operating in the ATLAS Upgrade experiment after the LS3.

Figure 6.11: Graphical representation of the tilt of the chip with respect to the beam as it was
done during testbeam campaigns in Louvain.
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Figure 6.12: Calculated cross section of ITkPixV1 for Krypton ion under the influence of dif-
ferent parameters: tilt, power and clock. Error bars are not shown because the ratios are not
significant.

Digital tests characterisation results

Finally the results of the digital tests will be analysed. As a brief reminder the test procedure
consists of enabling two neighbouring pixels in every second core column (belonging to the
same pixel region) and performing 100 digital injections per pixel. The analogue FE is bypassed
and the TOT is set to code 0 in order to avoid the large current issue. This scan is continuously
running until the desired fluence is reached. For this test it is very important to distinguish
between the results obtained while operating the chip in bypass mode and the behaviour of the
setup while running it in PLL mode. In all cases the chip was operated at 1.2 V supply for
both analogue and digital power. Focusing on the scans done in bypass mode the results can
be classified in three different categories: out of the 100 injections per pixel some of them will
receive more or less hits than this number, when there is an "extremely" noisy pixel that shows
more than 10000 injections or there are some dead pixels that don’t register any hits at all. If we
consider the dimension of the chip the total expected number of injections in a clean scan digital
scan is:

Tototalin jections = 384×400×100 = 1536000 (6.3)
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The digital scans were performed for four different ions: Carbon, Neon, Argon and Chromium.
The ones with lower LET were chosen for this scan with the idea of trying some runs in PLL
mode. Previous testing had shown difficulties on running the chip in this mode with very high
LET ions [116]. The histogram seen in Figure 6.13 has the percentage of the total scans that fall
into each of the categories. The analysis shows that the most likely output is that the majority
of the pixels get the correct number of injections and a small fraction of them record extra or
fewer injections than expected, this is shown in the plot as Category 1. This is something normal
considering the large amount of pixels in the matrix and factors like noise and readout could be
the reason for this to happen. The other two categories appear for higher LET ions than carbon.
It should also be noted that the noisy pixels and dead pixels seem to be random as they are not
the same ones for the different scans.

Figure 6.13: Histogram with the percentage of digital scans that fall into each category per ion
when running in bypass mode.

If the total number of upsets for all the runs and ions is examined, there is a clear region that
is more affected by SEUs than the rest of the pixel matrix. It corresponds to the 8 last rows of
the first core columns, indicated by the blue rectangle in Figure 6.13. The matrix is divided into
cores of 64 pixels, within every core the pixel hits are processed in pixel regions of 1 x 4 pixels.
The number of pixels registering an SEU inside every region has been analysed as this can be
easily related to the chip architecture.
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Figure 6.14: Pixel matrix including total number of upsets in all the digital scans performed for
all ions. Zoom-in to the most affected region. Example of how many pixels per region have an
error.

This study allows to go a bit further when counting the total number of SEUs that affected
every scan as well as identifying the specific group in the readout chain. Based on ITkPixV1
chip manual [121], the pixel region diagram is as depicted in Figure 6.15.

Figure 6.15: 4-Pixel region block diagram. LE is leading edge, TE is trailing edge, BCID is
bunch crossing counter value. Image taken from [121].

In order to be able to count the total number of SEUs it is important to relate them to the pixel
region diagram. Whenever there is a single pixel upset it means that it has taken place in the
Pixel Hit Logic block as it is the only time in which the hits are stored individually. On the other
hand, if two neighbouring pixels belonging to the same region did not have the right number
of injections this should be interpreted as a single upset that occurred in the Latency, Trigger &
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Readout block because in the test procedure always 2 neighbouring pixels in one pixel region
are injected and read out at the same time. The last case is when the 4 pixels have incorrect data
this is regarded as two independent SEU that happened in the Latency, Trigger & Readout for
the same reason as the double pixel upset. By doing this analysis it can be pointed out which
logic in the chip is the most sensitive to getting SEUs and study if changes should be made to
make it more robust. In the case of the ITkPixV1 the majority of time more than one pixel is
affected by SEU during the digital scans.

The last point to mention is the digital scans performed with the chip configured in PLL
mode. During the testbeam in October it was observed that after a few injections the error "No
Rx sync" will appear. This implies that Aurora channel in the FPGA lost its link to the chip
making the communication impossible. For more information on the Aurora protocol used to
transmit and receive the data in ITkPixV1, refer to [122]. Consequently, no data was collected
to analyse from these scans. For the testbeam in November, the scan was modified to have error
handling so the communication between the DAQ system and the chip can be reestablished if
a similar error is observed. The outcome showed that the communication can be recovered
although the data saved is damaged and cannot be decoded. In the future, dedicated SEU tests
will be made just to address this issue which seems to happen every time there is a phase jump
in the Clock and Data recovery unit of the chip.

6.2.3 TRIUMF testbeam

Facility and setup description

On the 19th and 20th December 2020 a third SEU testbeam campaign took place in TRIUMF, the
Canadian national centre of particle acceleration, located in Vancouver. The facility provided a
480 MeV proton beam with a flux of 15 × 108 particles / cm2 / s. The beam has a diameter of
25mm and it was aligned so it covered the full digital chip bottom. Giving health circumstances
of the time, this campaign was run remotely with support from a local physicist, who helped
with the installation of the setup and the operation of the beam.

The setup installation consisted of a BDAQ board connected with 2m display port cables to
the single chip card inside the beam area. The power supplies, 3 single port TTis, were in the
same space attached with 2m banana plug to molex power cables. The laptop from where all
the scans were performed was connected to the global network in the control room and could be
remotely accessed. A description of the set-up is shown in Figure 6.16.

In this case and differently from the testbeams in Louvain the chip was powered in LDO
mode. While the setup was running VDDD and VDDA voltage values were monitored with the
on chip ADC as well as the temperature with the 3 temperature sensors present on chip. The
outcome of this monitoring showed that despite having seen an increase of VDDD due to the
TOT issue and having reached the compliance current of 3A after an hour, a reset of the chip
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Figure 6.16: Schematic of the connections of the set-up installed for the SEU testbeam in TRI-
UMF.

allows the LDO to recover nominal power values. The chip certainly heated up several degrees
during operation but kept functioning as expected delivering the correct regulated voltage.

The main goals of this campaign were to have some long acquisition runs for the global
configuration registers and calculate their cross-section, to verify the in-pixel cross-section and
to run all scans in PLL mode to see how these type of particles affect the Clock and Data
Recovery.

Initially, testing was dedicated to perform the tests in bypass operation mode and once
enough data has been recorded to switch to PLL operation mode. The procedure for the dif-
ferent scans remain the same as described in Section 6.2.1 and used in Louvain-la-Neuve so the
results are comparable. Table 6.3 covers all the pixel configuration scans performed in bypass
mode. The dosimetry foil test is done to check the correct alignment of the beam with respect
to the digital chip bottom.

Table 6.3: The pixel configuration tests performed in TRIUMF in bypass mode.
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Pixel configuration characterisation results

The results of the analysis are very similar to the results observed with the heavy ions in Louvain.
It allows to verify that for low fluences the two bits that don’t have triplication are considerably
more affected by SEUs than the ones that have protection. The ratio becomes more equal when
the fluence is higher due to the accumulation effect previously explained. For the set of scans
shown in Figure 6.17 it is more likely to get a flip from zero to one than from one to zero
although the direction of the flip should be completely random but the amount of data is not big
enough to be conclusive.

Figure 6.17: Histograms for two of the pixel configuration tests performed in TRIUMF that
covers the number of SEU that induce a ’0’ to ’1’ flip, a ’1’ to ’0’ flip, total number of SEU,
number of SEUs in non protected registers(left plot) and in triplicated registers (right plot).

The final plot in Figure 6.18 proves that the unprotected bit cross section remains the same
regardless of the fluence reached and the operational mode while the TMR bit cross-section
increases with fluence but seems coherent between modes.

Figure 6.18: Cross section of the pixel configuration tests performed in TRIUMF according to
the operation mode and fluence reached.
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Global configuration characterisation results

Looking at the global configuration register scans three of them were done.

• Long duration, 10:30 hours, global register run in bypass mode. A total fluence of 7.21×
1013 ions/cm2 was reached and the number of SEUs observed was 8.

• Long duration, 2 hours, global register run in PLL mode. A total fluence of 1.39×
1013 ions/cm2 was reached and the number of SEUs observed was 4.

Based on the measurements, the calculated cross-section of the global registers with protons
is in the order of 10-17 per cm2.

Finally, from Table 6.4, it can be concluded that the results are compatible with what is
the expected prediction using the results of the heavy ion tests for the doses expected for the
HL-LHC. There is an improvement of ≈ 2 orders of magnitude between the cross-section of
unprotected latches and the full TMR registers of the global configuration registers. These
estimations were done by CERN to predict the number of SEUs that could be expected in the
electronics when exposed to different hadrons like protons, pions or neutrons [123].

Table 6.4: Estimated cross-section of global registers and normal latches for a 200 MeV proton
based on heavy ion testing and measured cross-section in the TRIUMF with a 480 MeV proton
beam [123]. Note that the single latch cross-section is equivalent to the non triplicated pixel
registers.

Digital tests characterisation results

The last type of tests done were the digital scans. A total number of 22 of them were measured.
For the first 15 iterations, the fluence reached was 6.02 x 1012 particles / cm2 and for the last 7
the flux was decreased 50% with respect to the initial value so the total fluence was 9.57 x 1011

particles / cm2. All these tests were done in PLL mode, with LDO powering and the software
modified with respect to the one run in Louvain to have error handling and to be able to see
what happens to the data when SYNC errors appear. For the high flux tests the analysis of the
data taken reveals that, for 8 iterations the scan successfully finished due to the error handling
modifications but the analysis of the data could not be done. The raw data files which were also
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stored turned out to be corrupted. The other 7 iterations generated all the expected plots. For the
low flux runs, 4 of them gave corrupted outputs and 3 of them successful ones.

The Aurora protocol is structured in a way that has data blocks and control blocks. Both
blocks have their own specific header bits, 01 and 10 respectively, that allow for synchronisa-
tion of the serial data. The SYNC errors observed in the previous campaign are related to the
following two scenarios:

• Identification of Aurora protocol soft errors. Headers 00 and 11 are illegal and are re-
ported. This type of error is transient and also expected in the normal course of operation.
In bypass mode during ion tests performed in Louvain soft errors were also reported but
without creating sync issues with the receiver link. All data was captured and interpreted

• Sync lost in the Aurora protocol. This error is caused by a burst of soft errors, signal
integrity issues in the set-up or clock jitter.

In the testbeams so far while running in bypass mode the digital scans, soft errors had been
reported but did not cause sync issues. However, while the scans are run in PLL mode, both
types of errors appear. The average time between soft errors has been calculated and it is directly
proportional to the fluence reached. For the high fluence scans, the average soft error rate is 6.59
per second and the total number of sync errors is 5 which can be extrapolated to one every 22.8
s. For the lower fluence tests, the average soft error rate is 3.20 per second and the sync error
rate 5 or one every 42.06 s.

The data that could be analysed showed two different types of occupancy maps: ones that
have some noisy pixels and others where the injection pattern is visible. The first type of plots
had been observed in the previous testbeam and sometimes they can even appear on normal
laboratory scans but the second type was new. The most interesting fact is that if the noisy
pixels are masked, the injection pattern becomes clear for the first type of maps. Once the
injection pattern is visible, the amount of corrupted pixels depends on the number of sync errors
received during the scan duration.

6.3 Conclusions from the SEU testbeam campaigns

The three SEU campaigns have demonstrated that the protection techniques in place on the chip
lead to a lower count in the number of SEU with respect to normal latches. Furthermore, the
full triplication protection for the global configuration registers has proven to be around two
orders of magnitude better than the pixel configuration triplication without clock refreshment.
Furthermore, if the clock is removed from the global configuration registers the cross-section
values calculated are very similar to the triplicated pixel configuration registers confirming that
the schemes behave as expected.
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Nevertheless, there will need to be a lot of effort put on monitoring the PLL and CDR to be
able to understand the phase and clock variations that deal to the synchronisation issues during
the digital scans run in PLL mode.

New specific testbeam campaigns targeting this last point are being scheduled and the out-
come of them will determine if some modifications will need to be done in the final version of
the chip to be able to overcome the difficulties explained.

It is still not fully clear if the level of protection present in the current design is enough to
stand the doses that the chip will receive during operation in the HL-LHC. Once the upcom-
ing campaigns are finished, the experiment will look at all the results in combination with the
refreshing capacities provided by the DAQ system and take a decision consequently.



Chapter 7

Conclusions

This thesis has presented the different designs, characterisation results and simulations done for
the depleted monolithic active sensors of the MALTA family. It has also shown SEU results
for the ATLAS prototype FE-chip that will be installed in the Inner Tracker detector during the
HL-LHC Upgrade.

The MALTA DMAPS that was fabricated in the TowerJazz 180nm CMOS process had
shown a loss in efficiency in the corners of the pixel after NIEL irradiation. The charge did
not reach the electrode when deposited in the pixel corners. Simulations to understand this be-
haviour showed that the lateral electrical field was not strong enough to collect the charge. Two
different process modifications, adding an additional mask in the fabrication process to have
an extra deep p-well and modifying the n-blanket mask to include a gap, were proposed. These
changes were implemented in the Mini-MALTA sensor that was fabricated as a demonstrator for
the radiation hardness, to try a new synchronisation scheme for the asynchronous architecture
and to address other identified issues like RTS noise that prevented operation at low thresholds.
Instead of being a 512×512 pixel matrix as in the MALTA sensor, it was 16×64. Measurements
of the charge collection using sources in the lab on unirradiated devices and devices irradiated
to 1015 MeV neq/cm2 were made. The outcome of the analysis demonstrated that the process
modifications improved the charge collection and this was verified by testbeam results. These
results demonstrated that the mini-MALTA with the process modifications was radiation tolerant
up to 1015 MeV neq/cm2.

In parallel, a completely different idea was explored to see if the charge collection issue in
the MALTA could be overcome using an alternative substrate material. MALTA had always
been fabricated using a p-type substrate with a high resistivity epitaxial layer of 25-30 µm
thickness, which constitutes the sensitive layer and can be fully depleted at low voltages. By
using high resistivity Czochralski material for the substrate in the fabrication of the MALTA
sensor, the sensitive volume can be considerably increased, which provides a larger signal that
compensates, at least in part, the higher noise and charge threshold. This development also
showed a very positive result as the new MALTA batch fabricated with this new material in
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combination with the mini-MALTA process modifications was efficient even after irradiation.
Laboratory and testbeam measurements show that it operates in a similar way to the standard
MALTA but that the increased bias voltage that can be applied results in an increased sensitive
volume, which gives a larger signal, increased cluster size and improved charge collection.

A simulation of the asynchronous readout for ATLAS data rates was made. This demon-
strated that the readout could operate at data rates corresponding to the outer radius of the ITk
Pixel system. This was also used to define the dimension of the different memories used in the
Mini-MALTA end-of-column readout.

Eventually, incorporating all the knowledge acquired with the previous version of MALTA,
the MALTA2 sensor was designed and fabricated. The front-end electronics were changed to in-
clude a cascoded transistor that provides higher gain, reducing noise and consequently allowing
operation at lower thresholds. The readout kept the original asynchronous architecture. Further-
more, the difficulties with the slow control operation were tackled and the block was completely
redesigned, which was a significant part of the work of this thesis. A design based on a shift
register was developed and then implemented into the chip including RTL, synthesis and place
and route. This modification enabled threshold scans to be made for the full matrix, which had
limited the operation and characterisation of the previous versions of the chip. Testbeams are
already scheduled which will determine if the radiation tolerance has been further increased.
In the meanwhile the MALTA3 sensor is being designed, a new large sensor that will provide
excellent time resolution <2 ns and tracking capabilities with an improved synchronisation of
the data.

On a completely different topic, this thesis presents the characterisation results of the Single
Event Upset testing of the ITkPixV1 chip that is the prototype foreseen to be used by the ATLAS
ITK Upgrade for the HL-LHC. It describes the mitigation techniques used for the design and the
measurements made to determine the SEU cross-sections of the different memories in the chip.
The results were compiled from several testbeam campaigns. The outcome is that the protection
techniques lead to a lower SEU count compared to normal latches. The full triplication protec-
tion has proven to be around two orders of magnitude better than the pixel configuration that
is implemented without clock refreshing. More testing is needed to assess the PLL robustness
against SEE, and DAQ experts should determine if the chip is robust enough to ensure good
operation during HL-LHC.
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