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There is as yet insufficient data for a meaningful answer.

—Isaac Asimov, The Last Question



Abstract

Solar activity sporadically erupts due to the release of magnetic energy that manifest as im-
pulsive bursts of electromagnetic emission. Solar radio bursts provide a valuable diagnos-
tic of the low corona where the energy release originates and of the environment through
which the exciter of radio emission propagates. However, the corona is a turbulent environ-
ment such that the escaping radiation is significantly modulated, concealing the intrinsic
exciter characteristics and spatial location. In this thesis, radio burst fine structures that
can be embedded within or separate from broadband bursts are investigated. In particu-
lar, solar radio spikes are analysed using the LOw Frequency ARray (LOFAR), for the first
time providing much needed time and frequency resolved imaging of individual spikes over
sub-second scales at decametre frequencies. The characteristics of spikes are statistically
compared across decades in frequency, demonstrating the prevalence of radio-wave scatter-
ing up to ∼ 1 GHz that governs the observed decay time, rather than collisional damping.
Consequently, the findings suggest that the duration of energy release of which spikes may
be a direct signature, could be shorter than implied from observations, particularly at de-
cametre frequencies. Analysis of the characteristics of decametre spikes and striae from the
same event presents similarity in morphology, spatial location, and polarisation, indicat-
ing that the spikes are likely generated via plasma emission. The escaping spike and striae
radiation presents superluminal centroid motion directed non-radially which implies the
presence of an extended coronal loop with strong anisotropic turbulence. Imaging obser-
vations suggest that the magnetic structure is perturbed via the passage of a CME shock
front, with the loop structure slowly restoring towards the prior configuration over time,
exciting frequent magnetic reconnection that manifests as radio spike emission. As a re-
sult, the site of electron beam acceleration, the characteristics of the beam, and the prevail-
ing turbulent conditions together determine the emitting location. However, the scattering
component obscures it, making interpretation of the source in radio images challenging. A
quantitative analysis of the spatial and spectral evolution of solar radio burst fine structures
as the radiation escapes through a dipolar magnetic structure with anisotropic turbulence
is presented via radio-wave scattering simulations. The observed spatial location and mo-
tion of the spikes and striae is replicated, as well as the suppressed fine structure drift rate
in dynamic spectra. The combination of high resolution observations with state-of-the-art
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simulations show that sub-second solar radio burst fine structures must be decoupled from
anisotropic scattering effects in order to assess the intrinsic emitter. As such, the appar-
ent source location, magnetic field structure, and turbulent conditions must be considered
simultaneously.
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Preface

Chapter 1 provides an introduction to the relevant background material required in this
thesis. It describes the solar atmosphere in regards to its structure and activity in the form
of active regions, flares, coronal mass ejections and jets. The coronal magnetic field and
density models are presented, and the connection between solar activity and space weather
is discussed. The main mechanisms for the generation of radio emission considered in this
thesis are presented, with a description of various types of broadband solar radio bursts.
Th effects of scattering on the propagation radio-waves is discussed, and the implication
of ionospheric refraction. The chapter concludes with an overview of the instrumentation
used in the thesis.

Chapter 2 presents an overview of solar radio burst fine structures: striae, drift pairs, and
spikes. The origin of such fine structures is presented, as well as recent observations and
their typical characteristics. The chapter focuses on solar radio spikes, which form the bulk
of interest for this thesis. In addition, the connection between spikes and communication
disruption at Earth is presented.

Chapter 3 presents the first time and frequency resolved imaging observations of sub-
second solar radio spikes at decametre frequencies using LOFAR. The chapter begins with
an overview of the event that produced the spikes. The methods of measuring the spike
parameters are discussed, and their typical characteristics presented. The results show that
spikes and striae arise from the same region of the corona and share similar properties,
suggesting that these decametre spikes are produced via plasma emission. The individ-
ual spike evolution in the time and fixed frequencies suggests that the radiation escapes
through strong anisotropic turbulence, broadening the time profiles and inducing superlu-
minal, non-radial motion across the sky-plane. The dominance of scattering suggests that
the energy release time is likely shorter than assumed from observations.

In chapter 4, a statistical approach is adopted, analysing over 1000 spikes and 250 striae
from the same event. Observations of a bi-directional Type IIIb burst provides insight into
the acceleration region height. The striae centroid trajectories that drift over time due to
scattering are inconsistent with the trajectory of the centroids along the burst spine (the
peak of each striae at different frequencies). This suggests that the emitter was propagating
in a different direction than the scattered radio-waves, and thus likely originated from an

xxiv
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acceleration region that is lower in the loop structure than where the source is observed,
in a region where the magnetic field direction matches the exciter motion. Moreover, the
observed spike and striae heights are shown to lose their frequency dependence with height
at the time of the coronal mass ejection (CME) eruption. The heights then begin to increase
over time for subsequent burst observations at a given frequency, suggesting that the loop
structure was perturbed by the CME shock to lie along the line-of-sight, which then slowly
restored back towards the prior configuration. The fixed frequency motion of spikes and
striae that are close in time and frequency are shown to almost completely overlap, suggest-
ing the sources emit radio-waves from the same region of space. The spike centroid velocities
induced from scattering have a wide spread suggesting that the anisotropy, turbulence level,
and emission angle within the loop may vary from burst to burst. The statistical observed
spike areas are compared with the few observations in the literature at decimetre frequen-
cies, presenting a trend consistent with scattering predictions up to ∼ 1 GHz. Assuming
plasma emission, the fractional spike bandwidth is replicated via the Langmuir wave dis-
persion relation, which agrees with observational data across decades in frequency, with
the spread in bandwidth accounted for by different magnetic field strengths.

Chapter 5 presents the results of radio-wave propagation simulationswith a dipolarmag-
netic field structure, in order to replicate the results in the previous chapters. The simula-
tions use a recently developed 3D radio-wave propagation code with an anisotropic density
fluctuation spectrum. The previously used radial magnetic field is replaced with a dipole,
with the dipole and source locations varied across the solar disk. The evolution of an in-
jected radio source is presented in the context of the observed centroid motion for spikes
and striae in chapters 3 and 4. The centroid trajectory and location is replicated for an in-
jected source at 𝜃 = 50° from the observers line of sight, with strong anisotropy of 𝛼 = 0.2.
The simulations suggest that the intrinsic emitter location was 0.13 R⊙ away from the ob-
served location in the sky-plane. For regions of strong anisotropy 𝛼 = 0.1, it is shown that
the source may split into two components. Furthermore, the effect of radio-wave scattering
on the suppression of the fine structure drift rate is shown.
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1
Introduction

1.1 The Solar Atmosphere
The Sun is a main sequence star in the middle of its life cycle. In this sense it’s relatively sta-
ble, providing the energy and conditions required for humanity to observe it for thousands
of years. The fusion of hydrogen nuclei into helium at the solar core releases energy that dif-
fuses outwards through the radiative zone of the solar interior, before reaching the convec-
tive zone at a region called the tachocline. Through convective fluid flows, energy is trans-
ported towards the solar ‘surface’ called the photosphere with a radius of 1 R⊙ ≃ 6.96×1010

cm, where the optical depth (a measure of the transparency of a medium) is such that pho-
tons can escape. Assuming a black body spectrum, the Sun peaks in optical wavelengths,
and so the photosphere is defined as the layer where the optical depth at 5000 Å (green) (1
Å = 0.1 nm) is equal to approximately one. The bright circular disk that we observed from
Earth may appear to have rather uniform brightness, but the reality is quite different. The
photosphere is comprised of convection cells of hot plasma called granules with an effective
temperature of around 5785 K (Priest, 2014). The granulated appearance forms from hot ris-
ing and cooler falling plasma, with a typical size around 1 Mm (1000 km) (Priest, 2014). In
the region above the photosphere is the∼ 2Mm thick chromosphere. The temperature rises
to ∼ 2.5×104 K, marking the boundary of the ∼ 200 km thick transition region, where the
temperature rapidly increases to approximately 1 MK, and the density decreases by about
two orders of magnitude (McLean & Labrum, 1985).

Beyond the chromosphere lies the corona, a hot (1–2MK), tenuous, and inhomogeneous
plasma. The bright photospheric light obscures the corona at optical wavelengths such that
the corona is best observed throughout solar eclipses, or by using a coronagraph to block
the glare from the photospheric light. The heating of the corona remains an outstanding
problem in solar physics (e.g. Klimchuk, 2006), in part due to the difficulty of identifying a
heating source compatible with themyriad of processes occurring on different spatial scales,
and the complex dynamics of the chromospheric and coronal magnetic field. Despite this,
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the continual evolution and interaction of coronalmagnetic structures combinedwith X-ray
observations of small scale energy release termed nanoflares (Parker, 1988) with energies of
∼ 1024 erg (Lin et al., 1984; Parker, 1988) is a promising theory. The extreme temperature
results in the ionisation of hydrogen such that there is an equal density of protons 𝑛𝑖 and
electrons 𝑛𝑒. The central focus of this thesis is on low frequency coronal radio emission.
Specifically, the regime in which the energy of photons is much lower than the thermal
energy of the emitting particles, i.e. ℎ𝑓 ≪ 𝑘𝐵𝑇 where ℎ is the Planck constant, 𝑘𝐵 is the
Boltzmann constant, and 𝑓 (also denoted as 𝜈) is the frequency. Under this condition, the
Rayleigh-Jeans approximation is applicable, giving a brightness temperature of

𝑇𝐵 =
𝑐2𝐼𝜈
2𝑓2𝑘𝐵

, (1.1)

where 𝐼𝜈 is the measured specific intensity which is an intrinsic property of the source that
describes the power per unit frequency, per unit solid angle, crossing a unit surface area,
essentially describing the variation in brightness across an extended source. Therefore, the
total intensity is given by

𝐼tot = ∫
∞

0
𝐼𝜈 d𝜈. (1.2)

For coronal sources that subtend a solid angleΩ, the observed flux is given as a flux density
𝑆𝜈 in solar flux units where 1sfu = 10−22Wm−2Hz−1—i.e. the specific intensity integrated
over Ω as

𝑆𝜈 = ∫
source

𝐼𝜈 dΩ. (1.3)

Since ∫ dΩ ∝ 1∕𝑟2, 𝑆𝜈 depends on the distance between the source and observer as 𝑆𝜈 ∝ 𝑟−2.
The relation between brightness temperature and flux density is given by

𝑆𝜈 =
2𝑘𝐵𝑇𝐵𝜈2

𝑐2
Ω. (1.4)

In the rest of this thesis, the flux density is given as the symbol 𝐼.

1.1.1 Coronal Structure
Observations in extreme ultraviolet (EUV) wavelengths reveal a diverse range of structures
in the solar corona, including coronal holes and interconnecting loops. Coronal holes are
typically found near the solar poles, particularly during solar minimum, and are associated
with open magnetic field lines that allow plasma to escape and contribute to the fast solar
wind. The relative depletion of hot plasma from these regions leads to a dimmer appearance
compared to magnetically closed regions near the equator. These coronal loops are observ-
able due to emitting plasma flowing along closed magnetic field lines with their foot-points
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located at sites of oppositemagnetic polarity. If these footpoints extend over a large distance,
they may form loop arcades (Aschwanden, 2005). Bright streamers are often observed atop
the coronal loops, and they can increase the density by a factor of 3–10 (Priest, 2014). They
are large, long-lived structures that are oriented radially outwards from the Sun for several
solar radii (Aschwanden, 2005). At X-ray wavelengths, coronal observations are best con-
ducted by spacecraft due to X-ray absorption by the Earth’s atmosphere. They reveal small,
bright points around 20 Mm in diameter (Priest, 2014), mostly situated above pairs of oppo-
site magnetic polarity (e.g. Harvey, 1996). These bright points are associated with regions of
the solar surface that are particularly active in terms of energy release. Indeed, X-ray activity
in flaring regions can be complex, and is discussed further in section 1.1.2.2.

The corona expands out into interplanetary space in the form of the solar wind: a con-
tinuous stream of charged particles—mainly protons, electrons, 𝛼 particles, and heavy ions.
This wind has been studied extensively through in-situ observations by spacecraft such as
Helios andWind (Ogilvie et al., 1995), as well as the recently launched Solar Orbiter (Müller
et al., 2020) and Parker Solar Probe (Fox et al., 2016). Furthermore, the Voyager 1 & 2 space-
craft have reached the boundary of the solar system and provided invaluable data on the
solar wind beyond our local environment. The solar wind is characterised by two main
components: the slow solar wind, with a typical velocity on the order of 500 km s−1, and the
fast solar wind, with a velocity around 800 km s−1 (McLean & Labrum, 1985). In addition,
the slow solar wind has a increased density and decreased temperature of protons, along
with an increased electron temperature. Moreover, the first ionisation potential (the mea-
sure of energy required to remove the valence electron) is increased in the slow solar wind,
along with higher heavy ion ionisation states (Abbo et al., 2016)—i.e. a larger number of
heavy ions are ionised. The constant release of plasma streaming out from the Sun makes
for a turbulent coronal environment, particularly above eruptive regions.

1.1.2 The Active Sun
The Sun is a dynamic and active star that displays a wide range of phenomena on a regular
basis. These phenomena include magnetic activity, eruptions, and energetic releases that
can have significant effects on space weather and Earth-based technology.

1.1.2.1 Active Regions

Regions where the magnetic field protrudes through the surface form active regions around
the equatorial belt within±30°. These regions can develop over periods of a few days, reach
maximum activity after around 10–15 days and can persist for weeks (Priest, 2014). At the
centre of an active region are sunspots where the magnetic flux is concentrated, suppress-
ing convection, and causing the region to appear darker and cooler than the surrounding
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plasma. Sunspots are an indication of increased solar activity, and their presence can vary
over time due to the 11 year solar cycle. This cycle is defined by cyclic changes in the Sun’s
magnetic field that produce fluctuations in solar activity, known as solar minimum and
maximum. During solar minimum, very few visible on the solar disk.

Active regions exhibit a bipolar magnetic structure, with the magnetic flux flowing be-
tween two islands of opposite polarity. Plasma flow is confined along the field lines owing
to the plasma beta parameter (equation 1.5 discussed in section 1.1.3) having a value < 1,
and forms loops and arches that extend high into the corona. Regions where the magnetic
field is mainly horizontal and overlying a neutral line where the magnetic polarity inverses
are filled with gas cooler than the hot corona, with a temperature around 2×104 K (McLean
& Labrum, 1985), leading to the appearance of dark absorption features called filaments.
When viewed from the limb, these features are known as prominences and can appear as
emission structures. In association with flaring regions, they tend to have a length on the
order of 10Mmwith densities≥ 1011 cm−3 with strongermagnetic field. On the other hand,
quiescent prominences are long-lived structures that can persist formonths on scales of 1000
Mm (Priest, 2014). Above active regions, the corona has enhanced density and temperature,
likely controlled by the stronger magnetic field that may contain denser material than the
surrounding quiet regions (McLean & Labrum, 1985).

1.1.2.2 Solar Flares

Asolar flare is a sudden, transient brightening near active regions caused by the rapid release
of up to 1032 erg of magnetic energy (e.g. Emslie et al., 2005). These events can manifest
across the entire electromagnetic (EM) spectrum from gamma rays to radio waves (Fletcher
et al., 2011), and typically last fromminutes to tens ofminutes. Flaring events can be divided
into different phases that may not all be present in a given flare. As described in Priest
(2014), the pre-flare phase involves a gradual brightening over tens of minutes in soft X-
ray (SXR) emission, produced from the thermal distribution of the plasma. The impulsive
phase typically lasts a few minutes and releases emission in hard X-rays (HXR) produced
via bremsstrahlung and gyrosynchrotron emission from non-thermal electrons. The main
flare phase features a declining intensity that lasts up to an hour.

The release of magnetic energy associated with and without a solar flare can manifest
as particle acceleration that in turn may produce phenomena such as radio emission (sec-
tion 1.3.1), coronal mass ejections that drive shock waves (sections 1.1.2.3 and 1.3.2), and
energetic particles that can propagate out to 1 AU and beyond (section 1.1.5). A key signa-
ture of a solar flare is the presence of non-thermal accelerated electrons with a power-law
distribution (e.g. Krucker et al., 2007) with energies between approximately 10 keV to hun-
dreds of keV that can produce the HXR emission via bremsstrahlung radiation (Brown &
Smith, 1980; Vilmer, 1987) in the dense lower atmosphere. This non-thermal component
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can be an order of magnitude larger than a thermal component (Emslie et al., 2012) which
manifests as SXRs below 10 keV and may be directly heated coronal material, or ablated
chromospheric material (Benz, 2017). The temporal coincidence of the thermal and non-
thermal emission components in some flares is thought to be caused via the energy released
in the lower atmosphere heating the chromospheric plasma, known as the Neupert effect
(Neupert, 1968).

The release of magnetic energy during solar flares is suggested to be related to magnetic
reconnection. This was initially proposed by both Parker (1957) and Sweet (1958) for a long
current sheet across a boundary of oppositely directed magnetic fields, yet the reconnection
rate was found to be too slow for a solar flare (Priest & Forbes, 2002; Aschwanden, 2005).
Petschek (1964) suggested a smaller current sheet, allowing for a faster reconnection rate
of about three orders of magnitude, owing to a shorter propagation time across the current
sheet (Aschwanden, 2005). Observations of the chaotically distributed, short duration solar
radio spikes in dynamic spectra (section 2.3), often considered a signature of the energy
release itself, has led to suggestions of fragmented energy release in flares across numerous
small sites, termed ‘microflares’, with each releasing energy on the order of 1026 erg over
millisecond timescales (Benz, 1985).

The classification of solar flares is based on their peak X-ray flux measured in the wave-
length range of 1–8 Å by the Geostationary Operational Environmental Satellite (GOES)
(section 1.5.5). The flares are categorised into five categories: A, B, C, M, and X, with sub-
ranges from 1 to 9 within each category. The X-class flares are the most powerful, and even
though thousands of flares are detected each year, such flares are relatively rare with only
1–10 events per year (Aschwanden & Freeland, 2012).

1.1.2.3 Coronal Mass Ejections

Coronal mass ejections (CMEs) are large-scale structures composed of magnetic flux and
confined plasma that are explosively released from the Sun with typical ejection speeds of
hundreds of kilometres per second (Schwenn, 2006). Not all CMEs have a flare associa-
tion (Gosling, 1993; Andrews, 2003), although those that are correlated to a flare have been
associated with the onset of HXR energy release (Temmer et al., 2008). A CME can drive
large-scale shock front throughout the heliosphere with clearly defined flanks. The lead-
ing edge of the shock is a region of compressed plasma with increased density, with a den-
sity depletion in the wake of the CME. Interplanetary CMEs can propagate vast distances
throughout the heliosphere and be detected in the vicinity of Earth’s orbit (Vilmer et al.,
2003). The morphology of CMEs can vary, with angular widths ranging from a few degrees
to more than 120° (Schwenn, 2006). One contribution to the observed CME width is the
projection effect, where a CME located near the solar disk centre can surround the occult-
ing coronagraph, termed halo CMEs, (e.g. Howard et al., 1982). Another variety is termed
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a streamer-puff CME (Bemporad et al., 2005), which consists of narrow ejections near the
solar limb originating from compact flare sources near the base of coronal streamers. The
ejections cause the streamer to expand due to the propagating shock (e.g. Chrysaphi et al.,
2020). The shock fronts can also excite radio emission known as Type II solar radio bursts
(section 1.3.2), providing an alternative diagnostic of their propagation through space.

1.1.2.4 Jets

Coronal jets are collimated plasma flow structures that can originate near active regions, but
are also observed in the quiet Sun. They are short lived, typically lasting only a few to tens
of minutes, and are thought to be produced via magnetic reconnection in the chromosphere
(Shibata et al., 2007). Observations have shown that the propagating plasma has velocities
in the range of a few hundreds of kilometres per second (Mulay et al., 2016), and they have
been observed in EUV, X-ray, and H𝛼 (Kundu et al., 1995; Chen et al., 2013; Chandra et al.,
2015; Mulay et al., 2016). Jets have been associated with Type III radio bursts (section 1.3.3),
implying the existence of open magnetic field lines (Kundu et al., 1995; Chen et al., 2013)
that the heated plasma flows along. Occasionally, jets can split into two components known
as bifurcation, caused by the uncoupling of the erupting filament (Shen et al., 2012). This
bifurcation has been associated with individual peaks of X-ray flux as well as the driver of
multiple CMEs (Chrysaphi et al., 2020).

1.1.3 Coronal Magnetic Field
The solar magnetic field is suggested to be generated via the solar dynamo (Parker, 1955a).
Electric currents generated in the Sun from ionised gases in turn create a magnetic field.
The rotation of conducting fluid produces a dipolar magnetic field, currently suggested to
occur in a region at the bottom of the convective zone called the tachocline (e.g. Browning
et al., 2006; Ghizaru et al., 2010). The field rises due to buoyancy and emerges at the pho-
tosphere where the differential rotation of the solar atmosphere interacts with the toroidal
magnetic field causing it to become wrapped around the Sun (Parker, 1955b). The protrud-
ing magnetic flux tubes produce bipolar sunspot pairs that are tilted with respect to lines of
latitude due to the Coriolis effect. The large-scale poloidal magnetic field is suggested to be
regenerated through the Babcock-Leighton effect (Babcock, 1961; Leighton, 1969)—when
these emerged flux tubes decay, some of the flux migrates to the poles, contributing to the
generation of a new poloidal field.

As the plasma density decreases into the corona, themagnetic field fans out owing to the
magnetic field pressure 𝜌𝐵 =𝐵2∕2𝜇0 (where𝐵 is the field strength, and𝜇0 is the permeability
of free space) exceeding that of the gas pressure 𝜌 = 𝑛𝑒𝑘𝐵𝑇𝑒, (where 𝑛𝑒 is the plasma density,
𝑘𝐵 is the Boltzmann constant, and 𝑇𝑒 is the plasma temperature). Whether the magnetic



CHAPTER 1. INTRODUCTION 7

field or the plasma pressure dominates a region is quantified by the plasma beta parameter

𝛽 =
𝜌
𝜌𝐵

=
𝑛𝑒𝑘𝐵𝑇𝑒
𝐵2∕2𝜇

. (1.5)

When 𝛽 < 1, the magnetic pressure dominates and plasma is confined to the local magnetic
field. In the corona, 𝛽 is low, typically between 10−1 and 10−4 (McLean & Labrum, 1985).
The global structure of the solar magnetic field comprises two major zones: the open-field
regions towards the poles which are the source of the fast solar wind, and the closed-field
regions towards the equator which are the source of the slow solar wind. The large scale
closedmagnetic structures are transcended by open fields known as coronal helmet stream-
ers. It was numerically shown by Pneuman & Kopp (1971) that since the field decreases
rapidly with height, the pressure and inertial forces of the solar wind will eventually domi-
nate, and cause the field to form a current sheet at the boundary of the open and closed flux
and above the cusp. The field then extends outwards into interplanetary space, forming the
Parker spiral structure due to the solar rotation (Parker, 1958).

The magnetic field is not directly observable, yet its magnitude can be inferred via the
Zeeman effect. This effect causes a spectral line to split into multiple components in the
presence of a magnetic field (such as the Fe I line), and is exploited by remote spacecraft
observations (e.g. SDO/HMI, see section 1.5.3.2), as well as ground based observatories (the
GONG network) to produce magnetograms. One method of estimating the coronal mag-
netic field structure is to use magnetograms as a lower boundary and a source surface is
used as the upper boundary at, for example, 2.5 R⊙ where the field lines are considered
radial on the spatial scales considered. These extrapolations are known as Potential-Field
Source-Surface (PFSS) models (e.g. Schatten et al., 1969). However, such models have lim-
itations and should be used with caution; for example, they can only capture the quiescent
state without any transient phenomena. More sophisticated methods include non-linear
force-free field (NLFFF) model, the magnetohydrostatic model, and the magnetohydrody-
namicsmodel (seeWiegelmann et al., 2017, for a review). An additional method to estimate
the magnetic field strength is to consider the polarisation of the radio emission, as detailed
by Alissandrakis & Gary (2021), but in comparison to Zeeman splitting, this method is mea-
sured at particular locations rather than across the entire photosphere, typically near active
regions.

Empiricalmodels have also been developed to estimate themagnetic field strength at dif-
ferent heights in the corona. For example, Dulk &McLean (1978) combine in-situmeasure-
ments above 0.5 AU fromdifferent techniques such as the Zeeman effect, photosphericmag-
netogram extrapolations, and radio bursts. They provide an average magnetic field strength
above active regions that follows the relation

𝐵(𝑟) = 0.5
(
𝑟∕𝑅⊙−1

)−1.5
[G], (1.6)
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between 1.02 and 10 R⊙, as shown in Figure 1.1. However, it should be emphasised that
the model is consistent to the data within a factor of three. Moreover, the radio data used to
derive themodel is related to themagnetic field via theAlfvén speed 𝑣𝐴 =𝐵∕

√
4𝜋𝑛𝑒𝑚𝑖 where

𝑚𝑖 is the ionmass, and describes the speed of a propagating plasma wave of ion fluctuations
(anAlfvénwave) aswell asmagnetic field oscillations, which requires a densitymodel. Gary
(2001) present another model for the magnetic field above an umbra, which extends to a
height of ∼ 14 R⊙. Their model has the form

𝐵(𝑟) = 2500G
(1+𝑟∕0.0007R⊙)3

+ 50G
(1+𝑟∕0.1R⊙)3

+ 1G
(1+𝑟∕1R⊙)3

(1.7)

also shown in Figure 1.1. Each quantity is chosen such that the model agrees with obser-
vations and extrapolations in different coronal regions. The two models presented here are
considered throughout this thesis.
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Figure 1.1: Magnetic field models from Dulk & McLean (1978) and Gary (2001). The verti-
cal dotted line represents the boundary between the corona and chromosphere at 2500 km
above the solar surface as denoted in Gary (2001).
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1.1.4 Plasma Density
At the base of the corona, the transition region from the chromosphere (∼ 0.003 R⊙) marks
a sharp drop in electron number density 𝑛𝑒 whilst the temperature increases by about two
orders ofmagnitude (Fontenla et al., 1990). The density in the low corona varies between the
quiet Sun and within over-dense structures. For example, Aschwanden (2005) show a com-
pilation of measurements in the low corona—at a height of 0.2 R⊙, the quiet Sun has densi-
ties in the range of ∼ (0.3−1)×108 cm−3, coronal holes range from ∼ (0.5−2)×107 cm−3,
streamers from ∼ (0.7 − 1) × 108 cm−3, and active regions as high as (0.1 − 1) × 109 cm−3.
Moreover, the density also varies with latitude, having increased density near the solar equa-
tor, and decreased density towards the poles—for example, at solar minimum, van de Hulst
(1950) show a density minima near a latitude of 70◦ at a height of 0.15 R⊙. The coronal den-
sity is measured from a variety of techniques as described by Aschwanden (2005). White-
light images during a solar eclipse can be used under the assumption that the polarised
brightness and spectral line emission in different coronal regions is proportional to the in-
tegrated line-of-sight electron density. The continuum emission of the K-corona concerns
Thompson scattering and dominates close to the Sun, and the F-corona from diffraction of
light from dust particles producing Fraunhofer absorption lines, dominating far from the
Sun. Such measurements were conducted by van de Hulst (1950) during a solar eclipse.
The frequency of radio bursts as they propagate through the corona can directly indicate
the electron density assuming that they emit at the plasma frequency or its harmonic. EUV
and X-ray observations of the emission measure can also be used to estimate the electron
density as this quantity is proportional to the integral of the squared density along the line-
of-sight. Further into interplanetary space, the electron density can be estimated via radio
source scintillation (e.g. Erickson, 1964).

The large scale variation of the coronal electron number density varies as a function of
radius 𝑟, decreasing with increasing distance from the Sun. At smaller scales, the density is
not uniform, fluctuating on scales ≲ 1%, discussed further in section 1.4.1. As noted above,
attempts at modelling the coronal density produce different results depending on whether
the density is estimated for the quiet Sun, or above an active region, as well as at the solar
equator or towards. Figure 1.2 shows various average density models at different distances
between 1–215 R⊙, where 215 R⊙ ≃ 1 AU. Each model is defined in Table 1.1.

In the region of Earth’s orbit, the various density models tend to agree with relatively
small spread between them, but deviations occur below ∼ 1.5 R⊙. One widely used empiri-
cal model for distances≤ 2 R⊙ is that by Newkirk (1961) based on observations during solar
maximum, and is often adjusted by a constant to match a given event. Another frequently
used model is that by Leblanc et al. (1998) based on observations of Type III radio bursts
(section 1.3.3). In Figure 1.2, the red curve represents a density model based on Parker’s so-
lar wind solution (Parker, 1958) as described byMann et al. (1999). This radially symmetric,
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Figure 1.2: Coronal density models from Allen (1947); Parker (1958); Newkirk (1961); Saito
et al. (1977); Bougeret et al. (1984); Leblanc et al. (1998). The red curve represents a power-
law fit to the numerical solution to the Parker model as presented in (Kontar et al., 2019).
The red dashed curve includes a term to account for the sharp increased in chromospheric
density 𝑛𝑐, as described in the text.

isothermal model is given by the equations

𝑣(𝑟)2

𝑣2𝑐
−ln(

𝑣(𝑟)2

𝑣2𝑐
) = 4ln( 𝑟𝑟𝑐

)+4(
𝑟𝑐
𝑟 )−3, (1.8)

𝑟2𝑛𝑒(𝑟)𝑣(𝑟) = 𝐶, (1.9)

where 𝑣𝑐 =
(
𝑘𝐵𝑇𝑒∕𝜇̃𝑚𝑝

)1∕2 is a critical velocity, with mean atomic weight in the corona
𝜇̃ = 0.6 (Priest, 2014), and proton mass 𝑚𝑝, and 𝑟𝑐 = 𝐺𝑀𝑠∕2𝑣2𝑐 is a critical radius where
the corona becomes supersonic, where 𝐺 and 𝑀𝑠 are the gravitational constant and solar
mass, respectively. The density model is obtained by substituting the solution of 𝑣(𝑟) into
equation 1.9. Equation 1.8 is solved numerically as in Kontar (2001a). The normalisation
constant is fixed from average in-situ satellite density measurements at 1 AU (Mann et al.,
1999) at 𝑛𝑒 = 6.59 cm−3, resulting in a mean solar wind speed of 425 km s−1. Substituting
into equation 1.9 gives 𝐶 = 6.3 × 1034 s−1. The solution is fit with a power-law model to
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Definition 𝑛𝑒 [cm−3] Valid Height [R⊙]

Baumbach-Allen (1947) 1.55×108

𝑟6
+ 2.99×108

𝑟16
1–3

Newkirk (1961) 4.2×104 ⋅ 104.32R⊙∕𝑟 1–2

Saito et al. (1977) 1.36×106

𝑟2.14
+ 1.68×108

𝑟6.13
2.5–5.5

Alvarez & Haddock (1973) 1.41×106(𝑟−0.91)−2.38 1–215

Parker (1958)† 𝐶∕𝑟2𝑣(𝑟) 1–215

Bougeret (1984) 6.14𝑟−2.10 64.5–215

Leblanc et al. (1998) 3.3×105

𝑟2
+ 4.1×106

𝑟4
+ 8×107

𝑟6
1.2–215

Table 1.1: Density model parameters as shown in Figure 1.2. †The normalisation constant
𝐶 is described in the text.

provide a simple analytical approximation

𝑛𝑒(𝑟) =
4.8×109

𝑟14
+ 3×108

𝑟6
+ 1.39×106

𝑟2.3
, (1.10)

where 𝑟 is given in solar radii and 𝑛𝑒 has units of cm−3, as used in Kontar et al. (2019);
Kuznetsov et al. (2020); Chen et al. (2020); Musset et al. (2021); Chen et al. (2023a).

The sharp density increase near the transition region into the chromosphere can be sev-
eral orders of magnitude to as high as 1011 cm−3 in flaring loops (Aschwanden, 2005). The
dashed red curve in Figure 1.2 accounts for this by including an additional term to equation
1.10 given by

𝑛c(𝑟) = 𝑛0 exp(−
𝑟−1
ℎ0

)+𝑛1 exp(−
𝑟−1
ℎ1

), (1.11)

where 𝑛0 = 1.17 × 1017 cm−3 gives the density at the solar surface with a scale height of
ℎ0 = 144 km (Kontar et al., 2008), and 𝑛1 = 10−11 cm−3 and ℎ1 = 0.02 km (e.g. Battaglia &
Kontar, 2012).

Coronal loops have been observed in hydrostatic equilibrium (Aschwanden, 2005) with
stationary density, pressure, and temperature profiles. In such a scenario, the density is
considered using an exponential model (e.g. Aschwanden et al., 1999) of the form

𝑛𝑒(𝑙) = 𝐴𝑛 exp(−
𝑟(𝑙)
𝑟𝑛

) (1.12)

where 𝑟(𝑙) is the distance along the loop, 𝐴𝑛 sets the foot-point density, and 𝑟𝑛 is the density
scale height. Such models have been used in conjunction with observations of radio emis-
sion from electron beam propagation along coronal loops (e.g. Reid & Kontar, 2017). The
density models of equations 1.10, 1.11 and 1.12 are considered in this thesis.
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1.1.5 Space Weather
The processes described in section 1.1.2 can have a significant impact on the Earth and near-
Earth environment, collectively known as ‘space weather’. Space weather is caused by a
variety of factors, including solar energetic particles (SEPs), CMEs, ionising radiation from
flares, and excess radio noise (see section 2.3.3, for example). Such phenomena canmanifest
as geomagnetic storms and ionospheric disturbances, leading to technological hazards to the
power grid and communication infrastructure (Gary & Keller, 2004).

Some of the most severe effects of space weather are associated with powerful flares and
interplanetary CMEs that cross the sun-lit Earth at 1 AU. These events cause an excess of
charged particles (Reames, 1999) that follow Earth’s magnetic field to the auroral regions
and can incite ionospheric currents. These time varying ionospheric currents induce mag-
netic variations that generate geomagnetic induced currents (GIC) that flow in conducting
paths such as the ground, bodies of water, and electrical systems (Boteler, 1994; Pulkkinen
et al., 2017). Such events can cause significant financial damages—for example, an outage
of the electricity grid occurred in Quebec, 1989 (Bolduc, 2002) due to an X15-class solar flare
and CME (Allen et al., 1989; Feynman & Hundhausen, 1994).

In addition to the transport of energetic particles, solar radio bursts (discussed in sec-
tion 1.3) can cause interference from excess noise (section 2.3.3). Wireless cell sites operat-
ing in the low GHz range are particularly vulnerable. At an ambient Earth temperature of
𝑇⊕ = 273 K, a bandwidth of ∆𝑓 = 1 Hz leads to a receiver noise power of 𝑃 = 𝑘𝐵𝑇⊕∆𝑓 =
3.8×10−21 W, or measured in decibels relative to 1 mW, 𝑃dBm = 10log10 (𝑘𝐵𝑇∆𝑓∕1 mW) =
−174 dBm. Considering the effective area𝐴𝑒 = 𝑔𝜆2∕4𝜋 of a single polarisation antenna, the
received power is 𝑃 = 0.5∆𝑓𝐴𝑒𝐼 where 𝑔 is the antenna gain, and 𝜆 is the wavelength (note
the factor half comes from the antenna being sensitive to one polarisation only, whereas
noise is assumed to be unpolarised). For a cellular receiver operating at 900 MHz, the flux
density 𝐼 required to match the noise floor is ∼ 9×10−20Wm−2 Hz−1 = 900 sfu. Therefore,
solar radio bursts with an equivalent flux density of∼ 103 sfu can impact the receivers (Bala
et al., 2002) (a similar assessment for GPS receivers is shown in section 2.3.3). According
to Bala et al. (2002), the frequency of radio bursts per day follows a power-law distribution
with respect to flux. Specifically, a burst with flux density> 103 sfu could occur every 10–20
days, although this rate can vary depending on the level of solar activity during a given solar
cycle. At solar minimum for instance, Nita et al. (2002) found that the time between events
with peak flux > 103 sfu is 18.5 days, whereas at solar maximum, this time drops to just 3.5
days.

Global Navigation of Satellite Systems (GNSS) offer real-time geolocation to a receiver
at any point on Earth that has an unobstructed line of sight to at least four of the satellites.
The Global Positioning System (GPS), which transmits at frequencies of 1575.42 MHz (L1)
and 1227.70 MHz (L2), is one such system. However, changes to the ionospheric density
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caused by SEPs, as well as X-ray and strong EUV flux from solar flares (Thome & Wagner,
1971), can lead to propagation delays. Furthermore, excess noise from radio bursts with
peak flux>2×104 sfu could affect the signal-to-noise ratio (SNR) of aGPS signal (Klobuchar
et al., 1999). The aforementioned statistical study by Nita et al. (2002) notes that a radio
burst with a peak flux above this level between 1 − 1.7 GHz could occur every 244 days
at solar minimum, and every 86 days at solar maximum. Such disruption of GPS signals
coincident with radio bursts has been recorded. For example, Chen et al. (2005) reported
severe signal delays of receivers in the sun-lit hemisphere thatwere correlatedwith anX17.2-
class flare with a radio burst flux between 4 × 103 − 1.2 × 104 sfu at 1.415 GHz. Another
X17.2-class flare with a peak flux of 8.7× 103 sfu caused a reduction in SNR at the time of
the burst (Cerruti et al., 2006). An even more intense radio burst occurred in December
2006 during solar minimum, peaking at 106 sfu at 1.4 GHz, affecting many GPS receivers in
the sun-lit hemisphere (Cerruti et al., 2008). Aside from the disruption of Global Navigation
Satellite Systems (GNSS), radar signals may also be impacted. For instance, Marqué et al.
(2018) show association of an M-class flare and radio emission peaking at ∼ 105 sfu with
anomalous air traffic disturbances (further discussion of this event can be found in section
2.3.3). High-frequency (HF) radio signals (3–30MHz)which are used for long distance radio
communication are particularly sensitive to space weather. HF signals utilise the F region
of the ionosphere (at a height between∼ 200−500 km) to reflect signals to greater distances.
At the bottom of the ionosphere is the so-called D region that can become ionised by X-ray
emission of solar flares, leading to the attenuation of HF signals, called a ‘HF fadeout’.

The understanding and characterisation of solar eruptive events that lead to energetic
particles and radio bursts is of clear importance to the safety of critical systems at Earth.
Understanding of the complete picture of this complex phenomena will improve efforts for
the prediction and mitigation of such events.

1.2 Coherent Solar Radio Emission
Solar radio emission can be categorised as either coherent or incoherent. Incoherent emis-
sion can be produced by electrons undergoingCoulomb collisionswith ions resulting in free-
free emissionwhich is predominant in the quiet Sun. In the presence of amagnetic field, the
electrons gyrate around the field line producing gyroresonance and gyrosynchrotron emis-
sion which is present in regions of high magnetic fields in the lower corona (Dulk, 1985).
Coherent emission occurs when energy from non-thermal electrons is converted into wave
modes of the plasma such as electron-cyclotron waves (electromagnetic waves), and elec-
tron oscillations that are longitudinal waves known as Langmuir waves. The former has a
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characteristic frequency (in CGS units) of

𝜔ce =
𝑒𝐵
𝑚𝑒𝑐

, (1.13)

where 𝑒 is the electron charge, 𝑚𝑒 is the electron mass, and 𝑐 the speed of light. The latter
oscillate at the plasma frequency given by

𝜔pe = (
4𝜋𝑛𝑒𝑒2

𝑚𝑒
)
1∕2

. (1.14)

Equations 1.13 and 1.14 denote angular frequencies, and conversion to temporal frequency
is achieved through 𝑓 = 𝜔∕2𝜋. The plasma frequency can be expressed as

𝑓pe [MHz] ≃ 8.93×10−3
√
𝑛𝑒 [cm−3], (1.15)

accounting for the constants. The above frequencies are much higher than any collisional
frequency in the corona. As such, particle collisions can be neglected, and the plasma is con-
sidered to be ‘collisionless’. The low rate of collisions is quantified by a large Coulomb log-
arithm, typically lnΛ ≈ 20−23 in the corona (e.g. Aschwanden, 2005; Holman et al., 2011).
Coherent emission is typically distinguished by its high brightness temperature (Melrose,
2009). In this thesis, the focus is on distances of 𝑟 ≃ 1.4−2 R⊙ from the photosphere, cor-
responding to radio frequencies between 20–80 MHz where coherent emission dominates.

1.2.1 Plasma Emission
Plasma emission is produced at the plasma frequency 𝑓pe and its second harmonic 2𝑓pe.
This two-stage process is illustrated in Figure 1.3, and begins with the acceleration of elec-
tron beam populations which generate Langmuir waves. These waves then interact coher-
ently with different wave modes (see section 1.2.1.4), resulting in the production of trans-
verse EMwaves (Ginzburg & Zhelezniakov, 1958; Melrose, 2017). In the presence of a mag-
netic field, magneto-ionic theory states that the magnetic field will split a transverse wave
mode into two modes: the ordinary mode (o-mode), and the extraordinary mode (x-mode).
O-mode waves are ordinary in the sense that their dispersion relation is the same as that in
an unmagnetised plasma, and the electric field oscillates in the plane parallel to the mag-
netic field (Chen, 2016). Plasma emission is produced in the o-mode (Aschwanden, 2005).

1.2.1.1 Electron Beams

As discussed in section 1.1.2.2, solar flares routinely accelerate populations of electrons that
propagate along magnetic field lines either away from or towards the Sun. In the collision-
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Figure 1.3: The plasma emission process, adapted from Melrose (2017).

less coronal plasma, the electron beams propagate adiabatically, allowing velocity disper-
sion where higher energy electrons with velocity 𝑣𝑏 outpace the lower energy electrons in
an assumedMaxwellian background population (Aschwanden, 2005) with thermal velocity
𝑣Te =

√
𝑘𝐵𝑇𝑒∕𝑚𝑒. This creates an unstable beam in the region where the electron velocity

distribution function 𝑓(𝑣) has a positive gradient 𝜕𝑓∕𝜕𝑣 > 0, known as the bump-in-tail
instability (Aschwanden, 2005). Figure 1.4 illustrates this process where at a time 𝑡1, the
fastest electrons form a ‘bump’ in 𝑓(𝑣). At later times 𝑡2 and 𝑡3, the electrons lose energy to
Langmuir wave growth. This resonant interaction occurs due to the Čerenkov effect where
the speed of the electron exceeds the phase speed of the wave with the condition 𝜔𝐿 = 𝑘𝐿𝑣
where 𝜔𝐿 and 𝑘𝐿 are the Langmuir wave angular frequency and wavenumber, described
in section 1.2.1.3. The energy loss occurs via Landau damping where the thermal back-
ground electrons absorb the Langmuir waves. Beam electrons that lose energy then diffuse
in velocity space causing the bump to move to lower velocities and a plateau to form where
𝜕𝑓∕𝜕𝑣 = 0, a process called quasilinear relaxation (Grognard, 1985). The characteristic time
of this process is given by the quasilinear time

𝜏ql =
𝑛𝑒

𝜔pe𝑛𝑏
(1.16)

where 𝑛𝑏 is the electron beam density. For example, at a beam density of 𝑛𝑏 = 500 cm−3 and
a height of 1.4 R⊙ where the plasma density is approximately 𝑛𝑒 ∼ 8.4×107 cm−3 according
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to equation 1.10, 𝜏ql ≃ 0.036 s. For lower beam densities, 𝜏ql increases, causing the distance
between the acceleration location and site of quasilinear relaxation to become significant,
and the onset of radio emission to be at greater heights (Kontar, 2001b).
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Figure 1.4: Velocity space evolution of an electron beam distribution function in the tail of
a thermal distribution. Time progresses from 𝑡1 to 𝑡3.

1.2.1.2 Beam-plasma Structure

One dilemma associated with the fast growth rate of the instability is the rapid loss of en-
ergy from the electron beam due to the production of Langmuir waves over a short dis-
tance (Sturrock, 1964). However, observations revealed that electron beams propagate over
large distances, reaching up to 1 AU and beyond (Lin et al., 1981). A solution, initially by
Zheleznyakov & Zaitsev (1970a), is that the higher energy electrons in the beam lose their
energy to the formation of Langmuir waves in the region where 𝜕𝑓∕𝜕𝑣 > 0, while the lower
energy electrons at the back of the beam absorb the energy from the Langmuir waves. In this
way, energy is transferred throughout the beam (McLean & Labrum, 1985). The electrons
that gain energy will then propagate faster, forming instabilities and allowing the process to
cycle, maintaining propagation of this beam-plasma structure over vast distances at an aver-
age velocity of the beam electrons (Mel’nik et al., 1999; Mel’nik & Kontar, 2000). It is shown
in Kontar (2001a) for example, that the decreasing density of the coronal plasma acts as a
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dissipative medium, such that as the beam-plasma structure propagates, part of the energy
is lost from the structure in the form of Langmuir waves as they move out of resonance with
the beam1. In addition, the expanding magnetic flux tubes act to rarefy the electron beam
to the extent that its density becomes too low to generate Langmuir waves (?). Such effects
will quench instability that causes the growth of Langmuir waves and ultimately cause radio
emission to cease.

1.2.1.3 Langmuir Waves

Langmuir waves are a type of plasma wave that arise due to the displacement of an electron
population with respect to ions in the plasma. These waves exhibit rapid, longitudinal oscil-
lations of electrons, which are restored via the Coulomb force. The dispersion relation for
Langmuir waves 𝜔𝐿 in an unmagnetised plasma is

𝜔2L(𝑘) = 𝜔2pe+3𝑘2𝑣2Te, (1.17)

where 𝑘 = 𝜔pe∕𝑣 is the wavenumber, 𝜔pe is the plasma frequency (equation 1.14), and 𝑣Te
is electron thermal velocity. Expressing equation 1.17 as

𝑘L = (
𝑚𝑒(𝜔2L−𝜔

2
pe)

3𝑘𝐵𝑇𝑒
)
1∕2

(1.18)

shows that a cut-off occurs when 𝜔L = 𝜔pe. Consequently, Langmuir waves are produced
near the local plasma frequency.

In a weakly magnetised plasma where 𝜔ce ≪ 𝜔pe, Langmuir waves and upper hybrid
waves (also called z-modewaves, where𝜔uh ≈𝜔2pe+𝜔2ce sin

2𝜓) form a single, modifiedmode
(McLean & Labrum, 1985) with a dispersion relation given by

𝜔2L(𝑘,𝜃) = 𝜔2pe+3𝑘2𝑣2Te+𝜔
2
ce sin

2𝜓, (1.19)

where 𝜓 is the angle between the plasma wave direction and magnetic field which can vary
up to ∼ 30° (e.g. Malaspina & Ergun, 2008; Kellogg et al., 2009). Expanding equation 1.19
using a binomial expansion for fractional powers of the form (1+𝑥)𝑛 = 1+𝑛𝑥+..., we have

𝜔L(𝑘,𝜃) = 𝜔2pe+
3𝑘2𝑣2Te
2𝜔pe

+
𝜔2ce
2𝜔pe

sin2𝜓. (1.20)

1Such losses are noted not to occur in a homogeneous plasma. In this case, all the plasma waves generated
at the front of the beam are absorbed by the back of the structure.
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1.2.1.4 Wave-wave Interactions

The Langmuir waves generated by a fast electron beam via the bump-in-tail instability in-
teract with other wave modes leading to the conversion of energy into escaping EM radia-
tion. In Figure 1.3, stage 2 shows three possible wave-wave interactions that may lead to
transverse waves. As outlined by Melrose (2017), three wave modes are considered, with
frequencies 𝜔L, 𝜔S, and 𝜔T. The latter two refer to ion-sound waves with dispersion relation

𝜔S(𝑘) = 𝑘𝑣𝑠, (1.21)

where 𝑣𝑠 ≈𝑣Te∕43 is the ion sound speed2, and transverse EMwaveswith dispersion relation

𝜔2T(𝑘) = 𝜔2pe+𝑘2𝑐2. (1.22)

Coalescence or decay of the waves occurs with the conditions

𝜔1+𝜔2 = 𝜔3
𝑘𝑘𝑘1+𝑘𝑘𝑘2 = 𝑘𝑘𝑘3,

(1.23)

where 𝜔1−3 and 𝑘𝑘𝑘1−3 denote the angular frequency and wavenumber of each wave. The
possible interactions that may lead to EM emission are

𝐿+𝑆 → 𝐿′ (1.24a)
𝐿+𝑆 → 𝑇 (1.24b)
𝑇+𝑆 → 𝐿 (1.24c)
𝑇+𝑆 → 𝑇 (1.24d)
𝐿+𝐿′→𝑇 (1.24e)

Here, 𝐿 and 𝐿′ denote Langmuir waves and back-scattered Langmuir waves, respectively,
𝑆 is an ion-sound wave, and 𝑇 is a transverse EM wave (Melrose, 1987; Tsytovich & ter
Haar, 1995). Equation 1.24a leads to backscattered Langmuir waves, which may coalesce
with Langmuir waves to produce harmonic emission (equation 1.24e). Equations 1.24b and
1.24c are associated with fundamental emission, whilst equation 1.24d is of interest to the
scattering of transverse waves (Melrose, 1987). Additionally, the scattering of Langmuir
waves off thermal ions may also produce EM radiation, analogous to Thomson scattering,
where the wave is deflected by the Debye shield of an ion. However, this process may be
inadequate for the high brightness temperatures associated with plasma emission (Melrose,

2Since 𝑣𝑠 =
√
𝛾𝜌∕𝜌i where 𝛾 = 5∕3 is the adiabatic index, 𝜌 = 𝑛𝑒𝑘𝐵𝑇 is the thermal pressure, and 𝜌i = 𝑛𝑖𝑚𝑖

is the ion mass density. Since 𝑛𝑒∕𝑛𝑖 ≈ 1, then 𝑣𝑠 =
√
𝛾𝑘𝐵𝑇∕𝑚𝑖 ≈ 𝑣Ti, and considering that

√
𝑚𝑖∕𝑚𝑒 ≈ 43, then

𝑣𝑠 ≈ 𝑣Te∕43.
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1980).
The emission pattern for fundamental emission is dipolar with a maximum perpendicu-

lar to 𝑘𝐿 and quadrupolar for harmonic emission (Zheleznyakov& Zaitsev, 1970b; Tsytovich
& terHaar, 1995). Electron beamswill produce Langmuir waveswithwavenumbers parallel
to the magnetic field, but as noted above, they are observed in-situ within a small angular
spread up to∼30°(Malaspina&Ergun, 2008; Kellogg et al., 2009). With uniformly generated
Langmuir waves within such a distribution, the emission pattern approaches isotropic, as
considered for electron beam and Langmuirwave evolution simulations (Ratcliffe&Kontar,
2014) as well as injected radio sources for radio-wave scattering simulations (Kontar et al.,
2019). For electron beam speeds at a significant fraction of the speed of light, the emission
will be beamed along the tangent to the Parker spiral that the exciter is propagating along
(Zheleznyakov & Zaitsev, 1970b; Thejappa et al., 2012).

1.2.2 Electron-cyclotron Maser Emission
Analternative process for generating coherent radio emission is theElectron-cyclotronMaser
(ECM). Cyclotron emission refers to emission from electrons deflected by a magnetic field,
occurring near the harmonics 𝜔 ≈ 𝑠𝜔ce, where 𝑠 is the harmonic integer. In a plasma where
𝜔pe > 𝑠𝜔ce, such emission cannot escape directly and so fundamental ECM emission is only
possible where 𝜔pe < 𝜔ce. Additionally, wave dispersion in the plasma further restricts this
condition to 𝜔pe ≪𝜔ce (Melrose, 2017). As a result, ECM emission is generally considered
for regions of strong magnetic field in the low corona. As noted by Aschwanden (2005), in
solar flare conditions, a ratio of 𝜔pe∕𝜔ce ≈ 1 would require a plasma density of 𝑛𝑒 ≃ 1010

cm−3 and 𝐵 ≃ 360 G, corresponding to frequencies of 𝑓pe = 𝑓ce ≈ 1 GHz. Such strong mag-
netic fields are not tenable in the upper corona. ECM emission is dominated by emission in
the magneto-ionic extraordinary mode (x-mode) (Aschwanden, 2005), resulting in strongly
circularly polarised light.

Whilst plasma emission is beam-driven in the regime 𝜕𝑓∕𝜕𝑣∥ > 0, ECM emission is pro-
duced via so-called losscones where 𝜕𝑓∕𝜕𝑣⟂ > 0 that develop in magnetic mirror regions.
As described by Aschwanden (2005), waves that satisfy the Doppler resonance condition
𝜔−𝑠𝜔ce∕𝛾−𝑘∥𝑣∥ = 0 (where 𝛾 is the Lorentz factor) may contribute to growth or absorp-
tion. Gyroresonant waves grow exponentially due to the energy of resonant particles by
quasilinear diffusion. The particles lose energy, and drift into the losscone until the distri-
bution forms a plateau, and the maser is quenched. Losscone masers are expected to have
short lifetimes with small spatial scales, producing short, narrowband emission with high
brightness temperatures. An estimation of the relative bandwidth produced via ECM emis-
sion is given by Hewitt et al. (1982) as

∆𝜔
𝜔 ≈

(𝑣
𝑐

)2
, (1.25)
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where 𝑣 is the speed of the responsible fast particles. However, Fleishman (2004a) found
that this relation may overestimate the bandwidth by an order of magnitude; instead sug-
gesting that the natural width ofmaser emission is strongly dependent on the angle between
the direction of wave emission and the magnetic field direction at the source. They find
that typical ECM bandwidths lie in the range of 0.1–0.4%, similar to the minimum observed
bandwidths of millisecond spikes as determined by Messmer & Benz (2000), although this
limit could be lower as the minimum observed bandwidths were 1.5 MHz (𝑓 = 900 MHz)
and 1.2 MHz at (𝑓 = 300MHz), close to the IKARUS radio spectrometer spectral resolution
of 1 MHz.

1.3 Solar Radio Bursts

1.3.1 Radio Burst Overview
The signatures of plasma and ECM emission manifest as a variety of structures in dynamic
spectra. The idealised morphology of some of these burst types are shown in Figure 1.5.

Figure 1.5: Schematic of radio burst signatures after a solar flare in a dynamic spectrum.
Used with permission of Annual Reviews, Inc., from Dulk (1985); permission conveyed
through Copyright Clearance Center, Inc.

The first observations of solar radio emission led to the classification of Type I, II, and
III bursts (Wild & McCready, 1950), with the later addition of Type IV and V. In this thesis,
the main focus is on fine structures of radio emission that can be embedded in or separate
from these broadband bursts; in particular, radio spikes and striae, which are discussed in
detail in chapter 2. Type I, IV, and V bursts form continuum emission—Type I bursts, or
storms, consist of many narrow-band (few MHz) bursts ∼ 1 s in duration distributed over
hundreds of MHz superimposed on a continuum that can last a few hours to days. Type
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IV bursts comprise different varieties that may be moving or stationary continuum and are
associated with trapped electrons in post-eruption flare loops, with emission via plasma or
gyrosynchrotron processes. The emission mechanism has also been shown to change over
time for a given observation Morosan et al. (2019). Finally, Type V bursts are continuum
emission lasting a fewminutes following a Type III burst, suggested to be caused via trapped
electrons oscillating between magnetic mirror points in a magnetic trap (Weiss & Stewart,
1965; Zheleznyakov & Zaitsev, 1968). As noted in section 1.1.4, the large-scale coronal den-
sity decreases with increasing distance from the Sun. Radio emission produced via plasma
emission is emitted near the local plasma frequency (section 1.2.1), and so the EM signature
of a propagating electron beam through the corona presents as a fast drifting structure with
a drift rate of d𝑓∕d𝑡. A positive drift rate would imply an exciter that is propagating towards
the Sun through increasing density, and a negative drift rate implies propagation away from
the Sun. The drift rate is therefore a useful diagnostic of the exciter velocity and the coronal
environment that it propagates through. These burst types are described in the following
sections.

1.3.2 Type II Bursts
Type II bursts are associated with the propagating shock fronts driven by CMEs. They are
observed to have frequency drift rates between ∼ 0.1 − 1 MHz s−1 and last for around 10
minutes (Cliver et al., 1999), implying exciter speeds on the order of 103 km s−1 (McLean &
Labrum, 1985; Pick & Vilmer, 2008), covering a distance of ∼ 0.8 R⊙. Interplanetary CME
driven shocks exist out to 1 AU and beyond, and interplanetary Type II emission is observed
with starting frequencies near a few MHz, as well as kilometre Type II bursts observed at
kilohertz frequencies. Such emission can have durations that last for many hours (Cane &
Stone, 1984; Cane & Erickson, 2005), and this canmake Type II emission at low frequencies
difficult to discern from overlying Type III emission in dynamic spectra (e.g. Schmidt et al.,
2014). Nevertheless, Bisi et al. (2010) show the harmonic branch of a Type II burst that lasts
for tens of hours and was visible down to 40 kHz, close to the plasma frequency at 1 AU. A
decametric Type II burst is shown in Figure 1.6, observed by the CALLISTO station at Birr
Observatory, Ireland, and analysed in detail by Maguire et al. (2021).

The lower frequency structure is identified as fundamental emission, with the higher
frequency structure as the second harmonic. An often observed phenomena is that each
component is further separated into individual sub-bands known as ‘band splitting’. Nu-
merous models have tried to explain such a phenomena; for example, that the sub-band
emission arose from regions upstream and downstream of the shock front (Smerd et al.,
1975), or in different regions of the shock front (Holman & Pesses, 1983). Imaging observa-
tions have shown that each sub-band appears to be spatially separated (e.g. Zimovets et al.,
2012), however, recent imaging of a 0.2 R⊙ spatial separation between sub-bands has been
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Figure 1.6: Dynamic spectrum of a Type II burst observed by CALLISTO (Birr station, Ire-
land).

explained via a radio-wave scattering model, implying that the sub-band sources arise from
almost co-spatial locations (Chrysaphi et al., 2018).

Whilst the mechanism that produces Type II bursts is well agreed upon, the location of
the exciter in relation to the shock front is inconclusive. Zimovets et al. (2012) observe a
Type II source to appear above the shock apex, yet other studies have shown the emitter
to be located along the CME flank (e.g. Zucca et al., 2018). Claßen & Aurass (2002) find
an equal number of events with Type II emission associated with the leading edge or the
flanks of the CME-driven shocks; however, a statistical study by Krupar et al. (2019) find
that flank-generated Type II bursts are more probable from interplanetary CMEs, with an
average deviation from the CME propagation direction of 62°. They note that interactions
between adjacent CMEs or between CMEs and streamers are more likely to occur near the
flanks, which could be a source of magnetic reconnection and subsequent energy release.
Moreover, shocks near CME flanks have been observed in white light images (Vourlidas
et al., 2003), which would lead to enhanced compression and increased density in these
regions which could lead to Type II emission (Reiner et al., 2003).

1.3.3 Type III Bursts
Type III bursts are prolific, and appear as broadband emission in dynamic spectrawith circu-
lar polarisation that can vary fromweak to strong (McLean & Labrum, 1985), and even vary
across the lifetime of an individual burst (Dulk & Suzuki, 1980). Figure 1.7 shows a group of
Type III bursts from 80 MHz down to below 100 kHz. At the higher frequencies, numerous
individual bursts can be seen that present as almost vertical bands on the timescale shown.
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Below 1 MHz, the emission overlaps into one structure.
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Figure 1.7: Dynamic spectrum of numerous Type III bursts observed by both NDA (section
1.5.2) and the WAVES instrument aboard the WIND spacecraft (Bougeret et al., 1995). The
gap near 15 MHz is due to the ionospheric cut off for ground based instruments. The hor-
izontal bands are due to terrestrial radio interference. The RAD1 frequency scale is shown
logarithmically.

The bulk drift rates are faster than that of Type II bursts at a fewMHz s−1 at frequencies
of tens ofmegahertz (e.g.Melnik et al., 2011) and a fewGHz s−1 at low gigahertz frequencies
(Benz et al., 1992a), implying typical beam velocities near 𝑐∕3 (McLean & Labrum, 1985). A
statistical survey by Alvarez & Haddock (1973) found a frequency dependency on the Type
III drift rate to follow

d𝑓
d𝑡

= −0.01𝑓−1.84MHz s−1, (1.26)

from 75 kHz to 550 MHz. Between 200–3000 MHz, Aschwanden et al. (1995) derive a rela-
tion of |d𝑓∕d𝑡| = 0.1𝑓1.4MHz s−1. From the frequency drift rate, the exciter velocity can be
estimated. Since 𝑓pe ∝

√
𝑛𝑒 (equation 1.13), then d𝑓∕d𝑛e ∼ 1∕(2

√
𝑛e), and using the chain

rule we have
1
𝑓
d𝑓
d𝑡

= 1
√
𝑛e

d𝑓
d𝑛e

d𝑛e
d𝑡

= 1
2𝑛e

d𝑛e
d𝑟

d𝑟
d𝑡

= 1
2
dln(𝑛e)
d𝑟

d𝑟
d𝑡
, (1.27)

where the introduction of ln(𝑛𝑒) comes from dln(𝑛𝑒)∕d𝑟 = 1∕𝑛𝑒(d𝑛𝑒∕d𝑟), and (1∕𝑓)(d𝑓∕d𝑡)
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normalises the drift rate in order to remove any frequency dependence. Here, the beam
velocity is 𝑣b = d𝑟∕d𝑡, and 𝑟𝑛 = (dln(𝑛e)∕d𝑟)−1 is the density scale height, such that

𝑣b =
d𝑓
d𝑡

2𝑟𝑛
𝑓
. (1.28)

Near 30 MHz, 𝑟𝑛 ≃ 2× 1010 cm giving 𝑣b ≃ 0.3𝑐 for a drift rate of −7 MHz s−1 (e.g. Kon-
tar et al., 2017b). The extent of the observed frequency range and inferred exciter speed is
consistent with the interpretation that Type III emission is caused by electron beams prop-
agating along open magnetic field lines. The speed of the exciter has also been shown to
decrease as it propagates out into interplanetary space from the loss of beam energy due
to Langmuir wave refraction reducing the reabsorption level of the beam-plasma structure
(Krupar et al., 2015). Moreover, faster electron beams are associated with brighter emission
yet the beam structure does not have a constant velocity across its length, with the front
propagating faster than the rear, causing elongation over time (Reid & Kontar, 2018a).

Figure 1.8 shows an example of an in-situ electron beam detected at 1 AU by the 3D
Plasma andEnergetic Particle (3DP) detector onboard theWINDspacecraft (Lin et al., 1995).
Each coloured time profile is associated with an electron energy band centred on the value
indicated in the figure. The higher energy electrons propagating at faster speeds arrive at
the detector first, followed by lower energy electrons. Such observations show the beam
structure as it propagates past the spacecraft (e.g. Krucker et al., 2007). The upper panel
shows an associated Type III burst likely emitted from the same electron beam. The bright
features just above the local plasma frequency of 10 kHz are signatures of in-situ Langmuir
waves. Similar local Langmuir waves have been observed by Parker Solar Probe (PSP; Fox
et al., 2016) spacecraft closer to the Sun at a distance of 𝑟 ∼ 35.7 R⊙ (0.17 AU) (Pulupa et al.,
2020).

Attempts at identifying the location of a Type III radio source at a given frequency have
been performed via triangulation using multiple spacecraft observations. Using the two
antennas mounted perpendicular and parallel to the spacecraft spin axis on Helios 2, IMP
8, and Hawkeye 1, Gurnett et al. (1978) were able to find the angle between the spacecraft
and radio source in three different planes that defined the source position at 86 R⊙ and 129
R⊙ for observed frequencies of 178 and 100 kHz, respectively. Stone (1980) used the ISEE-
3 and Helios spacecraft to trace a Type III source between 36.5 R⊙ (732 kHz) and 157 R⊙
(62.8 kHz), and Reiner et al. (1998) used Ulysses and WIND spacecraft to track the source
from 22.3 R⊙ (940 kHz) to 91.5 R⊙ (148 kHz), noting a propagation speed of 𝑐∕3. The three
studies find that the Type III sources propagate along a Parker spiral as it moves out into
the heliosphere. With the recent launch of Parker Solar Probe and Solar Orbiter joining the
WIND and STEREO spacecraft, we are now in the unique position of having four spacecraft
situated around the Sun. This was exploited by Musset et al. (2021) by using the radio flux
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measurements by four spacecraft to determine the emission pattern, directivity, and source
location. The fluxmeasured at each spacecraft is corrected as though theywere observed at 1
AU. By fitting the resultant intensity curves with an assumed directivity function, the source
is localised to a particular longitude. The radial distance is then estimated with a density
model. The study concludes that the directivity shape varies from one event to another,
consistent with anisotropic scattering of the radio-waves.
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Figure 1.8: Top: Dynamic spectrum of the low frequency tail of a Type III burst observed by
the WIND/WAVES TNR receiver between 12–245 kHz. Bottom: Electron flux detected by
the WIND/3DP SFSP instrument between 27–517 keV energies.

The onset of Type III burst emission typically occurs below 1 GHz (McLean & Labrum,
1985). Above 1 GHz, collisional damping of the electrons and Langmuir waves make radio
emission difficult to generate, and absorption in the low corona means that a Type III burst
must be very bright to be observed at these frequencies (Reid & Ratcliffe, 2014). The ob-
served Type III burst flux also varies with frequency. Statistical analysis of Type III burst flux
show an increase with decreasing frequency up to a peak between 1–2 MHz (Weber, 1978;
Krupar et al., 2014; Sasikumar Raja et al., 2022). The density models in Figure 1.2 show
little variation at this height, and corresponding to a distance from the Sun between 5−8
R⊙. An explanation for this peak is not well defined, but suggestions pose that this emis-
sion is harmonic and saturated (Krupar et al., 2014), as well as considering that Langmuir
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wave growth, and radio intensity, are affected by density fluctuations—the 8 R⊙ distance
that corresponds to 1 MHz is near the region where the solar wind becomes super-Alfvénic,
and is essentially, decoupled from the Sun (Sasikumar Raja et al., 2022).

Type III burst durations vary inversely with frequency. At 30MHz, the full-width at half-
maximum (FWHM) durations can be between a few seconds to 10 s (e.g. Reid & Kontar,
2018b, see Figure 4). The decay times follow a trend of 𝜏 ∝ 𝑓−1 with a statistical relation
from multiple studies given by

𝜏(𝑓) = (72.23±0.05)𝑓−0.97±0.03 s, (1.29)

where 𝑓 is in MHz between 0.1–300 MHz (Kontar et al., 2019). Additionally, the Type III
source sizes also vary as 𝑆 ∝ 𝑓−1, with a statistical relation composed from multiple studies
of

𝑆(𝑓) = (11.78±0.06)𝑓−0.98±0.05 degrees, (1.30)

between 0.5–500 MHz (Kontar et al., 2019). At fixed frequencies, the source sizes have been
observed to increase over time from the peak of the time profile onwards (Raoult & Pick,
1980).

Type III emission may also present positive frequency drift rates produced via electron
beams streaming towards the Sun through increasing density, named reverse-drift Type III
bursts. It is possible for both a normal-drift and reverse-drift burst to be produced simul-
taneously, resulting in a bi-directional Type III burst in dynamic spectra, yet these events
are uncommon (Meléndez et al., 1999). Additional variants of Type III bursts are labelled as
Type U and J bursts owing to their shapes in dynamic spectra (e.g. Leblanc & Hoyos, 1985;
Reid & Kontar, 2017) originate from electron beams propagating along coronal loops. The
former arise from electron beams propagating along the ascending (decreasing density) and
then descending (increasing density) leg of the loop, and the latter from beams that emit ra-
dio emission up to the loop apex only. However, due to the difficulty of generating sufficient
Langmuir waveswith a positive density gradient, as well as the higher densities contributing
to increased damping from collisions (Reid & Ratcliffe, 2014), such bursts (whilst not un-
common) are rarer than Type III bursts. Embedded within the broadband Type III emission
are often observed narrowband fine structures called striae, connected to coronal density
fluctuations (section 1.4.1) and detailed in section 2.1.

1.4 Radio-wave Propagation Effects
The solar corona’s turbulent nature has a significant impact on the propagation of radio-
waves from the source location to the observer. The effects are evident in several ways,
including the broadening of time profiles and source sizes, as well as a shift of the observed
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emission location away from the source location. Additionally, the angular broadening of
radio sources can dilute the observed brightness, resulting in decreased brightness temper-
ature estimations from observations (Bastian, 1994). Early observations of Taurus A, also
known as the Crab Nebula or Tau A, made while passing within a small angular distance
from the Sun (Hewish, 1958), revealed that the radiation is considerably scattered as it passes
through the corona, leading to broadened angular sizes of extra-solar point sources. A com-
pilation of such measurements from numerous studies, normalised to the same observing
frequency, presents an increase in source size closer to the Sun approximately as 1∕𝑓2 (Fig-
ure 1.9).
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Figure 1.9: Observed FWHM extra-solar source sizes along the major axis from Hewish
(1958); Slee (1959); Högbom (1960); Gorgolewski et al. (1962); Hewish &Wyndham (1963);
Slee (1966); Harries et al. (1970); Blesing & Dennison (1972); Woo (1978); Bradford & Rout-
ledge (1980); Narayan et al. (1989); Sakurai et al. (1992); Anantharamaiah et al. (1994);
Gothoskar et al. (2001). Data from Hewish (1958) shows points where the detector base-
line orientation was specified, taking the larger of the measurements as the assumed major
axis size. Woo (1978) reports broadening of the Helios 1 spacecraft signal. Data is scaled to
1 GHz from the observed frequency 𝑓obs as 𝜃 = 𝜃obs(𝑓obs [MHz]∕1000 MHz)2.

Variations in the coronal density, including both the large scale decreases (as described
in section 1.1.4) and changes due to structures such as streamers and shock fronts, as well as
small-scale fluctuations, can alter or guide the ray path. Generally, the effect of observable
features such as streamers cause the rays to refract, whilst fibrous structures aligned along
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the magnetic field act as waveguides to ‘duct’ the radiation along the structure. The small
oscillations of plasma density act to scatter the radiation. In an unmagnetised plasma, the
refractive index is given by

𝑛ref =
(
1−𝜔2pe∕𝜔2

)1∕2
. (1.31)

Near the plasma frequency, 𝑛ref can vary significantly due to density inhomogeneities (re-
membering that 𝜔 = 2𝜋𝑓 and 𝑛𝑒 ∝ 𝑓2). This also implies that the radio-wave propagation
effects subside as the radiation propagates far from the emission site, as the wave frequency
is no longer close to the local plasma frequency. Additionally, due to the dispersion relation
of EM waves (equation 1.22), the plasma frequency acts as a cut-off

𝑘2 =
𝜔2−𝜔2pe

𝑐2
, (1.32)

such that an EM wave will not propagate in the plasma when 𝜔 = 𝜔pe, and will be reflected
if 𝜔 < 𝜔pe.

Numerous studies proposed different models to explain the effects of radio-wave propa-
gation. Under the geometrical optics approximation, which ignores diffraction effects, the
radiation can be considered as propagating rays (Bastian, 2000). This approach has en-
abled ray-tracing simulations to investigate radio-wave scattering on weak density inhomo-
geneities (e.g. Fokker, 1965; Steinberg et al., 1971; Robinson, 1983; Thejappa &MacDowall,
2008; Kontar et al., 2019). Alternative methods consider the coronal plasma confined to
magnetic flux tubes, utilising these cylindrical, over-dense ‘fibres’ aligned in bundles to ex-
plain the size and directivity of Type I bursts Bougeret & Steinberg (1977), although such
structures are not always present or visible in the corona. Duncan (1979) suggests ducting
of the radio emission along flux tubes to explain observed source positions as the location
where the radiation escapes the flux tube. However, a satisfactory explanation should be
able to predict all observed radio source properties simultaneously for any event, an issue
that is discussed in section 1.4.1.1.

1.4.1 Density Inhomogeneities
Small-scale fluctuations of plasma density, quantified by 𝛿𝑛𝑒∕𝑛𝑒, have been studied in con-
nection with scintillation of extra-solar sources, and spectral broadening of spacecraft sig-
nals (e.g. Woo & Armstrong, 1979). At 1 AU, in-situ observations from spacecraft provide
direct measurement of the density oscillations. For example, Celnikier et al. (1983) mea-
sured the phase shift of radio signals due to density changes in the intervening plasmawhen
transmitted between two spacecraft in near-Earth orbit. The measured power spectrum of
density fluctuations 𝑃(𝑓) can be integrated over all observation frequencies as 𝛿𝑛𝑒∕𝑛𝑒 =
[1∕𝑛2𝑒 ∫ 𝑓𝑃(𝑓)d𝑓]1∕2, where 𝑛𝑒 = 8 cm−3 is the measured average density at the spacecraft,
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resulting in an average fluctuation level of approximately 10% over the 3 hour observation
window.

Closer to the Sun, remote sensing observations can be used to probe the turbulence
level. For instance, observations of the point source Taurus A as it passed through the outer
corona were used by Hewish (1955); Sasikumar Raja et al. (2017). The latter find 𝛿𝑛𝑒∕𝑛𝑒 ≈
0.19−0.77% between 9–20 R⊙. Investigation into radio burst fine structures (chapter 2) sug-
gested values ranging from 𝛿𝑛𝑒∕𝑛𝑒 ≈ 0.2−0.32% between 30–70 MHz (𝑟 ≈ 1.45−1.75 R⊙)
(Sharykin et al., 2018). Near 30 MHz, Kolotkov et al. (2018) find 𝛿𝑛𝑒∕𝑛𝑒 ≈ 0.35%, and inter-
pret the density oscillations as a fastmagneto-acoustic wave guided along the openmagnetic
field. Between frequencies of 0.1–1MHz (𝑟 ≈ 5−55 R⊙ using the density model of equation
1.10), Krupar et al. (2018) find a range of 𝛿𝑛𝑒∕𝑛𝑒 between 6–7% in Monte Carlo simulations
can reproduce the decay times of Type III radio bursts observed by the STEREO spacecraft.
Marsch & Tu (1990) found that 𝛿𝑛𝑒∕𝑛𝑒 grows in amplitude with increasing distance from
the Sun using in-situ data from the Helios spacecraft at 0.1 and 0.3 AU, which supports the
aforementioned turbulence levels at various distances from the Sun.
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Figure 1.10: Diagram of plasma density fluctuations and corresponding Langmuir wave en-
ergy density growth (blue) during negative decreasing density regions (red).

Plasma inhomogeneities may also influence the distribution of Langmuir waves by sup-
pressing growth in some regions. Smith & Sime (1979) hypothesise that the clumping of
Langmuir waves in Type III burst sources results from such quenching, with the size of the
inhomogeneity on the order of 50–200 km at 0.5 AU. On scales of 50–100 km, they note that
significant clumping occurs with amplitudes between 0.06–0.48%. Simulations of electron
beam propagation in an inhomogeneous plasma show that the beam propagates as a con-
tinuous stream, whilst the clumpy distribution of Langmuir waves is wholly determined by
the plasma density inhomogeneities (Kontar, 2001b). In this sense, when the density in-
creases within a particular fluctuation, Langmuir wave growth decreases, as illustrated in
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Figure 1.10. This can lead to modulation of the radio emission, observed as fine structures
discussed in section 2.

1.4.1.1 Anisotropic Turbulence

Over the past few decades, investigations into coronal density fluctuations have considered
either isotropic fluctuations where the inhomogeneities are on average the same in all direc-
tions, or anisotropic fluctuations where the fluctuations may be stronger in one particular
direction. In both early and recent scattering models that have assumed isotropy, radio-
wave scattering simulations were able to reproduce the observed source sizes (Steinberg
et al., 1971) and decay times (Krupar et al., 2018). However, the isotropic models were not
sufficient to explain both these characteristics simultaneously. In addition, as noted in sec-
tion 1.4, large-scale structures were sometimes invoked to explain burst sizes and directivity
(Bougeret & Steinberg, 1977; Duncan, 1979), but these structures are not always present and
so fail to explain radio burst characteristics from every event.

A recent study into radio burst fine structures byKontar et al. (2017b) found that anisotropic
fluctuationswere required. The approach is rather simple; the observedfine structure FWHM
durations were typically on the order of ∆𝑡 ≃ 1 s after broadening due to the radio-wave
propagation effects, yet the observed sizes in the sky plane were ∼ 20 arcmin. Since 𝑐∆𝑡 ≃
3×1010 cm≃ 8 arcmin, the turbulence causing the scattering is likely to be anisotropic, with
the dominant scattering contribution perpendicular to the line-of-sight (LOS). This arises
from the density fluctuatingmore strongly along themagnetic field direction such that a ray
will be refracted towards the perpendicular direction. This causes the scattering power to be
stronger in the perpendicular direction, and the easiest route of photon escape to be parallel
to the magnetic field. The observed result of this is a source that is broadened along the per-
pendicular axes, and shifted along the parallel axis, as depicted in Figure 1.11. A by-product
of this is that sources at a non-zero heliocentric angle associated with radial magnetic fields
will appear narrower along the x-direction of the sky-plane, and displaced from the emit-
ters location. Such source directivity at a given frequency has been observed in numerous
studies (e.g. Wild et al., 1959b; Bougeret & Steinberg, 1977; Kontar et al., 2017b; Kuznetsov
& Kontar, 2019).

Inclusion of anisotropy in radio-wave scattering numerical simulations was conducted
recently by Kontar et al. (2019). They assume that the density fluctuations are axially sym-
metric with a radial magnetic field, and parametrise the spectrum of density fluctuations 𝑆
as

𝑆(𝑞𝑞𝑞) = 𝑆(
[
𝑞2⟂+𝛼

−2𝑞2∥
]1∕2

), (1.33)
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Figure 1.11: Illustration of the effect of anisotropy of the density fluctuation spectrum on
the observed source sizes and position. The upper section shows the zx-plane with the ob-
server along the positive z-axis. Two emitting sources (blue crosses) are placed at the same
radius but along different radial magnetic field directions; one along the LOS and one at
some heliocentric angle. The red ovals represent sources broadened tangentially to the field
direction. The red arrows designate the direction of broadening. The lower panel shows the
sky plane and the projected source positions, shapes, and sizes superimposed onto the solar
disk. Due to preferential photon escape along the field direction, the observed sources are
shifted away from the true source location in the sky-plane for sources located away from
the disk centre.
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where 𝑞𝑞𝑞 is the wavevector of electron density fluctuations, and

𝛼 = ℎ⟂∕ℎ∥ (1.34)

is the anisotropy factor with ℎ⟂, ℎ∥ are the perpendicular and parallel correlation lengths.
The isotropic case is given when 𝛼 = 1, and anisotropic when 𝛼 ≪ 1. Through comparison
with radio burst observational data, an anisotropy factor of 0.3was required to reproduce the
decay times and source sizes simultaneously near 30 MHz, which the isotropic case could
not do.

Varying the anisotropy factor affects the decay times, sizes, and position of the simu-
lated sources. Strong anisotropy leads to shorter decay times, reducing to ∼ 0.1 s near 30
MHz when 𝛼 = 0.2, and rising to ∼ 1 s for 𝛼 = 1when the same level of density fluctuations
are considered. In the absence of anisotropy, the time profile is broadened to a greater ex-
tent (Kontar et al., 2019), owing to a lack of directivity of the emission. Conversely, strong
anisotropy has a focusing effect that directs the radio-waves along the field direction and
produces shorter pulses of emission that arrive at a given position in space. Although Kon-
tar et al. (2019) show a weak variation of source size with 𝛼, the strongest anisotropy factor
considered was limited to 0.3. Kuznetsov et al. (2020) used the same simulation code to
demonstrate that the peak source sizes decrease for anisotropy 𝛼 ≤ 0.2. They also show the
short time profiles observed with strong anisotropy produce a visible radio echo component
which is observed in drift pair fine structures (section 2.2). Weak anisotropymasks the echo
because it merges into the tail of the primary burst component. The directivity induced by
anisotropy can be significant—Kontar et al. (2019) show that an observed radio source is
displaced from the emission site up to 0.6 R⊙ for sources injected at a height of 1.75 𝑅⊙
above the limb with 𝛼 = 0.3. Such a displacement depends on the source angle with respect
to the observer. In a radial magnetic field, sources at the disk centre will display no visible
displacement since such a shift occurs along the LOS. Kuznetsov et al. (2020) go on to show
that the centroid shift over time as seen in drift pair bursts and other radio emissions (cf.
section 2.1) can be explained by including anisotropy. Specifically, they show that a source
located at a heliocentric angle of 30° presents a centroid shift of ∼ 120 arcsec when 𝛼 = 0.2.
Additionally, the study found that the burst size increases by ∼ 30 arcmin2 during the de-
cay phase for the same parameters. These results are consistent with the fixed frequency,
temporal evolution observed in drift pair bursts (Kuznetsov & Kontar, 2019) and striae (e.g.
Kontar et al., 2017b). Moreover, the striae observations by Kontar et al. (2017b) were repli-
cated in position and size for both the fundamental and harmonic components by (Chen
et al., 2020). Providing the specific time in relation to the burst profile is therefore essential
when reporting the position and size of radio emission.

A long-standing and puzzling dilemma regarding fundamental and harmonic burst pairs
is often observed, where the frequency ratio between the two components at a given time is



CHAPTER 1. INTRODUCTION 33

less than the theoretical ratio of 2, sometimes as low as 1.6. Recent research by Chen et al.
(2023a) provide a resolution to this issue by showing that anisotropic radio-wave scattering
can induce a delay of the fundamental emission with respect to the harmonic. Their simula-
tions demonstrate that strong anisotropy with a factor of 𝛼 ∼ 0.25 can replicate the observed
frequency ratios due to delayed fundamental emission. This finding is consistent with the
required anisotropy factor for reproducing the decay times and sizes of the bursts.

1.4.1.2 Inner and Outer Scales

The power spectra of solar wind density fluctuations are observed to follow a Kolmogorov-
like spectral slope in the inertial range between the inner and outer scales with𝑃(𝑓) ∝ 𝑓−5∕3.
Energy is thought to cascade from the larger outer scales, to the smaller inner scales (Alexan-
drova et al., 2013). The outer scale marks where the spectral slope changes from near −1 to
−5∕3 at 𝑙𝑜 = 2𝜋∕𝑞o where 𝑞𝑜 gives the wavenumber of the density fluctuation at this scale.
Power spectrameasurements byWohlmuth et al. (2001) from theGalileo spacecraft between
7–80 R⊙ suggest that 𝑙𝑜(𝑟) = (0.23±0.11)𝑟(0.82±0.13). The inner scale is given by 𝑙𝑖(𝑟) = 2𝜋∕𝑞i
which marks the point where the spectral slope steepens from −5∕3 to approximately −2.5,
and is thought to vary with distance from the Sun as 𝑙𝑖(𝑟) = 𝑟∕𝑅⊙ [km] between 2–70 R⊙
(Coles & Harmon, 1989) based on observations from numerous studies. Beyond this scale,
the fluctuations likely dissipate.

1.4.2 Ionospheric Refraction
Solar radio emission detected by ground based instruments must first propagate through
the ionosphere, which is the ionised upper region of Earth’s atmosphere. The ionisation ex-
ists due to solar ultra-violet (UV) radiation, producing an irregular shell of charged particles
around the Earth. The ionosphere has direct implications on radio communication, as it
allows signals to be refracted and received beyond the transmitter’s local horizon. Changes
in the ionospheric density lead to radio-wave refraction due to variations in the refractive in-
dex (equation 1.31). These density changes occur in the form of stratified layers, causing the
refractive index to vary with height, as well as density irregularities. Ionospheric refraction
can be measured using ionosondes, which transmit radio frequency signals as they move
through the ionosphere.

For incident radio emission, the effect of ionospheric refraction is a frequency variable
shift of the observed source. Galactic radio-sources have been found to experience displace-
ments of a few arcminutes and fluctuations in intensity (e.g. Ryle & Hewish, 1950). For
instance, Gordovskyy et al. (2019) showed that observations of Taurus A can be displaced
by up to 25 arcmin. The displacement is dependent on the source zenith angle with greater
displacements near the local horizon (Thompson et al., 2017). The fluctuating amplitude of
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Figure 1.12: The shift in zenith angle of low frequency ratio sources due to ionospheric
refraction as given by equation 1.35. Each curve corresponds to a different observing fre-
quency. The inset displays the zoomed in region denoted by the light red box corresponding
to the solar position as viewed from the latitude and longitude of the LOFAR core (section
1.5.1) between 10:40 UT and 11:40 UT on 15-Jul-2017. The solar zenith angle at this location
was found from National Oceanic and Atmospheric Administration (NOAA) data.

radio emission received from a star were linked to ionospheric irregularities with a size of 2–
10 km, causing fluctuations on timescales of around 30 s for small-scale fluctuations, while
large-scale fluctuations can last for ∼ 10 minutes (Hewish, 1952). To quantify the effect of
ionospheric refraction, Gordovskyy et al. (2019) measured the angular deviation in zenith
position ∆𝑧 of Taurus A observed at different zenith distances, and provide an empirical
relation for the average source shift ∆𝑧ir, presented in Gordovskyy et al. (2022) as

∆𝑧ir(𝑓,𝑧) =
5.59
𝑓2

[13.01exp(𝑧−44.41717.313 )−1] , (1.35)

where 𝑓 is in MHz, and both ∆𝑧ir and 𝑧 are in degrees. Equation 1.35 ignores effects of
any seasonal and daily variation, and consequently can be used to correct for the average ef-
fects of ionospheric refraction only. Figure 1.12 shows the dependence of ∆𝑧ir on the source
zenith angle for different frequencies between 30–75 MHz. At lower frequencies, there is a
steep increase in ∆𝑧 above 60°, whereas at 75 MHz, little change is observed up to 80°. For
example, at a source zenith angle of 𝑧 ∼ 30° , which corresponds to the solar zenith position
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of LOFAR in the Netherlands at noon in July, a 30 MHz source may experience a shift of
∆𝑧ir ∼ 2 arcmin. Although this may seem small, it corresponds to ∼ 100 arcsec, more than
10% of a solar radius. Therefore, when trying to determine the location of radio sources
relative to other solar phenomena, such a shift is substantial. This empirical relation is used
in sections 4 and 5 of this thesis.

For decades, solar radio observations have revealed the effects of ionospheric refraction.
Wild et al. (1959a) used relatively stable, long duration Type I emission to probe these ef-
fects, observing deviations up to 20 arcmin, with stronger deviation at lower frequencies.
More recently, Koval et al. (2017) found that travelling ionospheric disturbances can cause
spectral perturbations known as ‘spectral caustics’ in solar dynamic spectra, using 129 low
frequency radio observations over 16 years. These disturbances were found to occur pri-
marily during the winter months, with only 5% occurring during summer, and the majority
occurring during the active phases of solar cycles.

1.5 Instrument Overview

1.5.1 The Low Frequency Array
The LOw Frequency ARay (LOFAR, van Haarlem et al. (2013)) is an advanced radio in-
terferometer that serves as a pathfinder towards the Square Kilometre Array (SKA). Its so-
phisticated antenna design and digital signal processing enable high temporal and spectral
resolution observations, facilitated by the telescope’s vast computing power. LOFAR is de-
signed as a phased-array with fixed antennas, which means that signal delays are inserted
to each antenna to achieve coherence across the array for a specific region in the sky, ef-
fectively ‘pointing’ the telescope. Observations are then made using a combination of an-
tennas in groups called stations. The telescope has 24 core and 14 remote stations located
in the Netherlands, as well as 14 international stations throughout Europe. Its operating
frequency range is from 10–240 MHz, with 10–90 MHz for the Low Band Antennas (LBA)
and 120–240 MHz for the High Band Antennas (HBA). The core stations consist of 96 LBAs
and 48 HBAs. The design of LOFAR allows simultaneous output of both spectroscopic and
imaging data with the same temporal and spectral resolution. This unique feature enables a
two-dimensional radio image to be generated for every pixel in a LOFAR dynamic spectrum.

1.5.1.1 Phased-Array Interferometry and Digital Beam-forming

When using an interferometer with antennas spaced apart by a baseline distance 𝐷, the in-
coming radiation from a distant source can be approximated as a plane wave. As illustrated
in Figure 1.13, this radiation arrives at antenna two before reaching antenna one, causing a
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geometric delay that can be expressed as

𝜏delay = 𝐷sin𝑧∕𝑐, (1.36)

where 𝑧 represents the zenith angle of the source. The signal from each antenna is passed

𝐷

1 2

𝑧

Beam-former

Output

RCU

Beam-former

RCU

Processing

Figure 1.13: Geometry of an interferometer with two antennas spaced apart by baseline 𝐷.
The diagonal, dashed arrows represent the incoming radiation from a source at zenith angle
𝑧. Figure based on that by Thompson et al. (2017). Analogue signals from each antenna pass
through the Receiver Unit (RCU) where they are digitized, with the beam-former introduc-
ing artificial phase delay to each signal (van Haarlem et al., 2013).

through a Receiver Unit (RCU) where it undergoes filtering and digitisation. A polyphase
filter then divides the digitised signal into 512 sub-bandswith 195 kHz bandwidth (if the 200
MHz clock is selected), as detailed in van Haarlem et al. (2013). The beam-former applies a
phase correction in real-time based on the baseline and source direction allowing the beam
to be pointed at a specific source. Furthermore, each sub-band is divided into 16 channels,
resulting in a bandwidth of 12.2 kHz per channel.

1.5.1.2 Low-band Antenna

The LBAs are simple dipoles as shown in Figure 1.14, and are sensitive to two polarisations.
They are designed to operate from the ionospheric cut-off of 10MHzup to 90MHz. Above 90
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MHz, strong radio frequency interference (RFI) exists from commercial FM broadcasting,
and similarly between a few megahertz to 26.1 MHz from short-wave radio. In practice,
the antennas are used above 30 MHz, with an analogue filter used to suppress the response
below 30 MHz. This noise can be seen as sharp peaks in average spectral power as shown
in Figure 1.14. The spectrum peak at 58 MHz denotes the frequencies at which the LBA is
most sensitive. The dipole length of 1.38m corresponds to a resonance frequency of 52MHz,
which is shifted to 58 MHz from interaction between the antenna and low noise amplifiers
(van Haarlem et al., 2013). The increased response at this frequency can cause observations
to appear artificially brighter and must be corrected for during calibration.

Figure 1.14: (left) A LOFAR low band antenna dipole. (right) Averaged spectral power for
all LBA dipoles in a single station van Haarlem et al. (2013). Reproduced with permission
©ESO.

1.5.1.3 Tied-Array Beam Imaging

LOFAR offers two major observing modes depending on the research goal. Interferomet-
ric imaging mode provides visibility data like a traditional aperture synthesis radio tele-
scope with an antenna array, providing high spatial resolution. In this work, we utilise the
tied-array imaging mode from the core stations, which are centred at an Earth latitude of
52.914610° and longitude of 6.871362°, with a maximum baseline of 𝐷 ∼ 3.5 km (Figure
1.15). The tied-array mode offers increased temporal resolution of 10 ms at the expense of
decreased spatial resolution.

Each LBA beam covers the full sky, although sensitivity is reduced below an elevation of
30°. The individual LBA beams that form a given station are coherently summed to form a
station beam pointing towards a selected location. The coherence is achieved by the afore-
mentioned artificially introduced delay to compensate for the geometric and instrumental
phase delay of radio signals. Each station beam is further coherently combined to form
tied-array beams, with each pointing in a different location of the sky. The beams form an
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Figure 1.15: Relative distribution of the 24 LOFAR core stations.

overlapping hexagonal honey-comb pattern across the solar disk out to approximately 3 R⊙.
The beam coordinates relative to the solar disk centre are calculated as shown in Reid &
Kontar (2017) using

𝑥𝑏 = −(𝛼−𝛼s)cos𝛿s cos𝜃pa+(𝛿−𝛿s)sin𝜃pa
𝑦𝑏 = (𝛼−𝛼s)cos𝛿s sin𝜃pa+(𝛿−𝛿s)cos𝜃pa,

(1.37)

where 𝛼,𝛿 are the right ascension and declination beam coordinates in radians, 𝛼s,𝛿s are
the solar centre right ascension and declination, and 𝜃pa is the angle of the solar north pole
to celestial north.

Each beam has an angular width 𝜃b given by

𝜃b = 𝑎 𝜆𝐷 , (1.38)

where 𝜆 = 𝑐∕𝑓 is the wavelength corresponding to observing frequency 𝑓, and 𝑎 depends
on the imaging weighting scheme with a value of ∼ 1 (van Haarlem et al., 2013). This cor-
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responds to a FWHM beam area 𝐴b given by

𝐴b = 𝜋(
𝜃b
2 )

2

(1.39)

Figure 1.16 shows both the angular resolution and FWHM beam area between 30–80 MHz
for a nominal, spherical beam as shown distributed across the solar disk in Figure 1.17(left).
The spacing of the beam centres of ∼ 6 arcmin ensures partial overlap of each beam. In
practice, the array baseline will not reach the maximum of 3.5 km if the source is located
away from the local zenith. For example, if the source has an elevation from the horizon
of 60°, corresponding to zenith angle 𝑧 = 30°, then the effective baseline will contract by a
factor of cos𝑧 due to the projection effect (Figure 1.13), leading to a larger angular resolution
(equation 1.38) and elongated beam shape. Figure 1.17 (right) shows the synthesised beams
for a solar observation on 15 July 2017 where the Sun was located 57.6° above the horizon.
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Figure 1.16: The angular resolution (black curve and vertical axis) and FWHM nominal
beam area (blue curve and vertical axis) for the LOFAR LBAs.

An individual, synthesised LOFAR beam image that represents the point-spread func-
tion (PSF) is shown in Figure 1.18. The elongated main lobe is clearly visible centred on
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Figure 1.17: (left)Honey-comb pattern formed by 217 tied-array beams with nominal angu-
lar width of 8.4 arcmin at 35 MHz (grey circles) distributed across the centre beam coordi-
nates (black dots) across the solar disk (orange). The red contour highlights a single beam.
(right)As in the left panel but showing a beam size and shape synthesised for an observation
on 15 July 2017 at 11:00 UT when the Sun had an elevation of 57.6°.

𝑥 = 𝑦 = 0 arcsec, with sidelobe intensity approximately 10% of the peak. To minimise the
effect of low source elevation, solar observations are best conducted near local noon around
the summer solstice. In the northern hemisphere, this means observations are best con-
ducted around the month of June.

 

−3000 −2000 −1000 0 1000 2000 3000
X [arcsec]

−3000

−2000

−1000

0

1000

2000

3000

Y
 [
a
rc

s
e
c
]

−3000 −2000 −1000 0 1000 2000 3000
X [arcsec]

0.0

0.2

0.4

0.6

0.8

1.0

S
y
n
th

e
s
is

e
d
 B

e
a
m

 (
n
o
rm

a
lis

e
d
)

Figure 1.18: (left) Synthesised LOFAR PSF at 35 MHz, generated using code written for
Kontar et al. (2017b). The black dashed outline represents the half-max contour. (right) A
slice of the PSF along the white dashed line in the left panel.
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Each individual beam records a dynamic spectrum (e.g. Morosan et al., 2014) that are
then summed over the full tied-array. Similarly, the full-disk image is an interpolation of
the intensities recorded by each beam at a given time, frequency, and location across the
solar disk, as done in Reid & Kontar (2017); Kontar et al. (2017b) using 169 and 127 beams,
respectively. Figure 1.19 shows an example LOFAR image at 30.0 and 44.3MHz correspond-
ing to the dynamic spectrum shown in Figure 2.1. At higher frequencies, the sidelobes can
become comparable in brightness to the main lobe (e.g. Gordovskyy et al., 2019), as seen in
panel (a) here. Therefore, in this thesis, LOFAR imaging is conducted at frequencies below
45 MHz.
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Figure 1.19: LOFAR images at 44.3 MHz (left) and 30.0 MHz (right) on 16 April 2015 at
11:56:56.170 and 11:56:57.743 UT, respectively. The white dots represent the individual
beam pointing, and the green contours are shown at the 50%, 75% and 90% intensities.

1.5.1.4 Flux Calibration

The raw LOFAR data can be calibrated to flux density in solar flux units by utilising Taurus
A as a calibrator. Tau A is a well-observed point-source with high flux density (Apparao,
1973). It is located sufficiently far from the Sun to avoid solar contamination. The main
lobe of radio emission from Tau A is centred on a right ascension of 83.63° and declination
of 22.01° (Figure 1.20). To record the Tau A flux, the full tied-array can be used before
and after the solar observation, or one beam can be directed at Tau A throughout the solar
observation. By normalising the LOFAR data with the known Tau A flux, the flux density
of the observed radio emission can be determined (e.g. Kontar et al., 2017b).



CHAPTER 1. INTRODUCTION 42

83.0 83.2 83.4 83.6 83.8 84.0 84.2
Right Ascension [degrees]

21.4

21.6

21.8

22.0

22.2

22.4

22.6

D
e
c
lin

a
ti
o
n
 [
d
e
g
re

e
s
]

30.0 MHz

0.0 0.2 0.4 0.6 0.8 1.0

Normalised Flux

Figure 1.20: LOFAR image of Tau A at 30 MHz on 15-July-2017 11:54:59.7 UT. The white
dots represents the beam pointing.

1.5.2 Nançay Decametre Array
The Nançay Decametre Array (NDA, Lecacheux, 2000) is composed of two phased antenna
arrays located inNançay, France with a longitude of 2° East, and latitude of 47° North, built
between 1975–1977. Each array has 72 conical 9 m high by 5 mwide antennas angled at 20°
south of the meridian. The antennas are sensitive to opposite senses circular polarisation.
The fixed antennas are steerable via a system of phase delays. Originally built to observe
Jovian radio emission (Boischot et al., 1980), the NDA also observes solar radio emission for
approximately 8 hours a day, providing dynamic spectra with time and frequency resolution
of 0.5 s and 175 kHz, respectively. For solar observations, the NDA operates between 10–80
MHz with an effective aperture of ∼ 4000m2 at 30 MHz.

Since 1990,multiple additional receivers have been connected to theNDA.TheMEFISTO
receiver observes the Sun between 10–35 MHz with time and frequency resolution of 0.1 s
and 80 kHz, simultaneously measuring left and right hand circularly polarised flux densi-
ties. The data are processed with on-the-fly median filtering, which reduces the RFI (Lamy
et al., 2018). Data from the MEFISTO receiver is used in chapter 3.

1.5.3 Solar Dynamics Observatory
NASA’s Solar Dynamics Observatory (SDO, Pesnell et al., 2012) is a spacecraft launched in
2010 into a circular geosynchronous orbit inclined by 28°. The onboard instrumentation
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consists of the Atmospheric Imaging Assembly (AIA, Lemen et al., 2012), the EUV Vari-
ability Experiment (EVE, Woods et al., 2012), and the Helioseismic and Magnetic Imager
(HMI, Scherrer et al., 2012). The spacecraft transmits ∼ 150000 high-resolution full-Sun
images and 9000 EUV spectra to Earth per day (Pesnell et al., 2012), providing images, mag-
netograms, dopplergrams, and spectra.

1.5.3.1 Atmospheric Imaging Assembler

The SDO/AIA instrument is an array of four telescopes that provides full-disk images of
the solar atmosphere using a 20 cm primary mirror, providing a pixel size of 0.6 arcsec and
field of view of 41 arcmin, with a maximum synoptic cadence of 12 s (Lemen et al., 2012),
although higher cadence is possible for special campaigns. The telescope filters are opti-
mised to ten narrowband EUV wavelengths (Table 1.2), specifically chosen to probe differ-
ent regions of the solar atmosphere, owing to the primary ions and characteristic emission
temperatures within a given region. Of interest to the corona are the passbands centred on
wavelengths 171 Å and 193 Å, where the main ion contributions are Fe IX and Fe XII, re-
spectively, corresponding to temperatures of 1–1.25 MK. The former is particularly useful
for highlighting coronal loops. At hotter temperatures of 2MK, the primary ions are Fe XIV,
correlating to a wavelength at 211 Å, useful for probing active regions. Data from AIA are
used in chapters 3, 4, and 5.

Wavelength [Å] Atmosphere Region
94 Flaring corona
131 Transition region, flaring corona
171 Quiet corona, upper transition region
193 Corona and hot flare plasma
211 Active region corona
304 Chromosphere, transition region
335 Active region corona
1600 Transition region, upper photosphere
1700 Temperature minimum, photosphere
4500 Photosphere

Table 1.2: SDO/AIA wavelength channels. Adapted from Lemen et al. (2012).

1.5.3.2 Helioseismic andMagnetic Imager

The SDO/HMI instrument maps the magnetic and velocity fields on the solar surface. The
photospheric surface velocity is mapped across the solar disk by measuring the Doppler
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shift of the Fe I spectral line. To determine magnetograms, HMI uses the splitting of the
spectral line of Fe I in the presence of a magnetic field (the Zeeman effect, section 1.1.3).
The spatial pixel size is 0.5 arcsec and the cadence is 45 s, although a 12 minute average
provides improved noise levels (Scherrer et al., 2012). The magnetograms can act as an
input for coronal magnetic field modelling, for example, in Potential-Field Source-Surface
(PFSS) extrapolations. A PFSS extrapolation is used in chapter 4.

1.5.4 Solar and Heliospheric Observatory
The Solar and Heliospheric Observatory (SOHO) is a spacecraft launched in 1995 as a col-
laborativemission fromNASA/ESA, in orbit around the first Lagrangian point, providing an
unobscured view of the Sun. The spacecraft includes twelve instruments to observe various
aspects of the Sun such as EUV imaging, Doppler imaging, and a coronagraph. The latter
is named the Large Angle and Spectrometric Coronagraph Experiment (LASCO, Brueckner
et al., 1995), and currently provides two different coronagraphs labelled C2 and C3 (C1 is no
longer operational) with overlapping fields of view, imaging the corona between 1.1–3 R⊙,
1.5–6 R⊙, and up to 30 R⊙. This allows for tracking of large-scale structures as they prop-
agate through the corona such as CME shock fronts. Data from LASCO is used in chapter
4.

1.5.5 Geostationary Operational Environmental Satellite
The Geostationary Operational Environmental Satellite (GOES) is a system of spacecraft in
geostationary orbit, providing continuous imaging and atmospheric observations of Earth,
as well as solar activity. GOES includes an X-ray instrument called the X-ray Sensor (XRS;
Garcia, 1994) that measures the X-ray emission from the Sun. XRS consists of two detectors
that measure different energy bands with wavelengths of 0.4–4 Å and 1–8 Å in real-time,
corresponding to soft X-ray flare emission. The data is provided as 1 minute averages, and
used in chapter 3.



2
Fine Structures and Spikes

Solar radio bursts often display fine structures embedded within or separate to broadband
emission. The term fine structures is referring to the narrow spectral width and short time
scales of such emission as observed in dynamic spectra. The structures are of interest to
solar radio astronomy to help refine the emission process of solar radio bursts and improve
our understanding of the coronal environment through which their exciter propagates. The
following sections detail some of the different types of fine structure that were previously
observed, along with their interpretation.

2.1 Type IIIb Striae
Type III bursts present as as smoothly drifting broadband emission (section 1.3.3), yet often
there are numerous narrowband structures embedded within them called ‘striae’. These
fine structures have been observed as low as 20 MHz (Baselian et al., 1974; Melnik et al.,
2010; Kontar et al., 2017b) to near 200 MHz (Stewart, 1975). When striae structures are
present, the burst envelope is called a Type IIIb burst (de La Noe & Boischot, 1972). Figure
2.1 shows an example of a Type IIIb burst observed by LOFAR between 30–70 MHz, which
has beenwell studied byKontar et al. (2017b); Chen et al. (2018); Sharykin et al. (2018). Each
distinct striae can be identified as a fluctuation of the Type III envelope intensity, in this case,
peaking between 100–200 sfu. The lower panel shows the light curve of an individual striae
at 32.5 MHz with a duration of 0.68 s. The figure shows the fundamental component where
the striae are well defined, as well as the more diffuse and dimmer harmonic component
where the striae are difficult to observe, if at all present. Typically, striae are visible in the
fundamental, and rarely observed in the harmonic emission. Kontar et al. (2017b) show that
the fundamental striae are 15% circularly polarised, whilst the harmonic is< 5%, consistent
with statistical observations of fundamental and harmonic Type III emission (e.g. Dulk &
Suzuki, 1980).

The bulk frequency drift of the Type IIIb is typically a few to tenMHz s−1 (e.g. de La Noe
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Figure 2.1: Dynamic spectrum of a Type IIIb burst observed by LOFAR between 30–70MHz
on 16-Apr-2015. The data is downsampled to a time resolution of 52 ms, and normalised to
the background spectrum taken prior to the burst. The lower panel shows the light curve at
32.5 MHz where the red line denotes the FWHM striae duration. Data provided courtesy of
E. Kontar, University of Glasgow.

& Boischot, 1972; Chen et al., 2018), similar to that of Type III bursts. On the other hand, in
the decametre range, individual striae usually show much lower drift rates on the order of
ten to hundreds of kHz s−1 (e.g. Baselian et al., 1974; Sharykin et al., 2018; Reid & Kontar,
2021), with bandwidths typically on the order of few tens to 100 kHz (de La Noe & Boischot,
1972; de La Noe, 1975; Melnik et al., 2010; Sharykin et al., 2018). The duration of type IIIb
bursts, and individual striae, is shorter than the duration of Type III emission. For example,
de La Noe & Boischot (1972) find Type IIIb durations on the order of 1–2 s, rather than 3–10
s for Type III bursts at similar frequencies (Aubier & Boischot, 1972). Similar short striae
duration is shown in Figure 2.1 at 32.5 MHz.

Recently, Type IIIb striae source sizes have been observed with LOFAR. According to
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Kontar et al. (2017b), a disk centred striae was found to be spherical in the sky-plane, with a
peak area of 400 arcmin2 at 32.5MHz. Striae observations byMurphy et al. (2021) for sources
located off-disk found a peak area of 150.6 arcmin2 at 34.76 MHz with linear sizes of 18.8
and 10.2 arcmin; hence, the source was elliptical. These observed sizes are larger than es-
timations from the striae bandwidth, which is an indication of the distance the exciter has
propagated whilst emitting. In consideration of this, Kontar et al. (2017b) noted that striae
bandwidths of ∆𝑓 ∼ 0.3 MHz correspond to a distance of ∆𝑟 ≃ 2𝑟𝑛(∆𝑓∕𝑓) ≃ 4 × 108 cm,
where 𝑟𝑛 ≃ 2×1010 cm is the density scale height near 30 MHz (see section 1.3.3). This size
extends over a solid angle of 10−2 arcmin2, four orders of magnitude smaller than the ob-
served areas. In addition, observations showed that areal expansion was most pronounced
during the decay phase. Meanwhile, the fundamental centroid shifted radially by hundreds
of arcsec, whereas the harmonic presented slowermotion in no clear direction (Kontar et al.,
2017b). These broadening and drift effects were suggested to be caused via anisotropic scat-
tering (as described in section 1.4.1.1). The expansion andmotion of the striaewas replicated
through anisotropic scattering simulations by Chen et al. (2020). Moreover, to reproduce
the slower harmonic expansion rate andmotion, the harmonic source required a finite time
opposed to an instantaneous injection, which was suggested to be caused by time-of-flight
spread of the electrons.

The emission mechanism of Type IIIb bursts is believed to be similar to that of Type
III bursts which is plasma emission due to fast electron beam propagation and subsequent
Langmuir growth (section 1.2.1). However, Type IIIb bursts exhibit modulation in inten-
sity, resulting in the formation of the striae structures. In-situ observations have shown that
the spatial distribution of Langmuir waves is clumpy rather than smoothly distributed (e.g.
Gurnett & Anderson, 1976; Lin et al., 1981; Robinson et al., 1993; Chaizy et al., 1995). These
clumps of Langmuir waves are thought to arise due to the background density fluctuations
(e.g. Melrose et al., 1986), as Langmuir wave growth is promoted in regions of local den-
sity decrement (Figure 1.10). The clumps of Langmuir waves may then propagate as fast
magneto-acoustic waves (Kolotkov et al., 2018). Simulations of Langmuir wave growth due
to a propagating electron beam in an inhomogeneous plasma by Kontar (2001b) have shown
that small scale density inhomogeneities of about 0.1% at a coronal height of 200 MHz can
significantly alter the Langmuir wave spatial distribution, while the electron beam remains
a continuous, smooth structure. Additionally, the Langmuir spectral energy density peaks
in regions of density minima, with clump sizes related to the regional size of the negative
density gradient—such coupling is illustrated in Figure 1.10. Therefore, the striae struc-
tures observed in Type IIIb bursts are expected to be visible at frequencies corresponding to
the spatial regions where the Langmuir wave energy density peaks (Kontar, 2001b; Reid &
Kontar, 2021).

The spatial distribution of the Langmuir waves changes due to the refraction induced
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by the background inhomogeneities (Melrose et al., 1986). This refraction can cause some
Langmuir waves tomove out of phasewith the beam-plasma structure leading to energy loss
from the system (Kontar, 2001b). Recent simulations by Reid &Kontar (2021) have revealed
that the clumps of Langmuir waves drift at the group velocity 𝑣gr of around 500–4000 km s−1

(0.0017–0.013c), which is substantially slower than the electron beam at 𝑐∕3. This motion
acts as the driver of the striae drift rates that are much lower than the Type IIIb bulk drift
rate.

2.2 Drift Pairs
Drift pair bursts were first identified by Roberts (1958), described as a solar radio burst echo.
Drift pairs are identified as two elements in dynamic spectra with the second a repetition of
the first structure delayed by 1–2 s with no change in frequency; contrary to other drifting
stripe emission such as Type II bursts (section 1.3.2). Each band has a narrow, instanta-
neous spectral width in the range of hundreds of kHz to a few MHz (Moller-Pedersen et al.,
1978), described as ‘sharp’ for small bandwidths around 400 kHz, and ‘diffuse’ for larger
bandwidths around 1MHz. They typically cover a fewMHz in total bandwidth (e.g. Melnik
et al., 2005), with both positive and negative drift at rates of ∼1–8 MHz s−1 (Roberts, 1958;
Melnik et al., 2005). Figure 2.2 shows numerous drift pair bursts between 30–70 MHz with
both positive and negative drifts embedded within a Type III storm. The zoomed in panel
highlights a single drift pair burst that was analysed in detail by Kuznetsov & Kontar (2019).
Clear primary and echo components are both visible, with the lightcurve showing a slightly
reduced intensity for the echo.

Both drifting directions present similar parameters in time delay, duration, and band-
width (Melnik et al., 2005), although the reverse-drift bursts are typicallymore diffuse (Moller-
Pedersen et al., 1978; Kuznetsov & Kontar, 2019). They occur at decametre frequencies be-
tween 10–100 MHz (e.g. Ellis, 1969; Melnik et al., 2005; Kuznetsov & Kontar, 2019) and are
often associated with Type III storms (e.g. Melnik et al., 2005; Kuznetsov & Kontar, 2019),
with each drift pair element typically sharing the same sense of polarisation as each other
and the storm itself (Suzuki & Gary, 1979; McLean & Labrum, 1985). Imaging observations
show that each drift pair element has similar position, and are approximately the same
size, typically between 100–300 arcmin2 (Suzuki & Gary, 1979; McLean & Labrum, 1985;
Kuznetsov & Kontar, 2019). Moreover, Kuznetsov & Kontar (2019) show that each compo-
nent propagates in the same direction over time at a given frequency, suggesting radio-wave
scattering effects are at play as the radiation escape through the same region of turbulence.

Explanation of these structures has been explained in terms of either a single source
or two correlated sources. An example of the latter by Moller-Pedersen et al. (1978) con-
cerns magnetohydrodynamic (MHD) shocks propagating in opposite directions perpendic-
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Figure 2.2: Top: Dynamic spectrum between 30–70 MHz observed by LOFAR on 12 July
2017 with numerous drift pair bursts visible. Bottom left: Zoomed in dynamic spectrum of a
single drift pair burst of the region bounded by the white box in the top panel. Bottom right:
Time profile along the dashed line in the lower left panel. The data are reduced to a time
and frequency resolution of 0.1 s and 195 kHz, respectively.

ular to the magnetic field of a coronal streamer. However, the co-spatial observations of
each component favours a single source producing both drift pair elements. Roberts (1958)
has previously suggested a model where the second component is a radio echo—i.e. the
emission is generated some distance away from a reflective layer (such as harmonic emis-
sion), and the radiation is received via two paths with different propagation times. These
echoes were deemed possible by Jaeger & Westfold (1950) (considering ‘double-humped’
solar noise) where a ray would propagate to the observer with a time delay due to reflection
from lower in the corona. However, Riddle (1974) suggest that a reflected ray shouldn’t dis-
play the same spectral characteristics as the direct component since the radiation is scattered
over a longer period than the direct ray, and the polarisation of drift pairs are more consis-
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tent with fundamental emission (Suzuki & Gary, 1979). A further complication noted by
Roberts (1958) is that such an echo should be visible for other burst types too, which is not
observed.

Recently, radio-wave scattering simulations with anisotropic turbulence were able to
replicate the observedmotion, size, source speed, and echodelay of drift pair bursts (Kuznetsov
et al., 2020). The inclusion of anisotropic scattering provides high emission directivity, so
when combined with a reflection will produce near exact echoes due to the focusing of the
emission. The scattering simulation results by Kuznetsov et al. (2020) are also able to re-
produce the fixed frequency source motion, as well as the decrease of the delay time be-
tween each component with emission frequency, in agreement with observations (Melnik
et al., 2005). Kuznetsov et al. (2020) also show that the echo will only be observed if the
decay time of the first component is short enough so that the echo is not ‘absorbed’ into the
tail of the first. Consequently, drift pair bursts are likely associated with regions of strong
anisotropy, which produces narrower emission peaks. This also explains why radio echoes
are not observed for longer duration emission such as Type III bursts.

2.3 Spikes
Explosive solar events frequently produce a variety of radio signatures, e.g. Type II (section
1.3.2) and Type III (section 1.3.3) bursts, with some of these emissions further modulated
with fine structures such as Type IIIb bursts (section 2.1). However, spikes are of particu-
lar interest due to their often observed independence from any other broadband emission
and very short, impulsive lifetime. Spikes are the shortest radio signatures observed from
the Sun usually < 1 s in duration at decametre frequencies, and milliseconds at decimetre
frequencies and above. Therefore, they provide a valuable diagnostic to study the fastest
processes in the solar corona. As detailed below, spikes are often suggested to be a manifes-
tation of the energy release process itself (section 2.3.2), and can be a driver of certain space
weather phenomena (section 2.3.3), yet their origin is not fully understood. Owing to their
fine spectral widths and short durations, they pose a challenge in solar physics to resolve
with instrumentation. With the addition of the latest high resolution telescopes, advances
will begin to shed light on this interesting phenomena.

2.3.1 Previous Spike Observations
Solar radio spikes manifest as short duration (tens to hundreds of milliseconds) radio signa-
tures with narrow spectral widths from ∆𝑓∕𝑓 ≃ 0.02%−1%where 𝑓 is the spike central fre-
quency. They are observed over a few orders of magnitude in frequency from tens of mega-
hertz (e.g. Barrow& Saunders, 1972; Barrow et al., 1994;Melnik et al., 2014; Shevchuk et al.,
2016), hundreds of megahertz (e.g. Tarnstrom & Philip, 1972a; Chernov, 1977; Bakunin &
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Chernov, 1985; Barrow et al., 1984; Guedel & Benz, 1990; Bouratzis et al., 2016) and giga-
hertz frequencies (e.g. Staehli &Magun, 1986; Benz et al., 1992b; Cliver et al., 2011; Krucker
&Benz, 1994; Dabrowski et al., 2011; Chernov et al., 2012)—see Figure 2.3 for example spike
observations across various frequency ranges. They are often distributed chaotically in dy-
namic spectra, and can be embedded within or near to other broadband burst types in time
and frequency such as Type II (Armatas et al., 2019), Type III (Tarnstrom & Philip, 1972b;
Barrow & Saunders, 1972) and Type IV (Bouratzis et al., 2016) bursts. Benz (1986) noted
that spikes are most abundant between 300–3000 MHz, yet relatively fewer observations
have been made at decametre frequencies.

Figure 2.3: Example spike dynamic spectra observations at various frequency ranges. Top
left: Decametric spikes between 23−28MHz observed with the UTR-2 radio telescope (Mel-
nik et al., 2014). Reproduced with permission from Springer Nature. Top right: Decimet-
ric spikes between 270 − 413 MHz observed with the frequency-agile radio spectrometer
IKARUS. The upper panel shows spikes between 361−364MHzwith a 2ms time resolution.
Figure taken from Guedel & Benz (1990). Bottom: Decimetric spikes between 1360−1480
MHz observed with the Toruń radio spectrograph (Dabrowski et al., 2011). Reproduced with
permission from Springer Nature.

Spike characteristics as measured in dynamic spectra are typically defined as in Figure
2.4, which represents a frequency drifting spike with short duration and narrow bandwidth.
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Specifically, the spike central frequency is defined as the centre frequency of the total spike
bandwidth. The time profile is measured across the central frequency and calculated at
the FWHM. The FWHM bandwidth is measured at the time of the peak defined along the
FWHM time profile, and the drift rate is measured across the times and frequencies corre-
sponding the FWHM duration. The spike characteristics used in this thesis for chapters 3
and 4 are measured according to this definition.
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Figure 2.4: Cartoon showing spike burst characteristics as measured in dynamic spectra.
The solid oval represents the total visible spike emission with central frequency 𝑓𝑐, with
darker contours representing higher intensity at 50% and 75%. The red lines represent the
duration (split into rise 𝑡𝑟 and decay 𝑡𝑑 separated at the peak intensity), bandwidth at the
time of peak intensity, and drift rate as measured across the FWHM duration.

2.3.1.1 Duration

Spike durations 𝜏 are found to follow an inverse power-law as ∼ 1∕𝑓. For example, Guedel
& Benz (1990) find the duration at the 1∕𝑒 level to vary with frequency as

𝜏(𝑓) ≈ 0.0348(
𝑓 [MHz]
661 )

−1.34±0.13

s, (2.1)

with a decay relation of

𝜏d(𝑓) = 0.0165(
𝑓 [MHz]
661 )

−1.06±0.06

s, (2.2)
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between 362–1010 MHz. Compared to Type III bursts (see equation 1.29), the spike decay
times share the same trend yet are almost an order of magnitude shorter. Converting equa-
tion 1.29 from the FWHM level to the 1∕𝑒 level by a factor of 1∕

√
ln2, the typical Type III

decay time at 1 GHz is 74 ms, whilst using equation 2.2 for spikes gives 10 ms at the same
frequency. At decametre frequencies near 30MHz, the FWHM spike durations are observed
to be < 1 s (Melnik et al., 2014). At 25 MHz, Shevchuk et al. (2016) present an average spike
FWHMduration across three events of 0.6 s, with a rise time of 0.27 s and decay time of 0.32
s. At 35 MHz, these values are 0.43 s, 0.20 s, and 0.22s, respectively.

2.3.1.2 Bandwidth

The spectral shape of spikes is typically found to be Gaussian with a FWHM bandwidth ∆𝑓
that varies with frequency. Csillaghy & Benz (1993) present a weak frequency dependence
of

∆𝑓 = 0.66𝑓0.42, 300 MHz ≤ 𝑓 ≤ 8.5 GHz, (2.3)

where 𝑓 is in MHz. The data used are a compilation of observations from different events,
with individual events presenting a spread of a factor of 2–3. The combined data are dis-
tributed over an order of magnitude at a given frequency; hence, the observed mean band-
widths differ significantly from event to event. At 1 GHz, equation 2.3 gives a bandwidth of
∼ 10MHz, or ∆𝑓∕𝑓 ≃ 1%, similar to the mean bandwidth of 9.96 MHz between 0.8–2 GHz
found by Dabrowski et al. (2011). Csillaghy & Benz (1993) noted that the results suggest no
intrinsic spike bandwidth, with the observed bandwidth dependent on the individual source
parameters. At 300 and 900 MHz, Messmer & Benz (2000) reportminimum observed band-
width ratios of 0.4% (1.2MHz) and 0.17% (1.5MHz), respectively, whichwere close to the in-
strumental resolution (1 MHz) of the IKARUS spectrometer (Perrenoud, 1982). Rozhansky
et al. (2008) investigate a spike cluster between 4.5–6 GHz, finding that the bandwidth dis-
tribution is asymmetrical. They use a deconvolution technique to decompose overlapping
spikes within the cluster. The bandwidth distribution peaks at 0.6% with a tail approaching
∼ 3%. For context, the instrument (Purple Mountain Observatory (PMO); Xu et al., 2003)
spectral resolution is 10MHz, correlating to 0.13–0.2% across the observing frequency range.
Between 18–29MHz,Melnik et al. (2014) also find the bandwidth to increasewith frequency,
with a linear relation of ∆𝑓 ≈ 𝐴𝑓, where 𝑓 is in MHz and 𝐴 varies from different events be-
tween 1.4×10−3 and 2.5×10−3. This gives a range of 25–45 kHz at 18 MHz and 40–70 kHz
at 29 MHz. At both frequencies, ∆𝑓∕𝑓 ranges between 0.14–0.24%.

2.3.1.3 Frequency Drift Rates

A range of fast and slow spike frequency drift rates are reported, as well as both positive
(reverse-drifting) and negative. Early observations between 135–255 MHz by Tarnstrom &
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Philip (1972a) categorised spikes into those with fast drifts where d𝑓∕d𝑡 ≥ 100 MHz s−1,
medium drift with d𝑓∕d𝑡 < 100 MHz s−1, and simple spike bursts with no apparent drift.
The majority of spikes they observed were of the fast drift type, followed by those with no
apparent drift. Between 190–220MHz,Markeev&Chernov (1971) noted drift rates between
20–40MHz s−1. Spikes observed from 490–545MHz by Elgaroy& Sveen (1979) where found
to have average drift rates of −23 MHz s−1. Between 0.8–2 GHz, Dabrowski et al. (2011)
find average drifts of −776 MHz s−1, and reverse-drifting rates of 1608 MHz s−1. Whilst
not calculated in the study, the decametre spike observations by Melnik et al. (2014) and
Shevchuk et al. (2016) show very low drift rates of spikes between 18–42 MHz, with the
latter study noting that spikes below 100 MHz tend to have low drift rates between 20–150
kHz s−1 or ‘practically zero’.

2.3.1.4 Polarisation and Flux

Spikes are often observed with strong circular polarisation (e.g. Markeev & Chernov, 1971;
Chernov, 1977, 1978; Slottje, 1978), although intermediate polarisation degrees that may
change sense between spikes in a given event have been observed (Slottje, 1980; Benz et al.,
1982), with average values later suggested between 25–30% (Benz, 1986). Chernov (1977)
noted that spikes had the same sense of polarisation as a Type I burst in a particular event.
Additionally, spikes associated with a Type III burst had strong circular polarisation, whilst
the Type III itself had weak polarisation—an observation also noted by Benz et al. (1982);
Paesold et al. (2001). Spike peak flux distributions have been observed to display exponen-
tial trends (Aschwanden et al., 1998; Mészárosová et al., 2000; Rozhansky et al., 2008) and
power-law trends (Nita et al., 2008). The spike deconvolution method by Nita et al. (2008)
is noted to do an improved job of recovering low amplitude spikes, such that the exponen-
tial flux distribution for the same data set in Rozhansky et al. (2008) could be an artefact of
missing weaker spikes, thus producing a distribution with a concave form. There seems to
be no clear dependence on spike flux with frequency: near 30 MHz, Melnik et al. (2014) re-
port spike fluxes that don’t exceed 200–300 sfu, and were often below 100 sfu, with no clear
dependence on frequency. Similar values (20–100 sfu) were found by Shevchuk et al. (2016)
at the same frequencies, and ∼ 60 sfu by Benz et al. (1992b) up to 8.5 GHz, yet at 0.6 GHz,
Droege (1977) report peak fluxes of 5×104 sfu, and 2.5×104 sfu at 1.4 GHz.

2.3.1.5 Sizes

Whilst solar radio spikes have been observed and studied in some detail in dynamic spec-
tra, imaging observations of spikes are relatively sparse, and generally limited to imaging of
spike clusters where individual spikes are not resolved. The available studies that provide
two dimensional imaging of spikes have used either the Nançay Radio Heliograph (NRH)
(Heyvaerts et al., 1978; Paesold et al., 2001; Benz et al., 2002; Khan &Aurass, 2006; Battaglia
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& Benz, 2009; Bouratzis et al., 2016) at 164, 236.6, 327, and 432 MHz; the Very Large Array
(VLA) at 0.333, 1.446, and 4.866 GHz (Krucker et al., 1995, 1997), and 1–2 GHz (Battaglia
et al., 2021; Luo et al., 2021), or the Nobeyama Radio Heliograph (NoRH) at 17 GHz (Huang
&Nakajima, 2005). One dimensional spatial imaging has been conducted using the Siberian
Solar Radio Telescope (SSRT) at 5.7 GHz (Altyntsev et al., 1995, 1996), and the Owens Valley
Frequency-Agile Interferometer at 1.4 and 2.8 GHz (Gary et al., 1991).

Few papers have managed to sufficiently resolve the spike source areas which can be
below, or close to, the size of the instrumental beam. Moreover, the effects of radio-wave
scattering will cause significant broadening of the sources, and so the reported source sizes
lend themselves as upper limits only. One-dimensional observations constrain the source
size upper limit to be < 28 arcsec at 2.8 GHz (Gary et al., 1991), and 5–50 arcsec at 5.7 GHz
(Altyntsev et al., 1995, 1996). They find that spike source sizes reach unexpectedly high val-
ues that increase towards the solar limb, and remain constant throughout the event with
no dependence on the intensity. This centre-to-limb variation is explained by scattering of
the radio-waves due to plasma turbulence, and is consistent with the broadening of com-
pact sources observed through the corona (e.g. Bastian, 1994). Krucker et al. (1995) find an
observed source size of 90 arcsec deconvolved from the instrument beam to 68 arcsec as-
suming a spherical source (this was necessary as the source ellipse was not resolved along
the major axis). From recent VLA observations, Battaglia et al. (2021) use 2D Gaussian fits
to spike images to provide a FWHM size of 20 arcsec at 1.1 GHz, although they note that
this size should only be considered as a lower limit due to the larger instrument beam size
of 60 arcsec, such that the spike sources are not spatially resolved. Clearly, there is a need
for resolved imaging of individual spikes that will allow imaging spectroscopy observations
to explore their evolution—this forms amajor part of the work in this thesis within chapters
3 and 4.

2.3.1.6 Spatial Location

The majority of instruments are dedicated to fixed frequencies and thus have no ability
to perform spectroscopy over broad frequency ranges that coincide with the bandwidth of
the spike emission. Therefore, the imaging information provides a general snapshot of the
events, without any specific detail in the motion of the spike sources across small spatial
and temporal scales. Nevertheless, Gary et al. (1991) manage to localise the spike sources to
a separate region to an underlying gyrosynchrotron radio burst source, with the spikes aris-
ing from the same one dimensional location to within ±1 arcsec, even through the spikes
showed rapid evolution of the sense and degree of polarisation. The spike source sizes were
not well constrained, yet they could be located above an active region with strong magnetic
field strength. Both Altyntsev et al. (1995) and Altyntsev et al. (1996) determine the height
of the spike sources at 5.7 GHz to coincide with the that of a microwave continuum burst
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observed at the same time to within 12 arcsec at approximately 0.05–0.057 R⊙ above the
photosphere; although in some cases, the spike source centroids were shifted relatively by
up to 10 arcsec.

From two-dimensional imaging, Krucker et al. (1995, 1997) found spike source heights
to lie at ∼ 0.6 R⊙ above the photosphere at 333 MHz. Whilst individual spikes are not spa-
tially resolved, the centroid positions are stable within a region of ∼ 20 arcsec. The heights
were estimated from magnetic field lines that crossed the spike sources in the projection
from PFSS models, assuming that they were associated with the nearby active region. The
spike sources therefore occurred near open field lines, although in the later study, Krucker
et al. (1997) note the possibility of weak-field loops cannot be dismissed due to suppression
below 20 G in their PFSS code. Even so, the spikes were connected to regions of enhanced
SXR flux relative to the ambient plasma. At NRH frequencies, Benz et al. (2002) found the
spike sources to be 20–400 arcsec away from the flare site, and generally located near loop
tops. They noted that on some occasions, different clusters of spikes from the same event
were spatially separated by up to 140 arcsec. Khan & Aurass (2006) found decimetric spikes
to be located a distance of 167 and 210 arcsec above X-ray sources of a near-limb flaring re-
gion. They were able to place the spike emission region near the site and time of magnetic
loop compression induced along the flank of a CME as it expanded outwards. Decimetric
spikes were also associated with a CME by Battaglia & Benz (2009). They report the average
centroid positions of the decimetric spikes were displaced from the SXR and HXR emission
associated with the flaring site by 79–97 arcsec, and a distance of 108–137 arcsec from the
loop foot-points, giving a projected height of the radio sources above the limb of 0.056 R⊙
at 432 MHz, and 0.079 R⊙ at 327 MHz. Additionally, Bouratzis et al. (2016) found a separa-
tion between the SXR flare and the spike radio source to be 100 arcsec at 432 MHz, and 240
arcsec at 164 MHz. Recent VLA imaging spectroscopy of a spike cluster by Luo et al. (2021)
show that the burst centroids form a 10 arcsec long structure in frequency-space across the
corona, 60Mm above the flare arcade where many plasma down-flows are present. There is
a gradual movement of the structure towards lower frequencies. The observations suggest
that the spikes are located above the loop top, in conjunction with the region where a ter-
mination shock could form, at a radial height above the solar surface of 120 arcsec. It seems
that spike imaging observations at decimetric frequencies place the source location some
distance from the flaring site, suggesting that they do not originate from X-ray flare sources.

2.3.2 Spike Origins & Emission Theory
The origin of spike emission is not fully understood. As noted above, in some cases spikes
are associated with Type III bursts with the spike cluster appearing at frequencies higher
than the starting frequency of the Type III, or in some cases below. Benz et al. (1982) sug-
gest that spikes arising at frequencies higher than the Type III starting frequency could be a
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signature of the acceleration process. In this case, the acceleration may occur in numerous
small sites, a concept further developed in Benz (1985). In this scenario, the spike emis-
sion is thought to originate in close proximity to the energy release region. Consequently,
the fragmentation or discontinuous energy release in this region may be responsible for the
fragmentation of the spike exciter. However, Fleishman & Mel’nikov (1998) argue that the
appearance of spikes is not directly due to the primary fragmentation, but due to secondary
fragmentation that results frommagnetic field inhomogeneities. At decametre frequencies,
such an inhomogeneity could be density fluctuations that act as the catalyst for spike gener-
ation associated with plasma emission in a given region (Benz et al., 2009). Such magnetic
and density inhomogeneities are shown to affect the spectral properties of ECM emission
by Fleishman (2004b), with typical bandwidth values found to be consistent with that of
spike observations. Since the localisation of spike emission as discussed in section 2.3.1.6
tends to place spikes away from the flaring region, Benz et al. (2002) suggest that the spike
sources could be associated with secondary, post-flare acceleration sites high in the corona.
The observations by Khan & Aurass (2006) are supportive of this in the context of magnetic
field compression along the CME flanks.

Between 400–1000 MHz, Benz (1985) also noted that the spike bandwidths suggest a
source dimension equal to 𝑙 = 𝐿B∆𝜔∕𝜔 ≤ 200 km, where 𝐿B ∼ 104 km is the magnetic scale
length—an order of magnitude smaller than the size derived from the spike durations. The
appearance of spike clusters across a range of frequencies suggests that the energy release
occurs across many different sites, each releasing energies on the order of 1026 erg. In the
events considered, there are on the order of 104 spikes, meaning a similar number of en-
ergy release sites occurring over tens of seconds (Benz, 1985). Temporal association of spike
emission in time with HXR flare emission (e.g. Guedel et al., 1991) may then suggest that a
flare could be comprised of an ensemble of ‘micro-flares’ (Benz & Aschwanden, 1992), and
that radio emission in the form of spikes is a manifestation of such a process.

The high brightness temperatures of spike emission suggest a coherent emissionmecha-
nism. Whether ECM or plasma emission is suggested can depend on the region (frequency)
at which the spikes are observed. Given the requirement for ECMemission requires a strong
magnetic field (section 1.2.2), below 100 MHz it is difficult to reconcile such a mechanism
for spikes, even for some of the most powerful events recorded, as Cliver et al. (2011) noted
in regards to the 6 December 2006 event discussed in section 2.3.3. As such, high frequency
(decimetric) spike emission is typically attributed to ECM emission (e.g. Melrose & Dulk,
1982; Benz et al., 1992b; Cliver et al., 2011), although this is not always the case (see Krucker
et al., 1995, for example), whereas low frequency (decametric) spikes are associated with
plasma emission (e.g. Tarnstrom & Philip, 1972b; Melnik et al., 2014). Concerning plasma
emission, Tarnstrom & Philip (1972b) suggest that the acceleration of weak electron beams
with low densities between 1–10 cm−3 and small spatial sizes less than 103−104 km could



CHAPTER 2. FINE STRUCTURES AND SPIKES 58

produce spike emission, rather than Type III emission. This proposal is consistent with
observations of spikes and Type III sources arising from the same region of energy release
(Krucker et al., 1995).

Tarnstrom & Philip (1972b) compared the short spikes durations to the plasma collision
time using the approximation

𝜏coll(𝑓,𝑇𝑒) ≈
1.92×103𝑇𝑒[MK]

3∕2

𝑓[MHz]2
s, (2.4)

shown in Figure 2.5 for 0.5–8 MK. Whilst such an assumption for Type III bursts would re-
quire very high coronal temperatures (∼ 107MK), the similarity to spike durations between
1–2 MK led to suggestions that their short duration was the result of damping in the plasma
(McKim Malville et al., 1967; Tarnstrom & Philip, 1972b; Melnik et al., 2014). However,
whilst the temperatures are consistent with that expected in the corona, the slopes are not
exactly the same in Figure 2.5. This could be due to a multi-thermal corona or there could
be an additional, underlying factor that governs the time profile.
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Figure 2.5: Plasma collision time as given by equation 2.4 for coronal temperatures between
0.5–16 MK. Average spike decay 1∕𝑒 decay times are overlaid from McKim Malville et al.
(1967); Guedel & Benz (1990); Mészárosová et al. (2003). The solid black line denotes the
fit to the data by Guedel & Benz (1990) given by equation 2.2. The black, thick line denotes
the observed frequencies, and the dashed line an extrapolation.

2.3.3 Radio Jamming
Radio jamming refers to interference with wireless communication which can be achieved
through the presence of other radio signals that decrease the signal-to-noise (SNR) ratio.
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Among the first published reports of solar radio emission concerns the jamming of military
radars between 50–75 MHz (Hey, 1946). The radiation was described to be ‘...continuous,
with some variations of intensity...’ that ‘...extended over the whole receiver tuning range
of about 4–6 metres’. The disturbance was always located to within a few degrees of the
Sun from measurements at various sites throughout the United Kingdom. Such commu-
nication interference has been attributed to solar radio bursts on many occasions, particu-
larly causing disruption to the GNSS (Chen et al., 2005; Cerruti et al., 2008; Carrano et al.,
2009; Afraimovich et al., 2009; Kintner et al., 2009; Demyanov et al., 2012; Sreeja et al., 2013;
Muhammad et al., 2015; Sato et al., 2019), and wireless communications (Bala et al., 2002;
Redmon et al., 2018; Marqué et al., 2018).

The maximum power flux density allowed for satellite communication is set by the In-
ternational Telecommunication Union (ITU) regulations (ITU, 2020), and varies with fre-
quency and elevation angle. At low gigahertz frequencies, this threshold is set to near −142
dBW m−2 within any 4 kHz frequency band, also styled as dBW/(m2 4kHz), between 25–
90° with specific values given in small frequency ranges. At lower angles, this value may
decrease by ∼ 10%. For context, Earth’s surface temperature of 𝑇⊕ ≃ 273 K correlates to a
thermal noise of 𝐿𝑃 = 10log10(𝑃∕𝑃0) = −168.21 dBW/(m2 4kHz) where 𝑃 = 𝑘𝐵𝑇⊕∆𝑓 for a
bandwidth ∆𝑓 = 4 kHz and using a reference power of 𝑃0 = 1W.

The impact of excess radio noise on GPS receivers was hypothesised by Klobuchar et al.
(1999). They noted that a sufficiently large solar radio burst could raise the background
noise level, decreasing the SNR of GPS signals. This is often measured using the carrier-to-
noise ratio 𝐶∕𝑁0 = 𝐶∕(𝑁0+𝑊), where 𝐶 is the carrier power of the satellite signal, 𝑁0 is
the system noise level, and𝑊 is the wideband noise power from the solar radio burst in sfu
(Cerruti et al., 2008). Following Klobuchar et al. (1999), the equivalent system noise power
of a typical GPS receiver is

𝑃𝑛 = 𝑘𝐵𝑇sys (2.5)

where 𝑘𝐵 is the Boltzmann constant in decibels with a value of −228.6 dB. Using a GPS
antenna system temperature of 𝑇sys ≃ 513 K or 27.1 dB gives 𝑃𝑛 = −201.5 dBW Hz−1. GPS
receivers have low gain (𝑔 = 1 dB) and a correspondingly small effective antenna area of

𝐴e =
𝑔𝜆2

4𝜋 . (2.6)

At the L1 frequency of 1575 MHz (wavelength 𝜆 = 0.19m), 𝐴e,L1 = 3.62×10−3 m2 = −24.4
dBm2. Thus, the flux density required to reach the antenna noise floor is 𝐼 =−201.5+24.4 =
−177.1 dB m−2 Hz−1. Considering that 1 sfu =−220 dBWHz−1, then 𝐼 = 42.9 dB sfu. For a
solar radio burst to meet the GPS noise floor at the L1 frequency, it would require a flux den-
sity at Earth of 𝐼 = 1042.9∕10 ≃ 2×104 sfu. (note that more recent system noise temperature
estimates are approximately 260K (e.g. , xxx) leading to 𝐼 ≃ 104 sfu). Klobuchar et al. (1999)
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also note that GPS receivers are generally right hand circularly polarised, and their value of
𝐼 is doubled to 4×104 sfu and noted to be the value that would have a ‘just noticeable’ effect
on a GPS receiver, correlating to a 𝐶∕𝑁0 reduction of 3 dB. Amore severe reduction of 10 dB
would require a flux density of 2×105 sfu. Further, Chen et al. (2005) suggest the threshold
depends on the type of receiver—when using codeless or semi-codeless dual-frequency GPS
receivers that do not require the signal code, a lower threshold of 1.2 × 104 sfu should be
adopted. This limit was also calculated to be 1.03×104 sfu by Cerruti et al. (2006). Accord-
ing toDemyanov et al. (2012), different solar flux density limits apply to GPS andGLONASS.
For codeless GPS receivers, they suggest that L2 signal failures are expected at solar flux den-
sities exceeding ∼ 4×103 sfu and ∼ 104 sfu at L1, while for GLONASS, the limit is higher at
104 sfu and 1.35×104 sfu at L1 and L2, respectively.

A statistical study by Bala et al. (2002) used 40 years of solar radio burst data to present
the peak solar radio burst flux distribution over multiple solar cycles. They noted that the
number of bursts per day with flux densities > 103 sfu forms an approximate power-law be-
tween 1–10 and 10–20 GHz, occurring approximately every 10–20 days. During solar max-
imum periods, it’s reported that several solar events per year may occur that cause severe
interference in wireless cell sites. Using the same data set and accounting for missed events,
Nita et al. (2002) suggest the average occurrence rate is every 3.5 days at solar maximum,
and 18.5 days at solar minimum.

On 6 December 2006, a significant radio burst associated with an X6-class solar flare
near 18:40 UT (Balasubramaniam et al., 2010) caused significant disruption of GPS signals
in the sunlit hemisphere. The flux density within the L-band (1.0–1.6 GHz) varied between
∼ 103−106 sfu with the peak of 106 sfu at 1.4 GHz near the GPS L1 frequency which was
recorded by the Owens Valley Solar Array (OVSA) near 19:30 UT (Cerruti et al., 2008; Kint-
ner et al., 2009). This was the strongest flux recorded at this frequency. Moreover, and
unexpectedly, this powerful burst manifested during solar minimum. The substantial flux
density occurred after the flare impulsive phase and was associated with the evolution of
a post-eruption loop system (Cliver et al., 2011). Indirect evidence of a CME was noted by
Balasubramaniam et al. (2010) due to impulsive magnetic field change in magnetographs,
and was suggested to be the driver of a Moreton wave (shock wave) across the solar surface.
The emission appears broadband between 1–5 GHz, yet there is rapid variation of flux in-
tensity (Cerruti et al., 2008). Indeed, observations using the Frequency Agile Solar Radio
Telescope Subsystem Testbed (FST; Liu et al., 2007) which uses three modified antennas of
OVSA recorded hundreds of millisecond radio spikes per second between 1.0-1.5 GHz, with
each less than 20 ms in duration (Cliver et al., 2011). When observed with low resolution
instruments, such a rapid ensemble of spikes can appear like continuous, broadband emis-
sion, particularly if the individual spikes overlap in time and frequency. Figure 2.6 shows
the FST dynamic spectrum over small time intervals where a vast number of millisecond
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duration, right-hand polarised intensity peaks form the broadband emission. During the
earlier phase (upper panel), the spikes overlap and are difficult to identify. However, ten
minutes after (lower panel) the number of spikes per second has reduced and are individu-
ally identifiable. The decimetric spikes in this event were suggested to be produced via ECM
emission from electrons trapped in the post-eruption loop system (Cliver et al., 2011).
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Figure 2.6: Dynamic spectra observed by FST on 6 December 2006. Each vertical panel is
right-hand circularly polarised and 4 s in duration, separated by a 4 s left-land circularly
polarised data which are not shown. The x-axis labels are centred within each spectra, with
the preceding and following minor tick marks 1 s apart. The horizontal dashed lines show
the L2 GPS frequency (1227.7 MHz), with the intensity at this frequency channel overlaid.
Data provided courtesy of D. Gary, New Jersey Institute of Technology.

Investigating the impact on GPS receivers, Cerruti et al. (2008) use data from the ZHU1
Federal Aviation Administration (FAA) Wide Area Augmentation System (WAAS) receiver
and report severe drops in 𝐶∕𝑁0 over a period of 30 minutes, with the largest degradation
aligned with the time of peak burst intensity near 19:30 UT (see the right hand side of the
upper panel of Figure 2.6). Measurements from the previous day at the same time during
a quiet period of solar activity shows an average 𝐶∕𝑁0 at L1 of ∼ 52 dB, compared to 35
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dB near the burst peak. In comparison, the L2 𝐶∕𝑁0 was reduced from ∼ 45 dB to ∼ 25
dB. The signal degradation at both frequencies is oscillatory and rapid. They note that the
largest 17 dB 𝐶∕𝑁0 reduction at the L1 frequency ‘...would endanger the operation of many
GPS receivers, and similar fades were observed at all sunlit WAAS receivers’. Using their
estimated minimum flux density of 1.03×104 sfu to meet the GPS receiver noise floor, they
suggest that a 17 dB reduction would equate to a radio burst of 5× 105 sfu. Similarly, the
largest L2 reduction was 18–20 dB correlating to∼ 6.5×105 sfu, although it’s noted that this
may be underestimated as tracking 𝐶∕𝑁0 below 30 dB is problematic. A direct impact of
such GPS signal loss across the sunlit hemisphere meant that many receivers were tracking
fewer than four satellites and so were unable to obtain accurate tracking data (Cerruti et al.,
2008). An additional study by Carrano et al. (2009) reported complete loss of lock of GPS
positioning information for several minutes, and peak positioning errors of 20 m and 60
m in the horizontal and vertical directions, respectively. The theoretical burst flux density
limits suggested by Demyanov et al. (2012) were found to be associated with L1 and L2 loss
of signal lock when the radio flux exceeded just 103 sfu during the 6 December burst.

It should be noted that this event was not isolated to 6 December; in fact, the same ac-
tive region produced further GPS signal disruption following solar radio burst activity on 13
and 14 December. Although the impact was less severe, Afraimovich et al. (2009) reported
partial disruption of GPS positioning in the sunlit hemisphere for 12–15 minutes on 13 De-
cember attributed to the wideband solar radio noise that reached ∼ 105 sfu, observed by the
Nobeyama Radio Polarimeters in the L-band. They also noted that GPS failure depends on
the Sun zenith angle—at high zenith angles, a greater number of signal failures are present.

With the rise of modern radio telescopes with improved spectral and temporal resolu-
tion, solar radio observations are increasingly displaying fine structures within broadband
emission. Observations of a radio burst on 4 November 2015 using the Humain Solar Ra-
dio Spectrometer (HSRS) between 300–3000 MHz with frequency and time resolution of 98
kHz and 0.25 s, respectively, presented broadband radio emission between 600–1400 MHz
peaking at 105 sfu with a significant number of fine structures that appear as pulsations,
spikes, and fibre bursts (Marqué et al., 2018). Figure 2.7 shows the dynamic spectrum of
the burst. The lower panels show numerous short duration fine structures over 100 MHz
in bandwidth that overlap to form the broadband emission. The burst occurred after the
impulsive phase of the flare around 30minutes after the soft X-ray peak, similar to the 6 De-
cember 2006 burst, and is associatedwith fast evolvingmagnetic field activity (Marqué et al.,
2018). The radio emission was linked to coherent processes, suggested to be ECM emission.
The emission correlated in time with radar disturbances of air traffic control (ATC) across
Europe. Several critical radar systems are employed by ATC. As detailed by Marqué et al.
(2018), in order to locate aircraft, the time difference of an emitted radio signal received after
reflection off the aircraft operates in the L-band. To gain additional information about the
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aircraft, coded queries are sent by radar at 1030 MHz (uplink) and 1090 MHz (downlink).
Additional radio requirements in the VHF band are used by pilots to operate the aircraft in
poor visibility in order to align with the appropriate descent approach. Marqué et al. (2018)
report that Belgian ATC observed false echoes that represented non-existing planes in the
direction of the Sun between 14:19–14:33 and 14:45–14:49 UT, corresponding to the time of
enhanced radio emission observed by HSRS near 1 GHz. Additionally, Swedish radar sys-
tems could not display correct information to ATC beginning at 14:19 UT, leading to partial
closure of their airspace.
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Figure 2.7: Dynamic spectra observed by HSRS on 4 November 2015, with the background
subtracted. The horizontal black stripes are bands of RFI that have been removed. The
white boxes show the zoomed in regions in the lower panels. Data provided courtesy of C.
Marqué, Royal Observatory of Belgium.
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2.4 Conclusion
The observations of fine structures in solar radio emission can provide crucial insights into
the underlying emission process and the dynamics of the coronal environment. These struc-
tures, such as striae and drift-pair bursts, can reveal important information about the plasma
dynamics in the solar corona. However, it is important to note that these small-scale struc-
tures are often modulated by various radio-wave propagation effects, which can complicate
their interpretation and analysis.

One particularly intriguing phenomenon in solar radio emission is the occurrence of
radio spikes. These spikes represent the fastest processes in the corona and thus offer unique
diagnostic potential for understanding the underlying physics of particle acceleration and
energy release. However, despite decades of research, the exact mechanisms responsible
for the generation of radio spikes are still not fully understood. Furthermore, the rapid and
unpredictable nature of spike bursts poses a potential threat to communication systems on
Earth. Therefore, it is important to have new observations using advanced instrumentation
to better understand their origin and behaviour. In particular, resolved imaging observations
of individual spikes would provide a powerful tool for studying the spatial and temporal
evolution of these structures.

Overall, the study of fine structures in solar radio emission, including radio spikes, is
crucial for advancing our understanding of the dynamics and physics of the solar corona,
as well as for improving our ability to predict and mitigate the potential impact of these
phenomena on Earth.



3
Frequency-time-resolved Imaging of

Decametre Solar Radio Spikes

These results were published in Clarkson et al. (2021).

Section 2.3 presents a wide range of solar radio spike observations, however, the detailed
evolution of individual spikes in time, space and frequency have not been reported in the
literature before. In this chapter, the frequency and time-resolved evolution of individual
radio spikes is presented using LOFAR imaging to track the spike source motion over time
between 30–45 MHz. The observations reveal superluminal source motion and source size
expansion at 100 ms scales consistent with strong anisotropic scattering of radio-waves in a
turbulent corona. The results also confirmnot only the similarity of the observed spike prop-
erties with Type IIIb striae, but the co-spatial character of the Type IIIb and spike sources.

3.1 Overview of the Observations
The active region responsible for the emission is labelled AR12665, and located on the west-
ern solar limb. A C1.4 class solar flare erupted from this active region between 10:50 to
10:55 UT on 15 July 2017, with the ejection of a jet that was well analysed by Chrysaphi
et al. (2020). The jet is bifurcated into two components which Chrysaphi et al. (2020) es-
timated to propagate at speeds of ∼ 650 km s−1 and ∼ 660 km s−1. Figure 3.1 shows the
soft X-ray flux recorded by GOES in panel (a), the radio flux dynamic spectrum between
30–70 MHz observed by LOFAR in panel (b), and polarisation dynamic spectrum observed
by NDA/MEFISTO in panel (c) during the eruptive event. The degree of polarisation 𝑃d is
given by 𝑃d = (𝑃r−𝑃l)∕(𝑃r+𝑃l), where 𝑃r and 𝑃l are right and left hand circularly polari-
sation, respectively. The GOES lightcurves show three peaks, with the latter two strongly
correlating with the onset of the two jet components with a gap between each jet of around
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two minutes (Chrysaphi et al., 2020)—in Figure 3.1(a), the jet onset times are shown by the
two vertical dashed lines, shortly after two of the X-ray peaks. The brightest feature in the
radio dynamic spectrum is a series of Type III bursts that overlap below 40 MHz, and oc-
cur during the rise of increased X-ray flux. A Type II burst is visible near 11:03 UT drifting
between ∼ 55MHz to 30 MHz which signifies the presence of a CME that was analysed in
detail by Chrysaphi et al. (2020), and further discussed in chapter 4. Throughout the event
aremany Type IIIb bursts, too short in time to be apparent in Figure 3.2(b), as well as numer-
ous short duration intensity points that are clusters of spikes. Some spikes are chaotically
distributed in the spectrum, whilst others form chains similar to Type IIIb bursts. The lower
panels (d–f) show the polarisation lightcurves at 34.5 MHz for the Type III, Type II, and two
examples of spikes (the spikes are too short in time to be visible in the one hour NDA polar-
isation overview). All three burst types are left hand circularly polarised—the Type III and
Type II bursts with a degree of approximately −0.4 and −0.2, respectively, and the spikes
slightly weaker at around −0.15 and −0.1.

43 isolated solar radio spikes between 10:40 to 11:36 UT are analysed using LOFAR tied-
array beam-forming mode (van Haarlem et al., 2013) using 24 core Low Band Antenna sta-
tions in the outer LBA configuration as described in section 1.5.1.2. The temporal and spec-
tral resolution of 10ms and 12.2 kHz enabled spikes with durations< 1 s and spectral widths
greater than ∼24 kHz to be individually resolved. The spike observations were temporally
decreased in resolution to 20 ms to reduce noise at the intensity peaks. The flux was cali-
brated using observations of Taurus A (section 1.5.1.4). A single beam at the northern outer
edge recorded no data, and was discarded during analysis.

Figure 3.2 shows zoomed-in versions of some of the fine structures. Panels (b,e) show
examples of two Type IIIb bursts with starting frequencies of 40 MHz and 47 MHz, that
drift down to at least 30 MHz. The flux density of individual striae for each burst peaks
near 100 and 200 sfu. Panel (c) shows a cluster of spikes over a period of 10 seconds. The
spikes appear sporadically over a range of 10 MHz, with maximum flux just tens of sfu, and
many weaker spikes below 10 sfu. A single, isolated spike is shown in panel (d) covering
10 frequency channels and hundreds of temporal points. Each frequency-time point can be
used to create a radio map, allowing the first resolved imaging spectroscopy of individual
spikes as detailed below.

3.2 Measurement of Fine Structure Characteristics
The characteristics of the individual spikes are described below for the duration, bandwidth,
frequency drift rate, area, and centroid motion, following the definition provided in Figure
2.4. For each parameter, the single spike displayed in Figure 3.2(d) is used an example, as
shown in Figure 3.3. These methods also apply to the determination of individual striae
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Figure 3.1: X-ray and radio emissions between 10:40 and 11:40 UT. (a) X-ray lightcurves
from the GOES spacecraft (Garcia, 1994). The vertical black dashed lines represents the
jet onset times as given by Chrysaphi et al. (2020). (b) Dynamic spectrum of the LOFAR
observation. A series of bright Type III bursts can be seen near 10:52, with a Type II burst
near 11:03. Spikes are distributed across the dynamic spectrumwith a cluster between 11:10
and 11:21. The white box represents the region shown in Figure 3.2(a). The two white
arrows show the locations of the spikes highlighted in panel (f). (c) Dynamic spectrum of
the circular polarization from the NDA/MEFISTO receiver. The two black arrows show the
locations of the spikes highlighted in panel (f). (d-f) Polarization from the NDA/MEFISTO
receiver of the Type III and Type II bursts, respectively, at 34.5 MHz indicated by the solid
black lines in panel (c), and polarization of two spike bursts within the region shown in
Figure 3.2(c) at 32.50 and 33.88 MHz. The spikes are highlighted by the arrows.

characteristics.

3.2.1 Time Profile
The spike durations were analysed at the burst central frequency (Figure 2.4). The time 𝜏0 of
peak flux 𝐼0 at the central frequency is defined at the location of average flux within 15% of
themaximum,which allows for spurious intensity peaks. The half-maximum intensity level
𝐼fwhm is then defined as 𝐼fwhm = 𝐼0−(𝐼0−𝐼bg)∕2, where 𝐼bg is the average background flux
level recorded prior to the burst. Due to the variation between the time profiles of each spike
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Figure 3.2: Zoomed in dynamic spectra of numerous spike and Type IIIb features within
Figure 3.1. (a)Numerous spikes between 11:19:32 and 11:21:06UT from the region bounded
by the white box in Figure 3.1. (b) Type IIIb burst near 11:21 UT. (c) Spike cluster between
30−40MHz. (d) An individual radio spike. (e) Type IIIb burst observed near 10:42 UT.

burst (i.e. they are not all well described by a single Gaussian or asymmetrical Gaussian
shape), there is ambiguity in approximating all bursts with a single model. As such, the rise
and decay times are measured directly from the data. The rise time 𝜏r is defined as the time
elapsed between the first point above 𝐼fwhm to 𝜏0, and the decay time 𝜏d is defined as the
time elapsed from 𝜏0 to the final value above 𝐼fwhm. The FWHM duration is then simply
𝜏 = 𝜏r+𝜏d (Guedel & Benz, 1990; Barrow et al., 1994; Reid & Kontar, 2018b). Figure 3.3(b)
shows the lightcurve of the single spike presented in Figure 3.2(d) with a duration of 0.65 s
formed from a rise and decay time of 0.34 and 0.31 s, respectively.

The spike peak fluxes range from 4−66 sfu, averaging at 𝐼0 ∼ 18 sfu. As noted above,
the peak flux of the Type IIIb striae are an order of magnitude brighter than the average
spikes at ∼ 200 sfu. Of the sample of spikes considered here, their durations fall between
0.2 − 1.1 s, and average at 0.48 s with a rate of change of d𝜏∕d𝑓 = −5± 1.8 ms per MHz
between 30–70 MHz given by a linear fit of the form 𝜏(𝑓) = (d𝜏∕d𝑓)𝑓 + 𝐶 where 𝐶 is a
constant (Figure 3.4). The spike time profiles at a given frequency resemble that of Type
III bursts; usually a prompt rise time followed by a longer decay; however, the duration of
spikes near 30 MHz are shorter up to a factor of ∼ 20. Typically, the rise time is shorter
than the decay time (Figure 3.5), averaging at 0.22 and 0.26 s, respectively, although in a
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Figure 3.3: (a) Dynamic spectrum of the single spike shown in Figure 3.2(d). The black
points show the peak of the Gaussian fit to the flux profile at each time bin. The green line
shows the linear fit to these points to derive the frequency drift rate. (b) Spike flux profile at
34.5MHz. The dashed vertical line shows the burst peak time, with the horizontal red and
blue lines showing the rise and decay time, respectively. (c) Flux profile at the time of the
burst peak (black) with a Gaussian fit (blue). The horizontal line marks the FWHM spectral
width. (d) LOFAR image at the peak intensity of the spike at 34.5MHz near 11:19:59.8 UT.
The green contour marks the 2D Gaussian fit at the FWHM level with the centroid marked
by the green cross. The white dots represent the phased-array beam pointing, and the white
oval shows the half-maximum synthesized LOFAR beam. (e) Spike centroidmotion in time
at a fixed central spike frequency of 34.5MHz represented by the colored triangles overlaid
on an SDO/AIA 171 Å image at 11:20:57 UT. The blue plus symbols show the peak centroid
position of the spikes between 30−45MHz before the CME, whilst the white plus symbols
show the spike peak centroid positions after the CME. The grey lines with diamond mark-
ers represent the centroid motion of a single Type IIIb striae near 10:42 UT at 32.95 MHz,
whereas the open grey triangles represent a striae near 11:21 UT at 31.57MHz. (f)Motion
of 10 individual spikes. The open triangles represent frequencies between 43−45MHz and
closed triangles between 33−35MHz. The color gradients represent time increasing from
dark to light. The red diamond shows the approximate location of the active region.

few cases they are of similar duration as in Figure 3.3(b)—this may depend on the method
of peak time identification. The durations are comparable with the Type IIIb striae as well
as the collision time for a plasma for temperatures between (0.5−2)×106 K shown by the
curves in Figure 3.4.
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Figure 3.4: Spike (red) and striae (black) FWHM durations. The thin-line curves show the
collision time 𝜏coll ≈ 𝑇3∕2∕110𝑛 (McKim Malville et al., 1967) for a plasma of the temper-
atures 𝑇, where 𝑛 is the plasma density. The errors represent the uncertainty due to the
temporal resolution.
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Figure 3.5: Spike (red) and striae (black) HWHM rise (left) and decay (right) times. (a)
FWHM durations. The errors represent the uncertainty due to the temporal resolution.
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3.2.2 Bandwidth
The instantaneous frequency flux profile of the spikes at the burst peak time is symmetrical
and well approximated by a Gaussian of the form

𝐼(𝑓) = 𝐼0 exp(−
(𝑓−𝑓𝑐)

2

2𝜎2
)+𝐼bg, (3.1)

where 𝐼bg is the flux offset due to the background level, and 𝜎 gives the standard deviation.
The FWHMbandwidth is then∆𝑓 =𝜎⋅2

√
2ln2. For the spike in Figure 3.2(d),∆𝑓 = 50.34±

1.32 kHz as shown in Figure 3.3(c). The collection of spikes have an average bandwidth of
76.1 kHz between 30−70MHz that tends to increase with frequency (Figure 3.6), with some
spikewidths reaching up to 250 kHz near 70MHz. Spike spectral widths overlapwith that of
Type IIIb striae between 30−46MHz from the same event, with striae widths also observed
up to 174 kHz. Figure 3.6 also presents spike bandwidths measured by Melnik et al. (2014).
The grey region presents the bounds of the linear fits applied to data over several events,
with the black line showing the average. The trend from 18–29 MHz is consistent with
that observed with LOFAR between 30–70 MHz. Also included are the linear fits to striae
bandwidthsmeasured by Sharykin et al. (2018). The average striae bandwidths overlapwith
the spikes presented here, yet the trends differ with frequency.

3.2.3 Frequency Drift Rate
The narrow bandwidths of the spike sample, typically around∼25–150 kHz,mean thatmea-
suring the frequency drift rate is challenging with a spectral resolution of 12.2 kHz. There-
fore, the drift rate d𝑓∕d𝜏 is measured following the method employed by Sharykin et al.
(2018) for individual striae. This involves fitting a Gaussian to the intensity profile at each
time throughout the FWHM period, and fitting a linear model 𝑓(𝜏) = (d𝑓∕d𝜏)𝜏 +𝐶 to the
Gaussian peaks in time and frequency. This process is illustrated in Figure 3.7 using the
fastest drifting striae in this sample at d𝑓∕d𝜏 ≃ −75.2 kHz s−1, and an example for a spike
with minimal drift is shown in Figure 3.3(a), resulting in d𝑓∕d𝜏 = 3.58±1.1 kHz s−1.

The majority of spikes have negative drift rates between zero and −75 kHz s−1 with an
outlier near −123 kHz s−1 and eight spikes that have a positive drift rate (Figure 3.8). The
linear fit of drift rate against frequency indicates no significant frequency dependence. The
spike drift rates are comparable with striae drift rates ranging between 50 to −70 kHz s−1.
In comparison, the fine structure drift rates are markedly different from that of the bulk
Type IIIb structures shown in Figure 3.2(b,e). These have drift rates of −3.14± 0.21 MHz
s−1 and −2.31±0.26MHz s−1 measured by a linear fit to the peak flux position at the cen-
tral frequency of each striae. The light grey points in Figure 3.8 represent striae drift rates
measured by Sharykin et al. (2018).
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Figure 3.6: Spike (blue) and striae (black) spectral widths. The individual data uncertainty
represents the 1-sigma error provided by theGaussianfitting procedure. The blue line shows
a linear fit to the spike data with the blue shaded region representing the fit uncertainty. The
black solid line shows the average fit to spike spectral widths fromMelnik et al. (2014) with
the grey region showing the upper and lower bounds. The two grey lines show fits to striae
widths from two different Type IIIb bursts by Sharykin et al. (2018).

3.2.4 Source Area
The spike source areas are measured at the peak time 𝜏0 of the central frequency by con-
structing a radio map from LOFAR tied-array data (section 1.5.1.3). Themaps are generated
from the interpolation of the scattered intensity points of the 217 beams distributed across
the solar disk and immediate surrounding area into a regular grid. Figure 3.3(d) shows an
example image at 34.5MHz at the peak of the spike presented in Figure 3.2(d). The centre of
each beam is located at thewhite dots in a hexagonal pattern. The interpolated source is seen
as a bright ellipse near the western solar limb. The white oval in the lower left corner gives
the half-maximum synthesised LOFAR beam. The faint emission mostly observed towards
the northern solar limb are sidelobes. To estimate the source area and centroid location, the
image is fit with a 2D elliptical Gaussian as in Kontar et al. (2017b) with the form

𝐼(𝑥,𝑦) = 𝐼0 exp(−
𝑥′2

2𝜎2x
−
𝑦′2

2𝜎2y
), (3.2)
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Figure 3.7: The procedure of estimating the fine structure frequency drift rate for an individ-
ual striae from the Type IIIb burst in Figure 3.2e. The left panel shows the Gaussian fits to
the intensity profiles at different time intervals, with the dashed line marking the frequency
of the peak. Note that not all time indices were used here, for clarity. The right hand panel
shows the time and frequency position of each peak with a linear fit where the gradient pro-
vides the frequency drift rate d𝑓∕d𝜏 of the fine structure.

where
𝑥′ = (𝑥−𝑥𝑐)cos𝛽−(𝑦−𝑦𝑐)sin𝛽

𝑦′ = (𝑥−𝑥𝑐)sin𝛽+(𝑦−𝑦𝑐)cos𝛽,
(3.3)

and 𝛽 is the anti-clockwise rotation from the x-axis, 𝑥𝑐,𝑦𝑐 are the source centroid coordi-
nates, and 𝜎x ,𝜎y is the standard deviation along major and minor axes, giving FWHM lin-
ear sizes of 𝑆x = 𝜎x ⋅ 2

√
2ln2 and 𝑆y = 𝜎y ⋅ 2

√
2ln2 which are described as the major 𝑆maj or

minor 𝑆min axis length as shown in Figure 3.9.
The FWHM area is then

𝐴 = 𝜋
4 𝑆maj𝑆min. (3.4)

The uncertainty of the fitted parameters of equation 3.2 is as defined in Kontar et al.
(2017b). Note the misprint in the equation for 𝛿𝑥𝑠 and 𝛿𝑦𝑠 where

√
2∕𝜋𝜎𝑥∕𝜎𝑦 should be√

2𝜎𝑥∕𝜋𝜎𝑦—the uncertainties are derived in Condon (1997) (see equation 11). As such,
the uncertainty on the centroid location 𝛿𝑥𝑐,𝛿𝑦𝑐 is given as

𝛿𝑥𝑐 ≈

√
2𝜎x
𝜋𝜎y

𝛿𝐼
𝐼0
𝜃𝑏,

𝛿𝑦𝑐 ≈

√
2𝜎y
𝜋𝜎x

𝛿𝐼
𝐼0
𝜃𝑏,

(3.5)
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Figure 3.8: Frequency drift rates of spikes (green) and striae (black) between 30−70MHz.
The individual data uncertainty represents the 1-sigma error provided by the Gaussian fit-
ting procedure. The solid green line represents a linear fit to the spike data with the green
shaded region showing the fit uncertainty. The light and dark grey squares show the striae
drift rates from two different Type IIIb bursts by Sharykin et al. (2018) with corresponding
linear fits.

where 𝜃𝑏 is the angular resolution (equation 1.38), 𝐼0 is the peak flux, and 𝛿𝐼 is the flux
uncertainty which is typically ∼ 1 sfu (Kontar et al., 2017b). The areal uncertainty is given
as

𝛿𝐴 ≈ 2𝛿𝐼𝐼0
𝐴
√
𝐴
𝜃b. (3.6)

Therefore, brighter spikes and striae will have smaller uncertainty on their positions and
sizes. The example spike in Figure 3.2(d) has an observed FWHM area at the peak of the
central frequency of 202.19±16.3 arcmin2 at 34.5MHz (Figure 3.3d). The ensemble of ob-
served spike areas decrease with increasing frequency from 297 to 122 arcmin2 between 30–
45 MHz (Figure 3.10) in a similar manner to drift-pair bursts (Kuznetsov & Kontar, 2019),
and is approximated with a power law 𝐴 ∼ 𝑓−𝛾 where 𝛾 = 1.85 and 1.92 for spikes and
striae, respectively. The synthesised LOFAR beam area over this frequency range is𝐴beam ≃
50−113 arcmin2, so the LOFARbeam-corrected source areas are up to𝐴≃72−184 arcmin2.
Importantly, the spike areas at a fixed frequency increase over time at tens of millisecond
scales (Figure 3.11d) with expansion rates between 18–108 arcmin2 s−1 that are most pro-
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Figure 3.9: Diagram of a 2D elliptical fit with a 2D Gaussian given by equation 3.2. The
ellipse is tilted by 25°. The fitted parameters provide the FWHM area given by the blue
contour, and the corresponding FWHM major 𝑆maj and minor 𝑆min axis lengths, shown by
the straight blue lines. The tilt angle of the fit is labelled as 𝛽, marking the angle between the
horizontal, dashed white line and the minor axis. The red oval marks the 90% fit contour.

nounced during the decay phase, similar to Type IIIb observations (Kontar et al., 2017b).

3.2.5 Centroid Location
One of the intriguing observations is the variability of the radio spike sources (positions and
areas) with time at tens ofmillisecond scales. The spike centroid positionmoves vertically in
the plane-of-sky image over 0.65 s crossing the solar equator (Figure 3.3d) and covering 262
arcsec ≃ 0.28 R⊙ in the image plane across the FWHM duration. Since 1 R⊙ = 944 arcsec
as viewed from Earth at the time of the event, this centroid speed corresponds to the speed
of light 𝑐 across the FWHM. The frequency drift rate inferred exciter velocity is estimated
following that in Kontar et al. (2017b), and as shown in section 1.3.3 using

𝑣 =
2𝑟𝑛
𝑓
d𝑓
d𝑡
, (??)
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where 𝑟𝑛 ≃ 2×1010 cm is the density scale height near 30 MHz using the Newkirk density
model (Table 1.1). For d𝑓∕d𝑡 = 3.58 kHz s−1, equation ?? gives 𝑣 ∼ 42 km s−1. Spikes with
higher frequency drifts such as 60 kHz s−1 at 35.5MHz infer speeds of up to 680 km s−1 using
thismethod. The spikes observed∼10mins before the flare andCMEeruption appear closer
to the disk centre, while the spikes in the wake of the CME are further away (Figure 3.3e).
The spike source motion follows a trajectory parallel to the Type IIIb striae observed prior to
the CME. Post-CME Type IIIb striae showmotion that originates within the same region as
the post-CME spikes (Figure 3.3f), suggesting a common exciter. It is interesting to note that
the FWHM spike source areas are comparable to Type IIIb areas in this event, but smaller
than observed before (e.g. Kontar et al., 2017b).

Figure 3.11(a–c) shows the spike centroid motion in the image plane for the radial, x,
and y positions. During the time where the signal (shown by the normalised red curves) is
sufficiently bright, we find that each parameter has a most pronounced change during the
decay phase, similar to the Type IIIb striae observed by Kontar et al. (2017b). Each set of
data is fit with a linear model across the decay phase—the radial distance changes weakly
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since the bulk motion is in the y-direction with a superluminal apparent plane-of-sky speed
of 10.4 arcmin s−1 ≃ 1.5𝑐. This vertical motion is typical for all observed spikes during this
period (see Figure 3.3f), with x and y drift rates between−0.44 to−2.27 arcmin s−1 and 5.25
to 11.18 arcmin s−1, respectively. In the y-direction, this corresponds to apparent speeds
between 0.76–1.8c.
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Figure 3.11: Spike source motion and expansion over the duration of the dynamic spectrum
shown in Figure 3.2(d) at 34.5MHz. The red curve shows normalised radio flux at the same
frequency, with the vertical grey dashed lines at the peak and FWHM decay time. The blue
lines show linear fits over the decay period. The errors are given as in Kontar et al. (2017b).
(a) Heliocentric radial position. (b) Spike centroid velocity in the X direction. (c) Spike
centroid velocity in the Y direction. (d) Observed area and (e, f) widths in the X and Y
direction over time.

3.3 Discussion
The spectral and temporal characteristics of the observed spikes are consistent with those
previously reported at similar frequencies (Melnik et al., 2014; Shevchuk et al., 2016). There
is a tendency for longer durations and shorter bandwidths towards lower frequencies, al-
though from the small sample size and spread of the time profile measurements, identifying
a clear frequency dependence is not possible. However, from a larger sample size, onewould
expect the time profile to shorten with increasing frequency, considering that observations
at gigahertz frequencies are significantly shorter (see section 2.3.1.1). The spike areas also
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decrease with increasing frequency, as typically observed for solar radio bursts (see section
1.3.3, for example).

For spikes near 30 MHz, where the Newkirk density model (Table 1.1) gives a height of
∼1.78 R⊙, the average magnetic field strength estimated by equation 1.6 (Dulk & McLean,
1978) is 0.73G. This is similar to estimates using LOFAR Type IIIb observations by Kolotkov
et al. (2018) who found a value of 1.1±0.2G at a plasma frequency of 34MHz, inferred from
deduction of the Alfvén speed of a fast magneto-acoustic wave. The electron cyclotron fre-
quency (equation 1.13) for this field strength is 𝑓ce ≃ 2.0MHzwhich is sufficiently less than
the plasma frequency of 𝑓pe ∼ 30 MHz for the ECM criteria that 𝜔ce ≫ 𝜔pe (section 1.2.2)
to not be satisfied. Moreover, NDA/MEFISTO measurements indicate that the Type III and
Type II bursts both show left-handed circular polarization up to−0.4 and−0.3, respectively
(Figure 3.1). The spikes within the region shown in Figure 3.2(c) are also left-hand polarized
at−0.15 and−0.1, indicating that the spikes are produced by the same emissionmechanism.
Therefore, we suggest plasma emission as the source of the radio spikes similar to Type IIIb
bursts, but likely from electrons beamswith lower densities and velocities, as previously sug-
gested by Tarnstrom & Philip (1972b); Melnik et al. (2014). Turbulence within the plasma
will also change the spatial distribution of Langmuir waves (seen in the numerical simu-
lations by Kontar, 2001b), creating regions of enhanced Langmuir waves that manifest as
electromagnetic emission seen as striae or more sporadically as spikes.

The radio spike positions are observed before and after the onset of the solar eruptive
event at 10:50 UT. The location of radio spikes and Type IIIb striae after the CME are 1250–
1450 arcsec away from the Sun centre, compared to∼ 1100 arcsec prior to the CME eruption,
showing a shift away from the Sun. For the first time, the time-resolved observations of in-
dividual spikes reveal source motions and source size changes at 100 ms scales. The spike
sources (both before and after the CME) follow trajectories approximately parallel to the
solar limb, which contrasts the previously observed radial motions of Type IIIb bursts (Kon-
tar et al., 2017b; Zhang et al., 2019), and the corresponding spherically symmetric coronal
simulations (Chen et al., 2020) that replicated their motion.

The motion of the spike sources is superluminal (0.76–1.8c) and accompanied by the
superluminal FWHM source size expansion of 7.4 arcmin s−1 ∼ 1.1𝑐. In particular, such
characteristic evolution occurs during the decay phase, suggesting strong scattering of the
emitted radiation as similarly observed for striae (section 2.1) and drift pair (section 2.2)
fine structures. For scatter-dominated sources, the observed source velocity depends on the
angle between the line-of-sight and the direction from the Sun centre to the source loca-
tion (since sources shifted along the LOS have a masked velocity component; see section
1.4.1.1), as well as the anisotropy of plasma turbulence (Kontar et al., 2019; Chen et al.,
2020; Kuznetsov et al., 2020). Stronger anisotropy will focus the emission, increasing the di-
rectivity in the direction of themagnetic field, which presents as faster sourcemotion across
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the sky plane. Large heliocentric angles such as that observed by spikes in this observation
are subject to larger displacements along the direction of the guiding magnetic field and
increased apparent velocities. Superluminal motions are, in fact, observed in radio-wave
propagation simulations (see Figure 5 by Kuznetsov et al., 2020), suggesting 1.0–1.1c speeds
for sources located at heliocentric angles of 30 and 50 degrees. For the data in this study,
the associated active region on the solar disk has a heliocentric angle of approximately 50
degrees; that is, the angle between the radial line connecting the solar centre and observer,
and the radial line connecting the solar centre and the active region.

The previously unobservednon-radial superluminalmotion of spike andType IIIb sources
in this event suggests a differentmagnetic configuration towhatwas simulated byChen et al.
(2020). In anisotropic density turbulence that is alignedwith themagnetic field, radiowaves
propagate preferentially along the magnetic field direction (Kontar et al., 2019, and section
1.4.1.1). The observed spike and Type IIIb sources are located within the region where the
magnetic field is likely forming loop-like structures, so radio-wave scattering in the region
with the magnetic field lines parallel to the limb could induce the observed direction of the
source motion. The extended post-reconnection closed loops are likely formed within the
CME wake and are the location of weak electron beam acceleration, resulting in Langmuir
wave generation and subsequent spike emission. The simulations of radio-wave transport by
Kuznetsov et al. (2020) show that stronger anisotropy leads to smaller observed peak source
sizes and superluminal velocities. Thus, the spikes and Type IIIb striae source properties are
consistent with the simulations with anisotropy 𝛼 = 0.1−0.2 (Kuznetsov et al., 2020), which
is higher than the anisotropy 𝛼 = 0.25−0.3 required in open configurations to explain Type
III burst properties (e.g. Kontar et al., 2019; Chen et al., 2020). Consequently, the anisotropy
of density turbulence in closed loop configurations should be higher than that along open
field lines.

Many similarities between spike and Type IIIb striae characteristics such as duration,
spectral width, velocities and observed area suggest a common physical mechanism. The
spike durations decrease on average with increasing frequency, with bandwidths ranging
between 20–100 kHz, covering a similar range reported in Sharykin et al. (2018) for striae.
The spike and striae drift rates show little dependence on frequency, and indicate velocities
of 10–50 km s−1. Spike drift rates close to 30 MHz overlap with the striae drift rates pre-
sented by Sharykin et al. (2018), however the comparison diverges above 40MHz. The drift
rate inferred velocities of our observed spikes and striae are much less than the bulk speeds
of Type III bursts that propagate at characteristic speeds of ∼105 km s−1 ≃ 𝑐∕3 (Suzuki &
Dulk, 1985). Themotion of Langmuir waves is believed to be responsible for Type IIIb striae
drift (Reid & Kontar, 2021), and so could be the explanation for the individual spike drift.
However, since the spikes have on average shorter duration, such drift is likely to be diluted
by scattering effects since the spike emission will be broadened in time in dynamic spectra,
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yet persist across the same frequency range. As a result, anymeasurable value of d𝑓∕d𝜏 will
be reduced due to increased 𝜏. The disparity between the measured spike and striae drift
rates in this work and the striae drift rates by Sharykin et al. (2018) could be a combination
of these effects; i.e., different coronal temperatures leading to varied Langmuir wave group
velocities, as well as different coronal turbulence levels leading to different levels of drift
dilution. The latter effect is explored in more detail in chapter 5.

As was noted before (e.g. Melnik et al., 2014), the spike duration is comparable to the
plasma collision time. However, a spread of temperatures from 0.5–2 MK are required
for the same cluster of spikes to explain the characteristic decay time (Figure 3.4). Radio
spikes above 100 MHz (e.g. Guedel & Benz, 1990) would need even higher plasma temper-
atures of 2–4 MK within the collisional damping hypothesis (Figure 2.5). While damping
of plasma oscillations should be present, the large source sizes, the superluminal motion of
spike sources, and the aforementioned morphological similarity to Type IIIb striae implies
that scattering is an important factor in determining spike profiles. Therefore, we suggest
that the scattering of radio waves rather than collisional damping alone determines the time
profile. This is statistically analysed in chapter 4.

Spike durations are often used to constrain the shortest energy release time in flares,
with the bandwidth equating to the size of the acceleration region itself (section 2.3.2). Fol-
lowing the approach previously used for estimating Type IIIb bursts (Kontar et al., 2017b;
Sharykin et al., 2018), the size of the emitting spike source region can be estimated as ∆𝑟 ≃
2𝐿𝑛(∆𝑓∕𝑓) ≃ 108 cm, and corresponds to a subtended solid angle of∼ 10−2 arcmin2. There-
fore, the effect of radio-wave propagation has increased the observed source area by four
orders of magnitude to the ∼ 102 arcmin2 observed areas. This means that the brightness
temperatures of the spike (and striae) sources in this sample corrected for scattering could be
up to 1012−1013 K, well above the values 108−109 Kwhen radio-wave scattering is ignored.
With scattering as the determining factor of the duration and higher resulting brightness
temperature, the energy release responsible for electron accelerationwould bemuch shorter
and more intense than previously assumed in the literature when determined from obser-
vations alone. The characteristic emission timescale is approximately reduced by the ratio
of the observed size to the emitting region, and could be two orders of magnitude shorter,
i.e. tens of milliseconds instead of ∼1 s as observed at decametre frequencies.

3.4 Conclusion
Using the LOw Frequency ARray (LOFAR), frequency and time resolved observations of in-
dividual radio spikes are presented for the first time, associated with a coronal mass ejection
(CME). Individual radio spike imaging demonstrates that the observed area is increasing in
time and the centroid positions of the individual spikes move superluminally parallel to the
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solar limb. Comparison of spike characteristics with that of individual Type IIIb striae ob-
served in the same event show similarities in duration, bandwidth, drift rate, polarization,
and observed area, as well as the spike and striae motion in the image plane. It suggests
that spike emission is fundamental plasma emission with the spike emission region on the
order of∼ 108 cm, with brightness temperature as high as 1013 K. The observed spatial, spec-
tral, and temporal properties of the individual spike bursts are also suggesting that the radio
emission observed as spikes escapes through anisotropic density turbulence in closed loop
structures with scattering preferentially along the guiding magnetic field oriented parallel
to the limb in the scattering region. The dominance of scattering on the observed time pro-
file suggests the energy release time is likely to be shorter than what is often assumed. The
observations also imply that the density turbulence anisotropy along closed magnetic field
lines is higher than along open field lines.



4
Manifestations of Sub-second Electron
Acceleration Triggered by a Coronal

Mass Ejection

These results were published in Clarkson et al. (2023).

The initial results presented in Chapter 3 considered a small sample of spikes. In this
chapter, 1076 spikes are individually analysed occurring between 10:17 and 11:39 UT on
15 July 2017 (the same event discussed in Chapter 3), allowing a much needed statistical
determination of the various spike characteristics between 30–45 MHz from imaging obser-
vations (421 spikes) and 30–70 MHz from dynamic spectra (1076 spikes). The spikes are
compared with 250 individual striae (207 were imaged) from six Type IIIb bursts from the
same event. The data also provide insight into the acceleration region using the centroid
locations of both spikes and striae within the closed magnetic loop in conjunction with the
CME.

Figure 4.1a shows the LASCOC2field of view at 11:36UTwhere twonarrowCME fronts,
one of which is a streamer-puff CME (section 1.1.2.3), are traced back to the aforementioned
jet eruption near 10:52 UT (section 3.1). Also shown is an SDO/AIA 171 Å image of the Sun
at 11:21 UT, and a PFSS extrapolation showing open and closed magnetic geometry at 12:00
UT. The closedfield lines show the possible configuration of trans-equatorial, extended coro-
nal loops that bridge the two active regions on the western hemisphere. Panels (b–d) show
three dynamic spectra consisting of spike clusters at different times. Of the six Type IIIb
bursts, an example is presented in Figure 4.1e. There is a clear fundamental branch with a
starting frequency of 45MHz that extends down to 30MHz, and a possible harmonic branch
between 60–66 MHz. As described in Chapter 3, the data were reduced to 20 ms temporal
resolution. Contrary to the imaging measurements in Chapter 3, all centroid data in this
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chapter are corrected for ionospheric refraction using equation 1.35 for the solar zenith an-
gle of 𝑧 = 32.4°. This results in a reduction of the vertical sky plane position by around
50–100 arcsec depending on the frequency (Figure 1.12).

Figure 4.1: An overview of the event. (a) SDO/AIA 171 Å image at 11:20:57 UT, superim-
posed with a PFSS extrapolation at 12:00 UT showing both open (blue) and closed (white)
field lines within region surrounding the active region and northern sunspot, and a LASCO
C2 difference image showing the streamer-puff (above) and narrow (below) CME fronts at
11:36:05 UT, as shown in Chrysaphi et al. (2020). LASCO difference data provided courtesy
of N. Chrysaphi. (b-d) Dynamic spectra showing samples of the spike emission. (e) Dy-
namic spectra of a Type IIIb J-burst. The dotted box highlights the region shown in Figure
4.7. All dynamic spectra are background subtracted where the background is defined using
a region at the start of each dynamic spectra containing no bursts at all frequencies.

4.1 Acceleration Region

4.1.1 Type IIIb Bi-Directional Exciter Motion
As described in section 1.3.3, the Type IIIb bursts of this event appear as J-bursts, suggest-
ing that their sources partially trace the coronal loop, making them a useful diagnostic of
the loop environment. Moreover, these bursts present an interesting property—within the
burst envelope, there are two bulk components with a drift rate of opposite sign. The bulk
drift rates are estimated by fitting the peak positions in time at each frequency channel of
the individual striae. The example shown in Figures 4.1(e) and 4.2(a) has a negative bulk
drift of −6.1MHz s−1 near 40 MHz, comparative to previously reported Type IIIb drift rates
(Sharykin et al., 2018; Chen et al., 2018). Towards 32 MHz, the drift rate reduces to −1.1
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MHz s−1 as the exciter approaches the loop apex, similar to other decametre J-bursts (Reid
& Kontar, 2017). Above these frequencies, the burst exhibits a reverse-drift at 4.9 MHz s−1

signifying electrons that are propagating towards the footpoints. Figure 4.2 shows the peak
centroid locations for the J-burst as a function of time, separated by the bulk drift direction.
The bi-directional burst exciter motion (Aschwanden et al., 1995; Tan et al., 2016) suggests
that the acceleration region of the Type IIIb is at a radius corresponding to∼ 40MHzwhere
the opposing centroid motions (bulk drifts) emanate, implying that in general, the site of
acceleration for this event is high in the corona.

4.1.2 Inferred Loop Density Model
Figure 4.2(b) displays the frequency position according to an exponential loop densitymodel
(e.g. Aschwanden et al., 1999) given by equation 1.12, repeated here

𝑛𝑒(𝑙) = 𝐴𝑛 exp(−
𝑟(𝑙)
𝑟𝑛

), (1.12)

where 𝐴𝑛 = 1011 cm−3 is the density at the base of the footpoints, 𝑟𝑛 = 1.57 × 1010 cm is
density scale height similar to values found by Reid & Kontar (2017) for Type III U and J
bursts, and 𝑟(𝑙) is the height along the loop from the solar surface. The latitude and longitude
(𝜆1,2,𝜙1,2) of each active region on the solar disk is (-6°, 52°) and (20°, 44°), denoted by the
red symbols in the inset of Figure 4.2. The angle formed between them and the solar north
is Φ ∼ −27° as given by the spherical law of cosines of the form

Φ = cos−1 (cos𝜆1 cos𝜆2 cos(𝜙1−𝜙2)+sin𝜆1 sin𝜆2). (4.1)

The density model is then rotated around the 𝑥 and 𝑦 axes as

𝑥′ = 𝑥cos𝜃

𝑦′ = 𝑦cosΦ+𝑥sin𝜃 sinΦ,
(4.2)

producing the dashed lines representing the frequencies of the density model. The value of
𝑟𝑛 was then chosen to best represent the centroid locations at a given frequency. The inset
of Figure 4.2(b) displays the applied rotation on the solar disk.

4.1.3 Type IIIb Beam Velocities
The centroid positions of the reverse-slope component of theType IIIb J-burst are distributed
across 80.6±11 arcsec of the sky-plane over 0.9 s. The distance uncertainty is derived from
the average centroid uncertainties 𝛿𝑥𝑐,𝛿𝑦𝑐 as 𝛿𝑟 =

[
(𝜕𝑟∕𝜕𝑥𝛿𝑥𝑐)2+(𝜕𝑟∕𝜕𝑦𝛿𝑦𝑐)2

]1∕2
. This

correlates to a beam velocity of 𝑣rev,obs = (0.22±0.03)𝑐. For the negative drift component,
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Figure 4.2: Centroid positions at the striae peaks of the Type IIIb J-burst, marked by the
coloured points in the dynamic spectrum of panel (a). The orange and blue lines in panel
(a) highlight the opposite sign bulk drift rates. In all panels, the orange points relate to the
negative drifting burst segment, and the blue points relate to the reverse-drifting section.
The colour gradients show the elapsed time from the earliest striae peak, represented by the
vertical black dashed line in panel (a). Panel (b) shows the centroid locations of each striae
with the arrows representing the observed trajectories and radial distances used to estimate
the centroid velocities 𝑣obs,𝑣rev of each component across the plane-of-sky. A velocity esti-
mate with a correction for the projection effect is given as 𝑣obs,corr and 𝑣rev,corr assuming the
sources propagate along the sun-centre and active region plane with an uncertainty corre-
sponding to a magnetic field spread of 30°. The black dashed curves show the exponential
loop density model of equation 1.12 rotated as demonstrated in the inset of panel (b). Panels
(c) and (d) show the distance-time spectra of each burst component with the distance ob-
tained from the density model of equation 1.12. The gradient of the linear fits to the striae
peaks provides the beam velocities.

the observed radial spread is 103.0± 9 arcsec over 3 s, giving 𝑣obs = (0.07± 0.02)𝑐. Due to
the projection effect, these observed values are likely to be larger as a component of motion
is masked in the 2D plane. The actual velocities can be estimated as 𝑣obs∕sin52° assuming
that the sources propagate along the plane connecting the sun-centre and active region. The
uncertainty in this velocity is increased since we do not know the spread in angle that the
magnetic field geometry makes with the active region, and thus the actual trajectory of the
beam. Here we assume a spread of 30°. The projection corrected beam velocities are then
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𝑣corr = (0.09±0.03)𝑐 and 𝑣rev,corr = (0.28±0.06)𝑐. The beam velocities can also be estimated
via the assumption of a density model (equation 1.12). Panels (c-d) of Figure 4.2 show the
distance-time spectra of each burst component where the striae peaks are fit with a linear
model. The gradient then provides the beam velocity through space as (0.07± 0.04)𝑐 and
(0.27 ± 0.02)𝑐 for the normal and reverse drifting components, respectively. Whilst each
method to determine the beam velocity requires some assumption (projection effect or den-
sity model), the determined velocities agree within their uncertainties.

Figure 4.3: Observed centroid radial heights with frequency in the sky-plane for spikes
(black, open circles) and striae (blue, closed circles). Each panel shows bursts that are close
in time, with the second panel near the time of the flare, such that the prior panel shows
pre-CME spikes. The spike data are fit with linear models.

4.1.4 Acceleration Site Location
Figure 4.3 shows the observed spike and striae centroid heights in the sky-plane as a function
of frequency, with each panel showing a period progressively later in time. For the bursts
pre-CME, the heights vary linearly with frequency between 30–45 MHz. After the onset of
the flare and passage of the CME, the observed sky-plane heights from the Sun at a given
frequency are reduced. In panel 2, the variation with frequency is minimal and then pro-
gressively increases over ∼ 45minutes. The increase in the observed sky-plane height at 30
MHz over time is shown in Figure 4.4 from 1.30–1.54 R⊙. The variation is linear, and cor-
relates to a velocity of 𝑣H,obs = (81±5) km s−1. The actual radial heights can be estimated
by correcting for the projection effect as presented in section 4.1.3, leading to a corrected
velocity of 𝑣H,rad = (90.2±24) km s−1.

4.2 Statistical Spike Characteristics

4.2.1 Comparison of Spike & Striae Centroid Positions
The centroid position of both spikes and striae differs greatly depending on the point in time
that is used to generate the radio image. Figure 4.5 shows centroidmotion across the FWHM



CHAPTER 4. MANIFESTATIONS OF SUB-SECOND ELECTRON ACCELERATION 87

Figure 4.4: Observed sky-plane heights (solid squares) and estimated radial heights of the
spike bursts over time at 30 MHz extrapolated from the linear fits in Figure 4.3. The hori-
zontal error denotes the width of the time interval in each panel of Figure 4.3. The vertical
error of the plane-of-sky heights is derived from the linear fits in Figure 4.3. The projection
corrected heights assume a spread in angle of the loop magnetic field of 30°, contributing
to the increased uncertainty. These data are fit with a linear model (solid lines) where the
gradient describes the velocity at which the emission height at 30 MHz increases over time.
The dotted lines demonstrate the fit uncertainty for the projection corrected heights.

of the time profile of individual striae from the Type IIIb at various fixed frequencies. There
are two visible components of motion—a frequency drift away from the Sun associated with
the path of the exciter, and a displacement over time at fixed frequencies almost parallel to
the solar limb towards the solar north, which is typically increased during the decay phase
compared to the rise phase. The frequency drift and exciter trajectory does not correlate to
the local field line direction of an inferred coronal loop that the scattered centroid locations
trace. Given that the beam will propagate along the magnetic field direction, it implies that
the actual emitter location is farther down the loop leg in a region where the field line tra-
jectory matches the observed frequency drift direction, as indicated by the green arrow in
the inset of Figure 4.5.

The fixed frequency centroid motion evolution of spikes across the FWHM time dura-
tion are shown in Figure 4.6. The individual and collective motion exhibits a displacement



CHAPTER 4. MANIFESTATIONS OF SUB-SECOND ELECTRON ACCELERATION 88

Figure 4.5: Type IIIb J-burst centroid locations of individual striae throughout the FWHM
of the time profile at fixed frequencies. The red points and connected line represent the cen-
troid at the peak intensity of each striae. The inset depicts coronal loop field lines with the
likely location and path of the radio source (green arrow) corresponding to where the peak
trajectory matches the field line direction. The red plus symbols mark the peak centroid
locations.

trajectory consistent with that shown by the striae—almost parallel to the limb, as found in
section 3.2.5, correlating in position with the closed magnetic field lines implied from the
PFSS extrapolation. At a given frequency between 40–45 MHz, the spikes and striae cen-
troids appear to drift linearly, yet at lower frequencies there is a curvature in their motion.

Figure 4.7 compares an individual spike and striae separated by 1.82 s and 207 kHz. The
contours represent the intensity of the radio main-lobes, overlaid on the apparent images
of the spike emission. The burst contours are aligned in time at their respective peaks, and
each panel shows the contour locations in intervals of 0.2 s before and after the peak. During
the rise phase, the contour 90% levels overlap almost entirely with the average peak intensity
locations above the 90% level separated by tens of arcsec. At the 50% level, the spike contours
are varied in shape compared to the striae towards the top left of the image. This is likely
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Figure 4.6: Centroid positions of post-CME spikes across the FWHM intensity. Each indi-
vidual spike is measured along its central frequency, with the collective motion grouped be-
tween (a) 40−45MHz, (b) 35−40MHz, and (c) 30−35MHz, and overlaid on an SDO/AIA
image at 171 Å. The colour gradients represent time increasing from dark to light. The aver-
age centroid error within each frequency band is indicated at the bottom right of each panel.
The thin grey lines show the closed magnetic field lines from a PFSS extrapolation. The red
box on the solar surface bounds the active region.

a secondary lobe of the PSF (see Figure 6d in Gordovskyy et al., 2022, where obserations
of Tau A have an irregular ellipse shape) combined with the lower intensity of the spike
emission. During the decay phase, the contours are shifted vertically and rotated towards
the limb by a similar angle, with the location of peak intensity becoming separated. The
shifted distance shown here is greater than that displayed in Figures 4.5 and 4.6 which only
show the FWHM period, rather than the full rise and decay phase.

4.2.2 Spike Centroid Velocity, Source Area, & Expansion
From the observed centroid motion in time at fixed frequencies, the spike plane-of-sky cen-
troid velocity can be measured as 𝑣 =

√
𝑣2𝑥+𝑣2𝑦, where 𝑣𝑥 = d𝑥𝑐∕d𝜏 is obtained from linear

fits to the 𝑥 centroid position over time, and similarly for 𝑣𝑦. The velocities are often su-
perluminal with an average of 1.27c (Figure 4.8). The measured centroid velocities from
radio-wave scattering simulations (Kontar et al., 2019; Kuznetsov et al., 2020) are consistent
with the median observed spike velocities, and both data sets show no frequency depen-
dence between 30–45 MHz. The simulated data shown in Figure 4.8 is generated from the
code developed in Kontar et al. (2019) for sources placed at a heliocentric angle of 52° corre-
sponding to the lower active region, with varied anisotropy factors (equation 1.34) between
0.1–0.2.

The area of the radio source is measured at the FWHM level using equation 3.4, with
uncertainty using equation 3.6. At 30 MHz, the angular resolution of LOFAR is ∼ 9 ar-
cmin (Figure 1.16), and the beam size at the time of observation is 115 arcmin2, reducing to
64 arcmin2 at 45MHz. The areal and linear expansion rates are given by fitting the change
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Figure 4.7: Comparison of spike and striae image contours with time. The left panels dis-
play contours of spike (white) and striae (black) emission from bursts at 44MHz that have a
peak flux 1.82 s apart, overlaid on the spike images with the background (average intensity
of the faintest ten beams) subtracted. The contour levels are given at 90, 75 and 50% of the
maximum image flux. The peak of the each burst is set to 𝑡 = 0.0 s, with each panel show-
ing the image at intervals of 0.2 s before or after the peak. The triangle symbols track the
motion of the spike (filled white) and striae (black) main lobes, with each symbol marking
the average position of the image peak within 10% of the maximum flux at each time. The
separation distance of the peak locations in each panel is given by ∆𝑟 with the uncertainty
given as 𝛿𝑟 = ∆𝑟[(∆𝑥err∕∆𝑥)2+(∆𝑦err∕∆𝑦)2]1∕2 where ∆𝑥err,∆𝑦err ∝ 𝛿𝐼∕𝐼0, and the peak in-
tensity 𝐼0 uncertainty is 𝛿𝐼 ∼ 1 sfu. The white dots show the LOFAR beam locations, with
the dotted oval in the first panel representing the beam size. The right two panels show
the dynamic spectrum with the time profiles of the striae and spike sources along the white
dashed lines. The red and blue crosses mark the time positions correlating to the images.
∆𝑟f1−f2 represents the distance in space between ∼ 200 kHz according to the density model
of equation 1.12.

in area and ellipse axes widths over time during the decay phase with a linear model as
in section 3.2.5. The individual spike characteristics between 30–45 MHz measured from
imaging can be seen in Figure 4.9. With a larger number of spikes analysed, themedian and
interquartile range within 3MHz bands is considered to fit the data. The peak area presents
a power-law dependence on frequency with an index of−1.79±0.2, compared to−2.3±0.12
using a smaller sample size in Figure 3.10. The major and minor axis sides decrease with
increasing frequency with a power-law index of −0.98± 0.2 and −0.83± 0.1, respectively.
The median areal expansion rate has a power-law relation with frequency, but the spread
of data is large at a given frequency. Consequently, the uncertainty in the power-law index
is large at −2.70±1.4. Along the major and minor axes, the expansion rates seem to show
no frequency dependence, with a median value between 30–45 MHz of approximately 3.5
arcmin s−1 and 2 arcmin s−1, respectively.
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Figure 4.8: Spike plane-of-sky centroid velocities. The light grey points show the data with
associated uncertainties. The blue points show the median values across 3MHz bins with
the vertical error as the interquartile range representing the 25th and 75th percentiles. The
squares show the centroid velocity calculated from scattering simulations of an initial point
source injection located at 𝜃 = 52◦, anisotropy of the density fluctuation spectrum between
𝛼 = 0.1−0.2, and a density fluctuation variance of 𝜖 = 0.8.

4.2.3 Spike Temporal & Spectral Profiles
The spike time profiles, bandwidth, and drift rates between 30–70 MHz are measured using
the same method in section 3.2 and the full set of data can be seen in Figure 4.10, with the
mean and median across the same frequency range shown in Table 4.2.3. Some character-
istic average values show an oscillation with frequency that correlates with an oscillation in
the observed flux from Tau A (Figure 4.10a). Therefore, we regard this as an instrumental
artefact and not the result of a physical solar process, as Tau A was not located near the Sun
at this time. The uncertainty on the rise and decay times is a combination of the background
(∼ 1 sfu at 30 MHz, rising to 3–4 sfu at 70 MHz) and flux uncertainty that is typically ∼ 1
sfu (Kontar et al., 2017b). Each characteristic shows a wide spread at a given frequency.
Nonetheless, the duration, rise, decay times, and bandwidths are fit with power-laws that
decrease with increasing frequency. The drift rate, and flux density are better fit with linear
models. The statistical sample of spike measurements show that the median decay time is
increased by 16% over the rise time.
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Figure 4.9: Spike characteristics derived from imaging observations. The grey data show the
observed quantity and associated uncertainties. The blue points show the median values
across 3 MHz bins, with the vertical error as the interquartile range between the 25th and
75th percentiles, and a power-law fit given by the solid blue line. (a)Observed FWHM area.
(b) FWHMminor axis size. (c) FWHMmajor axis size. (d)Areal expansion rate. (e)Minor
axis expansion rate. (f)Major axis expansion rate.

Figure 4.11 shows the histogram of spike bandwidth ratios within this event. The distri-
bution is asymmetrical, with a peak near 0.1% followed by a tail that extends up to 0.6%. The
peak is similar to that reported by Melnik et al. (2014) between 0.2–0.3% at 20–30 MHz, yet
lower than GHz observations by Rozhansky et al. (2008) at 0.7%, although this latter value is
decreased to 0.5% by Nita et al. (2008) using an updated spike deconvolution technique that
allowed for overlapping spikes to be measured individually. Both aforementioned distribu-
tions at GHz frequencies extend up to 3%, a factor of five above that observed by LOFAR in
this study, perhaps due to the employed algorithms ability to deconvolve overlapping spikes
with larger bandwidths, or differing emission mechanisms. Figure 4.11 also includes the
bandwidth ratio for individual striae that share a similar peak and spread to the spikes in
this event. The slopes of the two distributions are comparable at the smallest bandwidth
ratios, whilst the trends differ above ∆𝑓∕𝑓 ≈ 0.0035, potentially due to overlapping striae
broadening the measured bandwidth at lower frequencies. The spike absolute frequency
drift rates are typically a few tens of kHz per second, with a weak tendency to increase with
frequency. Similarly, the flux density, with a median of ∼ 19 sfu, also has a weak frequency
dependence in this event.
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Figure 4.10: Spike characteristics derived from dynamic spectra observations. The light
grey points show the data with associated uncertainties. The blue points show the median
values across 5 MHz bins, with the vertical error as the interquartile range representing the
25th and 75th percentiles, and a power-law or linear fit shown by the blue line. (a) FWHM
Duration. The purple points show themedian TauA flux on the day of observation. (b)Rise
Time at the half-maximum intensity level. (c) Decay time at the half-maximum intensity
level. (d) FWHM bandwidth. (e) Absolute frequency drift rate. (f) Flux at the lightcurve
peak.

4.3 Comparison of Decametre & Decimetre Spikes

4.3.1 Image Sizes
The limited imagemeasurements fromprevious studies (Krucker et al., 1995; Battaglia et al.,
2021) are compared with the median linear spike sizes observed by LOFAR in Figure 4.12.
The trend is consistent between each frequency range with a power-law index of ∼ 𝑓−1.
However, the decimetre measurements are not resolved along themajor axes. Krucker et al.
(1995) observes the half-max contour sizes of 110 arcsec (major) and 90 arcsec (minor), yet
the instrument beam is 112 arcsec (major) and 59 arcsec (minor), such that the source is
resolved only along the minor axis—in Figure 4.12, only the minor axis size is shown with
the error set to the upper and lower sizes of the instrument beam. Battaglia et al. (2021) note
that the bursts are not spatially resolved, such that the FWHM of the fitted 2D Gaussian is a
lower limit. The uncertainty presented in Figure 4.12 represents the instrument beam size.
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Characteristic Units Mean Median Min Max
Duration, 𝜏 s 0.42 0.38 0.06 1.20
Rise Time, 𝜏r s 0.18 0.17 0.02 0.57
Decay Time, 𝜏d s 0.24 0.21 0.04 0.86
Bandwidth, ∆𝑓 kHz 83.90 74.86 20.48 314.30
Drift Rate, d𝑓∕d𝜏 kHz s−1 30.64 18.93 0.03 276.63
Flux Density, 𝐼0 sfu 32.81 19.05 3.31 1480.71

Table 4.1: Spike characteristics averages and limits from across 30–70 MHz measured from
dynamic spectra as defined in Figure 2.4. Note that themaximumobservedflux is not shown
in Figure 4.10f.

Figure 4.11: Histogram of the spike (blue) and striae (black) bandwidth ratio∆𝑓∕𝑓 distribu-
tionswith a bin size of 0.05%. The bin errors are given as 𝛿𝑁 =𝑁

(∑
𝑖 𝛿𝑓

2
𝑖 ∕
∑

𝑖∆𝑓
2
𝑖
)0.5, where

𝑁 is the bin count and 𝛿𝑓 is the error on themeasured bandwidth. The vertical dashed lines
show the LOFAR frequency resolution (12.2 kHz) at 30 and 70 MHz.

4.3.2 Decay Times
Figure 4.13 combines spike average 1∕𝑒 decay timemeasurements between 25MHz and 1.42
GHz from several authors (McKimMalville et al., 1967; Guedel & Benz, 1990; Barrow et al.,
1994; Mészárosová et al., 2003; Shevchuk et al., 2016). The linear fit in log-space indicates a
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Figure 4.12: Observed source sizes of spikes. The blue and red points show the median
major and minor axes FWHM sizes observed by LOFAR from Figure 4.9(b,c), along with
higher frequency data from Krucker et al. (1995) and Battaglia et al. (2021).

𝑓−1 dependence as

𝜏𝑑(𝑓) = (11.22±1.9)𝑓(−1.01±0.03) s, 25 ≤ 𝑓 ≤ 1420 MHz. (4.3)

The collisional damping time is included using the form 𝜏𝛾 = 1∕𝛾𝑐 for various coronal tem-
peratures 𝑇𝑒 where

𝛾𝑐 =
𝜋𝑛𝑒𝑒4𝑧2𝑝 lnΛ

𝑚2
𝑒𝑣3𝑇𝑒

, (4.4)

as defined in Reid et al. (2011) but with an additional term 𝑧𝑝 = 1.18 giving the average
atomic number in the photosphere (Jeffrey & Kontar, 2011), and with the Coulomb log-
arithm lnΛ ≈ 23 (Holman et al., 2011). The density is derived from the frequency using
equation 1.15 as 𝑛 = (𝑓[MHz]∕8.93×10−3)2, and the parameters 𝑒,𝑚𝑒,𝑣Te are the electron
charge and mass, and thermal velocity, respectively.

Also shown is the inhomogeneity time which is the characteristic time for Langmuir
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waves to drift in velocity space (e.g. Kontar, 2001b) as

𝜏inh =
|𝐿|
𝑣𝑏

=
2𝑛𝑒(𝑟)
𝑣𝑏

(
d𝑛𝑒(𝑟)
d𝑟

)
−1

=
2𝑛𝑒(𝑟)
𝑣𝑏

𝜆
𝛿𝑛𝑒

, (4.5)

where 𝑣𝑏 is the electron beam velocity, and 𝜆 is the inhomogeneity scale. Here, 𝐿 is given by

𝐿 = 𝜔pe(
𝜕𝜔pe
𝜕𝑟

)
−1

, (4.6)

and describes the size of ambient plasma density fluctuations (e.g. Kontar, 2001b). Using
the chain rule, 𝜕𝜔pe∕𝜕𝑟 can be described as a function of 𝜔pe that varies with 𝑛𝑒, and 𝑛𝑒 that
varies with distance 𝑟 as

𝜕𝜔pe
𝜕𝑟

=
𝜕𝜔pe
𝜕𝑛𝑒

𝜕𝑛𝑒
𝜕𝑟

. (4.7)

Considering the term 𝜕𝜔pe∕𝜕𝑛𝑒 and substituting equation 1.14, then

𝜕𝜔pe
𝜕𝑛𝑒

= (
2𝜋𝑒2

𝑚𝑒
)

1
√
𝑛𝑒

(4.8)

Substituting 𝜕𝜔pe∕𝜕𝑛𝑒 and 𝜔pe into 𝐿 then gives

𝐿 = 2𝑛𝑒 (
𝜕𝑛𝑒
𝜕𝑟

)
−1

. (4.9)

For the density profile 𝑛(𝑟), equation 1.10 is considered with the additional chromospheric
term of equation 1.11 due to the inclusion of high frequency (low coronal height) data. The
electron beam velocity is set to 𝑣𝑏 = 1010 cm s−1, and the scale 𝜆 is set to vary linearly from
2 km at 1.03 R⊙ (𝑓pe = 1.4 GHz) to 100 km at 2 R⊙ (𝑓pe = 20 MHz), with fixed density
fluctuation amplitudes of 𝛿𝑛𝑒∕𝑛𝑒 = 0.003 and 0.01. This gives |𝐿| ∼ (0.04 − 2) × 104 km
when 𝛿𝑛𝑒∕𝑛𝑒 = 0.01 and |𝐿| ∼ (0.1 − 6) × 104 km when 𝛿𝑛𝑒∕𝑛𝑒 = 0.003, where the upper
values of |𝐿| are similar to that considered by Kontar (2001b) for electron beam dynamics
with a fluctuating background density. As noted in Kontar (2001b), 𝜏inh > 𝜏ql where 𝜏ql is
the quasilinear time (equation 1.16), and so the plasma inhomogeneities can be considered
as an evolution of the final stage of quasilinear relaxation.

4.3.3 Bandwidth
Combined average spike bandwidth observations as a function of frequency between 10
MHz and 8 GHz are shown in Figure 4.14 with data fromMarkeev & Chernov (1971); Tarn-
strom & Philip (1972a); Benz et al. (1982); Benz (1985); Staehli & Magun (1986); Benz et al.
(1992b); Csillaghy & Benz (1993); Benz et al. (1996); Wang et al. (1999); Messmer & Benz
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Figure 4.13: Average spike 1∕𝑒 decay times against frequency. LOFARdata show themedian
from Figure 4.10(c) adjusted from the FWHM by a factor of

√
ln2. The solid black line

represents a power-law fit to the data given by equation 4.3. The grey dash-dotted lines
represent the plasma collision time for various coronal temperatures. The grey region shows
the scattering decay time contribution for 𝛼 = 0.2 between 𝜖 = 0.5 (lower bound) and 2.0
(upper bound). The scattering simulation data was provided courtesy of E. Kontar. The red
curves show the inhomogeneity time as defined by equation 4.5 for fixed values of 𝛿𝑛∕𝑛 as
shown. For each curve, the inhomogeneity scale varies from 2 km at 1.03 R⊙ to 100 km at
2 R⊙.

(2000); Wang et al. (2008); Nita et al. (2008); Rozhansky et al. (2008); Wang et al. (2002);
Dabrowski et al. (2011); Melnik et al. (2014); Shevchuk et al. (2016); Tan et al. (2019). The
instrument spectral resolutions are included as solid diagonal lines. At high frequencies
above 200MHz, the average values are close to the instrumental limit inmany cases. Despite
the possibility of over-estimated average bandwidths at the higher frequencies due to these
limited spectral resolutions, the increase of ∆𝑓∕𝑓 above 200MHz is expected via consider-
ation of the Langmuir wave dispersion relation in a weakly magnetized plasma (Melrose,
1985; Pécseli, 2012; Melnik et al., 2014; Shevchuk et al., 2016) as given by equation 1.20 and
repeated here

𝜔 = 𝜔pe+
3𝑘2𝑣2Te
2𝜔pe

+
𝜔2ce
2𝜔pe

sin2𝜓, (1.20)
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where 𝜓 is the angle between the plasma wave direction and the magnetic field, and 𝜔ce =
𝑒𝐵∕𝑚𝑒𝑐 is the electron cyclotron frequency. Equation 1.20 is valid under the condition that
𝜔ce≪𝜔pe for electron beams where the spatial size is< 108 cm (Melnik et al., 2014). Figure
4.14 shows the expected bandwidth ∆𝜔 = 𝜔(𝜓)−𝜔(0) for varied magnetic field strengths
based on the model by Gary (2001) shown in equation 1.7 with terms 𝐵𝑓 varied between
100–800 G as shown in panel (b), and the density model of equation 1.10 and 1.11, shown
in panel (c). A value of 𝐵𝑓 = 500 G gives a magnetic field strength of ∼ 300 G at a height
of 0.02 R⊙ from the solar surface, as estimated by Kontar et al. (2017a). We choose 𝜓 = 23°
to provide the best match to the low frequency spike population trend when 𝐵𝑓 = 100 G,
similar to the angle of 20° by Zaitsev (1975) for Type III bursts.

Figure 4.14: (a) Average spike bandwidth ratio∆𝑓∕𝑓 (where∆𝑓 is given at the FWHM level)
against frequency combining observations as indicated in the legend. LOFAR data show the
median from Figure 4.10(d). The diagonal lines represent the instrument resolutions. The
coloured curves denote the bandwidth derived from the Langmuir wave dispersion relation
in amagnetized plasma (equation 1.20) with 𝜓 = 23° . Each colour uses a themagnetic field
model of Gary (2001) with the constant 𝐵𝑓 varied. The orange dashed curves vary 𝜓 from
19° (lower) to 28° (upper). (b) The magnetic field models with distance. Also shown is
the magnetic field model from Dulk & McLean (1978) as 𝐵(𝑟) = 0.5(𝑟∕R⊙−1)−1.5. (c) The
plasma and cyclotron frequencies from the density and magnetic field models.
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4.4 Discussion
1076 solar radio spikes were analysed to statistically retrieve their characteristics in the de-
cametre range. The spike centroid locations were compared with individual Type IIIb striae
within a coronal loop structure. The apparent radio map contours of each burst type that
are close in time (less than a few seconds) and frequency overlap with little variation in po-
sition and shape, with any clear separation occurring during the decay phase. Both burst
types experience comparable and significant displacement along the loop direction at fixed
frequencies with substantial broadening over time, predominantly along the major axis.

4.4.1 Beam Velocities & Emission Heights
From the Type IIIb bulk frequency drift, the electron beam velocity can be estimated. The
reverse-slope component corresponds to a beam velocity of 0.3𝑐, whilst the outward prop-
agating beam has a velocity of 0.1𝑐, which could indicate an asymmetry in the energy in-
jected in each direction. Pre-CME, the spikes show an increase of height with decreasing
frequency. After the CME ejection at approximately 10:52 UT (indicated by the Type III
burst onset as shown in Figure 3.1 and jet (Chrysaphi et al., 2020)), the observed spike and
Type IIIb striae heights weakly vary with frequency. This could be caused by the magnetic
field being distorted from the passing CME shock such that the density gradient and loop
trajectory is along the line of sight. The loop may then restore over tens of minutes towards
the prior configuration with a velocity of ∼ 90 km s−1 (Figure 4.4). The bursts near 45MHz
seem to retain an approximately constant height, whilst those towards 30MHz experience
the bulk of the shift, which implies the bulk of the rotation and/or expansion of the mag-
netic field occurs at the lower frequencies towards the loop top, possibly due to the decreased
magnetic pressure with increasing height.

4.4.2 Anisotropic Scattering
The spike and striae centroids present two components of motion: an exciter-driven fre-
quency dependent radial motion resulting from the electron beam motion, and a shift per-
pendicular to the radial direction over time at fixed frequencies. The latter is assumed to
be independent of the exciter motion since variations in the ambient density or magnetic
field will be stable over the time periods of 0.1–0.5 s, meaning that the plasma frequency
corresponding to a given spatial location will not vary whilst the beam propagates through a
given location. For example, in-situ electron density measurements using PSP show density
fluctuations on scales of tens of minutes (Moncuquet et al., 2020, see Figure 7 that uses a
temporal cadence of 57 s); andKrupar et al. (2020) show that the density fluctuations 𝛿𝑛𝑒∕𝑛𝑒
decrease with decreasing time interval, reducing down to 𝛿𝑛𝑒∕𝑛𝑒 ≈ 0.05 across 10 s intervals
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(see their Figure 10) when PSPwas 35.7 R⊙ from the Sun. Moreover, the fluctuations within
the Earth’s ionosphere are not expected to change over such short timescales (section 1.4.2).
Therefore, any positional change due to ionospheric refraction will not cause variation in
the observed source position over the short time periods considered here. The fixed fre-
quency displacement is then attributed to radio-wave scattering in an anisotropic turbulent
medium (section 1.4.1.1). The centroid locations therefore provide insight into themagnetic
field structure: above 40MHz, the displacement is linear, becoming arced towards the limb
at lower frequencies such that the field structure may have greater curvature farther from
the Sun.

We show that the median fixed frequency centroid velocities present no frequency de-
pendence between 30–45 MHz, and are replicated with radio-wave scattering simulations
using strong levels of anisotropy (𝛼 = 0.1−0.2). Whilst varying the anisotropy factor causes
a small change in the centroid velocity, the major influence is the magnetic field angle to
the observer—for a field aligned perpendicularly to the observer’s line of sight, the observed
centroid velocity will be maximal. The spread in observed velocities at a given frequency
for spikes at different times suggests that the source locations are distributed across a range
of angles within the loop, and that the anisotropy and turbulence levels may fluctuate over
time.

4.4.3 Event Interpretation
The interpretation of the event is shown in the cartoon of Figure 4.15. Beam acceleration
most likely occurs along the ascending loop leg towards the lower flank of the CME, at a
region closer to the Sun where the magnetic field geometry has a radial trajectory, inferred
from the peak frequency drift in Figure 4.5. Interestingly, the Type II observed during this
event is suggested to have occurred towards the opposite CMEflank (Chrysaphi et al., 2020).
The passage of the CME perturbs the magnetic geometry, rotating the loops towards the ob-
server, causing any frequency dependence of emission to be masked in the sky-plane. Post-
CME, repeatedmagnetic reconnection and subsequent electron beamacceleration produces
a greater number of spikes than in the pre-CME case. Interestingly, the greatest number of
spikes used in this work occurs approximately 30 minutes after the soft X-ray peak (Figures
3.1 and 4.4) similar to the spike events analysed in Cliver et al. (2011) and Marqué et al.
(2018), although it should be noted that the spikes in this event were manually selected
from select time periods and will not include all spikes throughout the event. Nonetheless,
the increased spike density tens of minutes after the flare is apparent. As the field restores
towards its original configuration, a sky-plane drift of the imaged emission source locations
is observed at a speed of almost 100 km s−1 (Figure 4.4). The distance from the accelera-
tion region and location where the source begins emitting will depend on the beam density,
velocity, and turbulence that determine the spatial location of Langmuir wave growth. The
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emission quickly undergoes radio-wave scattering, with the strongest scattering power per-
pendicular to the field lines at a given location, such that the likely direction of photon prop-
agation is parallel to the field where the scattering power is weakest. This direction changes
over time and distance due to the field geometry. The observed centroids are then displaced
along the loop direction at fixed frequencies over time and expanded in area, with the true
source location never observed.

The spikes were observed to be spread across many frequencies at a given time, imply-
ing that the acceleration heights may vary, and/or the electron beams have differing initial
densities and spatial sizes which can increase the onset time and burst starting frequencies
(Reid et al., 2011; Reid &Kontar, 2018a). The former agrees with the interpretation of spikes
arising frommany small sites ofmagnetic reconnection (Benz et al., 1982; Benz, 1985)which
may have been triggered by the CME. The frequency at which a spike is observed could then
be an interplay between the acceleration location, the initial beam properties, and the coro-
nal turbulence that will promote Langmuir wave growth at a specific region of space.

4.4.4 Radio-wave Scattering Dominance
The scatter-dominated characteristics of spikes (source size, decay time) present power-law
trends between decametre and decimetre observations. At 30 MHz, estimation of the in-
trinsic source size suggests 𝑙 < 2𝑟𝑛∆𝑓∕𝑓 ≈ 1 arcsec where ∆𝑓∕𝑓 ∼ 2× 10−3 (Figure 4.11).
Following the same approach at 333MHz, Krucker et al. (1995) note a similar intrinsic size
of 2 arcsec using a density scale height of 1010 cm, rather than 1.57 × 1010 cm considered
here. The spike duration and plasma collision time similarity has led to previous sugges-
tions of this dampingmechanism to be the dominant factor controlling their short time pro-
files (section 2.3.2). Using the collision time to infer the coronal temperature gives a range
between 0.5–8.0 MK from 25 MHz to 1.4 GHz in Figure 4.13. However, due to significant
broadening in time, the inferred temperatures would be reduced. At 30 MHz, typical decay
times from simulations are ∼ 0.2 s for 𝛼 = 0.2 (Kontar et al., 2019), reducing the median
observed decay time in this study to 0.1 s and the coronal temperature to < 0.25MK, much
lower than expected above an active region. Figure 4.13 presents a 1∕𝑓 trend for spike de-
cay times, with a similar power-law index to that for Type III bursts (equation 1.29; Kontar
et al., 2019). In addition, it is shown that the inhomogeneity time 𝜏inh, which is the char-
acteristic time for Langmuir waves to drift in velocity space (Kontar, 2001b), can match the
observed 1∕𝑓 trend for given input parameters as described in section 4.3.2. We see that
varying the value of 𝛿𝑛𝑒∕𝑛𝑒 can explain the spread in the observed data, where larger fluc-
tuation amplitudes causes the Langmuir waves to drift in velocity space faster, resulting in
shorter decay times—and indeed, 𝛿𝑛𝑒∕𝑛𝑒 would be expected to vary from event to event.
However, the trend required to match the observations with frequency is found from the
inhomogeneity length scale 𝜆 linearly increasing with 𝑟—we estimate this to range from
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Figure 4.15: A cartoon of the event before and after the CME eruption. The two columns show the 𝑥,𝑦
sky-plane and 𝑧,𝑥 line-of-sight (LOS) planes, respectively, with each column showing the configuration pre-
CME, during the flaring period, and post-CME. Pre-CME, a smaller number of spikes are observedwith source
emission locations (coloured circles) and electron acceleration (red hatched regions) likely occurring along the
lower loop leg via magnetic reconnection interaction between the loops (grey lines) and streamer (blue lines).
At the onset of the flare and eruption of the streamer-puff CME (orange line) caused by a jet at the lower active
region, the streamer is inflated due to the CME-driven shock (green line) that also perturbs the magnetic loop
geometry towards the observer. The rotation of the loopmeans that the frequency dependence of the observed
spike sources is masked. Throughout the remaining observation window, repeated magnetic reconnection
occurs, accelerating electron beams along the loop direction leading to an increased number of spike sources.
In the post-CME phase, the magnetic field restores towards its original configuration, such that the observed
emission at the same frequency appears at larger sky-plane heights over time, moving across the sky-plane at
a velocity of 90 km s−1 between 𝑡1 and 𝑡2. The imaged sources are observed to drift along the direction of the
magnetic field due to anisotropic radio-wave scattering such that their centroids (black crosses) drift upwards
in the sky-plane over time at fixed frequencies. The inset in the lower left panel shows counter-propagating
electron beams induced by magnetic reconnection that can then produce the bi-directional Type IIIb. The
streamer and shock front are not shown in the lower panels, and the smaller loops connected to the lower
active region are excluded from the LOS-plane, for clarity.
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2–100 km between 1.03–2.0 R⊙. The inhomogeneity time is also similar to the scattering
induced decay time from simulations (grey region in Figure 4.13) using the code described
by Kontar et al. (2019), which is dictated by the density fluctuations. Since the observed
time profile is a combination of both the intrinsic duration and broadening due to scatter-
ing as 𝜏 = (𝜏2source+𝜏2scat)

1∕2, if 𝜏source ≪ 𝜏scat as the observations suggest, then radio-wave
scattering is the dominant contribution, and governs the observed decay time.

4.4.5 Magnetic Field Strength
The spread in ∆𝑓∕𝑓 can be predicted via the Langmuir wave dispersion relation (Figure
4.14), which is significantly modified near 400MHz through variation of the magnetic field
strengthwhich could vary substantially between events. It should be noted that the theoreti-
cal spectral shape of spikes produced via plasma emission is not described with this relation,
which remains an open question outside the scope of this study. For Langmuir wavevectors
spread between the magnetic field direction at 𝜓 = 0°and 𝜓 = 23°, the dispersion relation
predicts values of ∆𝑓∕𝑓 that match the average trend of the low frequency spikes, with the
full set of low frequency data that was considered accounted for by varying the maximum 𝜓
angle between 19–28°. Fixing 𝜓 = 23°, then between 0.4–3.5 GHz, the data suggest that the
magnetic field strength between events could vary from 30–800 G. In the decametre range,
for spikes observed between 20–70MHz (1.45–2.0 R⊙ for the density model considered), the
magnetic field strength varies between 1.2–3.5 G, larger than themodel above active regions
by Dulk &McLean (1978) of 0.5–1.65 G. However, this model is derived from a compilation
of different techniques where the data have a spread within a factor of three. It suggests that
decametre spike events are associated with active regions that have stronger magnetic fields
than average by a factor of ∼ 2.

4.5 Conclusion
Solar radio spikes and Type IIIb bursts are observed to be associated with a trans-equatorial
closed loop system, and could be associated with repeated magnetic reconnection in nu-
merous small sites triggered by a streamer-puff CME. The observed bandwidth ratios sug-
gest that the size of the emitting region is less than 1 arcsec, which evolves in position over
several tens of minutes owing to a perturbed magnetic geometry caused by the CME and
shock propagation. Spikes and striae that are close in time and frequency have 90% intensity
contours that almost completely overlap, suggesting the sources emit radio-waves from the
same region of space. The emitting location will be determined by an interplay of the elec-
tron beam acceleration site, the beam characteristics, and the turbulent conditions. Fixed
frequency imaging of both burst types reveals strongly directive, superluminal centroid mo-
tion along the guiding magnetic field parallel to the solar limb, consistent with radio-wave



CHAPTER 4. MANIFESTATIONS OF SUB-SECOND ELECTRON ACCELERATION 104

scattering in an anisotropic medium. The observed spread in centroid velocity could be
due to varying anisotropy, turbulence level, and emission angle within the loop. The strong
scattering environment means that the emitting source locations do not correspond to the
locations of the observed sources—from the Type IIIb frequency drift, the beam trajectory
is likely associated with a region of the loop closer to the Sun along the ascending leg where
the field trajectory is closer to the radial direction. Consequently, the region of accelera-
tion and emission could be near the CME flank, and driven by magnetic reconnection with
adjacent field lines. The frequency dependence of scattering dominated properties from de-
cametre to decimetre wavelengths present a consistent 1∕𝑓 trend, similar, but not identical
to that for type III bursts, suggesting that radio-wave scattering is significant in both domains
and governs the observed decay and sizes. Assuming plasma emission, the observed spike
bandwidth ratios can be replicated via the Langmuir wave dispersion relation for conditions
where 𝑓ce≪𝑓pe, with an order of magnitude increase above 400MHz due to strongly vary-
ing magnetic field strength between events at this scale. However, ECM emission can not
be discarded as the mechanism for spikes at GHz frequencies. In the decametre range, the
compilation of spike observations suggest that the magnetic field strength is stronger than
average above active regions by a factor of ∼ 2.



5
Radio-wave Propagation Simulations

Recent solar radio burst fine structure observations and simulations have shown that an
anisotropic environment is required to reproduce the observed characteristics such as decay
time, size, and centroid motion (section 2.1). Moreover, the aforementioned quantitative
investigations have studied this source motion using anisotropic simulations of radio-wave
scattering, successfully recreating the source positions, sizes, and time profiles simultane-
ously (Kontar et al., 2019; Kuznetsov et al., 2020; Chen et al., 2020). However, these simula-
tions have considered radially aligned, spherically symmetric coronal magnetic fields; yet,
as is shown in chapters 3 and 4, there are instances where radio sources display non-radial,
fixed frequency motion over time associated with a coronal loop. So far, the anisotropic
turbulent nature and subsequent radio-wave scattering within coronal loops has not been
investigated.

In addition to the centroid motion and broadened source sizes due to scattering in radio
imaging observations, fine structure morphology in dynamic spectra can be heavily modi-
fied. In particular, the broadened time profiles at each frequency channel will smear out the
fine structure, leading to a visibly reduced drift rate as suggested in section 3.3. Indeed, solar
radio spikes can have distinct drift rates between decametre and decimetre emission, with
spikes near 1GHz typically presenting drift rates on the order of 103MHz s−1 (e.g.Dabrowski
et al., 2005), while spikes near 30MHz have drift rates near tens of kHz s−1 (e.g. Melnik et al.
(2014) and chapter 3), leading to dissimilar morphology in dynamic spectra. The drift rates
of individual striae of Type IIIb bursts (on the order of tens of kilohertz per second at de-
cametre frequencies (Sharykin et al., 2018)), are significantly lower than the bulk drift of
the Type IIIb structure at ∼ 10MHz s−1 (e.g. Chen et al., 2018). Such low drift rates are not
consistent with the exciter motion on the order of 𝑐∕3, and thus require a different driving
mechanism. Fine structure drift rates have been associated with density fluctuations and
propagating MHD waves (Chen et al., 2018; Kolotkov et al., 2018), and as noted in section
2.1, were recently linked to the Langmuir wave drift at the group velocity and the coronal
temperature using simulations of electron beam propagation (Reid & Kontar, 2021). Con-
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sequently, if the drift rate is considered without correcting for the dilution due to scattering
effects, then the Langmuir wave group velocity and coronal temperature estimate will be
underestimated. Combined with the unobserved emitter location due to anisotropic scat-
tering, a complete picture of the source location and accompanying intrinsic characteristics
is challenging without decoupling the scattering component.

In this chapter, the role of anisotropic scattering on radio source motion and fine struc-
ture drift rates in closedmagnetic fields is investigated. The scatteringmodel by Kontar et al.
(2019) is extended to account for the magnetic field configuration of coronal loops approx-
imated as a dipole. The directivity of the escaping radiation is analysed through analysis of
the simulated image centroid motion, and the fine structure drift rates in dynamic spectra
for simulated narrowband radio pulses convolved with a scattering function.

5.1 Ray-tracing Simulation Set-up
The numerical code is based on that described in Kontar et al. (2019) which uses a ki-
netic approach to simulate the propagation of radio waves in a turbulent medium based
on the Fokker-Plank and Langevin equations. The initial source heights 𝑟s are set to 𝑟s =
1.75 R⊙, corresponding to a plasma frequency of 𝑓pe = 32 MHz and emission frequency
of 𝑓 = 35.2 MHz, assuming an emission ratio of 𝑓 = 1.1𝑓pe (fundamental emission). This
frequency is chosen in order to compare to both the fine structure observations in chap-
ters 3 and 4, as well as previous simulations using a radial magnetic field (Kontar et al.,
2019; Kuznetsov et al., 2020; Chen et al., 2020). At this height, the magnetic field is rela-
tively weak on the order of ∼ 1 G (e.g. Dulk &McLean, 1978; Kolotkov et al., 2018), and the
unmagnetised plasma dispersion relation for radio waves is considered by equation 1.22 as
𝜔2 =𝜔2pe+𝑘2𝑐2 where 𝜔pe is the plasma frequency (equation 1.14). The background density
𝑛𝑒(𝑟) is modelled as in Kontar et al. (2019) as given by equation 1.10, and repeated here

𝑛𝑒(𝑟) =
4.8×109

𝑟14
+ 3×108

𝑟6
+ 1.4×106

𝑟2.3
, (1.10)

where 𝑟 is expressed in solar radii. The group velocity of the turbulence is far less than the
speed of light such that the density fluctuations are considered to be static over the transit
time of the photons. Near the plasma frequency, the small-scale density fluctuations cause
the refractive index (equation 1.31) to vary such that the photons experience small angular
deflections and are rapidly scattered. The scattering is elastic such that the photon frequency
is conserved. In addition, the numerical code simulates the effects of refraction due to the
large-scale variation of the plasma density, as well as free-free absorption of propagating
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electromagnetic waves with a rate given by

𝛾 =
𝜔2pe
𝜔2

𝛾𝑐, (5.1)

where

𝛾𝑐 =
4
3

√
2
𝜋
𝑒4𝑛𝑒(𝑟𝑟𝑟) lnΛ
𝑚2
𝑒𝑣3Te

. (5.2)

The thermal speed is 𝑣Te =
√
𝑇𝑒∕𝑚𝑒 with 𝑇𝑒 = 129 eV, equivalent to an average coronal

temperature of 1.5 MK (McLean & Labrum, 1985), and the Coulomb logarithm is set to
lnΛ ≃ 20 as used in Kontar et al. (2019).

The density fluctuation spectrum is parametrised by

𝑆(𝑞𝑞𝑞) = 𝑆[
(
𝑞2⟂+𝛼

−2𝑞2∥
)1∕2

] , (5.3)

where 𝛼 = 𝑞∥∕𝑞⟂ defines the anisotropy of the density fluctuation spectrum, and 𝑞𝑞𝑞 is the
wavevector of the density fluctuationswith components in the parallel 𝑞∥ and perpendicular
𝑞⟂ directions. When 𝛼 = 1, the density fluctuation spectrum is isotropic, and anisotropic
when 𝛼 < 1. Correspondingly, when 𝛼 ≪ 1, the density fluctuation spectrum is dominated
by fluctuations with smaller wavenumber in the parallel direction. The angular scattering
frequency 𝜈𝑠 is set to

𝜈𝑠 =
𝜋
8 𝑞𝜖

2
𝜔4pe𝑐

𝜔(𝜔2−𝜔2pe)3∕2
, (5.4)

with units of radians2 s−1 where

𝜖2 =
⟨𝛿𝑛𝑒2⟩
𝑛2𝑒

= ∫ 𝑆(𝑞𝑞𝑞)
𝑑3𝑞
(2𝜋)3

. (5.5)

and the heliospheric model of the spectrum-averaged mean wavenumber 𝑞𝜖2(𝑟) is defined
as in Kontar et al. (2023, submitted) given by

𝑞𝜖2(𝑟) = 2×103𝛼(
𝑅⊙
𝑟 )

0.7

(1−
𝑅⊙
𝑟 )

2.7

𝜂2, (5.6)

with an extra factor 𝜂 that acts as a scaling factor to reduce (𝜂 < 1) or increase (𝜂 > 1) the
scattering rate. The scattering frequency is then proportional to the spectrumaveragedmean
wavenumber 𝑞𝜖2. Figure 5.1 shows the variation in the model of 𝑞𝜖2 with distance from the
Sun, normalised as a dimensionless quantity by 1 R⊙. The scattering rate increases with
increasing distance from the Sun to a peak between a heliocentric distance of 4 to 7 R⊙,
before decreasing further into the heliosphere.
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Figure 5.1: The model of 𝑞𝜖2(𝑟) given by equation 5.6 for different values of 𝜂 and 𝛼.

Figure 5.2 shows the spherical coordinate system (𝑟,𝜃,𝜙)where 𝜃 is the azimuthal angle
from the z-axis in the range −𝜋 ≤ 𝜃 ≤ 𝜋, and 𝜙 is the polar angle between −𝜋∕2 ≤ 𝜙 ≤
𝜋∕2 with 𝜙 > 0 towards the solar north. The presence of a coronal loop is approximated
with a dipolar magnetic field model where the dipole centre is shifted to a location given
by (𝑟d,𝜃d,𝜙d). The radio source is assumed to be a point source given by the coordinates
(𝑟s,𝜃s,𝜙s). In the Sun-centred coordinate system (𝑥,𝑦,𝑧), the observer lies along the+𝑧-axis
such that the 𝑥,𝑦 axes form the plane-of-sky.

The dipole magnetic field equations are

𝐵𝐵𝐵(𝑟𝑟𝑟) =
𝐵0
𝑟3
(
2cos𝜃𝐫̂ +sin𝜃𝜃̂𝜃𝜃

)
, (5.7)

where𝐵0 = (𝐵2𝑟 +𝐵2𝜙+𝐵
2
𝜃)
1∕2, set such that at∼2R⊙ the strength is comparable to the Parker

spiral (approximately 0.8G) according to the 1∕𝑟3 scaling. Despite being a simple model for
the field above an active region, the approximation is reasonable far from the photosphere
(e.g. Bandiera, 1982; Kundu & Alissandrakis, 1984; Ryabov et al., 1999).

5.2 Numerical Simulation Results
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Figure 5.2: Coordinate system (𝑟,𝜃,𝜙) for an observer located along the positive 𝑧-axiswhere
𝜃 = 0° and 𝜙 = 0.

5.2.1 Methodology
Each simulation is run with 105 photons (unless otherwise noted) with the frequency con-
served, injected as a radio pulse modelled by a delta function with isotropic wavevector dis-
tribution. In this sense, all photons are emitted simultaneously. Consequently, if no scatter-
ing were present, the photons propagating in the direction of the observer would arrive at
the same instance, with the arrival time 𝑡 = 𝑡0+∆𝑡 where ∆𝑡 = ∆𝑟∕𝑐, and 𝑡0 and ∆𝑟 is the
injected time and propagation distance, respectively. The photons experience scattering un-
til they cross a sphere with a radius where the scattering rate becomes negligible, i.e., when
𝜔pe ≪ 𝜔. In the simulations used here at 𝑓pe = 32 MHz, this distance was 17.9 R⊙. The
photons are then collected at a scattering ‘screen’ whose 𝑘 vectors are directed towards the
observer; that is, those where 𝑘 is between 0.9 < 𝑘𝑧∕𝑘 < 1. These photons are then back-
projected to the source plane in order to generate an 𝑥,𝑦 photon position map. This process
is similar to that used for X-ray imaging simulations in Kontar & Jeffrey (2010), as noted by
Kontar et al. (2019). The observed photon locations are binned into aweighted 2Dhistogram
with a bin-size of 50 arcsec. The weighting 𝑤 of each photon 𝑖 is given as

𝑤𝑖 = 𝑒−𝜏𝑎 , (5.8)
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where
𝜏𝑎 = ∫ 𝛾(𝐫(𝑡)) d𝑡 (5.9)

is the Coulomb collision depth. As noted by Kontar et al. (2019), absorption is stronger at
frequencies higher than that considered here (≳ 50 MHz), yet the effect is also important
when photons are trapped near the source location for a duration greater than the free-free
absorption time given by 1∕𝛾. The 2D images are fit with an elliptical Gaussian of the form
of equation 3.2

𝐼(𝑥,𝑦) = 𝐼0 exp(−
𝑥′2

2𝜎2x
−
𝑦′2

2𝜎2y
), (3.2)

where 𝐼0 is the maximum intensity, 𝜎𝑥,𝜎𝑦 are the major and minor ellipse lengths, 𝛽 is the
ellipse rotation angle anti-clockwise from the x-axis, and

𝑥′ = (𝑥−𝑥𝑐)cos𝛽−(𝑦−𝑦𝑐)sin𝛽,

𝑦′ = (𝑥−𝑥𝑐)sin𝛽+(𝑦−𝑦𝑐)cos𝛽.
(3.3)

Equation 3.2 provides the centroid locations (𝑥𝑐,𝑦𝑐) of the observed emission, full-width at
half-maximum (FWHM) major and minor sizes as 𝑆x,y = 𝜎x,y2

√
2ln2, and FWHM area as

𝐴 = 𝜋∕4 ⋅𝑆x𝑆y , as used in chapters 3 and 4.

5.2.2 Simulated Images
To demonstrate the presence of a non-radial magnetic field in an anisotropic environment,
Figure 5.3 shows the centroid trajectories measured frommultiple images at times through-
out the FWHM time profile from many simulations with initial sources distributed across
the solar disk. Panel (a) uses a spherically symmetric radial magnetic field, and panel (b)
uses a dipole field located at the solar centre. In the radial case, the anisotropy causes pho-
ton cloud motion outwards from the Sun, with the largest component of motion visible for
sources closer to the limb. In the dipole case, the motion is complex, and depends on the
source polar angle. At large 𝜙s and 𝜃s, the observed centroid shift is more than double that
for disk-centred sources. Figure 5.3(b) also shows an absence of any clear centroid trajectory
for sources location at 𝜙s = 0°.

Figure 5.4 shows the results of a single simulation for a source located at 𝜃s = 0° and
𝜙s = −5°, and a solar disk centred dipole at 𝑟d = 0.9 R⊙. Throughout the FWHM duration
of the main peak, the centroid shifts along the field direction (which here is projected ver-
tically in the sky-plane) by ∼ 160 arcsec over 0.65 s. The bulk of this motion (100 arcsec)
occurs throughout the decay phase. The FWHM linear size is larger in the x-direction by
a ratio of 2.2 and 2.5 at the peak and decay respectively. The FWHM area increases almost
at a constant rate from 14 to 22 and 32 arcmin2 at the three time intervals shown. Near 3 s,
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Figure 5.3: Centroid trajectories across the FWHM for sources distributed across the solar
disk in a (a) radial and (b) dipole magnetic field, with 𝜂 = 0.7 and 𝛼 = 0.2. The dipole is
located at the solar centre. The vectors are coloured according to the centroid displacement
distance. The black squares give the source injection locations, and the dotted line connects
the corresponding centroid locations (black plus symbols). The grey lines provide an indi-
cation of the magnetic field direction in a single plane and will not be representative of the
local field direction at every presented source.

the major size stops increasing, with a sharp increase in the minor size, likely caused by the
arrival of the echo (e.g. Kuznetsov et al. (2020), and section 2.2) as seen in the lightcurve,
superimposed onto the main burst component. This causes the centroid location to jump
to a lower position in the sky plane as the image is now composed of two sources (the pri-
mary and reflected components), which consequently causes the measured source area to
be enlarged, and of different shape and orientation. As the echo begins to shift in the same
manner as the primary component, the centroid increases along 𝑦, and the area begins to
reduce as photons that formed the main burst component are no longer visible.

5.2.3 Comparison with Observations
Figure 5.5 presents the simulation results for a configuration similar to Figure 5.4, yet with
𝜃s = 𝜃d = 50° and 𝑟d = 0.7 R⊙. Panel (a) includes the centroid locations of a solar radio
spike source observed by LOFAR as shown in Figure 3.3(e). For the observed event, the
active region is located at approximately 50° from the observers line-of-sight (LOS). The
simulated and observed centroids are in agreement with the start location, and their trajec-
tory across the sky-plane. From the simulations, we see a radial distance of 0.13 R⊙ between
the photon injection position and the first centroid of the rise phase. The simulated FWHM
peak area is 𝐴 = 29.7 arcmin2 compared to the observed spike peak area in Figure 3.11(d)
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Figure 5.4: Simulation results for an injected source of 𝑁 = 106 photons at 𝜃s = 0° and
𝜙s = −5°, with density fluctuation level 𝜂 = 0.7 and anisotropy 𝛼 = 0.2. The dipole located
at 𝜃d = 0°, 𝜙d = 0°, and 𝑟d = 0.9 R⊙. The top panels show the intensity time profile, the
X (blue) and Y (red) centroid positions, and the major (blue), minor (red) sizes with the
area (green) respectively. The dashed lines mark the times of the images (weighted 2D
histograms) presented in the lower panels from left to right, generated from the observed
photon 𝑥,𝑦 locations with a bin-size of 50 arcsec. The centroid position, sizes, and area are
determined from a 2DGaussian fit to the images. The FWHM area is shown by the red oval.

of 𝐴obs = 200 arcmin2 at 34.5 MHz. The simulated and observed images also have different
orientation of the emission lobes. Convolving the simulated images with a PSF similar to
that of a LOFAR beam on the date of observation (15 July 2017 at 11:00 UT, see Figure 1.18)
increases the simulated peak area to 148.7 arcmin2. This value can be scaled to 34.5 MHz
to match the observational frequency as 1∕𝑓2, giving 154.8 arcmin2). The convolved areas
and orientation are closer to that observed, but not identical, and could be due to a larger
and differently shaped PSF. For example, analysis of Tau A observations with LOFAR from
numerous observations in tied-array mode show a PSF area of ∼ 170 arcmin2, compared to
∼ 75 arcmin2 for the nominal beam at 30 MHz (Gordovskyy et al., 2022).

5.2.4 Apparent Source Bifurcation
For the same configuration presented in Figure 5.5, yet with anisotropy 𝛼 = 0.1, the imaged
source appears as a single source in the vicinity of the emission site at the time of the peak,
yet 0.8 s after the peak the apparent source branches into two distinct components. One
component shifts upwards in the sky-plane along the field direction, while the other shifts
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Figure 5.5: Simulation results for an injected source of 𝑁 = 106 photons at 𝜃s = 50° and
𝜙s = −5° , with the dipole located at 𝜃d = 50° , 𝜙d = 0° and 𝑟d = 0.7 R⊙, and density fluctu-
ation level 𝜂 = 0.7 with anisotropy 𝛼 = 0.2. The top panels show simulated centroids in the
sky-plane, the centroid time profiles, the FWHM major and minor axis sizes, and FWHM
area, overlaid onto the normalised intensity time profile (grey). The observed centroids of
a radio spike from Clarkson et al. (2021) is included in the top left panel, corrected for av-
erage ionospheric refraction as in equation 6 of Gordovskyy et al. (2022). The black square
gives the initial source location, with the distance indicator corresponding to the sky-plane
distance between the photon injection point and the first observed centroid. The dashed
lines mark the times of the images (weighted 2D histograms) presented in the centre panels
from left to right. The centroid position, sizes, and area are determined from a 2D Gaussian
fit to the images. The FWHM area is shown by the red oval. The fitted ellipse tilt angle is
given by 𝛽. The lower panels show a convolution of each image with an instrument beam
shown in the lower right corner. The black dashed oval marks the 50% intensity level with
the FWHM convolved area given by 𝐴conv .

downwards, with both components of similar size. Towards the end of the decay phase 1.4 s
after the peak, the brighter source has shifted to a higher position in the sky-plane, whilst
the lower source is significantly fainter. The lower panels of Figure 5.6 show the simulated
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images at 𝑡 = 1.7 s convolvedwith PSFs of different sizes. Panel (e) shows that an instrument
PSF of size 8.5 arcmin is not sufficient to resolve the two sources. Panel (f) shows that a
PSF with a size of 3 arcmin can spatially resolve the two sources at the 50% intensity level,
according to the Rayleigh criterion.
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Figure 5.6: Simulated time profile (a) and images presented asweighted 2Dhistograms (b-d)
for a source and dipole located as in Figure 5.5 with a dipole depth of 𝑟d = 0.9 R⊙, using 106
photons and anisotropy 𝛼 = 0.1. The dashed lines in panel (a) give the time of the images in
panels (b-d). Panels (e,f) show the sources at 𝑡 = 1.7 s convolved with a PSF of FWHM size
8.5 and 3 arcmin, represented by the white circular contours in the lower right corners. The
black dashed lines show the 50% contour levels.
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5.2.5 Centroid Motion
In a radially symmetric magnetic field configuration, a source located and imaged along
the LOS at the disk centre will display no measurable shift in the sky-plane over time as
the scatter-induced shift is along the LOS vector (Kontar et al., 2019). In a dipolar model
positioned at the disk centre, the field direction is no longer along the LOS and varies along
the polar angle 𝜙. Correspondingly, a disk-centred source can displaymore complexmotion
arising from the anisotropic scattering. Moreover, displacing the dipole centre outwards
towards the solar surface provides a different magnetic field direction for a fixed region of
space. Figure 5.7 shows that for a source in a fixed location, increasing the dipole centre
height from 0.2 to 0.8 R⊙ causes the centroid trajectory to differ by 45°, quantified by the
angle 𝜁 where

𝜁 = cos−1 (
𝐫𝐜 ⋅ 𝐫
|𝐫𝐜||𝐫|

) (5.10)

where 𝐫𝐜 is the centroid trajectory and 𝐫 is the radial line from the solar centre through the
initial source location.
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Figure 5.7: Centroid motion across the xy-plane through the FWHM of the time profile for
an initial source at𝜙s=−5° , and 𝜃s=50° with 𝜂 = 0.7 and𝛼 = 0.2. In each successive panel,
the dipole radius is increased from 0.2–0.8 R⊙. The angle that the centroid trajectories (red
arrows) make with the radial line passing from the solar centre through the source location
(dashed red lines) is given by 𝜁.

Figure 5.8 shows that the centroid trajectory can vary depending on the orientation of the
dipole with respect to the solar surface. The lower panels shows the default configuration
at 𝜃d = 50°, and rotated anticlockwise about the normal to the solar surface by 𝜓 = 90°.
The centroid trajectories vary in each case due to the anisotropic scattering-induced motion
along the field direction, showing that motion along the radial line yet towards the Sun is
possible for certain configurations. The upper panel presents a rotation anticlockwise about
the normal to the solar surface by𝜓 = 35° such that the field lines that connect the sky-plane
region of interest emerge from the solar surface aligned with the two active regions in the
AIA image. The simulated centroid trajectories now have a component of motion towards
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the solar limb, matching that of an observed Type IIIb striae presented in Figure 3.3(e).
The striae was observed at 31.6 MHz, whilst the simulation has an observed frequency of
35 MHz. Assuming that the observed striae emission originated within a coronal loop, the
density profile could differ from that used here, in such a way that the observed frequency
resides at a higher altitude.

Figure 5.8: FWHM Centroid motion across the xy-plane for an initial source at 𝜃s = 50°and
𝜙s =−5°(black square) with 𝜂 = 0.7 and 𝛼 = 0.2. The top panel overlays an SDO/AIA 171Å
image from 15 July 2017 at 11:20 UT with the simulated centroids (blue crosses) where the
dipole has been rotated anticlockwise by 𝜓 = 35°to align the dipole footpoints (red crosses)
with active regions in the AIA image. The observed distance that the centroids are shifted
by throughout the FWHM of the time profile is given by ∆𝑟. The closed red circles show
the observed Type IIIb striae centroids from an observation at 31.6MHz at the time of the
AIA image (Clarkson et al., 2021, see Figure 3e), corrected for ionospheric refraction as in
Clarkson et al. (2023). The lower panels show a rotation of 𝜓 = 0°and 𝜓 = 90°, respectively.
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5.2.6 Observed Characteristics with Source Polar Angle
For a fixed dipole magnetic field perpendicular to the ecliptic, the local magnetic field direc-
tion varies for sources located at different polar angles 𝜙. Figures 5.9 and 5.10 present the
decay times, centroid displacement distances, and centroid velocities for a dipole centre at
𝜃d = 0°, 𝜙d = 0°, and 𝑟d = 0.9 R⊙, and sources located at polar angles between 𝜙s = 0−30°
at 𝜃s = 0°. The velocities were calculated as 𝑣 =

√
𝑣2x +𝑣2y where 𝑣x,y are determined via the

gradient of a linear fit to the 𝑥,𝑦 centroid positions over time throughout the decay phase.
For comparison, the above source characteristics simulated with a radial magnetic field are
also included. For 𝜙 close to 0°, the source centroids exhibit reduced motion and prolonged
decay times. Between 5–10°, the decay time is halved, and the source centroids have in-
creased displacement and velocity in the sky-plane. At 17.5°, the latter two quantities reduce
towards zero as the field is oriented along the LOS. At 𝜙 = 22.5°, the field direction matches
that of the local radial direction and the characteristics are similar to the radial case. As the
field direction approaches perpendicular to the observer at larger 𝜙 angles, the displaced
distance and velocities continue to increase.

5.3 Convolution of Simulated Radio Bursts with a Scat-
tering Function

To evaluate the effect of radio-wave scattering on short duration burst fine structures ob-
served in dynamic spectra, a radio pulse with intensity 𝐼 is modelled by a 2D Gaussian of
form

𝐼(𝑡,𝑓) = 𝐼0 exp
⎛
⎜
⎝
−
(𝑡− 𝑡0)

2

2𝜎2𝑡
−
(𝑓−𝑓0)

2

2𝜎2𝑓

⎞
⎟
⎠
, (5.11)

where 𝑡0 gives the time of peak intensity 𝐼0 and 𝑓0 is the central frequency of the burst,
with standard deviation 𝜎𝑡,𝑓. Figure 5.11(a) shows the initial Gaussian pulse, and rotated
in panel (e), along with the measured characteristics (decay time, frequency drift rate, and
bandwidth) in the remaining panels as determined as in chapter 3 for radio spikes. The ini-
tial duration is set as 140 ms which is consistent with the inferred duration of decametre
radio spikes and striae in the absence of scattering, and a bandwidth of 47 kHz at a cen-
tral frequency of 34.5 MHz (e.g. Figure 3.3). A Gaussian bandwidth is chosen to match
the symmetrical spectral shape of fine structures (e.g. Csillaghy & Benz (1993), and Figure
3.3(c)), and for the time profile assuming an initial Gaussian electron distribution function
for plasma emission (Mel’nik et al., 1999; Kontar, 2001a; Reid & Kontar, 2021). The dashed
curve in panels (c, g) represent a scattering function simulated with a radial magnetic field
from Chen et al. (2020) (see Figure 3c, where 𝛼 = 0.25). The model used to fit the scattering
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Figure 5.9: Simulated decay times measured from the peak to the FWHM level for sources
at polar angles between 𝜙s = 0−30°. In all cases, the dipole was offset to 𝑟d = 0.9 R⊙, at
𝜃d = 0° and 𝜙d = 0° , with the source azimuth’s angle also 𝜃s = 0°. The density fluctuation
level is set to 𝜂 = 0.7 with anisotropy 𝛼 = 0.2. Data in blue represents the case for a radial
magnetic field. The decay uncertainty at lower 𝜙 results from lower photon counts (two
orders of magnitude less than those near 17.5°).

function is an asymmetrical Gaussian given by

𝐼𝑠(𝑡) = 𝐼0 exp[−(
𝑡− 𝑡0
𝑎+𝑡 ⋅ 𝑏

)
2
], (5.12)

where 𝐼0, 𝑡0,𝑎,𝑏 are free parameters of the fit1. The second column (panels b, f) shows a
convolution of the intrinsic 2D Gaussian intensity 𝐼 and the scattering function 𝐼𝑠 for each
frequency channel as

𝐼𝑐(𝑡) = ∫
∞

−∞
𝐼(𝑡 −𝜏)𝐼𝑠(𝜏) d𝜏. (5.13)

1When 𝑏 ≥ 0, the standard deviation leads to a HWHM rise 𝑡r and decay 𝑡d time given by 𝑡r,d =
√
ln2(𝑎+

𝑏𝑡0)∕(1±𝑏
√
𝑙𝑛2) for the positive and negative 𝑏

√
ln2 terms, respectively.
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Figure 5.10: Centroid displacement distance (left), and centroid velocities (right) measured
from the peak to the FWHM level for sources at polar angles between 𝜙s = 0− 30°. The
dipole was offset to 𝑟d = 0.9 R⊙, at 𝜃d = 0° and 𝜙d = 0° , with the source azimuth’s angle
also 𝜃s = 0°. The density fluctuation level is set to 𝜂 = 0.7 with anisotropy 𝛼 = 0.2. Data in
blue represents the case for a radial magnetic field. The inset of panel (b) displays 𝑧𝑦-plane
and the source 𝜙 locations at 5, 12.5, 17.5, 22.5, and 30 degrees (red crosses) overlaid with
the dipole field lines. The solid line gives the angle of 35.3° where each field line reaches a
maximumheight. The dashed line represents an angle of 17.65° from the solar centrewhere
the displaced dipole reaches amaximumheight for that source location, and the dash-dotted
line marks an angle of 22.5° from the solar centre where the radial direction matches the
field line direction.

5.3.1 Drift Rates
The convolution of the intrinsic burstwith the scattering functionmimics the time-broadening
due to radio-wave scattering at each frequency, whilst leaving the total bandwidth intact.
Consequently, the initial short millisecond pulse is observed as smeared emission in dy-
namic spectra, and the observed frequency drift is diluted. The drift rate reduction level
therefore depends on the duration of the scattering function, or physically, the turbulence
level, anisotropy factor, and emitter location with respect to a non-radial field (see increased
time profiles in Figure 5.9(a) near the loop apex). An additional effect of the convolution
is that the observed bursts are delayed from the original peak time by ∼ 1 s. The suppres-
sion of the observed drift rates has consequences on the determining the characteristics of
the physical driver of the drift rate, and as noted earlier, was recently found to result from
moving clumps of Langmuir waves and linked to the coronal temperature (Reid & Kontar,
2021). As such, the scatter-reduced drift rates will underestimate these two quantities.

Figure 5.11(f) shows that an intrinsic burst with a drift rate of −100 kHz s−1 is reduced
to −24 kHz s−1. In Figure 5.12, the convolved drift rates are presented using scattering
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Figure 5.11: Simulated radio burst dynamic spectra with and without the effects of radio-
wave scattering. The first column shows a radio pulse pre-scattering, assuming a Gaussian
time and frequency profile. The top row (a-d) considers a burst emitted instantaneously
across all frequencies, and the bottom row (d-g) consider a burst emitted with a frequency
drift rate of −100 kHz s−1, represented by the solid white line in panels (e). The second
column shows the results of the convolution between the 2D Gaussian and the scattering
function 𝐼𝑠 for 𝛼 = 0.25 (dashed curve in panels (c, g)). The white dashed lines in the dy-
namic spectra show the locations of the time and frequency-flux profiles that cross at the
maximum intensity. The profiles are displayed in the third and forth columns, respectively.
The solid black curves represent the intrinsic Gaussian profiles, and the blue curves repre-
sent the convolved Gaussian. The red horizontal lines denote the FWHM.

functions from various anisotropy values as presented in Chen et al. (2020) along radial
magnetic fields. The intrinsic fine structure drift rates are chosen such that the estimated
coronal temperature is near 1−2MK, typical for coronal plasma. The relation between the
thermal temperature and drift rate is given by (Reid & Kontar, 2021) as

d𝑓
d𝑡

=
𝑓pe
2𝑛𝑒

d𝑛𝑒
d𝑟

𝑣gr (5.14)

where 𝑣gr = 3𝑣2Te∕𝑣𝑏 with 𝑣
2
Te = 𝑘B𝑇𝑒∕𝑚𝑒, 𝑚𝑒 and 𝑘B are the electron mass and Boltzmann

constant, and 𝑓pe is the plasma frequency given by the density according to equation 1.15
as 𝑓pe = 8.93×10−3

√
𝑛𝑒. Equation 5.14 is analogous to that relating the bulk Type III drift

rate to the beam velocity 𝑣b, where 𝑣gr in equation 5.14 is replaced by 𝑣b, as used in Melnik
et al. (2011); Reid & Kontar (2018b), for example. We set the electron beam velocity at 𝑣b =
𝑐∕3, and the density model given by equation 1.10, giving 𝑛𝑒 = 1.27 × 107 cm−3 at 𝑓pe =
31.86 MHz. Stronger levels of anisotropy have a weaker reduction effect—for example, at
intrinsic drift rates of −40 kHz s−1, the observed burst has a drift rate of −4 kHz s−1 for 𝛼 =
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0.3, and −12 kHz s−1 for 𝛼 = 0.2, a reduction of 90% and 70%, respectively. These observed
drift rates would suggest coronal temperatures of ∼ (1−3)×105 K, rather than ∼ 106 K.
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Figure 5.12: Simulated intrinsic and convolved radio burst fine structure frequency drift
rates at 𝑓 = 35MHz. The convolution was performed using scattering functions from radial
field simulations with varying values of anisotropy 𝛼.

Along dipolar magnetic field lines, the scattering function is extended for sources closer
to the loop apex. Figure 5.13 shows three fine structures with intrinsic drift rates matching
those in Figure 5.11e. Each is convolved with a scattering function simulated in a dipole for
sources located between 𝜙s = 0−20°. For sources near the loop apex, we find a strong drift
rate reduction by 93%, followed by weaker reduction of 73% and 60% for sources at 10° and
20° respectively, as well as peak intensity reduction closer to the loop apex.

5.4 Discussion
In this chapter, the motion of radio sources in dipolar magnetic fields approximating the
geometry of anisotropically turbulent coronal loops, as well as the effects of turbulence for
radio burst fine structure morphology in dynamic spectra has been investigated.
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Figure 5.13: Dynamic spectra of radio burst fine structures convolvedwith a scattering func-
tion for sources located at 𝑟s = 1.75 R⊙, 𝜃s = 0°, and 𝜙s of 0°, 10°, and 20°with a dipole mag-
netic field located at 𝑟d = 0.9 R⊙, 𝜙d = 0°and 𝜃d = 0°, with 𝛼 = 0.2 and 𝜂 = 0.7. The inset
shows the source locations (red symbols) for an observer along the +z-axis.

5.4.1 Source Evolution
The analysis of a dipole magnetic field configuration and source both near the centre of the
solar disk revealed temporal expansion elongated along the x-axis at the time of the peak.
In the radial case, this behaviour differs since the field direction is along the LOS, produc-
ing stationary sky-plane expansion with a maintained circular shape (see Chen et al., 2020,
Figure 1, for example). The time profile and simulated images highlight the emergence of
the radio echo, comparable to those observed in drift-pair bursts (Kuznetsov et al., 2020),
although not as intense. Despite this, the echo noticeably changes the image morphology
by increasing the apparent size and shifting the imaged source centroid due to the combined
location of two spatially separated components.

The combination of a dipole field configuration and anisotropic scattering can result in
non-radial, fixed frequency centroid motion in images, and in some cases, a complete ab-
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sence of motion. The latter can happen when sources are located at the loop apex or when
the local magnetic field is oriented along the LOS, but the reasons for the lack of centroid
motion are disparate in each case. At the loop apex, the photons have no preferential es-
cape direction from the scattering region, resulting in a fixed centroid over time that repre-
sents the average position of an extended apparent source. Consequently, the decay times
are prolonged while the probability of absorption is increased as the photons remain in the
scattering region for longer. Therefore, the model predicts that radio emission emanating
from coronal loop tops may appear fainter compared to sources along the loop leg or open
field lines. When the magnetic field is aligned with the LOS, the centroid shift is obscured
in the image plane, similar to sources at the disk centre in a radial magnetic field. The im-
aged centroid shift in dipolar fields approximates that in a radial field when the dipole field
line tangent approaches the local radial direction. In the dipole model shown in Figures
5.9 and 5.10, this occurs at 𝜙 = 22.5°. Figures 5.7 and 5.8 show that for different dipole
configurations with respect to a fixed source location, the observed centroid trajectories can
propagate away, towards, or parallel to the Sun across the sky-plane. The result shows that
peculiar, non-radial centroid trajectories observed in radio emission can be caused by com-
plexmagnetic field projections in the sky-plane combinedwith strong anisotropy of the den-
sity fluctuation spectrum. In order to fully interpret themotion of fine structure sources, the
time along the burst, location, magnetic field structure, and coronal conditions should be
considered simultaneously.

The observations of solar radio spikes and Type IIIb striae presented in chapters 3 and
4 associated with an extended coronal loop presented vertical sky-plane motion and rota-
tion of the observed radio sources over time. In this chapter, this motion is replicated for
a source placed at 50° from the observers LOS and −5° below the ecliptic. For anisotropy
𝛼 = 0.2, there is similarity in the observed and simulated centroid locations—both the re-
gion at which they originate during the rise phase, and the distance shifted due to scattering
effects (Figure 5.5). The 0.13 R⊙ separation in the sky-plane between the injected source
and the simulated centroids implies that the source location is not observed in radio im-
ages, consistent with the radial magnetic field simulations presented in Kontar et al. (2019).
In addition, it is also consistent with the idea that the acceleration region was lower down
the loop leg (see Figure 4.15), with the accelerating electron beam propagating some dis-
tance along the loop before emitting. As the burst decays, the simulated image undergoes a
rotation up to 22° in the sky-plane that is not present for the disk centred simulation. This
rotation results from the directivity of the emission along the curved magnetic field and is
consistent with that observed for the spike and striae shown in Figure 4.7.

The simulated FWHM peak area convolved with a PSF produces a source shape and
orientation similar to that observed by LOFAR, meaning that the true source shape is not
observed. The convolved area of ∼ 155 arcmin2 is 30% less than that observed by LOFAR in
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beam-formedmode (200 arcmin2 at 34.5MHz) that could be due to underestimating the LO-
FAR PSF (Gordovskyy et al., 2022). LOFAR imaging observations in interferometric mode
that use larger baselines (and thus improved spatial resolution) measured Type IIIb source
areas of 150 arcmin s−1 at 34.76 MHz (Murphy et al., 2021), and 205.9 arcmin2 at 35 MHz
(Dabrowski et al., 2023). The former is similar to the convolved area estimated from our
simulations for a source at a similar heliocentric angle. The latter area is larger yet located
closer to the disk centre where an increased source area would be expected along a radial
field line (Kontar et al., 2019).

In environments characterised by a strong anisotropy factor 𝛼 = 0.1, the apparent source
can appear to bifurcate into two separate components (Figure 5.6)—amain component that
propagates non-radially away from the emission location, and a less intense (lower photon
count) source that remains closer to the emission site. The simulations presented in this
chapter at a frequency of 35MHz demonstrate that the separation distance between the two
components is a few hundred arcsec at a time they share a similar brightness, requiring
an angular resolution ≤ 3 arcmin to spatially resolve. The detection of such events could
prove challenging, contingent on the instrument and observing mode. It’s possible that this
scatter-induced bi-directional apparent source motion in strong anisotropic environments
could occur at higher frequencies, and could provide an alternative suggestion for the mo-
tion observed in McCauley et al. (2017) (see Figure 10). However, considering the model of
𝑞𝜖2(𝑟), the scattering rate would be decreased by a factor of ∼ 3 at 100 MHz compared to 30
MHz, which could lead to a smaller displacement of the two components across the same
time interval.

5.4.2 Fine Structure Drift Rate Reduction
To replicate an intrinsic radio burst fine structure in the absence of any scattering effects,
a simulated 2D Gaussian with duration approximately an order of magnitude shorter than
typical fine structures near 30 MHz is utilized. To mimic the propagation effects, the time
profile of the scattering contribution is modelled with an asymmetrical Gaussian. By con-
volving the intrinsic burst with the scattering function, there are a number of notable effects.
Specifically, the resulting time profile exhibits a broadening of the pulse accompanied by a
shift in the peak arrival time, and a reduction in the observed fine structure drift rate. The
temporal broadening of the intrinsic pulse results in a smearing of the emission in dynamic
spectra, leading to a delay in the observed peak by ∼ 1 s at decametre frequencies as shown
by Chen et al. (2023b) for fundamental emission. Variations in the degree of anisotropy
present in the intervening plasma influence the observed drift rate, with amore pronounced
reduction evident under conditions closer to isotropy. Moreover, the observed drift rate in
an anisotropic turbulent plasma is subject to further alteration by the magnetic field struc-
ture by producing an increased scattering contribution dependent on the source location.
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Since drift rates observed in radio emission are often used to infer information about the
exciting agent, the effect of scattering should be decoupled. For example, considering Type
IIIb striae, Sharykin et al. (2018) note that the time of interaction between the electron beam
and a particular density inhomogeneity could be estimated via 𝜏 =∆𝑓(d𝑓∕d𝑡)−1where∆𝑓 is
the striae bandwidth, yet without correcting for the reduction in the observed drift rate, this
will overestimate the interaction time. Considering the aforementioned link between the
drift rates of radio burst fine structures to both the coronal temperature and moving clumps
of Langmuir waves (Reid & Kontar, 2021) (where higher temperatures lead to increased
Langmuir wave group velocities and thus increased drift rates), then without a scattering
correction, the reduced drift rates at 35MHzwould infer temperatures between (1−7)×105

K for values of 𝛼 = 0.2−0.3, rather than 1–2 MK as typically estimated for coronal plasma.
If an observed fine structure drift rate is −20 kHz s−1 at 35 MHz in an environment where
𝛼 = 0.2, then a 1.5MKplasmawould infer an intrinsic drift rate of 64 kHz s−1, but the precise
magnitude of the drift rate may depend on the relative positioning of the emitter within the
magnetic structure. Low drift rates were observed for the spikes presented in chapters 3 and
4, and the typical observed parameters are consistent with an anisotropy factor of 𝛼 = 0.2,
implying that their intrinsic drifts were higher by a factor of ∼ 3.

If we consider that the scattering contribution to the observed time profile is weaker at
higher frequencies (see Figure 5.1) such that a radio pulse is broadened by a smaller amount
(see Figure 9 inArzner &Magun, 1999, for example), then onewould anticipate that the fine
structure drift rates would be lower for sources observed farther from the Sun. Indeed, ob-
servations between 200 MHz and 4 GHz suggest that the rates decrease as the observation
frequency decreases with a power-law index of d𝑓∕d𝑡 ∼ 𝑓−1.84 (Figure 5.14). This trend is
similar to the drift rate relation observed for Type III bursts below 1 GHz, as reported by
Alvarez & Haddock (1973). However, below 100 MHz, the fine structure drift rates deviate
from this trend and are approximately one order ofmagnitude lower (Figure 5.14). It’s possi-
ble that the increase in scattering contribution at lower frequencies is not linear. However, a
further consideration is that the fine structure bandwidth above∼200−400MHz is typically
an order of magnitude larger than those at lower frequencies, as shown in Figure 4.14. This
could cause the amount by which the drift rate is reduced due to broadened time profiles to
be suppressed. Furthermore, the steeper density gradient in this environment will produce
a larger drift rate for an exciter propagating at a given speed. As a result, a combination
of the above factors (bandwidth, density gradient, and scatter-induced drift rate reduction)
could contribute to the morphological disparity between spike sources in each frequency
domain.
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Figure 5.14: Compilation of radio burst fine structure average drift rates from numerous
studies (Markeev & Chernov, 1971; Baselian et al., 1974; de La Noe, 1975; Droege, 1977;
Elgaroy & Sveen, 1979; Guedel & Benz, 1990; Wang et al., 1999, 2002; Dabrowski et al.,
2005; Wang et al., 2008; Dabrowski et al., 2011; Huang & Tan, 2012; Tan, 2013; Bouratzis
et al., 2016; Sharykin et al., 2018; Tan et al., 2019; Reid &Kontar, 2021; Clarkson et al., 2023).
Note that fine structures that appear vertical in dynamic spectra have no measurable drift
rate. The solid line shows the Type III drift rate relation by (Alvarez & Haddock, 1973). The
dashed line shows the same slope offset to match the data above 200 MHz. The uncertainty
for Clarkson et al. (2023) represents the interquartile range for the median data.

5.5 Conclusion
This chapter presents a quantitative analysis into the spatial and spectral evolution of so-
lar radio burst fine structures as the radiation escapes through an anisotropically turbulent
corona. Fine structures associated with a coronal loop that present non-radial centroid mo-
tion are replicated by introducing dipolar magnetic field structures to simulations of radio
wave scattering. It’s inferred that the location of the emitter was 0.13 R⊙ away from the
observed centroids, in a loop environment with anisotropy factor of 𝛼 = 0.2. Sources placed
within non-radial magnetic field configurations with anisotropic turbulence exhibit a major
axis perpendicular to the field direction, which for a field directed towards the solar north
is along the x-axis of the sky-plane and may not be discernible due to the instrument PSF.
It’s demonstrated that strong anisotropy 𝛼 = 0.1 can cause emission from an imaged source
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to appear to have two components, propagating in different direction over time with differ-
ent intensities. Radio wave scattering can reduce the observed fine structure drift rate up to
an order of magnitude, with weaker anisotropy having a greater effect. Estimations of the
Langmuir wave group velocity and coronal temperature that drives the fine structure drift
rate can therefore be underestimated from observations. Previous decametre spike absolute
drift rates observed at 10 kHz s−1 possibly had intrinsic rates of at least 64 kHz s−1 in a 1.5
MK plasma with anisotropy factor of 𝛼 = 0.2, yet there could also be a contribution to the
drift rate suppression from the source location within the loop structure due to strong scat-
tering near the loop apex. At decimetre frequencies where the scattering contribution to the
time profiles is shorter and emission bandwidths larger, the drift rate reduction is weaker,
contributing to the morphological disparity when compared to decametre fine structures,
in addition to different emission mechanisms and the coronal environment.



6
Conclusions & Final Remarks

The aim of this thesis was to investigate the fine structures of solar radio bursts using the
next-generation LOFAR solar radio telescope. The high time and frequency resolution capa-
bilities of LOFAR enabled imaging spectroscopy of individual solar radio spikes, which had
not been accomplished before. This was particularly intriguing because spikes are the short-
est radio signatures observed from the Sun and are not fully understood. Understanding
these spikes is important as they may be manifestations of the energy release process. How-
ever, scattering of the radio emission significantly affects these sub-second bursts, which
can make it challenging to accurately determine the emission site and intrinsic properties
unless the scattering effects are decoupled. In addition to interpreting the observed evo-
lution using scattering models, recently developed 3D radio-wave propagation simulations
were employed that take into account the anisotropy of the density fluctuation spectrum.
These ray-tracing simulations, including a dipolar magnetic field, were able to replicate the
peculiar spatial evolution of the radio spikes (and striae), allowing for improved estimation
of the emitter location and the coronal environment in which they propagate.

Chapter 2 provides an overview of the typical characteristics and challenges associated
with observing radio burst fine structures. This includes a description of Type IIIb striae,
which appear as intensity oscillations embedded into the broadband structure of Type III
bursts due to an inhomogeneous corona. Their fixed frequency evolution is described from
recent imaging spectroscopy studies that show strong modulation due to radio-wave scat-
tering effects. The interpretation of drift pair bursts is presented in the context of a radio
echo from observations, as well as simulations that were able to replicate these structures
with strongly anisotropic density fluctuations. Previous observations of radio spikes are in-
troduced, highlighting their duration, bandwidth, drift rates, and polarisation over decades
in frequency, and the need for resolved imaging observations of this phenomenon. The
possible mechanisms for generating spike emission is discussed; that is, plasma emission
and electron cyclotron maser emission. Furthermore, a case study into the powerful flare
of 6 December 2006 is presented, which caused disruption to communication and GPS re-

128
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ceivers across the sunlit hemisphere at Earth, with strong correlation from intense radio
spikes across L-band frequencies.

Chapter 3 presents the first frequency and time resolved imaging spectroscopy of indi-
vidual solar radio spikes between 30–70 MHz using LOFAR. The imaging results show that
the observed spike areas and position at fixed frequencies evolve in time in a similar man-
ner to striae in the same event. Throughout the decay phase, the areas increase, whilst the
positions shift dramatically parallel to the solar limb at superluminal speeds. These observa-
tions suggest that the radiation is escaping through anisotropic density turbulence in closed
loop structures with the radio emission scattered preferentially along the guiding magnetic
field that may be oriented parallel to the limb in the scattering region. The scattering effects,
even on these sub-second bursts, suggest that the intrinsic emission has a brightness tem-
perature approximately four orders of magnitude larger that what is observed. Moreover,
comparison of individual spikes and striae reveals similarity in their characteristics, includ-
ing the sense of polarisation and observed location. Therefore, it is likely that decametre
spikes are also produced via plasma emission—accelerated electron beams due to magnetic
energy release—but likely from electron beams with weaker properties.

In Chapter 4, the statistical analysis of over 1000 spikes and 250 striae is presented, ex-
panding upon the small sample discussed in Chapter 3. The intensity contours of spikes and
striae that occur temporally close to each other overlap at the 90% level, indicating that they
are emitted from the same region of space. Their bandwidths suggest that this emitting re-
gion is<1 arcsec, and its location appears to shift in time due to an initial perturbation of the
coronal loop from the CME shock front, followed by restoration towards the previous con-
figuration. The centroid velocities of the spikes exhibit no frequency dependence between
30–70MHz, yet there is a spread at a given frequency that could be due to varying anisotropy
across the region, as well as different emission angles within the loop. Analysis of individ-
ual striae show that the exciting electron beam of the Type IIIb is propagating tangentially
to the scatter-induced motion, along a trajectory that does not correspond to the local field
direction at the site of observation. Therefore, consistent with the scattering model, the in-
trinsic source location is not observed and may be located closer to the Sun along the loop
leg at the CME flank. The evolution of the CME and magnetic geometry may have incited
frequent magnetic reconnection in numerous sites, producing spikes across a range of de-
cametre frequencies. Comparison of decametre and decimetre spike sizes and decay times
show a 1∕𝑓 dependence up to 1 GHz, yet their bandwidth ratios show an abrupt increase
above 200–400 MHz which can be replicated using the Langmuir wave dispersion relation.
The spread of ∆𝑓∕𝑓 at a given frequency suggests varying magnetic field strengths between
spike events, which appear to be larger than average by a factor of two.

Chapter 5 analyses the spatial and spectral evolution of fine structures using radio-wave
propagation simulations that consider a dipolemagnetic field configurationwith anisotropic
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density fluctuations. The simulations replicate the non-radial spike and striae centroid mo-
tion presented in chapter 3, and suggest an emission location 0.13 R⊙ away from that in-
terpreted from the sky-plane centroids. The simulations also agree with the interpretation
of strong anisotropy in the loop environment with a factor of 𝛼 = 0.2. The simulated im-
ages reveal that the source sizes are elongated along the x-direction in the sky-plane when
the dipole field direction is vertical. This source shape may not be observed due to convo-
lution with the instrument PSF. Furthermore, with very strong anisotropy of 𝛼 = 0.1, the
imaged sources appear to bifurcate into two components, requiring fine spatial resolution
to resolve. Through convolution with a scattering function, a radio pulse with millisecond
duration and fast frequency drift is broadened to the extent that the observed drift rate is
suppressed. As a result, fine structure drift rate observations will underestimate the Lang-
muir wave group velocity and coronal temperature. Using scattering functions from sources
in different positions with respect to the dipole field shows that fine structures arising from
different locations can present different drift rates. This drift rate suppression could con-
tribute to the morphological disparity between decametre and decimetre spikes due to the
stronger scattering contribution at lower frequencies.

The results presented in this thesis demonstrate that sub-second decametre burst fine
structures are significantly modified by radio-wave propagation effects. The evolution of
their size and position in timemeans that measurements of these quantities must be accom-
panied by the specific time along the burst profile. Moreover, any inference of the intrinsic
emission location must decouple the spatial change due to scattering. The results suggest
that solar radio spikes generated at high altitudes (low frequencies) share the samemorpho-
logical characteristics as striae, and can be explained by the plasma emission mechanism.
These observations would not have been possible without the excellent time and frequency
resolution of LOFAR imaging. With the advent of future interferometric telescopes such as
the Square Kilometre Array (SKA), further progress could be made with improved imaging
capabilities. In particular, finer spatial resolution whilst maintaining the temporal clarity of
LOFAR could enable smaller components of scattered emission to be observed, which could
reveal additional details of the coronal environment throughwhich the emission propagates.
Combined with improved scattering models, such observations once decoupled from prop-
agation effects, could localise the true source location with greater accuracy.
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