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Abstract

Streptococcus pyogenes, also known as Group A Streptococcus (GAS), is a strict human

pathogen associated with a high burden of disease and millions of deaths per year world-

wide. Although asymptomatic carriage and superficial infections are the most common

outcomes of GAS colonisation of the human body, invasive infections and post-infectious

complications are severe and not rare manifestations of GAS disease. Streptococcus canis,

conversely, is an opportunistic pathogen that can colonise and cause disease in several mam-

malian species, particularly dogs and cats. Although rare, S. canis infections in humans can

lead to death and are likely associated with zoonotic transfer from companion animals. Both

S. pyogenes and S. canis are classified as pyogenic streptococci based on the clinical mani-

festations of infection and phylogenetic relatedness. The overarching aim of this work was

to apply a multi-disciplinary approach to characterise the epidemiology of S. pyogenes and

S. canis infections in humans and animals in Scotland. This was achieved through specific

objectives: i) Characterisation of the main epidemiological features of invasive GAS (iGAS)

infections in Scotland from 2014 to 2021. Findings confirmed that the annual incidence of

iGAS disease in Scotland was comparable to the one reported in recent years in high-income

countries. A seasonal pattern characterised by an increased incidence in Winter and Spring

compared with Summer and Autumn was highlighted. Neonates, the elderly and people in

their 30s were the age groups with the highest incidence of iGAS infections. Many S. pyo-

genes genotypes, defined as emm types, were implicated in invasive disease in recent years;

some appeared to be consistently common throughout the study period, others were associ-

ated with temporary upsurges of disease or sporadic cases. The transition from the first to

the second year of COVID-19 pandemic was characterised by a higher-than-expected emm

type turnaround, suggesting that the restrictions in place had a repercussion on the circula-

tion of specific strains of GAS in Scotland. ii) Investigation of an upsurge of iGAS disease
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associated with the genotype emm5.23 using whole genome sequencing (WGS) and tran-

scriptomic analyses. Results of phylogenetic, virulence and AMR analyses suggested that

acquisition of determinants responsible for a high-virulence phenotype in the emm5.23 pop-

ulation circulating in Scotland is unlikely. However, epidemiological connection of the cases

appears possible making the emm5.23 infection upsurge a potentially undetected outbreak.

iii) Characterisation of antimicrobial resistance (AMR), virulence characteristics and popu-

lation structure of S. canis isolates from different species and geographic locations, includ-

ing Scotland, using WGS analysis. Findings indicated that around 20% of S. canis strains

(9/39) carried known AMR genes and were resistant to at least one antibiotic class, partic-

ularly tetracyclines, macrolides and lincosamides. The majority of virulence genes (17/19)

detected in S. canis isolates were homologous to S. pyogenes genes, suggesting these two

bacterial species might share similar virulence mechanisms. Genomic analyses of S. canis

population structure did not show signs of host adaptation, indicating similar strains circulate

and cause disease in different host species. The two genotyping systems currently used to

classify S. canis strains, multi-locus sequence typing (MLST) and an S. canis M-like (SCM)

typing scheme, have comparable accuracy in assigning genotypes but lack the discriminatory

power of WGS to aid fine resolution such as that needed for outbreak settings. iv) Exploring

and optimising the use of data visualisation to communicate the epidemiology of iGAS dis-

ease to a cohort of public health and laboratory workers in Scotland. A targeted survey with

proposed multiple visualisations of reported results allowed to identify guiding principles

that can facilitate the generation of data visualisations to communicate the epidemiology of

iGAS disease to a specialised audience.
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Chapter 1

Introduction

1.1 Streptococcal taxonomy

Bacteria of the genus Streptococcus were first identified by Louis Pasteur in 1879 (Efstratiou,

2000) who described them as "chains of beads" due to their spherical shape and spatial

arrangement. The genus Streptococcus belongs to the family Streptococcaceae, within the

order Lactobacillales of the class Bacilli, phylum Firmicutes (Vos et al., 2011). All members

of the Streptococcaceae are Gram positive, catalase-negative and facultative anaerobic, with

some species requiring the presence of 5% CO2 to grow (Vos et al., 2011). Some streptococci

cause haemolysis when growing on blood-rich agar and are thus referred to as haemolytic

streptococci. These can be further sub-divided into those that cause partial (alpha(α)) or

complete (beta(β)) haemolysis (Vos et al., 2011).

Rebecca Lancefield was one of the first to study the cell-wall polysaccharide composition

of streptococcal species (Lancefield, 1933). Based on her findings, a serological grouping

scheme for species of the genus was proposed and is still in use (Lancefield, 1933; Schleifer

and Kilpper-Bälz, 1987). According to the Lancefield classification system, streptococcal

strains are identified using alphabetical letters based on their cell-wall polysaccharide antigen

composition (Lancefield, 1933). The Lancefield grouping scheme offers a good representa-

tion of all β haemolytic streptococci but it is not accurate in representing non-haemolytic

and α-haemolytic species (Vos et al., 2011).
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1.2 Streptococcus pyogenes

Streptococcus pyogenes, also referred to as Group A Streptococcus (GAS) for being the

only Lancefield Group A species, is an important human pathogen. S. pyogenes together

with another eleven phylogenetically related species form the group of pyogenic streptococci

(Vos et al., 2011). While members of this group typically display multi-host tropism, GAS

has evolved and adapted to a single host (Lefébure et al., 2012). S. pyogenes is isolated

almost exclusively from humans and is associated with a spectrum of presentations from

mild localised disease to serious invasive infection (Walker et al., 2014).

1.2.1 Streptococcus pyogenes characterisation

Strains of S. pyogenes were historically typed using serological methods (Efstratiou, 2000).

This approach, however, can be challenging due to difficulties in producing and maintain-

ing the necessary typing reagents such as strain-specific antisera. In some instances this

approach may be impossible due to a lack of target antigens on the S. pyogenes strain being

typed. For these reasons, non-serological methods based on molecular technologies have

been developed to ensure a more reliable approach to GAS classification (Beall et al., 1996;

Hookey et al., 1996; Kaufhold et al., 1994; Stanley et al., 1996).

Serological methods

GAS serotyping systems were introduced by Griffith (Griffith, 1934) in 1934 and Lancefield

(Lancefield, 1962) in 1962 and are based on the immune-recognition of specific forms of the

cell wall proteins T, R and M together with Serum Opacity Factor (SOF). The M protein is

a highly specific antigenic marker and an important virulence factor, making it the basis of

the most commonly applied typing scheme (Johnson et al., 1996). The identification of M

protein type is most often achieved using an immunoprecipitation test, but a more laborious

indirect bactericidal test is also available (Johnson et al., 1996). At the beginning of the

2000s, more than 80 different M serotypes had been identified (Efstratiou, 2000; Tyrrell

et al., 2002).
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Non-serological methods

Molecular technologies for GAS typing have been developed which obviate many of the

problems associated with serotyping. These approaches made it possible to characterise

serologically ‘untypeable’ strains and were found to have a higher discriminatory power

than traditional serotyping (Johnson et al., 1996).

The molecular typing techniques which have been employed to characterise isolates of

S. pyogenes are numerous and diverse. These comprise: phage typing (Skjold and Wan-

namaker, 1976; Skjold et al., 1983); bacteriocin typing (Tagg and Bannister, 1979; Tagg

and Martin, 1984); restriction fragment length polymorphism (Cleary et al., 1988, 1992);

pulse field gel electrophoresis (PFGE) (Single and Martin, 1992); ribotyping (Bingen et al.,

1992a,b); use of oligonucleotide probes targeting the N-terminal region of specific M-protein

genes (Kaufhold et al., 1992); multilocus enzyme electrophoresis of cell lysates (Selander

et al., 1986; Musser et al., 1992); pyrolytic mass spectrometry (Magee et al., 1989, 1991);

random amplification of polymorphic DNA (RAPD) (Welsh and McClelland, 1990; Cara-

petis et al., 1995); vir regulon typing (Gardiner et al., 1995); fluorescent amplified fragment

length polymorphisms (Desai et al., 1999); multi-locus sequence typing (MLST) (Enright

et al., 2001); tee gene sequence typing (Falugi et al., 2008) and emm gene sequence typing

(Beall et al., 1996; Facklam et al., 1999).

Currently the standard methodology for S. pyogenes characterisation is emm gene se-

quence typing (Spellerberg and Brandt, 2016) and this has been adopted for routine use by

laboratories around the world. This approach, developed by the Centers for Disease Control

and Prevention (CDC), differentiates GAS strains based on the amplification and subsequent

nucleotide sequencing of a variable region of the emm gene, which encodes the M surface

protein (Facklam et al., 1999). An emm type is defined as a strain having less than 92% se-

quence identity to all the other GAS strains over the first 90 nucleotides of coding sequence

of the emm gene (CDC, 2018). To date, more than 200 GAS emm types have been identified

(CDC, 2018).
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1.2.2 Streptococcus pyogenes clinical relevance

Streptococcus pyogenes is a human pathogen that can cause a wide range of diseases (Walker

et al., 2014). The most common clinical manifestations of GAS infection are pharyngitis

and impetigo, a form of pyoderma. These superficial forms of disease are limited to the

skin and mucosal membranes and are generally mild and self limiting (Cunningham, 2000).

Occasionally, pharyngitis can be accompanied by another superficial skin disease known as

scarlet fever. S. pyogenes can also cause invasive and serious forms of disease, which are

a consequence of bacterial invasion of normally sterile anatomical sites. Invasive forms of

GAS disease can manifest as cellulitis, necrotising fasciitis, bacteraemia and Streptococcal

toxic shock syndrome (Walker et al., 2014). S. pyogenes infections, both superficial and

invasive, can be followed by serious post-infectious complications such as acute rheumatic

fever (ARF) and acute post-streptococcal glomerulonephritis (APSGN) (Walker et al., 2014).

Reservoirs of infection and disease transmission

Streptococcus pyogenes is traditionally considered a non-environmental pathogen, although

biofilm formation that allows survival in the environment for up to four months has been

demonstrated (Marks et al., 2014). The main reservoir of S. pyogenes appears to be the

human body, in particular the skin and nasopharyngeal mucosa (Bessen, 2009). The coloni-

sation of these sites by S. pyogenes generally causes infection and clinical disease, but occa-

sionally it can result in a state of asymptomatic carriage (Kaplan, 1980). Although it tends

to localise extracellularly, S. pyogenes can enter and survive within cells of the host respira-

tory tract (Österlund et al., 1997; Cleary et al., 1998), leading to prolonged persistence and

disease recurrence (Österlund et al., 1997). Given the restricted ecological niche of S. pyo-

genes, the principal transmission routes for GAS infection are thought to be airborne trans-

mission through respiratory droplets and direct human-to-human contact (Bessen, 2009).

These transmission routes have been implicated in many documented cases of GAS disease,

for example an emm5 outbreak among workers of a digital factory in China (Chen et al.,

2017), an emm81 outbreak involving Israeli soldiers and an emm28.4 outbreak of puerperal

sepsis in an Australian hospital (Wasserzug et al., 2009; Ben Zakour et al., 2012). As pre-

viously mentioned, environmental contamination and transmission of GAS strains can also
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occur, as evidenced by a hospital-acquired emm1 outbreak due to contamination of patient

curtains (Mahida et al., 2014). Contamination of non-environmental fomites, such as drug

paraphernalia, has been described as a likely transmission route for S. pyogenes due to the

high incidence of GAS disease in intravenous drug users, the frequent isolation of GAS from

injection site abscesses and the reports of infection outbreaks in people who inject drugs

(Curtis et al., 2007; Lamagni et al., 2008b; Bundle et al., 2017). Foodborne transmission of

GAS strains has also been speculated, although evidence to support this hypothesis remains

limited (Avire et al., 2021). One outbreak investigation conducted in Minnesota in 2012

found that contaminated pasta at a high school event was the most likely source of a GAS

outbreak (Kemble et al., 2013). Interestingly, consumption of cold pasta was also associated

with acute GAS pharyngitis during a large-scale outbreak in Denmark (Falkenhorst et al.,

2008).

Clinical manifestations

Superficial GAS infections can manifest as pharyngitis, scarlet fever or impetigo. GAS

pharyngitis, also referred to as "strep throat", is the most common bacterial cause of pharyn-

gitis in the world, with more than 600 million cases each year (Carapetis et al., 2005). Strep

throat is generally a mild but somewhat painful condition. Common symptoms include:

sore throat with quick onset, pain when swallowing, fever, petechiae on the palate, cervical

lymphadenopathy, headache, nausea and vomiting (Wessels, 2011). GAS pharyngitis is oc-

casionally accompanied by a skin disease known as scarlet fever. Scarlet fever, also known as

scarlatina, appears to be caused by streptococcal pyrogenic exotoxins (SPE) (Wessels, 2016).

Some of the streptococcal pyrogenic exotoxins commonly linked to scarlet fever are encoded

by prophages and therefore not synthesised by all GAS strains, partially explaining why

scarlatina does not always complicate strep throat (Weeks and Ferretti, 1984; Bohach et al.,

1990). Scarlet fever typically manifests as an erythematous rash accompanied by swollen

tongue ("strawberry tongue") and pyrexia (https://www.gov.uk/government/

publications/scarlet-fever-symptoms-diagnosis-treatment). Strep-

tococcal impetigo, or pyoderma, is a highly contagious skin infection which principally af-

fects children living in tropical countries (Walker et al., 2014). The disease typically presents

with the formation of cutaneous vesicles that develop into pustules, which finally burst and
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are replaced by thick yellow crusts (Bisno and Stevens, 1996).

Streptococcal cellulitis is an inflammation of the subcutaneous tissue following skin in-

fection by GAS. The condition is painful and characterised by swelling and erythema of

the affected area (Bisno and Stevens, 1996). Cellulitis is one of the most common forms

of streptococcal invasive disease, representing 20-40% of all invasive cases (Walker et al.,

2014). Necrotising fasciitis, formerly known as streptococcal gangrene, is a severe infec-

tion followed by necrosis of deep cutaneous tissues and muscles. The occurrence of GAS

infection in deep tissues can be the consequence of a blunt traumatic event, a wound or a

surgical procedure, and it is facilitated by concomitant diseases and immune system defi-

ciency (Stevens, 1992; Hamilton et al., 2008). In its early stage, necrotising fasciitis can be

mistaken for cellulitis due to similar manifestations such as swelling, redness, tenderness

and cutaneous pain. As the disease progresses, however, signs of gangrene become appar-

ent (Stevens, 1992). The erythema darkens, eventually turning black, and yellow fluid-filled

bullae develop on the affected area, reflecting the progressive death of the infected tissues.

Together with the signs described, the disease manifests systemically with fever and men-

tal dullness (Stevens, 1992). Necrotising fasciitis is associated with a high mortality rate,

estimated to be around 30% (Lamagni et al., 2008a).

The presence of S. pyogenes in the bloodstream is known as GAS bacteremia. This con-

dition can result from a penetrating injury, pre-existing infection or childbirth, the latter case

being known as puerperal sepsis. Fever, nausea and vomiting are common symptoms asso-

ciated with GAS bacteremia (Walker et al., 2014).

Streptococcal toxic shock syndrome (STSS) is another severe form of invasive disease.

It can originate from a deep-seated infection such as cellulitis or necrotising fasciitis and

it is caused by the production of streptococcal toxins that act as superantigens (Lappin and

Ferguson, 2009). STSS is not necessarily associated with bacteremia, although occasionally

both conditions occur at the same time (Stevens, 2002). The syndrome is characterised

by nausea, vomiting, rapid-onset hypotension and multi-organ failure (Walker et al., 2014;

Stevens, 2002).
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S. pyogenes infections, both superficial and invasive, may be followed by post-infectious

complications in the form of ARF and APSGN. ARF is a delayed complication of un-

treated GAS pharingitis. Although the pathogenesis of this condition remains unclear,

ARF is thought to be caused by an autoimmune response of genetically susceptible hosts

(Karthikeyan and Guilherme, 2018). Clinically, ARF manifests as polyarthritis, chorea and

valvular disease. The latter can occasionally progress to chronic rheumatic heart disease

(RHD) (Karthikeyan and Guilherme, 2018). APSGN is an immune-mediated complication

of GAS infections that targets the kidneys. The condition can follow both skin and throat in-

fections (Cunningham, 2000). Oedema, hypertension, haematuria and urinary sediment ab-

normalities are typical symptoms associated with this syndrome (Cunningham, 2000; Walker

et al., 2014).

1.2.3 Streptococcus pyogenes virulence mechanisms

During the course of its evolution, S. pyogenes has acquired numerous virulence factors as

it has adapted to its ecological niche, the human body (Wilkening and Federle, 2017). More

than 50 GAS virulence factors have been described to date (Fiedler et al., 2015) and these

are implicated in adhesion and colonisation of host tissues, immune response evasion and

tissue invasion (Fiedler et al., 2010).

Adhesion and colonisation

Adhesion is the first step in the process of GAS colonisation. Without effective adhesion

mechanisms, S. pyogenes would be easily removed from the host’s skin and pharynx by ep-

ithelial exfoliation and salivary flow.

Many GAS surface elements have been implicated in the process of adhesion. GAS pili bind

to collagen and promote biofilm formation by enhancing bacterial aggregation (Manetti et al.,

2007). These pili are encoded in a pathogenicity island known as the fibronectin-binding,

collagen-binding, T-antigen region (Manetti et al., 2007). M proteins also facilitate adhesion

and achieve this by binding fibronectin and fibrinogen (Schmidt et al., 1993). Proteins of

the streptococcal antigen I/II (AgI/II)-family, such as AspA, bind to the salivary protein gp-

340, fibronectin and fibrinogen and are also known to play a key role in biofilm formation
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(Maddocks et al., 2011). Fibronectin binding proteins, such as PrtF1/SfbI, SOF/SfbII and

Fbp54 ligate fibronectin, promoting adhesion (Walker et al., 2014). Additionally, collagen-

like proteins, such as Scl1, and laminin binding proteins, such as Lbp and Shr, bind laminin

and play a role in GAS adhesion (Caswell et al., 2010). Plasminogen binding proteins, like

the streptococcal surface enolase SEN, are involved in adhesion and internalisation by bind-

ing plasminogen and thereafter interacting with epithelial integrins (Siemens et al., 2011).

The GAS hyaluronic capsule also assists in adhesion, having a role in CD44-mediated tissue

invasion (Cywes and Wessels, 2001). Finally, the secreted proteins streptococcal pyrogenic

exotoxin B (speB) and secreted phospholipase A2 (slaA) have the ability to enhance adhesion

even though their mechanism of action is still unclear (Brouwer et al., 2016).

Evasion of the host immune response

In order to survive and colonise human skin and mucosae, S. pyogenes has developed several

mechanisms to resist the host immune response.

One of the main immune barriers to overcome is leukocyte-mediated phagocytosis. The

virulence factors used by GAS to escape phagocytosis include inhibitors of complement,

leukocidins, immunoglobulin (Ig) binding proteins and Ig-degrading enzymes. The M pro-

tein protects GAS against phagocytosis by binding complement-regulating proteins thereby

impairing complement deposition (Berggård et al., 2001; Courtney et al., 2006), and by im-

peding phagosome maturation (Staali et al., 2006). Similarly to the M protein, the hyaluronic

capsule surrounding many GAS strains suppresses phagocytosis by impeding complement

deposition (Dale et al., 1996). The streptococcal inhibitor of complement (SIC) is a viru-

lence factor secreted only by serotypes M1 and M57 that protects GAS against phagocytosis

by inhibiting complement function (Åkesson et al., 1996). Leukocidins are toxins that pre-

vent phagocytosis by killing the host immune cells (Bhakdi et al., 1985; Miyoshi-Akiyama

et al., 2005). S. pyogenes leukocidins are termed streptolysin O (SLO) and streptolysin S

(SLS) and both can damage infected tissues, facilitating tissue invasion (Bricker et al., 2002;

Betschel et al., 1998). Proteins belonging to the M family together with the fibronectin bind-

ing protein PrtF1/SfbI and the secreted protein SibA can bind different antibodies and thus

thwart complement activation and phagocytosis (Carlsson et al., 2003; Medina et al., 2000;
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Fagan et al., 2001). GAS strains are able to escape phagocytosis also by releasing proteins

that degrade human antibodies. S. pyogenes Ig-degrading enzyme (IdeS), also known as

Mac-1, along with Sib35 and MspA (Lei et al., 2001; Kawabata et al., 2002), Mac-2, EndoS

and SpeB have antibody catalytic activity (Agniswamy et al., 2004; Collin et al., 2002).

GAS strains can survive the damaging action of antimicrobial peptides (AMPs) produced

by host cells. S. pyogenes is not only able to degrade (Nyberg et al., 2004; Sun et al., 2004)

and inactivate (Frick et al., 2003) some AMPs, it is also able to repel them via DltA-mediated

esterification of superficial lipoteichoic acid (Kristian et al., 2005).

S. pyogenes is capable of eluding the host immune system by impairing neutrophil in-

tervention. In particular, S. pyogenes cell envelope protease (spyCEP) and the peptidase

ScpA degrade chemotactic molecules, suppressing neutrophilic activity at the site of infec-

tion (Edwards et al., 2005; Ji et al., 1996). Moreover, serotype M1T1 can degrade neutrophil

extracellular traps (NETs) by producing the DNase enzyme Sda1, which also protects the

bacteria against innate immunity responses and macrophage killing (Buchanan et al., 2006;

Uchiyama et al., 2012). The integrity of NETs may also be compromised by the action of

nuclease A (SpnA) (Chang et al., 2011).

The complex system of virulence factors used by GAS to resist the host immune defences

is summarised in Figure 1.1.

Tissue invasion and systemic dissemination

Streptococcus pyogenes can induce tissue damage by interacting with the host plasminogen

activation system. GAS strains are able to release the plasminogen activator streptokinase

(Ska) and bind plasminogen to surface proteins such as the plasminogen-binding M proteins

(Wang et al., 1995; Coleman and Benach, 1999). Following plasminogen recruitment and

activation to plasmin, the latter degrades extracellular matrix and basement membranes, fa-

cilitating bacterial invasion (Stoppelli, 2013). As previously mentioned, the synthesis and

release of the cytotoxins SLO and SLS, as well as the cystein protease SpeB, also facilitate

tissue destruction and bacterial invasion (Betschel et al., 1998; Svensson et al., 2000; Bricker

et al., 2002).
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Figure 1.1: Group A Streptococcus virulence factors involved in resistance to the host immune re-

sponse. Source: Walker et al. (2014).

Increased vascular permeability promotes GAS invasion and dissemination in the host

body. This can be mediated by two pathways: activation of the coagulation system and/or

production of strong pro-inflammatory mediators. The activation of the intrinsic pathway

of the coagulation system, which is triggered by the surface M protein, promotes the re-

cruitment of clotting factors such as fibrinogen and kininogen (Loof et al., 2014). Kinino-

gen, which is bound to the M protein, is then cleaved as a consequence of activation of the

coagulation system and the potent vasoactive molecule bradykinin is released, increasing

vascular permeability at the site of infection (Ben et al., 1997). Similarly, the production

of strong pro-inflammatory molecules, called GAS superantigens, promotes vascular per-

meability and invasive disease (Commons et al., 2014). Known S. pyogenes superantigens

include the streptococcal pyrogenic exotoxins, such as SpeA, SpeC and SpeG to SpeM, the

streptococcal superantigen SSA and the streptococcal mitogenic exotoxin SmeZ (Commons

et al., 2014). Most of the genes encoding superantigens are located within prophages, and

only speG and smeZ genes are located in the chromosome (Commons et al., 2014).

Virulence gene regulation systems

More than 100 putative stand-alone and 13 two-component regulatory systems (TCS) have

been identified in S. pyogenes (Musser and Shelburne, 2009). Some of these can influence

either directly or indirectly the expression of virulence factors (Table 1.1).
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Table 1.1: Regulators of virulence gene expression in Group A Streptococcus. The symbol ↑ indicates

promotion of gene expression and ↓ represents suppression of gene expression.

Regulators Regulatory gene Maximal activity Control over gene expression References

Mga mga Exponential growth phase
↑ emm, scl1, scpA, sic, fba,

mrp, arp, enn, mga
(Kreikemeyer et al., 2003)

RALPs rofA, nra Early stationary phase

↑ sfbI, rofA

↓ sfbII, scpA, sagA,

speB, speA, mga

(Beckert et al., 2001)

Rgg/RopB rgg, ropB Stationary growth phase

↑ speB, covRS, ihk/irr,

fasBCAX

↓ mga, sagA, slo

(Kreikemeyer et al., 2003)

Ihk/Irr ihk, irr

Exposure to neutrophil

reactive oxygen

species or AMP

Regulate up to 20% of the whole

genome and are involved in

neutrophil-mediated killing

resistance and invasion

(Voyich et al., 2003)

FasBCAX
fasA, fasB,

fasC, fasX

End of exponential

growth phase

↑ sagA, ska

↓ fbp54, mrp
(Kreikemeyer et al., 2001)

CovRS covR, covS
Environmental adverse

conditions

↑ speB, sagA, rgg

↓ hasA, hasB, hasC,

ska, slo, ideS, sda1, sic

(Musser and Shelburne, 2009)

A well characterised stand-alone regulatory factor for GAS is Mga, which regulates the

transcription of genes encoding virulence factors involved in adhesion and immune evasion

(Cunningham, 2000). Genes controlled by Mga include: emm, which encodes the M protein;

scl1/sclA, which is the streptococcal collagen-like protein gene; mrp, arp and enn, each of

which encode Ig-binding proteins; scpA, the gene encoding peptidase ScpA; and sic, which

encodes the secreted inhibitor of complement (McIver and Scott, 1997; Cunningham, 2000;

Lukomski et al., 2001; Terao et al., 2001). Mga also regulates the expression of fibronectin-

binding proteins such as Fba, SfbX and SfbII (McIver, 2009). Mga activity peaks during

the exponential growth phase and appears to be influenced by sugar availability (Ribardo

and McIver, 2006). Conditions of low carbohydrate concentration are thought to induce

Mga phosphorylation, which in turn reduces the expression of adhesion virulence factors

(Hondorp et al., 2013). This mechanism may be used by S. pyogenes to initiate the process

of tissue invasion when nutrient availability decreases.
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The RofA-like protein (RALP) family represents another stand-alone regulation system

of virulence genes involved in adhesion, intracellular migration and host immune evasion

(Beckert et al., 2001). The RALP system controls the transcription of sfbI and sfbII (fi-

bronectin binding proteins 1 and 2 genes), cpA (collagen binding protein gene), sagA (en-

coding streptolysin S), speB, speA and mga (Beckert et al., 2001; Podbielski et al., 1999;

Molinari et al., 2001). Members of the RALP family can act both as positive and negative

regulators of gene expression. For example, RofA is capable of repressing expression of

sagA, speB and mga, while another RALP protein, Nra, can also negatively regulate speA

and cpa (Beckert et al., 2001; Molinari et al., 2001). The RALP system is mainly active in

the early stage of the stationary growth phase, and appears to promote internalisation and

intracellular persistence (Beckert et al., 2001).

The stand-alone regulation system Rgg/RopB regulates the expression of SpeB cysteine

protease (Lyon et al., 1998; Ajdic et al., 1999). In some strains, this system interacts with

other regulatory pathways such as Mga, CsrRS/CovRS, FasBCAX and Ihk/Irr, influencing

the expression of several other virulence genes (Sylva et al., 2002). Rgg/RopB appears to

regulate gene expression during the stationary growth phase (Unnikrishnan et al., 1999), and

it is thought to be involved in tissue damage and GAS invasion (McIver, 2009). There is also

evidence for a role of the Rgg/RopB system in metabolism, as it appears to promote amino

acid metabolism in low glucose conditions (Somerville et al., 2003).

The Ihk/Irr TCS is activated following GAS exposure to neutrophil-produced antibacterial

molecules (Voyich et al., 2003). It regulates up to 20% of the entire S. pyogenes genome and

has a role in immune system evasion and tissue invasion (Voyich et al., 2003).

Another TCS implicated in GAS virulence gene control is the FasBCAX system (Kreike-

meyer et al., 2001). This system is activated at the end of the exponential growth phase and

induces downregulation of adhesion genes, such as fbp54 and mrp. At the same time, the

FasBCAX system upregulates the expression of sagA and ska, which encode SLS and Ska,

factors involved in immune system resistance and tissue damage (Kreikemeyer et al., 2001).
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The CovR-CovS (or CovRS, control of virulence regulatory system), also known as CsrR-

CsrS (or CsrRS, capsule synthesis regulatory system), is a well-characterised TCS of GAS

virulence genes. CovRS is triggered by adverse environmental conditions and thus it appears

to mediate a stress response (Gryllos et al., 2003; Dalton and Scott, 2004; Churchward,

2007). The system downregulates the expression of the hyaluronic capsule, Ska, SLO, IdeS

and Sda1, while it upregulates the expression of SpeB (Sumby et al., 2006). CovRS is mainly

activated during the stationary growth phase and it can regulate the transcription of up to 15%

of GAS chromosomal genes (Graham et al., 2002).

1.2.4 Streptococcus pyogenes antimicrobial resistance

Antimicrobial resistance (AMR) against macrolides, tetracyclines, lincosamides and fluoro-

quinolones has been documented among GAS strains (Richter et al., 2003; Nielsen et al.,

2004; Fay et al., 2021; Tsai et al., 2021). Macrolide resistance is mediated by the erm and

mef genes, which are associated with mobile genetic elements (MGE) such as integrative

and conjugative elements (ICE) (Brenciani et al., 2007, 2010). The mef genes encode efflux

pumps that reduce the concentration of intracellular macrolides (Silva-Costa et al., 2015),

whilst the erm genes encode methyltransferases that act on the 23S rRNA, conferring resis-

tance also to lincosamides such as clindamycin (Silva-Costa et al., 2015). The ermB gene

usually confers constitutive resistance to clindamycin. This is a form of resistance that is in-

trinsically expressed and is not influenced by external factors. The ermA and ermTR genes,

on the other hand, can provide macrolide-mediated clindamycin resistance, also known as

inducible clindamycin resistance (Pesola et al., 2015). Tetracycline resistance is mediated

by tet genes, which are also acquired from MGE (Giovanetti et al., 2003). The frequent

co-location of tet and macrolide resistance genes within the same MGE can facilitate the

acquisition of both forms of resistance in a single horizontal gene transfer event (Giovanetti

et al., 2003; Brenciani et al., 2007). Quinolone resistance is known to occur through the

acquisition of non-synonymous point mutations in the quinolone resistance-determining re-

gions (QRDR) of the gyrA, gyrB, parC and parE genes (Richter et al., 2003; Arai et al.,

2011).
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Resistance to β-lactams has never been documented in GAS infections, making this class

of antibiotic the treatment of choice (Walker et al., 2014). The recent identification of single

nucleotide polymorphisms (SNP) conferring reduced sensitivity to ampicillin, amoxicillin

and cefotaxime, however, may be the first step towards the future development of full β-

lactam resistance (Grebe and Hakenbeck, 1996; Vannice et al., 2019; Musser et al., 2020).

1.2.5 Streptococcus pyogenes epidemiology

Superficial disease

Due to the high rate of GAS throat colonisation (with estimated prevalence between 15 and

20% of the population) (Henningham et al., 2012), it is difficult to estimate with accuracy

the burden of S. pyogenes-associated pharyngitis. The results of some population studies

revealed that in developed countries about 15% of school-age children and 4-10% of adults

experience at least one episode of GAS pharyngitis per year, with the rate being 5-10 fold

higher in developing countries (Carapetis et al., 2005; Ralph and Carapetis, 2012). In a study

published in 2005, the annual global burden of GAS pharyngitis was estimated to be higher

than 600 million cases, with 550 million cases occurring in developing countries (Carapetis

et al., 2005). The majority of the cases of GAS pharyngitis documented in a study carried

out in Australia in 2007 were reported in late winter and early spring (Danchin et al., 2007),

suggesting fluctuating incidence rates throughout the year.

S. pyogenes pyoderma is more common in tropical and sub-tropical regions, particularly

in the summer time (Bessen et al., 2015). Its prevalence is heavily influenced by accessibility

to hygiene, and it was estimated to range from 1 to 20% in developing countries, with some

regions of the world having prevalence between 40 and 90% (Ralph and Carapetis, 2012).

Scarlet fever incidence has decreased worldwide over the last century (Efstratiou and

Lamagni, 2016). Recently, however, there has been an increase in number of scarlet

fever cases and large-scale outbreaks (Efstratiou and Lamagni, 2016). In 2014, the

incidence of scarlet fever in the UK reached 49 per 100,000 individuals in some parts of

the country, while the previously reported incidence was 4 per 100,000 (Guy et al., 2014).

The most recent report from Public Health England shows that scarlet fever incidence
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in England has decreased since 2014, with a peak value of 22.4 per 100,000 (https:

//assets.publishing.service.gov.uk/government/uploads/system/

uploads/attachment_data/file/800932/hpr1619_gas-sf3.pdf). Risk

factors for scarlet fever include age, with children under ten years old being more suscepti-

ble, and season, with the majority of the cases occurring in spring (Briko et al., 2003; Guy

et al., 2014).

Invasive disease

The incidence of invasive GAS (iGAS) disease has been increasing since the 1980s (Hen-

ningham et al., 2012). GAS cellulitis is the most common form of invasive disease. In one

study published in 2007, for example, the incidence of GAS cellulitis was as high as 200

cases per 100,000 people in Minnesota (McNamara et al., 2007). More severe forms of

iGAS disease are less common, and their reported incidence in 2005 was 1.5-3.9 cases per

100,000 people in the USA, Canada and North Europe; 6.4-10.5 per 100,000 in the Aus-

tralian non-indigenous population; 13 per 100,000 in Kenyan children; and 82.5 per 100,000

in the Australian indigenous population (Ralph and Carapetis, 2012). Excluding cases of cel-

lulitis, iGAS disease is associated with a high mortality rate of around 20%, a figure which

is independent of disease incidence (Sanyahumbi et al., 2016). Known risk factors for iGAS

disease are skin lesions, blunt trauma, acute viral infections, influenza, varicella and other

non-infectious co-morbidities (Efstratiou and Lamagni, 2016). Between 20 and 30% of all

iGAS cases are not associated with known risk factors (Lamagni et al., 2008a).

Post-infectious complications

ARF is still one of the most common causes of acquired heart disease in children world-

wide (Carapetis et al., 2005; Jackson et al., 2011). Every year approximately 500,000 new

cases of ARF occur (Webb et al., 2015), mostly in poorer areas of the world (Carapetis

et al., 2005). The incidence of the disease varies considerably in different countries, with

a reported minimum of 0.1 cases per 100,000 people in Greece and a maximum of 826 per

100,000 in Sudan (Jackson et al., 2011). In between 42 and 60% of cases of ARF, RHD

occurs (Ralph and Carapetis, 2012). The heaviest burden of RHD is on children and young

adults (WHO, 2005), and its incidence can be as high as 850 per 100,000 people, among
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the indigenous children of the Australian northern territory (Parnaby and Carapetis, 2010).

In 2005 the prevalence of RHD was estimated to be between 15.6 and 19.6 million cases

worldwide (Carapetis et al., 2005) with a mortality rate in poor countries of approximately

1.5% (Carapetis et al., 2005).

APSGN is more prevalent in resource-limited settings, being associated with crowding,

poor hygiene and poverty (Marshall et al., 2011). The incidence varies accordingly, ranging

from 0.04 per 100,000 in an Italian cohort of people under 60 years of age to 239 per 100,000

in indigenous Australians (Jackson et al., 2011). Although the mortality associated with

this complication is generally low (0.02-0.4 per 100,000), considerable morbidity has been

highlighted in numerous studies (Jackson et al., 2011).

Streptococcus pyogenes emm type distribution

In 2009, a study on the global distribution of GAS emm types was published (Steer et al.,

2009). Most of the data analysed were collected from high-income countries, with limited

data derived from developing regions of the world. The most common emm types in Europe,

North America, Asia and Latin America were emm1 and emm12. In Africa, the most com-

mon type was emm12, followed by emm75, while in the Pacific Region, the most prevalent

type was emm55. The diversity of emm types in Africa and the Pacific region appeared to

be higher than in the rest of the sampled countries. In high-income countries, the order of

prevalence of emm types from 1990 to 2009 was relatively stable (Steer et al., 2009).

A more recent study focusing on iGAS in Europe and North America confirms emm1 as

the most frequently isolated strain (Gherardi et al., 2018). The authors pointed out that the

seven most common types circulating in Europe and North America, namely emm1, emm28,

emm89, emm3, emm12, emm4 and emm6, accounted for 50-70% of all isolates. In a study

conducted in Scotland on both invasive and non-invasive GAS isolates, the most frequent

emm types circulating from 2011 to 2015 were emm1, emm76 and emm89 (Lindsay et al.,

2016).

The known genetic determinants of virulence for the five most common emm types in-

volved in iGAS disease in Europe and North America are presented in Table 1.2.
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Table 1.2: Most common emm types involved in invasive Streptococcus pyogenes disease in Europe

and North America and genetic mechanisms underlying their high pathogenicity.

emm type Genetic determinants of pathogenicity

emm1

-Phage encoding an extracellular DNAse (SdaD2)

-Phage encoding the SpeA2 toxin (derived from a single

nucleotide mutation of the SpeA1 variant of SpeA)

-Acquisition, by horizontal gene transfer, of a chromosomal

region encoding secreted toxins NAD+-glycohydrolase

and SLO

(Nasser et al., 2014)

emm3

-Phages encoding SpeA, SpeK, SSA and

a phospholipase A2 (Sla)

(Beres et al., 2002)

emm12

-NADase and SLO genes

-Demonstrated capacity to acquire CovRS mutations in vivo

(Feng et al., 2016)

emm28

-Demonstrated capacity to acquire CovRS mutations in vivo

-Demonstrated capacity to acquire single nucleotide indels in

the intergenic region between Spy1336/R28 and Spy1337

(with possible increased expression of the protein R28 and

consequent higher virulence)

(Kachroo et al., 2019)

emm89 (clade 3)

-Variation in the nga promoter region pattern, which is associated

with increased production of SPN (S. pyogenes NADase) and SLO

-HGT mediated loss of hasABC genes, with consequent loss of the

hyaluronic acid capsule production

-Demonstrated capacity to acquire CovR and LiaS mutations in vivo,

with associated increase in virulence

(Turner et al., 2015; Beres et al., 2016)
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Surveillance systems for GAS infections

Since currently there is no surveillance network for iGAS disease in Europe, each country un-

dertakes surveillance according to its own criteria (Creti, 2017). In most European countries,

S. pyogenes infection surveillance is based on voluntary reporting systems, while in a limited

number of countries iGAS and/or scarlet fever are notifiable diseases (Lamagni et al., 2005).

Across the UK, where iGAS are the only forms of S. pyogenes-associated disease notifiable

(scarlet fever is also notifiable in England), surveillance is based on isolates submissions to

reference laboratories and the collection of enhanced surveillance data (https://www.

gov.uk/guidance/rvpbru-reference-and-diagnostic-services).

1.2.6 Streptococcus pyogenes vaccine development

Despite the globally high burden of GAS disease, there is no commercially available vaccine

to prevent S. pyogenes infection. Challenges to the development of a GAS vaccine include a

high antigenic diversity among GAS strains, cross-reactivity between GAS-targeted antibod-

ies and certain human cells, lack of commercial interest from pharmaceutical companies and

the absence of suitable animal models of infection (Dale and Walker, 2020). Despite these

barriers, multiple research groups have worked towards the development of a GAS vaccine

for a number of decades. Vaccine candidates that have been investigated so far include the

M protein, cell-wall carbohydrate and multi-component formulations of antigenic proteins

such as the streptococcal superantigens, fibronectin-binding proteins and SLO (Castro and

Dorfmueller, 2021). The only candidates to reach clinical trial thus far are M-protein based

vaccines such as StreptAvax and StreptAnova (Castro and Dorfmueller, 2021). While it is

encouraging to note that the evidence suggests an effective GAS vaccine will be available

at some point, years of testing are anticipated before a vaccine candidate is finally approved

and produced (Dale and Walker, 2020).

1.2.7 Streptococcal species phylogenetically related to GAS

Streptococcus pyogenes and a number of other streptococcal species have been categorised

as pyogenic Streptococci based on their associated clinical manifestation. As the name sug-

gests, the pyogenic group encompasses species involved in purulent soft tissue infections
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in humans and/or animals. The other pyogenic streptococci are: S. agalactiae, S. canis, S.

equi, S. iniae, S. uberis, S. parauberis, S. phocae, S. urinalis, S. didelphis and strains of S.

dysgalactiae and S. porcinus (Vos et al., 2011). Based on a 16S rRNA gene phylogeny, the

pyogenic species form a single monophyletic group (Figure 1.2).

Among the species belonging to the pyogenic group, the more relevant from a veterinary

and "One Health" standpoint are S. dysgalactiae spp., S. canis, S. equi subsp. equi and

zooepidemicus, S. uberis and S. agalactiae (Lefébure et al., 2012). Evidence of lateral gene

transfer events from these species to S. pyogenes suggests that the evolution of GAS has been,

and potentially will in the future be, influenced by closely related streptococci (Lefébure

et al., 2012). The main biochemical characteristics of S. pyogenes, S. dysgalactiae, S. canis,

S. equi, S. uberis and S. agalactiae are reported in Table 1.3, while their major genomic

features are shown in Table 1.4.
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Figure 1.2: Neighbor-joining phylogeny of streptococcal species based on the 16S rRNA gene. Boot-

strap values for each node are shown, based on 100 iterations. The red rectangle highlights the species

belonging to the pyogenic group. Adapted from Vos et al. (2011).
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Table 1.4: Major genomic features of Streptococcus pyogenes, Streptococcus dysgalactiae, Strepto-

coccus canis, Streptococcus equi, Streptococcus uberis and Streptococcus agalactiae.

Characteristic S. pyogenes S. dysgalactiae S. canis S. equi S. uberis S. agalactiae

Genome size

(Mb) 1.8 2.1 2.2 2.1 1.8 2.1

GC % 38.5 39.5 39.7 41.5 36.6 35.6

Protein count 1,693 1941 2212 1874 1762 2127

Gene count 1,801 2128 2297 2025 1871 2279

1.3 Streptococcus canis

The name Streptococcus canis was first used in 1937 to identify streptococci implicated in

infection in dogs (Stafseth et al., 1937). Only in the late 1980s was the name formally as-

cribed to a bacterial species with defined phenotypic characteristics (Devriese et al., 1986),

when it was described as Gram positive, β-haemolytic, Lancefield group G pyogenic coccus

that could infect dogs and cattle (Devriese et al., 1986). Numerous biochemical and physi-

ological traits of the newly identified species were reported (Devriese et al., 1986). S. canis

was initially thought to be solely a canine and bovine pathogen (Devriese et al., 1986) but

has since been isolated from a range of mammals including cats, rats, rabbits, minks, foxes,

Japanese racoon dogs, kinkajous, seals, sea lions, otters, badgers and humans (Richards

et al., 2012; Numberger et al., 2021). It may cause disease in each species, making it one of

the streptococcal pathogens with the widest host range (Fulde and Valentin-Weigand, 2012).

Despite its broad host tropism, S. canis has not been given the same attention as other strep-

tococci (Fulde and Valentin-Weigand, 2012) and this is probably due to the limited number

of confirmed cases of infection in humans (Lam et al., 2007). Since most streptococcal iso-

lations in human medicine are not identified to the species level, however, the true disease

burden of S. canis disease in humans is difficult to estimate (Lam et al., 2007).
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1.3.1 S. canis epidemiology

Companion animals

In dogs and cats, S. canis is regarded as an opportunistic pathogen that can colonise the skin

and mucosae of asymptomatic individuals (Lysková et al., 2007b; Timoney et al., 2017).

When implicated in disease, S. canis is mainly associated with superficial infections (De-

vriese et al., 1986), with the most common isolation sites being the oral and nasal cavities,

the external ear canal, rectum and the genital mucosae (Figure 1.3) (Devriese et al., 1992;

Lysková et al., 2007b). However, infection in dogs and cats may sometimes result in severe

Figure 1.3: Main isolation sites of Streptococcus canis in healthy and diseased dogs and cats. The

percentages reported indicate the fractions of samples from which S. canis was detected in the studies

referenced (A: Lysková et al., 2007a; B: Lysková et al., 2007b; C: Guerrero et al., 2018; D: Dégi et

al., 2011). Carriage data refer to the detection of S. canis in samples collected in body sites that were

not showing signs of disease. In dogs, S. canis is more frequently isolated from the oral and nasal

cavities, the ear canal, the rectum and the genital mucosa. In cats, it is more commonly isolated from

the oral and nasal cavities, the ear canal and the rectum.
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clinical syndromes such as arthritis (Iglauer et al., 1991), necrotising fasciitis (Prescott et al.,

1995; Pesavento et al., 2007), myocarditis (Matsuu et al., 2007), pneumonia (Prescott et al.,

1995), meningitis (Pesavento et al., 2007), sepsis (Pesavento et al., 2007) and STSS (Prescott

et al., 1995; Pesavento et al., 2007). In a 2007 study, 6.5% of healthy dogs (n=35/539) and

5.9% of healthy cats (n=10/169) tested positive for carriage of S. canis, which was isolated

principally from the rectum of both species, the praeputium of dogs and the oral cavity of cats

(Lysková et al., 2007b). In the same study, it was isolated from various body sites in 22.2%

of dogs (n=39/176) and 4.8% of cats (n=2/42) with ongoing infections. Among clinically ill

dogs, it was frequently isolated from those with signs of gastrointestinal disease, urogenital

infection, otitis externa and rhinitis. In clinically ill cats, S. canis was isolated from just two

of 42 specimens. However, since co-infection with other pathogens was not considered, it

is impossible to determine whether S. canis was responsible for the clinical signs reported.

As sampling was skewed towards canine samples and external ear canal specimens (Lysková

et al., 2007b), this may have contributed to biases in the results reported. Two other studies

report a high prevalence of S. canis-associated otitis externa in pets. In one, S. canis was

shown to be the third most common microorganism isolated from dogs with otitis externa

(29.9% of the cases) (Lysková et al., 2007a), being found significantly more frequently in

the ear canals of dogs with otitis externa than from healthy dogs (P<0.001) (Lysková et al.,

2007a). Another study revealed a prevalence of 20.83% from the ears of cats with otitis

externa, although the sample size was very small (n=24) (Dégi et al., 2011). In a work by

Lamm et al., the prevalence of streptococcal isolation from all canine specimens submitted

to a diagnostic laboratory was 20.5% (n=499/2432), of which 22.4% (n=106/499) were con-

firmed as S. canis (Lamm et al., 2010). A high proportion of the sampled dogs that tested

positive for Streptococcus spp. (n=267) showed co-infection with other pathogens, meaning

that causative role of streptococci in those disease cases could not be established. The authors

found that S. canis was the most common streptococcal species isolated from infection sites

in dogs and that S. canis infection can be associated with dermatitis, septicaemia, placentitis

and pneumonia (Lamm et al., 2010). A more recent work by Guerrero et al. suggested an as-

sociation between vaginal carriage of β-haemolytic streptococci and neonatal death in dogs

(Guerrero et al., 2018). No significant difference in the frequency of vaginal isolation of S.

canis, however, was found between dogs with healthy litters and dogs experiencing neonatal
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Table 1.5: Case reports of Streptococcus canis infection in companion animals reviewed for this

study.

Reference Host species
Number

of cases
Clinical manifestations Suggested predisposing factors

Iglauer et al., 1991 Cat 6 Arthritis
Possible genetic predisposition

due to high inbreeding.

Prescott et al., 1995 Dog 3 Necrotising fasciitis Trauma.

Matsuu et al., 2007 Cat 1 Myocarditis

Acquired mitral stenosis

associated with congenital

malformation of the mitral

valve complex.

Pesavento et al., 2007 Cat
>150

(3 outbreaks)

Skin ulceration, sinusitis,

meningitis, necrotising fasciitis

Indirect contact with dogs

and concomitant upper

respiratory tract infections.

losses (Guerrero et al., 2018). The role of S. canis vaginal colonisation in canine fertility

is still unclear and further studies are required. S. canis infection outbreaks have also been

reported in feline colonies and shelters. An outbreak of contagious arthritis due to S. canis

in a cat breeding colony over a six-month period has been described (Iglauer et al., 1991).

A high level of inbreeding among colony cats was suggested to have contributed to suscep-

tibility to infection (Iglauer et al., 1991), although outbreaks have also been detected among

shelter cats. Three outbreaks of S. canis infection in cat shelters were reported (Pesavento

et al., 2007), two of which were characterised by skin ulceration, sinusitis and meningitis

while a third outbreak was associated with necrotising fasciitis and sudden death (Pesavento

et al., 2007). Table 1.5 provides a summary of all case reports referenced in this subsection.

Production animals

In cattle, S. canis is a recognised cause of mastitis (Chaffer et al., 2005; Hassan et al., 2005;

Tikofsky and Zadoks, 2005). Although the prevalence of Group G Streptococcus mastitis

is thought to be low (Wilson et al., 1997), S. canis mastitis outbreaks have been reported,

with herd prevalence as high as 38% (Chaffer et al., 2005). In a case of S. canis sub-clinical

mastitis outbreak that affected 22% (n=11/49) of a dairy herd, PGFE genotyping revealed the

isolates were either identical or very closely related, suggesting a clonal spread of S. canis

that may be explained by cow-to-cow transmission (Hassan et al., 2005). A study by Tikof-
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Table 1.6: Case reports of Streptococcus canis infection in dairy cattle with subclinical mastitis.

Reference Number of cases Herd size
Proportion of

herd affected

Suggested

risk factors

Chaffer et al., 2005 26 69 38% Not mentioned

Hassan et al., 2005 11 49 22% Not mentioned

Tikofsky & Zadoks 2005

46 Group G

Streptococcus cases.

12 confirmed S. canis

cases

90

51% Group G

Streptococcus.

13% confirmed

S. canis

Direct contact with

an infected cat

Król et al., 2015 17 76 22% Not mentioned

Eibl et al., 2021 9 59 15%
Direct contact with

an infected cat

sky and Zadoks described another mastitis outbreak that affected 13% (n=12/90) of lactating

cows in a dairy herd (Tikofsky and Zadoks, 2005). The origin of the outbreak was thought to

be a cat with chronic sinusitis due to S. canis infection. The cat, whose infection predated the

outbreak, lived in close contact with the herd. All bovine and feline S. canis isolates showed

the same ribotype pattern, supporting the hypothesis that the cat was the outbreak source and

that infection subsequently spread from cow to cow (Tikofsky and Zadoks, 2005). A similar

case of an outbreak of bovine sub-clinical S. canis mastitis associated with a cat was reported

by Eibl et al. (Eibl et al., 2021). In this instance, strains of the MLST type were isolated

from nine cows and one cat living in contact with the herd, but no directionality of transmis-

sion could be determined (Eibl et al., 2021). These reports highlight the potential spread of

infectious agents from pets to cattle, which should be considered when assessing biosecurity

measures on dairy farms. Both reports, however, rely on low discrimination methods to as-

sess the genetic relatedness of bovine and feline isolates (Salipante et al., 2015; Tsang et al.,

2017), so should not be considered as conclusive evidence of cats being the source of infec-

tion in outbreak scenarios. Importantly, S. canis mastitis outbreaks have been documented

in dairy herds that were not in contact with dogs and cats, showing alternative routes of herd

infection may occur (Chaffer et al., 2005). Król et al. demonstrated the contagious potential

of S. canis among cows (Król et al., 2015). Relatedness of the outbreak isolates was con-

firmed by RAPD analysis and PFGE. The authors also showed that S. canis was capable of
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causing long-term sub-clinical mastitis that persisted for up to 14 months (Król et al., 2015).

A summary of S. canis mastitis case reports in dairy cattle is shown in Table 1.6.

Role in human health

Streptococcus canis appears to be rarely isolated from humans, although the actual infection

burden is hard to estimate (Lam et al., 2007). It shares the same Lancefield classification

(group G) with other β-haemolytic streptococci, such as S. dysgalactiae and S. anginosus,

recognised to infect humans. The determination of Lancefield antigenic group is often suffi-

cient for diagnostic and public health purposes and for this reason the prevalence of S. canis

infection is likely to be underestimated (Lam et al., 2007). In a retrospective study carried

out at the University Hospital of Bordeaux from 1997 to 2002, S. canis was confirmed in 1%

(n=80/6404) of all Streptococcus-positive samples submitted for culture (Galpérine et al.,

2007). Clinical and microbiological data available for a subset of cases (n=54) revealed that

S. canis was mainly involved in skin and soft tissue infection (n=35), and occasionally im-

plicated in bacteraemia (n=5), urinary tract infection (n=3), osteoarticular infection (n=2),

pneumonia (n=1) and asymptomatic carriage (n=8). Toxic shock was noted in two patients.

The majority of the cases for which clinical data was available were confirmed as community

acquired (n=39) and mortality attributable to S. canis infection was 3.7% (n=2/54). Most pa-

tients had comorbidities that predated infection and the majority of S. canis-positive samples

for which data were available (n=42/54) contained additional bacterial pathogens (Galpérine

et al., 2007). It is, therefore, impossible to determine to what extent the presence of S. ca-

nis contributed to pathology. Figure 1.4 illustrates the common sites of S. canis isolation in

humans (Galpérine et al., 2007).

Sporadic cases of human infection were described in the literature as case reports, with

clinical manifestations such as purulent skin infection (Bert and Lambert-Zechovsky, 1997;

Whatmore et al., 2001; Lam et al., 2007), cellulitis (Takeda et al., 2001; Lam et al., 2007),

septicaemia (Bert and Lambert-Zechovsky, 1997; Takeda et al., 2001; Whatmore et al., 2001;

Ohtaki et al., 2013; Taniyama et al., 2017), endocarditis (Amsallem et al., 2014; Lacave

et al., 2016; Mališová et al., 2019), arthritis and bone infection (Tarabichi et al., 2018;

McGuire et al., 2021). The majority of case reports of S. canis infection involve patients
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Figure 1.4: Sites of Streptococcus canis isolation in humans (Galpérine et al., 2007). This bacterium

was isolated principally from the cutaneous tissue, bloodstream, ear-nose-throat (ENT) sphere and

vaginal swabs. Percentages refer to the frequency of isolation from the total number of S. canis-

positive samples.

above 60 years of age, with various comorbidities or previous trauma. Notably, a propor-

tion of cases describe prior interactions with dogs (Takeda et al., 2001; Lam et al., 2007;

Ohtaki et al., 2013; Amsallem et al., 2014; Lacave et al., 2016; Taniyama et al., 2017; Tara-

bichi et al., 2018; Mališová et al., 2019; McGuire et al., 2021), in particular dog bites or

scratches (Takeda et al., 2001; Taniyama et al., 2017; Tarabichi et al., 2018). However, more

direct evidence to support the contention that dogs may be a source of S. canis zoonotic

infection was presented in only one report, which described a woman developing S. canis
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Table 1.7: Reports of Streptococcus canis infection in humans.

Reference
Number

of cases
Clinical manifestations

Suggested

predisposing factors

Bert &

Lambert-Zechovsky, 1997
1 Septicemia

Comorbidities, direct contact

with a dog, > 60 years of age.

Takeda et al., 2001 1 Cellulitis and septicemia
Comorbidities, dog bite,

>60 years of age.

Whatmore et al., 2001 2
Wound infection (first case)

and bacteremia (second case)

Not mentioned for the first case,

comorbidities and > 60 years of age

for the second case.

Ohtaki et al., 2013 1 Septicemia
Trauma, direct contact

with a dog, >60 years of age.

Amsallem et al., 2014 1 Endocarditis
Comorbidities, direct contact

with a dog, >60 years of age.

Lacave et al., 2016 1 Endocarditis
Comorbidities, direct contact

with a dog, > 60 years of age.

Taniyama et al., 2017 1 Cellulitis and bacteremia
Comorbidities, dog bite,

>60 years of age.

Tarabichi et al., 2018 1
Periprostetic joint infection

and septicemia

Knee prostesis, dog scratch,

>60 years of age.

Mališová et al., 2019 1 Endocarditis
Comorbidities, direct contact

with a dog, >60 years of age.

McGuire etal., 2021 1 Periprostetic joint infection
Hip surgery, direct contact

with a dog, >60 years of age.

septicaemia two weeks after a dog bite (Takeda et al., 2001). S. canis was also isolated

from the dog’s oral cavity and both human and canine strains shared the same PFGE pattern,

suggesting a canine-to-human transmission event (Takeda et al., 2001). Although generally

reliable, PFGE results are occasionally discordant with higher resolution methods such as

whole genome sequencing (Salipante et al., 2015). Further evidence is required to clarify the

role dogs play in the transmission of S. canis to humans. The reviewed case reports of human

S. canis-associated disease are summarised in Table 1.7. Based on the epidemiological stud-

ies and clinical reports available, a transmission cycle for S. canis including the environment,

human, canine, feline and bovine hosts is hypothesised and is visually represented in Figure
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1.5.

Figure 1.5: Schematic representation of a possible transmission cycle of Streptococcus canis. The

main host species of S. canis appear to be dogs and cats. Dogs and cats have been reported as a

potential source of infection for humans and cattle, respectively (A: Tikofsky & Zadoks 2005; B:

Eibl et al., 2021; C: Takeda et al., 2001). S. canis can be frequently isolated from the rectum of dogs

and cats, implying that faecal contamination of the environment, although never demonstrated to our

knowledge, may occur. Environmental contamination may be a source of infection not only for dogs

and cats but also for other susceptible species, namely wildlife and humans. In the diagram, S. canis

transmission is represented through solid arrows (direct route) and dashed arrows (indirect route).

1.3.2 S. canis virulence mechanisms

The knowledge on pathogenesis and virulence mechanisms of S. canis is currently limited.

This may be explained by the low prevalence of infection in humans and production ani-

mals, together with the fact that it is broadly sensitive to commonly used antibiotics, which

may contribute to it being given a low priority (Galpérine et al., 2007; Pinho et al., 2013).

However, the health threat represented by S. canis should not be underestimated, particularly

in light of the severe disease cases reported in humans and the documented acquisition of

AMR (Takeda et al., 2001; Galpérine et al., 2007; Lam et al., 2007; Lacave et al., 2016;

Tan et al., 2016; Fukushima et al., 2020b; McGuire et al., 2021). Potential virulence deter-

minants of S. canis are summarized in Table 1.8. The presence of sequences homologous
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Table 1.8: Virulence traits investigated in Streptococcus canis in the literature.

Virulence traits Evidence provided Reference

Arginine deaminidase

system (ADS)
Experimental evidence and bioinformatic analysis Hitzmann et al., 2013

Christine, Atkins and

Munch-Peterson (CAMP) factor

Detection of homologous gene based on

WGS bioinformatic analysis
Richards et al., 2012

Intracellular invasion Experimental evidence Yoshida et al., 2021

Neuraminidase B
Detection of homologous gene based on WGS

bioinformatic analysis
Richards et al., 2012

Resistance to phagocytosis
Experimental evidence – hypothesised role

of M protein
DeWinter et al., 1999

Streptococcus canis M-like

(SCM) protein

Detection of homologous gene based on

Southern hybridisation
DeWinter et al., 1999

Detection of homologous gene based on WGS

bioinformatic analysis
Richards et al., 2012

Experimental evidence - adherence and tissue invasion,

plasminogen-mediated
Fulde at al., 2011a

Experimental evidence - resistance to phagocytosis Fulde et al., 2013

Experimental evidence - overall virulence

activity questioned. SCM might facilitate

adhesion and persistence in the vaginal

environment and biofilm formation

Cornax et al., 2021

Streptolysin O (SLO)

Detection of homologous gene based on

Southern hybridisation
DeWinter et al., 1999

Detection of homologous gene based on WGS

bioinformatic analysis
Richards et al., 2012

Streptolysin S (SLS)
Detection of homologous gene based on WGS

bioinformatic analysis
Richards et al., 2012

Surface fibrillae Direct observation through electron microscopy DeWinter et al., 1999

to well-characterised S. pyogenes virulence genes was assessed in the genome of S. canis,

including 15 isolates from dogs diagnosed with STSS and/or necrotising fasciitis, by South-

ern hybridisation (DeWinter et al., 1999). Genes homologous to the S. pyogenes slo and

emm, encoding SLO and the M protein, respectively, were detected in the genome of the

majority of isolates analysed. However, no matches were found to eight other S. pyogenes

virulence genes (speA, speB, speC, speF, scpA, hasA, ska and ssa). Resistance to phagocyto-
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sis and presence of surface fibrillae were also observed as S. canis virulence characteristics

(DeWinter et al., 1999). More recently, genomics has been used to characterise virulence of

S. canis with 34 candidate virulence genes detected (Richards et al., 2012). Most of these

virulence genes constitute part of the S. pyogenes pangenome and have been implicated in

tissue invasion. The carriage of slo and emm homologous genes, already described by De

Winter et al. (DeWinter et al., 1999), was confirmed in S. canis. While an orthologue for

S. pyogenes exotoxin SLS was identified, no genes encoding pyrogenic exotoxins (i.e. those

responsible for S. pyogenes-associated toxic shock syndrome) were found, suggesting alter-

native mechanisms in the pathogenesis of S. canis. Some similarity with S. agalactiae and

S. pneumoniae virulence genes, such as those encoding CAMP factor and neuraminidase B,

was also found in the S. canis genome analysed (Richards et al., 2012). Components of the

arginine deiminase system (ADS) have been characterised in the S. canis genome, giving

insights into a metabolic pathway that could have a role in colonisation and disease (Hitz-

mann et al., 2013). ADS has been shown to be involved in virulence of Streptococcus suis

(Fulde et al., 2011b). Three enzymes of the S. canis ADS are localised on the cell surface,

with possible implications for its virulence, so further investigation is warranted (Hitzmann

et al., 2013). The ability of S. canis to invade host cells was recently demonstrated (Yoshida

et al., 2021). In S. pyogenes, cell invasion ability (CIA) is mediated by surface proteins such

as fibronectin-binding proteins (FBPs) (Walker et al., 2014). The presence of genes with

homology to S. pyogenes FBPs in the genome of S. canis has been shown together with ex-

perimental evidence of CIA in human and animal S. canis isolates (Yoshida et al., 2021).

All 43 isolates tested showed intracellular invasion, but CIA was highly variable. Due to

the lack of required clinical data, no link could be made between levels of CIA and disease

severity (Yoshida et al., 2021) and the role of CIA in S. canis pathogenesis, thus, remains un-

known. The most extensively studied virulence factor of S. canis is the M-like protein SCM

(Fulde et al., 2011a). Experimental evidence showed that the S. canis SCM protein binds to

plasminogen of humans, pigs, goats, cats and dogs. Interaction with plasminogen facilitates

bacterial adherence and tissue invasion, the latter occurring through fibrinogen and fibrin

degradation (Fulde et al., 2011a). SCM was also shown to cooperate in plasminogen recruit-

ment with another surface-expressed virulence factor, enolase, and to have anti-phagocytic

activity (Fulde et al., 2013). The scm gene has been confirmed as universally present in the
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S. canis population, although with substantial allelic variation (Pinho et al., 2019). In partic-

ular, some scm variants lack the putative IgG binding domain which is thought to contribute

to the anti-phagocytic activity of SCM (Bergmann et al., 2017; Pinho et al., 2019). More-

Figure 1.6: Virulence factors of Streptococcus canis and their role in pathogenicity. Although the ex-

pression and function of the S. canis M-like protein (SCM), surface fibrillae and fibronectin-binding

protein (FBP) is supported by experimental evidence, the expression and activity of neuraminidase B,

streptolysin O (SLO), streptolysin S (SLS) and Christie–Atkins–Munch-Peterson (CAMP) factor is

inferred from knowledge of other pathogenic streptococci. Tissue adhesion is understood to be facil-

itated by SCM, surface fibrillae and, potentially, neuraminidase B. SCM also prevents phagocytosis,

a process which may also be impeded by SLO, SLS and CAMP factor. The third main virulence ac-

tivity of SCM appears to be tissue invasion mediated by plasminogen binding and activation. Tissue

invasion may also be facilitated by SLO, SLS and CAMP factor, which are known to possess lytic

activity towards leucocytes in other pathogenic streptococci. Finally, experimental evidence shows

that FBP can trigger intracellular invasion of S. canis, facilitating bacterial survival.

over, some scm alleles are associated with lower binding affinity to plasminogen than others

(Fulde et al., 2013; Pinho et al., 2019). Although according to some studies SCM appears to
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be linked to S. canis virulence (Fulde et al., 2011a, 2013), recent findings, based on compar-

isons between a wildtype strain and an SCM-deficient mutant, questioned the role of SCM

in clinical infection (Cornax et al., 2021). The SCM-deficient mutant showed reduced ability

to form biofilms compared to the wildtype, but haemolytic activity and survivability in the

presence of aminising and oxidising agents were not impacted by the lack of scm. There was

no effect on survival after exposure to canine macrophages, human neutrophils and human

whole blood or the ability to induce an immune response through cytokine production from

human monocytes. When tested in vivo, the wildtype strain and the mutant were equally

virulent in mouse models of dermal and systemic infection. The SCM-deficient strain, how-

ever, showed reduced adhesion and persistence in a murine model of vaginal colonisation

when compared to the wildtype, suggesting that SCM might confer fitness advantages in

particular anatomical sites (Cornax et al., 2021). Overall, the role of SCM as a virulence

factor in S. canis is unclear, with recent evidence suggesting a marginal involvement in dis-

ease progression. A correlation between molecular characteristics of bacterial strains and

clinical outcome of infection has not yet been shown for S. canis. Evidence based on limited

numbers of isolates from dogs with toxic shock syndrome and/or necrotising fasciitis sug-

gested that there was no specific genotype associated with severe disease in dogs (DeWinter

and Prescott, 1999). Another study, which included more isolates from dogs and cats also

failed to demonstrate a connection (Kruger et al., 2010). Further studies, using larger sample

sizes and high-resolution genotyping are required to clarify the association between molec-

ular characteristics of S. canis strains and clinical disease. A visual summary of S. canis

virulence factors is provided in Figure 1.6.

1.3.3 S. canis genotyping systems

The MLST scheme developed for S. canis is based on allelic variation of seven housekeeping

genes, namely gki, gtr, murl, mutS, recP, xpt and yqiZ (Pinho et al., 2013). As alluded to

in the previous section, there is no evidence that links STs to specific clinical disease man-

ifestation. Only a single study suggested an association between ST-4, 8, 11, 12, 13, 14,

17, 27 and 38, all belonging to clonal complex 13 (CC-13), and canine ulcerative keratitis

(Enache et al., 2020) but this is based on a small number of cases and is not statistically

supported. With regards to STs and species-specificity, it was shown that isolates sharing
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the same ST may be isolated from multiple species, including humans, companion animals

and wildlife (Pinho et al., 2013). A genotyping system based on allelic diversity of the scm

gene has been proposed (Pinho et al., 2019). According to this scheme, 41 allelic variants

are grouped into 12 SCM types, forming two major groups. Group I SCM variants (SCM

types 1-7) have an IgG binding domain and are most commonly isolated from diseased pa-

tients. Group II SCM proteins (SCM type 8-12) lack this domain, which is thought to have

anti-phagocytic activity, and the role of group II SCM in pathogenesis is not yet fully under-

stood. MLST has been shown to be a good predictor of SCM type, although the converse

is not true (Pinho et al., 2019). Fukushima et al. suggested an alternative SCM-based typ-

ing scheme, which currently encompasses 15 types (Fukushima et al., 2018, 2020a). Based

on this scheme, SCM types 1-9 are classified as group I (corresponding to group I in the

scheme by Pinho et al.) and types 10-15 are classified as group II (group II also for Pinho

et al.). The creator of this scheme suggests that SCM group I strains are more commonly

isolated in Japan (Fukushima et al., 2020a). As with the scheme of Pinho et al., MLST was

shown to be a good predictor of SCM type, although, again, the opposite was not the case.

Notably, a significantly higher prevalence of macrolide/lincosamide genetic resistance de-

terminants and fluoroquinolone-resistant phenotype was detected among group I compared

to group II strains (Fukushima et al., 2020a). Recently, an association was found between

high-frequency CIA and Fukushima SCM types 10 and 11, as well as high-frequency CIA

and STs 21 and 41 (Yoshida et al., 2021). It should be noted, however, that a limited number

of isolates were tested (n=40) and therefore the resulting low frequency or absence of some

SCM types and STs might have been a source of bias. Moreover, the threshold value used

to separate low-frequency from high-frequency CIA isolates was arbitrarily chosen with the

CIA value for almost one fifth of the isolates tested was just above or just below the threshold

value (Yoshida et al., 2021). It remains uncertain, therefore, whether an association exists

between CIA and specific strains of S. canis. A third SCM-based classification scheme has

been described by Timoney et al. (Timoney et al., 2017). Four SCM types were detected

among S. canis isolates (n=25) from healthy and diseased cats. SCM type 1 strains were

most commonly derived from diseased cats, while SCM type 4 strains were almost exclu-

sively isolated from healthy individuals. The authors concluded that type 1 strains were

strongly associated with disease and that type 4 strains were avirulent in cats. However, type
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Figure 1.7: Schematic representation of the three main classification systems proposed for Strepto-

coccus canis (Pinho et al., 2013; Pinho et al., 2019; Fukushima et al., 2020a).

1 strains were also isolated from healthy cats and one type 4 strain was implicated in a case of

bacteraemia, suggesting both types can be associated with either clinical disease or asymp-

tomatic carriage (Timoney et al., 2017). Figure 1.7 summarises the three main genotyping

schemes proposed for S. canis.
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Figure 1.8: Amino acid substitutions observed in the quinolone resistance-determining regions re-

gions of gyrA, gyrB, parC and parE in thirteen fluoroquinolone-resistant isolates of Streptococcus

canis. Percentages and fractions represent the proportion of fluoroquinolone-resistant isolates carry-

ing that mutation. Fluoroquinolone resistance was confirmed when the minimum inhibitory concen-

tration for Levofloxacin by Etest was >1µg/mL (Fukushima et al., 2020b).

1.3.4 S. canis antimicrobial susceptibility

Streptococcus canis infections are successfully treated with ampicillin, amoxicillin and

clavulanic acid or vancomycin in human medicine and amoxicillin and clavulanic acid or

penicillin in veterinary medicine (Takeda et al., 2001; Tikofsky and Zadoks, 2005; Lam et al.,
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2007; Lysková et al., 2007b; Pinho et al., 2013; Lacave et al., 2016; Tarabichi et al., 2018).

The most commonly encountered AMR phenotype among S. canis strains is tetracycline re-

sistance, which is expressed by 30-40% of all the isolates and associated with the carriage of

tet(M), tet(O), tet(S), tet(K) and tet(L) genes (Galpérine et al., 2007; Lysková et al., 2007a;

Pinho et al., 2013; Fukushima et al., 2020b; Yoshida et al., 2021). Although less frequent,

macrolide, lincosamide and streptogramin B (MLSB) resistance phenotypes have been de-

tected in S. canis strains, particularly in association with the presence of the erm(A), erm(B),

mef(A) and aadA genes (Galpérine et al., 2007; Lysková et al., 2007a; Pinho et al., 2013;

Fukushima et al., 2020b; Yoshida et al., 2021). Occasional resistance to gentamicin and

rifampicin has also been reported in S. canis (Galpérine et al., 2007). The occurrence of

fluoroquinolone resistance associated with specific amino acid substitutions in the QRDR of

the gyrA, gyrB, parC and parE genes has recently been documented in a small number of

resistant strains (Figure 1.8) (Fukushima et al., 2020b).

1.3.5 S. canis zoonotic potential

The ability of S. canis to colonise and cause disease in a variety of mammals is well docu-

mented (Richards et al., 2012). Human infections are understood to be rare, although there

has recently been an increase in reported cases (Takeda et al., 2001; Galpérine et al., 2007;

Lam et al., 2007; Lacave et al., 2016; Tan et al., 2016; McGuire et al., 2021), and little is

known about epidemiology in humans. Since dogs and cats are recognised as the main host

species of S. canis, it is likely that human infection can result from direct ’pet-to-people’

transmission, making S. canis a potentially zoonotic pathogen (Richards et al., 2012). This

hypothesis has been supported by reports of human infections following dog bites and other

forms of interaction with companion animals (Bert and Lambert-Zechovsky, 1997; Takeda

et al., 2001; Lam et al., 2007). It remains unclear, however, whether all S. canis strains

possess the same multi-species tropism profile or whether adaptation has occurred. From

a molecular point of view, preliminary evidence suggesting a lack of host adaptation of S.

canis strains has been provided through MLST, with strains of the same ST found in both

animals and humans (Pinho et al., 2013, 2019), inferring zoonotic potential. However, it may

be argued that MLST fails to represent accurately the diversity of bacterial populations when

compared to more discriminatory genomic methods (Tsang et al., 2017). Better evidence is
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required to aid our understanding of the epidemiology of S. canis and provide insight into

public health risks.

1.4 Data visualisation in public health

Data visualisation, as the name suggests, is the graphical display of data. Data visualisation

is a multidisciplinary field that encompasses areas of graphic design, statistics, psychology

and computer science (Aparicio and Costa, 2015). Its purpose is to communicate data in a

more direct and more accessible way than a section of text (Sadiku et al., 2016). In order to

convey information through a figure, data first need to be encoded in the design of the figure

and then the information correctly interpreted by the viewer; this process is also known

as graphical perception (Cleveland and McGill, 1986). Cleveland and McGill were among

the first to recognise the need to approach data visualisation in a scientific way, studying the

accuracy of data interpretation by people presented with different forms of graphs (Cleveland

and McGill, 1986). Their experiments allowed them to formulate a paradigm for graphical

perception (Cleveland and McGill, 1987). According to the Cleveland and McGill paradigm,

ten elementary codes of graphs, which are basic judgements that people make to gather

information from a graph, are identified and ranked based on the accuracy with which people

judge them (Table 1.9) (Cleveland and McGill, 1987). Cleveland and McGill demonstrated

that the choice of graph has critical implications in the way data are shared and interpreted.

In other words, data visualisation is not only a matter of graphic design but also, and most

importantly, of accurate communication.

Table 1.9: Basic judgements that people make to extract quantitative information from graphs (el-

ementary codes) ranked on the basis of their accuracy in communicating data (Cleveland & McGill

1987).

Elementary codes Rank

Positions along a common scale 1

Positions along identical, nonaligned scales 2

Lengths 3

Angles 4
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Elementary codes Rank

Slopes 4-10

Areas 6

Volumes 7

Densities 8

Colour saturations 9

Colour hues 10

1.4.1 Historical milestones in data visualisation

The first visual representation of data is found in the history of the ancient Egyptians, who

by 200 B.C. were using coordinate systems to draw terrestrial and celestial maps (Friendly,

2008). Other significant examples of some of the earliest recorded data visualisations are

Ptolemy’s map of a spherical earth (1st-2nd century A.D.) and a series of multiple graphs

showing the movement of seven celestial bodies drawn by an anonymous individual in the

10th century (Friendly, 2008). The first attempt to plot a mathematical function was made in

the 14th century by Nicole Oresme (Clagett et al., 1968), while one of the earliest graphical

representations of sunspots changing over time appeared in the 17th century by Christo-

pher Scheiner (Scheiner, 1630). The 17th century represents the beginning of the age of

enlightenment and at this time the first visual representation of statistical data was created in

the form of a line graph showing the estimated difference in longitude between Toledo and

Rome, by Michael Florent van Langren (Tufte and Robins, 1997). In the same century an-

other important contribution to the data visualisation science was made by Rene Descartes,

who introduced the presentation of quantitative data in terms of two-dimensional coordi-

nate scales (Descartes, 1637). The 17th century also saw the creation of the first graph of a

continuous distribution function, the first bivariate plot and the first weather map (Friendly,

2008). Contour and topographic maps were introduced by Phillippe Buache and Marcellin

du Carla-Boniface the following century (Buache, 1752; du Carla-Boniface, 1782), together

with timelines by Jacques Barbeu-Dubourg (Friendly, 2008). Line graphs, bar charts, pie

charts and circle graphs were invented by William Playfair at the same time to communicate
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socio-economic data (Playfair, 1801a,b). In the 19th century geological maps were first used

by William Smith (Smith, 1815) and one of the first modern-style thematic statistical maps

was drawn by Charles Dupin, who used continuous shading to indicate different levels of

illiteracy throughout France (Friendly, 2008). In 1855 John Snow mapped fatalities linked

to the cholera outbreak of 1854 in the Broad Street region of London (Figure 1.9), discov-

ering that the disease was water-borne and originated from the Broad Street water pump

(Snow, 1855; Azzam et al., 2013). In 1858 Florence Nightingale published a report on the

various causes of death of British soldiers fighting in the Crimean war, using several graphs

and tables to show that poor hygiene was responsible for more fatalities than the battlefield

(O’Connor et al., 2020). Her graphs helped to convince the British government to improve

battlefield hospital hygiene and reduce soldier mortality (O’Connor et al., 2020).

Figure 1.9: John Snow’s map of cholera-associated deaths in the Broad Street area of London during

the 1854 cholera outbreak. From Snow, 1855.

In the 20th century, statistical graphics started to be widely used in many fields such

as education, commerce, science and politics (Friendly, 2008). The rising interest in data

visualisation at that time is evidenced by the works of Willard Cope Brinton, John Tukey and

Jacques Bertin, who contributed to advancing the field of visual data representation (Brinton,

1939; Tukey, 1962; Bertin and Barbut, 1967). During the second half of the 20th century,

attention was given to the theoretical concepts surrounding the visual display of data, as
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demonstrated by the work of William Cleveland and Robert McGill (Cleveland and McGill,

1987). At the same time, the development and mass distribution of personal computers

started a graphic revolution, offering countless new tools and opportunities to analyse and

visualise data (Friendly, 2008).

1.4.2 Common visualisation techniques

Among the countless ways data can be graphically rendered, there are some common and

easily recognisable visualisation techniques, exemplars of which are shown in Figure 1.10.

Bar charts are used to compare quantities by length, resulting in an accurate form of graphi-

cal representation according to the Cleveland and McGill paradigm (Cleveland and McGill,

1987). Simple bar charts are effective for comparing values of a single variable across sev-

eral items, while stacked bar charts are useful for comparing the contribution of multiple

variables across several items (Streit and Gehlenborg, 2014). Four experiments by Talbot

et al., building on the previous findings of Cleveland and McGill, revealed some elements

that can limit interpretation accuracy when using bar charts (Talbot et al., 2014). Firstly,

comparing non-adjacent bars in simple bar charts is more difficult than comparing adjacent

bars, particularly if short bars are involved. Secondly, when dealing with stacked bar charts,

distractors (such as small dots used to mark the bars) make it more difficult to interpret the

graph. Finally, in stacked bar charts, accurate comparison between adjacent bars is more

challenging than that between non-adjacent bars.

Line graphs show how one variable changes in relation to another (Sadiku et al., 2016).

They are frequently used to display trend changes over time. Line graphs rely on slope

judgements, which reveal the rate of change of the variable y as a function of the variable

x (Cleveland and McGill, 1987). As highlighted by Cleveland and McGill, the accuracy

of slope judgements can be biased by the "shape parameter", which is the slope of the line

connecting opposite corners of a graph (Cleveland and McGill, 1987). The angle that this

line forms with the lower side of the graph, which can be referred to as "mid-angle", depends

on the shape parameter. Based on experimental evidence, the maximum accuracy of slope

judgements is achieved with shape parameters associated with a mid-angle of roughly 41◦

(Cleveland and McGill, 1987).
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Figure 1.10: Examples of common visualisation techniques. A-bar chart, B-line graph, C-scatter plot

(Kelleher & Wagener, 2011), D-pie chart (Siirtola, 2019), E-box plot (Cleveland & McGill, 1985) and

F-histogram (Jagadish et al.,1998).

In a scatter plot, each point represents the value of two variables positioned on two con-

tinuous, orthogonal dimensions (x- and y-axis) (Sarikaya and Gleicher, 2017). The main

purpose of scatter plots is to display the spatial distribution of data, which is plotted in two

dimensions. One of the most common problems associated with scatter plots is the over-

lap of dots in large data-sets, a phenomenon known as overdraw (Sarikaya and Gleicher,

2017). Suggested ways to fix overdrawn scatter plots include downsizing the plotted data

set (Bertini and Santucci, 2006; Chen et al., 2014), simplifying the visual representation
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(e.g. continuous density estimations) (Tory et al., 2007; Collins et al., 2009; Mayorga and

Gleicher, 2013) or modifying the space of the plot (Sarikaya and Gleicher, 2017). The use

of different shapes and colours to distinguish two data sets within the same graph can also

influence the interpretation of a scatter plot in either a positive or a negative way (Gleicher

et al., 2013; Gramazio et al., 2014; Elliott and Rensink, 2015). The distribution of the plotted

data should be considered also when drawing a scatter plot (Sarikaya and Gleicher, 2017).

Pie charts are used to represent the component parts of a whole (Sadiku et al., 2016). Al-

though very popular, pie charts have been criticised by several experts for being less accurate

than other visualisation techniques (Tufte, 1985; Few and Edge, 2007). The data encoded in

a pie chart can be decoded differently based on the element of the chart on which the reader

focuses, namely angle, length of arc and area of segment (Siirtola, 2019). Moreover, the

interpretation of pie charts requires angle and area judgements, which are known to be less

accurate than position and length judgements (Cleveland and McGill, 1987). Experimental

evidence supports the notion that pie chart interpretation takes longer and is less accurate

than that of stacked bar charts (Siirtola, 2019).

Box plots allow the comparison of the distributions of groups of measurements of a vari-

able (Cleveland and McGill, 1985). Each measurement group is represented as a box with

an upper and lower whisker (Streit and Gehlenborg, 2014). The box ranges from the first

(Q1) to the third (Q3) quartile and thus represents the interquartile range (IQR). Quartiles

are respectively the 25th and 75th percentiles of the sample and cover the central 50% of

the data (Streit and Gehlenborg, 2014). A line within each box indicates the median value

of the sample (Streit and Gehlenborg, 2014). The box whiskers extend to Q1 – 1.5 × IQR

and Q3 + 1.5 × IQR (Streit and Gehlenborg, 2014). Values that fall outside this range are

considered outliers and may be plotted as individual marks (Krzywinski and Altman, 2014).

As opposed to other types of graphs, box plots are not heavily influenced by the presence of

outliers (Krzywinski and Altman, 2014). Although they are considered an accurate represen-

tation of sample distribution by experts, box plots are not intuitively accessible and require

some degree of familiarity to be interpreted correctly (McGill et al., 1978; Pierce and Chick,

2013).
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Histograms are used to visualise the frequency distribution of a variable’s measurements,

and were thus defined by David W. Scott as "the classical nonparametric density estimator"

(Scott, 1979). The histogram of a variable is constructed by dividing the data distribution

of that variable into discrete mutually disjointed subsets (buckets) and approximating the

frequencies and values in each subset in some common fashion (Ioannidis, 2003). As this

definition suggests, histograms rely on the approximation of frequencies and so always con-

tain an error due to the information discarded when the data is summarised (Jagadish et al.,

1998). Histograms are then more appropriate for quickly communicating accessible data

estimates rather than precise measurements (Jagadish et al., 1998).

1.4.3 Infographics

The term infographics is an abbreviation for information graphics and it refers to a type of

"graphic design that combines data visualisations, illustrations, text, and images together

into a format that tells a complete story" (Krum, 2013). Scientific evidence suggests that

the visual representation of data and other messages facilitates our ability to understand and

remember them, as well as to make decisions that involve the newly acquired information

(Spiegelhalter et al., 2011; Clark and Mayer, 2016). Because of their combination of images,

colours and graphs, infographics are considered to be an engaging and successful method of

summarising and communicating complex messages to a wide audience (McCrorie et al.,

2016). The versatility and effectiveness of infographics make them suitable for several disci-

plines that rely on the communication of complex information, such as journalism, education

and healthcare (Smiciklas, 2012; Otten et al., 2015; McCrorie et al., 2016).

In the public health sector, infographics are commonly used as a part of awareness cam-

paigns to make otherwise complex messages accessible to the general public. Examples

of successful infographics applied to the public health field include those designed by the

WHO for the World Antibiotic Awareness Week to educate the population and healthcare

workers about antibiotic misuse and the risk of spreading AMR (https://www.who.

int/campaigns/world-antimicrobial-awareness-week). Figure 1.11, for

instance, was used as the main poster for the WHO World Antibiotic Awareness Week in

2018 and summarises, in a concise but memorable way, the need to address the worldwide
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AMR crisis currently being faced.

Global Action Plan  
on Antimicrobial Resistance

Our time with antibiotics is running out. 
CHANGE CAN’T WAIT

 

GET INFORMED

GATHER DATA

PREVENT 
INFECTIONS

REGULATE 
MEDICINES

INVEST NOW

Figure 1.11: Global action plan poster designed by the World Health Organisation for the

World Antimicrobial Awareness Week in 2018. From https://www.who.int/campaigns/

world-antimicrobial-awareness-week/2018/advocacy-material.

1.4.4 Graphic design considerations

The first consideration to make when designing a graphic is its purpose. Graphics used by re-

searchers to investigate the characteristics of a data set, also called exploratory graphics, are
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constantly changing and are generally not intended for sharing with a wide audience. Pre-

sentation graphics, on the other hand, are made to communicate a message to an audience,

often cannot be changed once released and require appropriate design choices in order to be

accurately interpreted by the target audience (Chen et al., 2007). Once the purpose and tar-

get audience have been clarified, attention should be paid to the data-set itself. The graphical

style selected depends mainly on the characteristics of the variable(s) to plot. Single continu-

ous variables, for example, should be visualised with box plots and histograms instead of bar

charts and pie charts, the latter two being more appropriate for single categorical variables

(Chen et al., 2007). After the visualisation form has been decided, guidelines for implement-

ing the chosen graphic should be consulted (Kelleher and Wagener, 2011). Consideration

should be given, for example, to the scales of the axes of a graph. For a categorical variable,

defining the axis scale is relatively simple, whereas for a continuous variable, selecting the

best scale can be much more challenging (Wilkinson, 2012). Attention to the axes scale is

particularly important when two similar graphs need to be compared, since the use of an

identical scale for both increases interpretation accuracy (Chen et al., 2007). Annotations,

such as sloping and fitted lines, can also facilitate the interpretation of a graph, although they

should be added sparingly to avoid a cluttered display (Robbins, 2012). The same consid-

erations apply to the axes labels. The caption should be both informative and concise, to

avoid discouraging the reader from engaging with the figure (Robbins, 2012). If a legend is

required to decode the graph, it should be added directly to the plot to facilitate interpretation

(Tufte, 1985). Other graphic properties that should be considered include size, frame, aspect

ratio and colour choice (Chen et al., 2014), the latter potentially being a particularly power-

ful element in a graph. An appropriate colour scheme should be selected, keeping in mind

that some readers may be colour blind and that some colours are culturally associated with

specific meanings (Chen et al., 2014). Finally, the overall appearance of a graphic should

be kept as simple as possible in order to avoid potential distractions and aid interpretation,

according to some experts (Tufte, 1985). Some recent and limited experimental evidence,

however, points at a different direction, suggesting that visual embellishments can increase

long term memorability of graphics without impacting the accuracy of interpretation of the

data displayed (Bateman et al., 2010). It should be noted, though, that adding visual imagery

to graphics requires experience and if done incorrectly may hamper the readability of a figure
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(Bateman et al., 2010).

1.4.5 Data visualisation in the public health sector

Public health was defined as "the art and science of preventing disease, prolonging life and

promoting health through the organised efforts of society" (Acheson et al., 1988). This

broad term encompasses several branches of the healthcare system and applies to society as

a whole. The three core functions of public health, as defined by the Institute of Medicine

in 1988, are assessment, policy development and assurance (Committee for the Study of the

Future of Public Health, 1988). All three core functions benefit from the effective visual

display of data. In particular, the need to communicate concisely, and sometimes quickly,

complex messages to the population or to policy-makers explains the central role that data

visualisation has gained in the public health sector (McCrorie et al., 2016). The assessment

function of public health, considered as the monitoring, diagnosis and investigation of health

threats at a community level, was for instance supported by John Snow’s map of cholera-

associated deaths in London (Figure 1.9) as previously described. Remarkable visualisations

Figure 1.12: A visualisation created by Florence Nightingale to communicate data regarding the

causes of death among British soldiers at war. From O’Connor et al. (2020).

that influenced the policy development function of public health in the 19th century were
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made by Florence Nightingale, which are also considered one of the first examples of data

visualisations applied to public health. The graphs and infographics, published by Nightin-

gale in 1858, were used to inform the British government about the main causes of death for

soldiers fighting in the Crimean war (O’Connor et al., 2020). Nightingale’s work influenced

the government of the day to take decisions that would reduce deaths by preventable causes

among soldiers fighting abroad (O’Connor et al., 2020). An example of such visualisations is

shown in Figure 1.12. The assurance function of public health, which focuses on support and

education of the general public and prevention of health hazards, makes use of data visuali-

sations, for instance, in awareness campaigns such as for annual World Antibiotic Awareness

Week, promoted by the WHO (Figure 1.11).

Data visualisations are widely used in the public health sector to inform the pub-

lic, healthcare workers and policy-makers about infectious disease threats. For

infectious disease surveillance and prevention, commonly used approaches in-

clude graphs and infographics. These can be used to show the disease bur-

den in the whole population or in different population groups, changing trends

in disease incidence (https://www.gov.uk/government/statistics/

national-flu-and-covid-19-surveillance-reports), spread of an-

timicrobial resistance in bacterial populations etc. Other types of visualisations used

for infectious disease surveillance are maps, developed with the support of geographic

information systems to track disease distribution (AvRuskin et al., 2004; Castronovo et al.,

2009; Dominkovics et al., 2011). Dot maps, cloropleth maps and isopleth maps, for

instance, are commonly used to visualise the spatial distribution of disease cases (Blanton

et al., 2006; Reinhardt et al., 2008; Anselin et al., 2010; Porcasi et al., 2012). Both

cloropleth and isopleth maps make use of colors to display disease density in different

geographical areas. In isopleth maps, however, data are not grouped in pre-defined

geographical units such as counties, districts, etc. Graphs, infographics and maps are

visualisations familiar to every type of audience, hence they can be used to communicate

infectious disease data at every societal level. Examples of such visualisations can be seen

in WHO prevention and awareness campaigns, such as the Global Malaria Programme

(https://www.who.int/teams/global-malaria-programme), and in gov-
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ernmental websites such as the United States Centre for Disease Control and Prevention

(https://www.cdc.gov).

Figure 1.13: Example of outbreak analytics workflow. This schematic represents eight general anal-

yses that can be performed from outbreak data. Outputs containing actionable information for the

operations are represented as hexagons. Data needed for each analysis are represented as a different

colour in the center, using plain and light shading for mandatory and optional data, respectively. From

Polonsky et al. (2019).
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Data visualisation also plays a central role during infectious disease outbreaks, serving

not only as a communication method but also as an analytical tool. In this case, the target

audiences are usually medical specialists and policy makers, and so the type of visualisations

used may be more complex and less accessible. Some examples of visualisations involved

in outbreak analysis and communication are epicurves, maps, social network diagrams, phy-

logenetic trees and other forms of pathogen clustering diagrams (Polonsky et al., 2019). The

integration of these visualisations in an outbreak analytics workflow is represented in Figure

1.13. Together, these visualisations can provide insights into the aetiological agent involved

and help monitor the dynamics of the infection, with a particular focus on where it is spread-

ing and which individuals might contribute to further pathogen transmission (Polonsky et al.,

2019).

1.4.6 Examples of the use of data visualisation in infectious dis-

ease surveillance and control

One of the earliest examples of visualisations used for infectious disease control is the map-

ping of cholera cases around Broad Street in London by Jon Snow in 1855 (Azzam et al.,

2013). Since then, this has become an essential part of infectious disease surveillance and

control, especially during outbreak investigation and management (Polonsky et al., 2019). In

this section, some successful examples of the application of data visualisation to infectious

disease surveillance and control are presented.

Figure 1.14: Infographic promoting awareness about the HIV/AIDS impact among African American

in the United States in 2013. From Valdiserri and Sullivan (2018).

51



Introduction

AIDSVu is an interactive map showing the impact of HIV on communities across the

United States (https://aidsvu.org). The AIDSVu map, and further visualisations based on the

same data have been used not only to raise awareness and educate people about the HIV

epidemic in the United States but also to plan effective interventions to protect vulnerable

groups of the population (Valdiserri and Sullivan, 2018). For instance, AIDSVu infographics,

such as the one shown in Figure 1.14, were successfully used to inform and educate people

about the threat of HIV spread when the founder of the Black AIDS Institute, Phill Wilson,

shared them in his blog in 2017 (Valdiserri and Sullivan, 2018). From that platform, the

infographics received considerable internet visibility, as witnessed by the high number of

impressions they received in various social networks (Valdiserri and Sullivan, 2018). The

AIDSVu map and data were also used by Rosenberg et al. and Breskin et al., who identified

areas of the country where HIV is hyperendemic among men who have sex with men and

where it is more prevalent in women than men (Rosenberg et al., 2016; Breskin et al., 2017).

This kind of information can assist in the development of targeted interventions to support

infected people and to reduce further disease spread.

Figure 1.15: Predicted zoonotic transmission niche for Ebola virus. The scale represents the proba-

bility that transmission of Ebola virus from animals to humans occur at these locations. From Pigott

et al. (2014).
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An example of data visualisation applied to exploring the dynamics of infection spread

can be found in the work of Pigott et al., who mapped the zoonotic transmission cases of

Ebola virus in Africa from 1976 to 2014 (Pigott et al., 2014). Geographical data, together

with reservoir species distribution models and environmental data, allowed the prediction

of a zoonotic transmission niche for Ebola virus in Africa, as shown in Figure 1.15 (Pigott

et al., 2014). In another work carried out by the same authors, the pandemic potential of viral

haemorrhagic fever in Africa was assessed, mapping the index-case potential, the outbreak

potential, the local epidemic potential and the global epidemic potential of Crimean-Congo

haemorrhagic fever, Ebola virus disease, Lassa fever and Marburg virus disease (Pigott et al.,

2017).

Figure 1.16: Histograms showing the daily new cases of COVID-19 and daily deaths associated with

SARS-CoV-2 infection from January 2020 to March 2021 across the world. From the Worldometer

website consulted on the 30/03/21 (https://www.worldometers.info/coronavirus/).

Data visualisation has played a central role in the COVID-19 pandemic. At an early

stage of the outbreak, visualisations forming part of an exploratory data analysis on the
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spread of SARS-CoV-2 inside and outside China were presented by Dey et al. (Dey

et al., 2020). These visualisations offered a reliable source of information for the sci-

entific community and policy makers allowing them to monitor the viral spread and take

decisions on how to contend with the health crisis (Dey et al., 2020). Furthermore, the

Worldometer website has shared epidemiological data on the global impact of COVID-

19 in the form of different graphs and tables (e.g. Figure 1.16), becoming a popu-

lar platform to share information in near real-time (https://www.worldometers.

info/coronavirus/). A similar website, offering real-time interactive visualisa-

tions on the spread of COVID-19 in Scotland, is travellingtabby (https://www.

travellingtabby.com/scotland-coronavirus-tracker/).

1.4.7 Data visualisation in the epidemiology of Group A Strep-

tococcus

Graphical visualisations are commonly used to communicate data relating to the epidemiol-

ogy of GAS. The vast majority of these visualisations are designed for specialist audiences,

such as the scientific research community, medical experts and policy makers. The lack of vi-

sualisations targeting the general public might be explained by the lower incidence of severe

GAS disease compared to other common infections (Efstratiou and Lamagni, 2016). An-

other possible explanation is that the risk factors for GAS disease are relatively non-specific

and associated with other bacterial infections (Lamagni et al., 2008a). GAS disease data

visualisations designed for the general public are mainly in the form of infographics which

aim to inform about the most common clinical manifestations associated with GAS infection,

namely GAS tonsillitis (strep throat) and scarlet fever (Figure 1.17).

GAS infection rates over time and across different age groups are often displayed as line

graphs and bar charts for specialist audiences (Lamagni et al., 2008a; Lepoutre et al., 2011;

Efstratiou and Lamagni, 2016; Imöhl et al., 2017; Hammond-Collins et al., 2019). Bar charts

are also used to show the distribution of GAS strains. In a publication by Steer et al., for ex-

ample, the global disease burden attributable to different emm types is represented as a series

of bar charts (Steer et al., 2009). In another work on the epidemiology of invasive GAS dis-

ease in Denmark during 2003 and 2004 the emm type and T type distribution are shown as
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Figure 1.17: Visualisations relating to Group A Streptococcus disease designed for the general pub-

lic. A - from https://www.uhhospitals.org/Healthy-at-UH/articles/2018/

11/is-it-strep-throat-how-to-tell; B - from https://pl.pinterest.com/

pin/516999232230804583/.

bar charts and pie charts, respectively (Luca-Harari et al., 2008). Similarly, in a study on the

distribution of macrolide resistance among invasive GAS isolates in Iceland from 1995 to

2016, the annual incidence of iGAS infection attributable to different erythromycin-resistant

emm types was depicted as a stacked bar chart while the overall proportion of erythromycin-

resistant emm types was represented as a pie chart (Figure 1.18) (Southon et al., 2020). In

a study by Zachariadou et al., the total number and relative proportion of invasive disease

cases caused by emm types 1 and 12 over a 5 year time-period in 17 Greek hospitals were

plotted as a combined bar chart and line graph (Zachariadou et al., 2014). In GAS epidemi-
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ological studies, maps are also utilised as seen, for example, in studies by Lamagni et al.

and You et al., where gradient maps were used to display the different incidence of GAS

infections in European countries and Chinese regions, respectively (Lamagni et al., 2008a;

You et al., 2018). Although less common, network diagrams may be found in the literature

of GAS epidemiology. For example, this may be observed in a work by Bubba et al., where

all the cases of a GAS invasive disease outbreak were shown as being connected based on

interactions among patients before symptoms appeared (Bubba et al., 2019).

Figure 1.18: Annual invasive disease incidence and proportion of Streptococcus pyogenes emm types

of erythromycin-resistant isolates in Iceland from 1995 to 2016. Isolate proportions are coloured by

emm type. From Southon et al. (2020).

In the context of GAS molecular epidemiology, phylogenetic trees are often used to dis-

play the genetic relationships among invasive isolates. These trees can appear in different

formats, such as linear rooted (Engelthaler et al., 2016), circular rooted (Davies et al., 2019)

or unrooted trees (Beres et al., 2016), with colour occasionally being used to identify groups

of isolates sharing specific features (Beres et al., 2016; Southon et al., 2020). Rooted phy-

logenetic trees, an example of which can be seen in Figure 1.19, may be familiar to many

medically-informed viewers and appear easy to interpret but they imply the existence of a
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single common ancestor (i.e. root of the tree), which is theoretical in nature and does not

necessarily relate to any of the bacterial isolates being analysed. For this reason they can

be more misleading than unrooted trees, which are less intuitive at first (Figure 1.20). Some

GAS phylogenies utilise different colours and shapes for the leaves to display more than one

attribute of the isolates examined (Kachroo et al., 2019). Combinations of phylogenetic trees

and heat maps have been used to show the genetic relatedness and the distribution of specific

traits (e.g. mutations at specific sites) among GAS strains (Le Breton et al., 2015; Kachroo

et al., 2019). Histograms have also been used to communicate aspects of the molecular

epidemiology of GAS, in particular to display the frequency of mutations occurring across

specific genomic regions (Davies et al., 2019; Kachroo et al., 2019; Nasser et al., 2014).

Scatter plots and dot matrix plots have also been employed to visualise molecular character-

istics of GAS isolates (Nakagawa et al., 2003; Beres et al., 2017; Kachroo et al., 2019). More

complex visualisations, such as three dimensional principal component analysis (PCA) plots,

are less frequently utilised in the molecular epidemiology of GAS (Kachroo et al., 2019).

Figure 1.19: Example of a rooted tree used to display genomic relatedness of Group A Streptococcus

isolates. From Engelthaler et al. (2016).

1.4.8 Data visualisation in the epidemiology of bacterial infec-

tions in animals

Streptococcal infections in animals are mainly caused by the species S. agalactiae, S. ca-

nis, S. dysgalactiae, S. equi, S. suis and S. uberis (Vos et al., 2011). Although they can
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Figure 1.20: Example of an unrooted tree used to display the genomic relatedness of Group A Strep-

tococcus isolates. From Beres et al. (2016).

infect and cause disease in humans, these species are generally considered a threat to animal

health, particularly for livestock, with the exception of S. agalactiae, which is an important

threat also for human health (Vos et al., 2011). Graphical visualisations are less commonly

used to investigate and communicate aspects of the epidemiology of veterinary streptococ-

cal species compared to human infections. An explanation for this might be the lack of

systematic surveillance on these animal infections, which are frequently perceived as a mi-

nor zoonotic threat (Fulde and Valentin-Weigand, 2012). Despite the under-representation

of data visualisation in this field, some studies using graphical displays of data to present

the epidemiology of streptococcal species in animals can be found in the literature. These

studies tend to focus on livestock and racehorses, suggesting a financial imperative linked to

interest in these pathogens.

Line graphs have been used to show the changing proportion of animals infected by S.

uberis and S. suis over time (Jayarao et al., 1999; Cloutier et al., 2003). Bar charts can also

be found, for example when the proportion of isolates belonging to a specific strain needs

to be shown (Mahmmod et al., 2015; Parkinson et al., 2011). The use of maps to indicate

the spatial distribution of streptococcal disease cases is also occasionally encountered (Ivens

et al., 2011; Parkinson et al., 2011). Phylogenetic trees appear in studies that investigate

the molecular epidemiology of pathogens such as S. agalactiae, S. dysgalactiae and S. equi

(Ivens et al., 2011; Parkinson et al., 2011; Lefébure et al., 2012; Rato et al., 2013; Mahmmod
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et al., 2015; Carvalho-Castro et al., 2017).

Unlike streptococcal infections, which are considered a minor human threat and occa-

sionally an economic concern for the food and race-horse industries, zoonotic pathogens

and AMR are high in the public consciousness and aspects of their epidemiology are often

translated into figures. For zoonotic bacteria, the most common visualisations encountered

are infographics displaying the routes of transmission of a pathogen from animals to people

(García et al., 2010; Lim et al., 2019; Shin and Park, 2018). These infographics, which are

generally easy to interpret, are included both in scientific publications and on mainstream

platforms (https://www.ecdc.europa.eu/en/zoonoses) for the need to educate

the public about potential health threats.

Figure 1.21: Examples of the three most common visualisations in, respectively, the Scottish One

Health Antimicrobial Use and Antimicrobial Resistance (SONAAR) report (left), the European An-

timicrobial Resistance Surveillance Network (EARS-Net) report (centre) the Antibiotic Resistance

(AR) Threats report (right). Left panel, bar chart showing the proportion of Escherichia coli isolates

non-susceptible to selected antimicrobials in healthy cattle in Scotland, from 2017 to 2019. Central

panel, percentage of E. coli invasive isolates resistant to fluoroquinolones by country in Europe in

2019. Right panel, infographic about the role that people, animals and the environment play in an-

timicrobial resistance occurrence and spread.

The spread of AMR, which is influenced by human-animal interactions and by the

use of antimicrobials in pets and farm animals, is communicated through research pa-

pers, official surveillance reports and awareness campaigns. Surveillance reports are

widely accessible to the general public, although they are generally targeted to spe-
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cialised audiences. The type of visualisations found in these reports is varied (Figure

1.21). In the Scottish One Health Antimicrobial Use and Antimicrobial Resistance

(SONAAR) report, the use of antimicrobials and the spread of AMR among pathogenic

bacteria is displayed through graphs, in particular line graphs, bar charts and pie

charts (https://www.hps.scot.nhs.uk). In the ECDC European Antimicro-

bial Resistance Surveillance Network (EARS-Net) report, the prevalence of bacterial

isolates resistant to specific antibiotics throughout Europe is displayed using colour-

coded maps (https://www.ecdc.europa.eu/en/publications-data/

surveillance-antimicrobial-resistance-europe-2019). The CDC An-

tibiotic Resistance Threats (AR Threats) report makes use of infographics to communicate

data regarding AMR spread in the US (https://www.cdc.gov/drugresistance/

biggest-threats.html). These three different approaches each have their advantages

and disadvantages. The visualisations found in the SONAAR report are intuitive and easy to

interpret but they are not visually attractive and memorable, and one would predict they be

of very limited interest to a non-specialist audience. Health Protection Scotland provides a

summary of the SONAAR report findings in the form of infographics to inform the general

public, but these visualisations are not included in the main report and could be easily

overlooked (https://www.hps.scot.nhs.uk). The maps in the EARS-Net report

are effective in summarising the prevalence of AMR in specific bacterial species across

Europe, but they fail to communicate other relevant data, such as changing trends over time.

The infographics that are part of the AR Threats report are a good choice to inform the

general public about the AMR spread and threats, but they require time to be interpreted and

are less intuitive than other visualisations. A good balance of graphs, maps and infographics

could make an AMR report an effective means to communicate data to both a specialist

audience and the general public.

1.5 Aim and objectives

The overall aim of this PhD project was to gain insights into the epidemiology of Strepto-

coccus pyogenes and Streptococcus canis infections in Scotland using a multi-disciplinary

approach. Consequently, the following objectives were formulated:
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1. To characterise the main epidemiological features of iGAS infections in Scotland from

2014 to 2021 using data collected by the Scottish Microbiology Reference Laboratory

(SMiRL).

2. To investigate the upsurge of cases of invasive disease associated with the uncommon

and recently emerged genotype emm5.23 of S. pyogenes circulating in Scotland using

whole genome sequencing (WGS) and transcriptomic analyses.

3. To characterise AMR prevalence, virulence gene carriage and population structure

of S. canis strains isolated from different host species in multiple geographic loca-

tions, including Scotland, using WGS analyses and antimicrobial susceptibility testing

(AST).

4. To explore and optimise the use of data visualisation to communicate the epidemiology

of iGAS disease to a small cohort of public health and laboratory workers in Scotland.
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Chapter 2

Descriptive epidemiology of invasive

Group A Streptococcus infections in

Scotland from 2014 to 2021

2.1 Introduction

Invasive GAS disease can manifest in different ways such as cellulitis, necrotising fasci-

itis, bacteremia, puerperal sepsis, meningitis, septic arthritis, peritonitis, endocarditis and

osteomyelitis (Walker et al., 2014; Sanyahumbi et al., 2016). In Scotland, necrotising fasci-

itis is a notifiable disease and S. pyogenes isolated from blood, cerebrospinal fluid or other

normally sterile site is a notifiable pathogen (https://www.legislation.gov.uk/

asp/2008/5/schedule/1/2010-01-01). Data on the global epidemiology of iGAS

infections may suffer from bias for at least two reasons. Firstly, most of the available data

are collected in high-income countries (Carapetis et al., 2005) and secondly, the lack of an

international surveillance network to monitor iGAS infections prevents the establishment

of standardised surveillance methods and a universally accepted case definition (Efstratiou

and Lamagni, 2016). This chapter presents and describes epidemiological data on iGAS in-

fections in Scotland from 2014 to 2021 and data on GAS-positive specimens submitted to

diagnostic laboratories of the Greater Glasgow & Clyde (GG&C) Health Board from 2018

to early 2022.
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Descriptive epidemiology of invasive Group A Streptococcus infections in Scotland
from 2014 to 2021

Incidence of iGAS disease The global incidence of iGAS disease appears to have

increased since the 1980s (Henningham et al., 2012), with periodic upsurges due to the emer-

gence of highly virulent strains, such as emm1, 3, 12, 28 and 89 (Beres et al., 2002; Nasser

et al., 2014; Turner et al., 2015; Beres et al., 2016; Feng et al., 2016; Kachroo et al., 2019),

together with occasional outbreaks associated with uncommon emm types in at-risk commu-

nities, such as the upsurge of invasive emm59 cases in Western Canada from 2006 to 2009

(Tyrrell et al., 2010). In the last 20 years, the iGAS infection rate in high income countries

has ranged from 2.45 to 9.8 cases per 100,000 people (Carapetis et al., 2005; Lamagni et al.,

2008a; Lepoutre et al., 2011; Stockmann et al., 2012), depending on the geographical area,

the surveillance system in use and the occurrence of large scale outbreaks (Efstratiou and La-

magni, 2016). In low income countries and among indigenous populations of Australia and

the USA, the incidence is estimated to be relatively high, with recorded rates of 12, 46 and

even 83 cases per 100,000 people (Carapetis et al., 2005; Efstratiou and Lamagni, 2016). In

2019, the rate of GAS bacteraemia in people older than 75 years was 15 per 100,000 people

in England and 7 per 100,000 people in Scotland. In the same year, the rate of GAS bacter-

aemia in neonates (< 1 year) was 6.3 and 7.8 per 100,000 people in England and Scotland,

respectively (https://webarchive.nationalarchives.gov.uk/ukgwa/

20210216063045/https://www.gov.uk/government/publications;

https://www.hps.scot.nhs.uk/data/).

Risk factors for iGAS disease Recognised risk factors for iGAS disease include

co-morbidities, seasonality, age and socio-economic factors. A variety of cutaneous lesions,

including blunt force trauma, have been associated with an increased risk of developing

iGAS disease (Lamagni et al., 2008a; Lamb et al., 2015). Other clinical conditions regarded

as predisposing factors include diabetes mellitus, which is associated with an increased risk

of developing pneumonia, urinary tract infections and skin infections (Benfield et al., 2007),

and acute viral respiratory infections (Efstratiou and Lamagni, 2016). Among the latter,

influenza in adults and varicella in children are the most frequently associated with iGAS

infections (Lamagni et al., 2008a; Morens et al., 2008). Pregnancy is another suggested risk

factor for iGAS disease (Leonard et al., 2019), which has been associated with an incidence

of 12 cases per 100,000 livebirths in pregnant women in high-income countries (Sherwood
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et al., 2022).

Epidemiological data collected in North America and Europe suggest a seasonal pat-

tern to iGAS infection rates. Although cases are diagnosed throughout the year, the majority

occur in the winter and spring, with summer and autumn being characterised by a lower

incidence of disease (Lamagni et al., 2008a, 2009). It has been hypothesised that this pattern

may be explained, in part, by lower environmental humidity and solar exposure in the

winter and spring months, which would influence the local and systemic immune response

(Dowell et al., 2003; Molesworth et al., 2003). The same seasonal pattern is also observed

for influenza and other acute respiratory viral infections (Monto, 2002; Lagace-Wiens et al.,

2010), which are recognised risk factors for iGAS disease and which may in turn have an

additive effect.

Age represents another recognised risk factor for iGAS disease. Published data report

the highest incidence among the elderly and infants, and the lowest rates in teenagers and

young adults (Lepoutre et al., 2011; Efstratiou and Lamagni, 2016). In France in 2007,

more than 30% of all iGAS cases were diagnosed in people above 80 years of age, 6% in

infants (0-4 years old) and less than 3% in individuals between 10 and 29 (Lepoutre et al.,

2011). In a recently published systematic review and meta-analysis, the estimated incidence

of iGAS disease in neonates was 4 cases per 100,000 livebirths worldwide, 12 cases per

100,000 livebirths in low and middle-income countries and 2 cases per 100,000 livebirths in

high-income countries (Sherwood et al., 2022).

Poverty and poor hygiene conditions not only facilitate occurrence and transmission

of iGAS disease, but also limit the efficacy of prevention and treatment measures (Carapetis

et al., 2005; WHO, 2005). Intravenous drug use and, in particular, sharing of injecting

equipment, are other recognised socio-economic risk factors for iGAS infection due to the

use of contaminated injection paraphernalia (Navarro et al., 1993; Lamagni et al., 2008a,c).

A substantial proportion of all iGAS cases, around 20-30%, occur in individuals with

no identifiable risk factors, suggesting there may be additional predisposing conditions or
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routes of transmission yet to be described (Lamagni et al., 2008a; O’Loughlin et al., 2007).

Around 20% of all the people who develop iGAS disease die within the first seven days of

infection (Sanyahumbi et al., 2016).

Antimicrobial treatment Penicillin is the treatment of choice for GAS pharyn-

gitis due to the universal susceptibility of S. pyogenes strains to β-lactams (Bisno

et al., 2002). The National Institute for Health and Care Excellence (NICE) recom-

mends the following penicillin treatment regimens for GAS pharyngitis: 500 mg four

times a day or 1,000 mg twice a day for 5 to 10 days to treat patients aged 18

years and over; 125 mg twice a day for 5 to 10 days for children and young peo-

ple under 18 years (https://www.nice.org.uk/guidance/ng84/chapter/

Recommendations#choice-of-antibiotic). When traditional treatment cannot

be undertaken due to penicillin allergy, patients can be successfully treated with macrolides,

such as erythromycin and azithromycin, or lincosamides, such as clindamycin (Bisno et al.,

2002). Dose and duration of macrolide and lincosamide treatment for GAS pharyngi-

tis are reported on the NICE guidance (https://www.nice.org.uk/guidance/

ng84/chapter/Recommendations#choice-of-antibiotic). Similarly, the

Infectious Diseases Society of America recommends the use of erythromycin, clindamycin

or amoxicyllin-clavulanate to treat GAS impetigo (Stevens et al., 2014). Invasive infections,

conversely, should be managed with the administration of both penicillin and clindamycin

or with vancomycin, linezolid, quinupristin/dalfopristin or daptomycin in case of penicillin

allergy (Stevens et al., 2014). As previously mentioned, resistance to penicillin has never

been observed in GAS strains, although recent evidence suggests that mutation and recom-

bination events responsible for reduced susceptibility to β-lactams can occur in S. pyogenes

isolates (Beres et al., 2022). Resistance to other antibiotic classes used to treat GAS infec-

tions, however, is well documented. In a study on AMR among iGAS strains isolated in

the US, the prevalence of erythromycin and clyndamycin resistance in 2017 was 22.8% and

22.0%, respectively (Fay et al., 2021). The results presented in the same study revealed that

the prevalence of iGAS resistance to both antibiotics had been increasing from 2006 to 2017

(Fay et al., 2021). Other reported rates of GAS resistance to macrolides ranged from 27.5%

to 61.0% (Ubukata et al., 2020; Tsai et al., 2021), while clyndamycin resistance appears to

65

https://www.nice.org.uk/guidance/ng84/chapter/Recommendations#choice-of-antibiotic
https://www.nice.org.uk/guidance/ng84/chapter/Recommendations#choice-of-antibiotic
https://www.nice.org.uk/guidance/ng84/chapter/Recommendations#choice-of-antibiotic
https://www.nice.org.uk/guidance/ng84/chapter/Recommendations#choice-of-antibiotic


Descriptive epidemiology of invasive Group A Streptococcus infections in Scotland
from 2014 to 2021

be slightly lower, ranging from 3% to 23% of all isolates (Pesola et al., 2015). Given the re-

ported increase in macrolide resistance rates in recent years, the combined use of macrolides

and lincosamides is recommended in patients allergic to penicillin (Fay et al., 2021). No

vancomycin resistance has been documented to date (Johnson and LaRock, 2021).

Epidemiology of iGAS emm types The epidemiology of iGAS infections is influ-

enced by the virulence characteristics of the bacteria involved, which can be associated with

specific emm types. Certain emm types cause invasive disease more frequently than others,

mostly due to the acquisition of virulence traits such as increased production of toxins or

loss of the hyaluronic capsule (Beres et al., 2002, 2016; Feng et al., 2016; Kachroo et al.,

2019; Nasser et al., 2014). Sporadic iGAS outbreaks can also be associated with the intro-

duction of novel emm types in a "virgin" population for which herd immunity has not yet

developed (Southon et al., 2020). In low-income countries, iGAS emm type diversity ap-

pears to be broader than that of high-income countries, with no significant predominance of

specific emm types in the overall disease burden (Steer et al., 2009). An association between

emm types and certain clinical manifestations has been described. STSS, for example, was

significantly associated with emm 1 and 3, puerperal sepsis with emm28 and cellulitis with

emm87 or emm83 in a study conducted in Europe (Luca-Harari et al., 2009). Some emm

types have been also associated with specific age groups. Emm1 and 4, for example, appear

to be significantly more common in children (Lepoutre et al., 2011; Olafsdottir et al., 2014;

Tamayo et al., 2014), while emm89, emm77 and emm28 have been associated with disease

in the elderly (Lepoutre et al., 2011; Tamayo et al., 2014).

Surveillance systems for iGAS disease The epidemiology of GAS infections and

impact on patients is not systematically monitored at an international level. Surveillance,

when practiced, is implemented only at a national level and it is frequently limited to

monitoring only the invasive cases of disease. The most recent WHO report on the

worldwide epidemiology of GAS infections was published in 2005, summarising data from

all published studies on GAS disease burden until that year (WHO, 2005). The median

incidence rate of iGAS disease was estimated to be 2.45 per 100,000 people in high-income

countries, while in indigenous populations in the USA and Australia the estimated incidence

66



Descriptive epidemiology of invasive Group A Streptococcus infections in Scotland
from 2014 to 2021

was as high as 46 per 100,000 people (WHO, 2005). However, iGAS epidemiological

data regarding low-income countries was found to be limited due to the paucity of good

quality population-based studies conducted in these areas (WHO, 2005). Nevertheless, one

such study revealed that GAS was the third most common cause of neonatal bacteraemia

in Kenya (Berkley et al., 2005) while another suggested that the overall incidence of GAS

bacteraemia in Fiji was 8.7 per 100.000 people (WHO, 2005). The WHO report goes on

to estimate the mortality rate for iGAS disease expressed as cases per 100,000 people per

year to be 0.15 in high-income countries and 0.25 in low-income countries and indigenous

populations of the USA and Australia (WHO, 2005).

In the US, the CDC implements surveillance of iGAS infections through an active

laboratory and population-based system known as Active Bacterial Core surveillance

(ABCs) (CDC, 2018). ABCs covers ten areas within the US and represents more than

34 million people (CDC, 2020). ABCs defines a case of iGAS as the "isolation of Group

A Streptococcus from a normally sterile site or from a wound culture accompanied by

necrotising fasciitis or streptococcal toxic shock syndrome in a resident of a surveillance

area" (CDC, 2020). Based on a recently published ABCs report on iGAS, the incidence rate

in the US was estimated to be as high as 7.69 per 100,000 people with a fatality rate of 0.71

per 100,000 people (CDC, 2020).

In Europe, prospective population-based surveillance on iGAS infections was imple-

mented across eleven countries between 2003 and 2004 through the surveillance programme

"Strep-EURO" (Lamagni et al., 2008a). Strep-EURO surveillance revealed an overall crude

infection rate of 2.79 per 100,000 people across the countries involved (Lamagni et al.,

2008a). Based on Strep-EURO data, the risk of infection was highest among the elderly

and the overall seven-day case fatality rate was calculated to be 19% (Lamagni et al.,

2008a). Except for the Strep-EURO project, there have been no international surveillance

efforts for GAS-associated disease in Europe. The European Centre for Disease Prevention

and Control (ECDC) does not currently consider GAS associated disease as a priority

for inclusion in any surveillance network (https://www.ecdc.europa.eu/en/

publications-data?f%5B0%5D=output_types%3A1244).
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In England, where cases of scarlet fever and iGAS infection are notifiable, surveil-

lance data on GAS epidemiology are published regularly. The UK Health Se-

curity Agency (UKHSA) reports the seasonal activity of scarlet fever and iGAS

infections in England three times per year (GOV.UK, 2020). In their report re-

garding the disease season immediately prior to the pandemic, from week 37 of

2019 to week 11 of 2020, the highest incidence of iGAS disease recorded in Eng-

land was 3.7 per 100,000 people, in the Yorkshire and Humber region (https:

//assets.publishing.service.gov.uk/government/uploads/system/

uploads/attachment_data/file/875173/hpr0620_GAS-SF_fin5.pdf).

In the same report, the highest rate of infection per age category was 9 per 100,000

population in people above 75 years of age. In a more recent report, the highest rates

from week 37 of 2021 to week 10 of 2022 was 1.7 per 100,000 people in the North East

of England (https://www.gov.uk/government/publications). In Scotland,

where only invasive cases of GAS infection are notifiable, epidemiological data on iGAS

disease used to be published once a year by Health Protection Scotland (HPS) until 2019.

Diagnostic laboratories in Scotland are responsible for the submission of iGAS isolates

to SMiRL and, additionally, laboratory positive reports to Public Health Scotland (PHS),

previously known as HPS, via the Electronic Communication of Surveillance in Scotland

(ECOSS) system (https://www.hps.scot.nhs.uk/a-to-z-of-topics/

streptococcal-infections/). For each confirmed case of iGAS disease, HPS

collects enhanced surveillance data. Although scarlet fever is no longer a notifiable

disease in Scotland, laboratory confirmed cases of GAS from the upper respiratory

tract are used as a proxy for this condition (https://www.hps.scot.nhs.uk/

a-to-z-of-topics/streptococcal-infections/).

Aims and objectives The primary aim of this chapter was to describe the distribution

and characteristics of iGAS infections in the Scottish population. The secondary aim of the

chapter was to assess the impact of the COVID-19 pandemic on epidemiological patterns

of iGAS disease in Scotland and on all GAS isolations in the GG&C Health Board. The

following objectives were defined to address these aims:
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• To present the incidence of iGAS disease in the Scottish population before and during

the COVID-19 pandemic.

• To consider patterns of seasonal and age-specific incidence of iGAS disease before

and during the COVID-19 pandemic.

• To characterise the emm-specific iGAS disease burden before and during the COVID-

19 pandemic.

• To present the anatomical isolation sites of iGAS cases before and during the COVID-

19 pandemic.

• To describe differences in number and characteristics of all GAS isolations in the

GG&C Health Board before and during the COVID-19 pandemic.

2.2 Methods

2.2.1 Case definition and data collection

In Scotland, a case of iGAS disease is confirmed when GAS is isolated from a normally

sterile body site or from non-sterile body sites of patients with severe clinical manifes-

tations, such as Streptococcal Toxic Shock Syndrome or necrotising Fasciitis (https:

//www.nhsggc.org.uk/media/239650/shlmprl-user-manual.pdf). In-

vasive isolates are submitted to the Bacterial Respiratory Infection Service, SMiRL,

at the Glasgow Royal Infirmary, for MLST and emm typing (https://www.

nhsggc.org.uk/media/239650/shlmprl-user-manual.pdf). Each GAS

isolate sent to SMiRL is accompanied by a submission form in which informa-

tion regarding date and Health Board of isolation, as well as patient’s age and

specimen type, are collected (https://www.nhsggc.org.uk/media/262227/

smirl-shlmprl-request-form-rf-4.pdf). For the purposes of this study, data

on iGAS epidemiology were accessed and collected from the SMiRL database. Approval

for data access and analysis was sought and received through a Public Benefit and Privacy

Panel (PBPP) for Health and Social Care application (Appendix A.2). All iGAS cases and

associated metadata collected by SMiRL from 2014 to 2021 were considered. The common
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pattern for referral of iGAS isolates to SMiRL is to send one invasive isolate per patient. In

cases of multiple specimens collected from the same patient, only isolates of different emm

types were classified as multiple cases of infection. Data de-duplication was carried out by

authorised staff at SMiRL before data was transferred to the University of Glasgow. Limited

data was extracted from the SMiRL database and used for analysis as per the PBPP process.

Briefly, data fields analysed in this thesis were patient age, gender, week, month and year

isolate collected, site of isolate, emm type and whole genome sequence (where available).

Data regarding all GAS-positive specimens submitted to diagnostic laboratories of the

GG&C Health Board from 2018 to April 2022 were also considered in this work. Although

unlikely to be representative of the real disease burden of GAS infections, these data provide

some insight into the frequency and characteristics of GAS isolations in this Health Board.

Data on GAS-positive throat swabs were accompanied by antimicrobial susceptibility test-

ing (AST) data. AST was performed by diagnostic laboratories on nearly all GAS isolates

derived from throat swabs using Vitek 2 technology (Ligozzi et al., 2002). GG&C data were

collected and provided by SMiRL.

2.2.2 Data analysis and visualisation

Data were cleaned and analysed using both Microsoft Excel v16.46 (Microsoft Corporation,

2021) and RStudio v1.4.1103 (RStudio Team, 2020). Data visualisations were generated

with RStudio v1.4.1103 (RStudio Team, 2020).

2.2.3 Incidence of iGAS in Scotland

The incidence of invasive infections in the Scottish population was expressed as number of

cases per 100,000 people per year. Population estimates for each of the years considered

in this study were collected from the National Records of Scotland website (https://

www.nrscotland.gov.uk). Given the association between GAS disease and influenza

(Lamagni et al., 2008a), annual iGAS incidence rates were compared to those of severe

influenza, expressed as cases that required hospitalisation per 10,000 population. Influenza

data for the Scottish population was provided by PHS. The monthly incidence of iGAS
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infections was expressed as number of confirmed cases per calendar month. The incidence

of iGAS disease in different age groups was presented as the number of cases per 100,000

population and population estimates for each age group considered were collected from from

the National Records of Scotland website (https://www.nrscotland.gov.uk).

2.2.4 Scottish iGAS emm types

The overall diversity of invasive emm types isolated each year in Scotland was measured

using the Simpson’s Index of Diversity (SID) with 95% confidence intervals (CI) (Simpson,

1949). The SID represents the probability that two randomly chosen strains isolated in the

same year belonged to separate emm types. The SID takes into account both the number

of different emm types recorded each year and the relative frequency of isolation of each

emm type. The Bray Curtis (BC) dissimilarity index was then used to estimate the emm type

diversity from year to year. The BC dissimilarity index ranges from 0 for identical samples

to 1 for completely distinct samples. The BC dissimilarity index is influenced not only by

the sample composition (in this case the emm types recorded each year) but also by the total

sample size. Consequently, since the number of iGAS cases per year from 2014 to 2021 was

highly variable, and since the main focus of this analysis was to quantify emm type turnover

from year to year, the absolute count of each emm type per year was converted to its relative

frequency. Practically, the number of cases of each emm type in a specific year was divided

by the total number of iGAS cases for that year and multiplied by 100. The BC dissimilarity

index was then calculated for the transformed values, giving a measure of the different emm

type composition from year to year. Finally, the relative frequency of isolation of each emm

type involved in invasive disease in Scotland for each year from 2014 to 2021 was plotted

and visually explored.

2.2.5 iGAS isolation site

The frequency of isolation of iGAS strains from different anatomical sites was cal-

culated for the years immediately preceding the pandemic and for the pandemic

years. Data on iGAS isolation site were reported following the recommendations

provided by the Statistical Disclosure Control guidelines of the National Services of
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Scotland (https://www.isdscotland.org/About-ISD/confidentiality/

disclosure_protocol_v3.pdf). Specifically, as outlined in Subsection 4.3 of the

disclosure protocol, specimen sources associated with fewer than 5 isolations in the whole

Scotland were grouped under one single category "other".

2.2.6 GAS isolates from the Greater Glasgow & Clyde Health

Board

The monthly count of all GAS-positive specimens (both invasive and non-invasive) sub-

mitted to diagnostic laboratories of the GG&C Health Board from 2018 to April 2022 was

initially assessed. Since one of the main carriage and colonisation sites of GAS is the upper

respiratory tract, particular attention was given to throat swabs data and the relative frequency

of positive throat swabs from specific age groups from 2018 to 2021 calculated. The majority

of isolates from throat swabs had been tested for sensitivity towards Clarithromycin, Clin-

damycin, Doxycycline and Penicillin. Resistance rates for the isolates tested were available

for each year from 2018 to 2021. Finally, the gender-specific proportion of GAS-positive

throat swabs was calculated for the total number of specimens and for the underage (<

18 years) vs adult population (≥ 18 years) for each year. Previous studies hypothesised that

men tend to be less likely than women to promptly seek help in case of disease (Galdas et al.,

2005). In order to investigate whether this behavioural factor could have been responsible for

the higher number of female derived specimens in the available dataset, the gender-specific

proportion of throat swabs in the underage population (less likely to make independent de-

cisions regarding their health status) was compared to that of the adult population using a

z-test for equality of proportions.

2.3 Results

All supplementary material for this chapter can be found in Appendix A.
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Figure 2.1: Annual incidence of invasive Group A Streptococcus disease in Scotland from 2014

to 2021 expressed as number of cases per 100,000 people. An estimation of the Scottish annual

incidence of severe influenza cases, represented by the number of influenza hospital admissions per

10,000 people, is also provided for comparison purposes. Influenza data from 2015 to 2021 were

collected and provided by Public Health Scotland.

2.3.1 Incidence of iGAS in Scotland

The overall incidence of iGAS disease in Scotland before the COVID-19 pandemic (2014

- 2019) fluctuated between 3.9 and 8.1 cases per 100,000 people per year (Figure 2.1). In

2020 and 2021, the annual iGAS incidence rate dropped to 3.4 and 0.8 per 100,000 people,

respectively. The incidence of severe influenza, expressed as hospital admissions per 10,000

people, followed a trend that did not resemble that of iGAS across the years preceding the

pandemic.

The monthly incidence of iGAS infection was variable throughout the year, but with a

higher incidence in winter and spring compared to summer and autumn (Figure 2.2). Before

the COVID-19 pandemic, iGAS incidence in Scotland ranged from less than 10 to more than

70 cases per month. From the beginning of the pandemic (i.e. the second half of March

2020) to the end of December 2021, iGAS monthly cases dropped to between 1 (November
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2021) and 18 (April 2020) (Figure 2.2).

The incidence of iGAS disease in the Scottish population showed substantial differences

among different age groups, as shown in Figure 2.3. Before the COVID-19 pandemic (2014-

2019), iGAS incidence across age groups resembled a W shaped curve, with the highest

rates for very young (0-4 years) and very old (≥80) individuals, together with a smaller

peak coinciding with the 30-39 age group (Figure 2.3). A very similar pattern was evident

throughout 2020, although at a marginally lower level than that during the pre-pandemic

period. During 2021, however, the difference in iGAS incidence between age groups was

less pronounced and four minor peaks, corresponding to age groups 0-4, 20-29, 40-49 and

≥80, were noted (Figure 2.3).

Figure 2.2: Monthly incidence, expressed as number of confirmed cases per month, of invasive

Group A Streptococcus disease in Scotland from 2014 to 2021. A red line between March and April

2020 highlights the beginning of the first Scottish national lockdown in response to the COVID-19

pandemic.

74



Descriptive epidemiology of invasive Group A Streptococcus infections in Scotland
from 2014 to 2021

Figure 2.3: Age-specific incidence of invasive Group A Streptococcus disease in the Scottish pop-

ulation recorded each year from 2014 to 2021. Data points referring to the pre-pandemic period

(2014-2019) are combined in a box plot, while those for 2020 and 2021 are depicted as line graphs.

2.3.2 Scottish iGAS emm types

A total of 2,020 iGAS isolations of 125 different emm types and sub-types were reported

in Scotland from 2014 to 2021. A breakdown of all invasive strains recorded each year is

provided in Table A.1.

In order to quantify the overall emm type diversity of invasive isolates, the SID with 95%

CI was calculated for each of the years considered in this study (Figure 2.4). The SID in this

case represents the probability that two randomly selected invasive strains from the same

year belong to different emm types. As shown in Figure 2.4, the SIDs for 2014 to 2017

(inclusive) are similar, whereas increased diversity was measured from 2018 to 2021. It can

be observed that the SID for the years of the COVID-19 pandemic are not dissimilar from

those of 2018 and 2019.

The BC dissimilarity index was used to assess the year-to-year diversity in invasive emm

type composition in Scotland (Figure 2.5). The higher the BC dissimilarity value for two

consecutive years, the higher the emm type turnover from one year to another. From 2014

to 2017 the year-on-year dissimilarity index ranged from 0.20 to 0.27. An increase in the

75



Descriptive epidemiology of invasive Group A Streptococcus infections in Scotland
from 2014 to 2021

Figure 2.4: Simpson’s Index of Diversity with 95% CI for invasive Group A Streptococcus disease

in Scotland for each year considered in this study.

BC dissimilarity index was noticed after 2017, with values of 0.36 and 0.37 for 2017-2018

and 2018-2019, respectively. The BC index for 2019-2020, which indicates the transition

from the pre-pandemic era to the first year of the COVID-19 pandemic, is 0.33, suggesting

an emm type turnover similar to that observed in previous years. The BC dissimilarity index

for 2020-2021 (0.57), however, was notably higher than every previous year studied. This

implies that the emm type composition of 2021 was substantially different to that of the

previous year (i.e. the first year of the pandemic). When compared to previous year-on-year

differences, a strikingly high level of emm type turnover can be observed between 2020 and

2021.
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Figure 2.5: BC dissimilarity index for each pair of years from 2014 to 2021. BC index was calculated

based on the emm types causing invasive disease in Scotland each year. Indices referring to consecu-

tive years are highlighted with a thicker border and can be considered a reflection of the year-on-year

turnover of invasive emm types.
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The emm type-specific invasive disease burden, expressed as proportion of isolates of a

specific emm type over the total number of isolates per year, was calculated and is shown

in Figure 2.6. In agreement with the BC indices previously presented, a variation in the

proportion of isolates of different emm types was noted from year to year. Only five emm

types, namely emm1, 4, 12, 28 and 89, were consistently among the ten most frequently

isolated strains across each of the pre-pandemic years. These five strains will henceforth be

referred to as predominant emm types. Certain other emm types, such as emm76, emm83.13

and emm5.23, were responsible for a high proportion of invasive disease cases only for a few

years. The majority of the emm types recorded were associated with a very low infection

burden, suggesting a sporadic involvement in invasive disease. The first year of the pan-

demic was characterised by a reduction in absolute number of iGAS cases, but the relative

frequency of emm types was not strikingly different from those of the pre-pandemic years.

In 2021, however, there was a reduction not only in the total number of cases but also in

the number and frequency of individual emm types. In particular, emm1 and emm4, which

were two of the predominant types until 2020, were not responsible for any case of invasive

disease in 2021. In contrast, the disease burden of emm28 and emm89 in 2021 was very sim-

ilar to that recorded in pre-pandemic years. While invasive cases of emm12 still took place

in 2021, the frequency of this strain was noticeably reduced compared to previous years.

The change of invasive disease burden of the five predominant emm types across the years is

shown in Appendix A.1.

2.3.3 iGAS isolation site

Invasive strains of S. pyogenes were isolated from at least 14 different body sites. As shown

in Table 2.1, however, the majority of these isolations (92.8%) were from blood, cutaneous

tissue or the respiratory tract. There were no striking differences in the frequency of iGAS

isolation sites recorded in pre-pandemic years and during the pandemic.
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Table 2.1: Count and proportion of invasive Group A Streptococcus strains according to specimen

origin, before and during the COVID-19 pandemic.

Specimen source
Pre-pandemic

(2014-2019)

Pandemic

(2020-2021)
Total

Blood
955

(53.4%)

134

(58.0%)

1089

(53.9%)

Cutaneous tissue
496

(27.7%)

59

(25.5%)

555

(27.5%)

Respiratory tract
210

(11.7%)

17

(7.4%)

227

(11.2%)

Reproductive tract

(Female)

66

(3.7%)

5

(2.2%)

71

(3.5%)

Joint
22

(1.2%)

9

(3.9%)

31

(1.5%)

Unspecified
16

(0.9%)

0

(0.0%)

16

(0.8%)

Abdominal cavity
6

(0.3%)

0

(0.0%)

6

(0.3%)

Urine
6

(0.3%)

0

(0.0%)

6

(0.3%)

Other
12

(0.7%)

7

(3.0%)

19

(0.9%)

Total
1789

(100%)

231

(100%)

2020

(100%)

2.3.4 GAS isolates from the GG&C Health Board

In this section, data on the epidemiology on all GAS infections in the GG&C Health Board

area are presented. This data refers to all GAS-positive specimens submitted to diagnostic

laboratories (including invasive ones) and is not a precise representation of the real GAS

disease burden. Since non-invasive cases tend to be mild, self-limiting and/or easy to treat

empirically, only a proportion of patients seek medical advice or have samples collected. The

data described here is, nevertheless, useful for observing changing trends in GAS diagnostic

submissions in the GG&C area over time. The total number of GAS-positive specimens con-

firmed each month from January 2018 to April 2022 is shown in Figure 2.7. From January

2018 to March 2020 the monthly count ranged from 138 (September 2018) to 683 (March
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Figure 2.7: A - All Group A Streptococcus (GAS)-positive specimens submitted per month to diag-

nostic laboratories of the GG&C Health Board. B - GAS-positive throat swabs submitted per month

to diagnostic laboratories of the GG&C Health Board. In both plots a red line indicates the transition

from March to April 2020, which approximates the beginning of the COVID-19 pandemic in Scot-

land.

81



Descriptive epidemiology of invasive Group A Streptococcus infections in Scotland
from 2014 to 2021

Figure 2.8: Proportion of Group A Streptococcus (GAS)-positive throat swabs from specific age

groups within the GG&C Health Board from 2018 to 2021. The total number of GAS-positive throat

swabs recorded each year is reported above each bar.

2018), with a seasonal pattern of isolation similar to that described for iGAS infections in

the whole country. The COVID-19 pandemic was associated with a considerable reduction

in the number of GAS-positive specimens submitted to the diagnostic laboratories. The to-

tal count of positive samples in March 2020 was 350 while in the following month only 77

specimens were recorded. The lowest count was in April 2021, when just 28 GAS-positive

specimens were submitted for diagnostic purposes. From April 2020 to December 2021 the

seasonal pattern of diagnoses noticed in the pre-pandemic time was not apparent.

The proportion of GAS-positive throat swabs from specific age groups was calculated

and is shown in Figure 2.8. The majority of positive throat swabs (70-80%) was collected

from individuals younger than 30 years of age. In 2018, 2019 and 2020 the age-specific

proportions of positive throat swabs was found to be comparable. In 2021, however, a larger

proportion of GAS-positive throat swabs was collected from individuals of the 10-30 age

group.

82



Descriptive epidemiology of invasive Group A Streptococcus infections in Scotland
from 2014 to 2021

Resistance rates towards clarithromycin, clindamycin, doxycycline and penicillin each

year from 2018 to 2021 are reported in Figure 2.9. In, 2018, 2019 and 2021 the highest

rates of resistance were towards doxycycline, whereas in 2020 clarithromycin resistance was

marginally the most prevalent form of resistance reported. The rate of resistance towards

each antibiotic was consistently lower than 20% in 2018, 2019 and 2020. However, in 2021,

every antibiotic tested, with the exception of penicillin, was associated with a resistance rate

higher than 25%. No penicillin resistance was detected in the time-frame of the study.

Figure 2.9: Rate of resistance to clarithromycin, clindamycin, doxacycline and penicillin among the

Group A Streptococcus (GAS) strains isolated from throat swabs in the GG&C Health Board area.

The total number of GAS isolates collected each year is reported on top.

The proportion of GAS-positive throat swabs collected from female and male patients was

calculated, revealing an over-representation of female specimens. When the gender-specific

proportion of positive swabs was calculated for the underage (<18 years) and adult popula-

tion (≥ 18), a clear difference was noticed (Figure 2.10). While nearly the same proportion

(45-55%) of positive throat swabs were collected from males and females younger than 18

years of age, approximately 30% of the adult-derived swabs were collected from males. A

z-test for equality of proportions revealed that this difference was statistically significant (p
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< 2.2x10-16), suggesting that different behaviours in the male and female populations might

influence the number of specimens collected from men and women.

Figure 2.10: Proportion of Group A Streptococcus-positive throat specimens submitted to diagnostic

laboratories of the GG&C Health Board from 2018 to 2021 in underage (<18) and adult (≥18) males

and females.

2.4 Discussion

In this chapter, epidemiological data on invasive GAS infections in Scotland from 2014 to

2021 were presented, visualised and explored. The main focus of this work was investigating

the epidemiology of iGAS disease, as it is the only GAS-associated form of infection that is

notifiable in Scotland. In this study, all cases of iGAS disease referred to SMiRL from 2014

to 2021 and related metadata, namely date of bacterial isolation, age of patients, strain emm

type and specimen type were available for analysis. Enhanced surveillance data for invasive

infections, which are routinely collected by PHS, could not be accessed due to the pressure

that the COVID-19 pandemic exerted on the Scottish healthcare system. Data on all GAS-

positive specimens from the GG&C Health Board from 2018 to early 2022 are also presented

in this chapter, with particular attention to GAS-positive throat swabs and the characteristics

84



Descriptive epidemiology of invasive Group A Streptococcus infections in Scotland
from 2014 to 2021

of individuals sampled.

2.4.1 Incidence of iGAS in Scotland

The yearly incidence of iGAS disease in the Scottish population before the COVID-19

pandemic was as low as 3.9 cases per 100,000 population (2017) and as high as 8.1 cases

per 100,000 population (2018). Similar incidence rates have been reported in Canada from

1999 to 2004 (Laupland et al., 2006), in Norway from 2006 to 2009 (Kittang et al., 2011)

and in New Zealand from 2002 to 2012 (Williamson et al., 2015). Across the whole of

the UK, a lower rate of 3.3 per 100,000 people was documented in 2003-2004 (Lamagni

et al., 2008b) although more recent nation-wide data have not been published. Lower rates

have also been described in certain regions of Canada between 2001 and 2013 (Athey et al.,

2016). Higher iGAS incidence rates appear to be uncommon in high-income countries,

with the exception of regions with high a indigenous population density in Canada, the

USA, Australia and New Zealand (Carapetis et al., 2005; Athey et al., 2016; Efstratiou and

Lamagni, 2016). In the years immediately preceding the COVID-19 pandemic, the iGAS

yearly incidence in Scotland was similar to that observed in other high-income countries in

recent years. However, over the two years of the COVID-19 pandemic, iGAS incidence rates

in Scotland dropped, likely due to the lockdown and social distancing measures in place

to contain the spread of SARS-CoV-2. Since the main transmission routes of GAS appear

to be person-to-person contact and aerosol droplets (Avire et al., 2021), reduced human

interactions likely prevented the spread of GAS strains in the population. Pandemic-related

measures, however, might have also reduced GAS incidence indirectly by suppressing the

spread of respiratory viruses, which appear to facilitate the occurrence of GAS infections in

previously colonised people (Herrera et al., 2016). According to a recently published study,

the low rate of Streptococcus pneumoniae infections in Israel in 2020 was not associated

with a reduction in S. pneumoniae carriage and circulation but was instead found to be

associated with the disappearance of certain respiratory viruses, such as influenza (Danino

et al., 2021). Since S. pneumoniae and GAS are phylogenetically related and both share

the same ecological niche (Bessen, 2009; Margolis et al., 2010), which is the human upper

respiratory tract, it is reasonable to hypothesise that a similar interaction may be responsible

for the recent reduction in GAS infections. The annual infection rates of severe influenza
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and iGAS disease in Scotland did not show similar trends across the years (Figure 2.1),

suggesting that other variables, such as other respiratory viruses and chickenpox (Lamagni

et al., 2008a), may have influenced the annual burden of iGAS infection in Scotland.

The number of confirmed new cases of iGAS disease per month prior to the COVID-19

pandemic revealed a seasonal pattern characterised by a high incidence over winter and

spring and a reduction in the case count during summer and autumn. This seasonal variation

has also been described in other epidemiological studies on iGAS infections (Lamagni

et al., 2008a, 2009; Olafsdottir et al., 2014). From April 2020 to December 2021, during

the COVID-19 pandemic, a reduction in the number of newly confirmed cases per month

was noted together with a disruption of the previously observed seasonal pattern, with no

clear distinction between winter/spring and summer/autumn, possibly due to the overall low

disease incidence. The age-specific incidence of iGAS infections in the Scottish population

before the COVID-19 pandemic appeared to mimic a W shaped curve, with two lateral

peaks (0-4 years and ≥80 years) and a third peak representing the 30-39 age group (Figure

2.3). This finding is in contrast with previously published data on iGAS disease in different

European countries, where the age-specific incidence was described as a J shaped curve

with only two peaks among infants and the elderly (Lamagni et al., 2008a; Efstratiou and

Lamagni, 2016). Other published data, however, have documented in Canada, Denmark and

the UK a higher incidence among individuals between 30 and 39 years of age (Davies et al.,

1996; Lamagni et al., 2008a; Luca-Harari et al., 2008; Lepoutre et al., 2011). The authors of

a study on iGAS epidemiology in Ontario, Canada, revealed that the higher-than-expected

incidence observed among people aged 30-39 was due to puerperal sepsis in women and

arthritis in men (Davies et al., 1996). In a study of iGAS in Denmark, an incidence peak was

also documented among individuals 30-39 years of age, with most of the cases involving fe-

male patients (Luca-Harari et al., 2008). Puerperal sepsis, however, occurred only in 35% of

female cases aged 30-39 (Luca-Harari et al., 2008), suggesting other factors may have been

responsible for the high incidence rate in that age group. Data regarding the age-specific

incidence in the UK show an unusually high incidence rate in males aged 25-44 (Lamagni

et al., 2008a). In the current study, clinical data were not available and so it is impossible

to investigate the association between disease manifestations and infection incidence in

different age groups. A recently published report on the prevalence of drug use in Scotland
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identified that the highest rate of drug misuse was among people aged 25-34 (https://

www.isdscotland.org/health-topics/drugs-and-alcohol-misuse/

drugs-misuse/prevalence-of-problem-drug-use/). Since drug use, par-

ticularly the use of injecting drugs, is a recognised risk factor to develop iGAS disease

(Lamagni et al., 2008c), drug misuse could be one possible explanation for the high

incidence of infection of people in their thirties, although people in their twenties do not

seem to be equally affected. Further investigations are required to clarify the association

between age, specifically in the age group 30-39, and iGAS disease in Scotland. The

incidence during the first year of pandemic (2020) was lower across all age ranges compared

to previous years, although a similar age-specific pattern was still noticeable. During the

second year of pandemic, however, the total number of iGAS cases was so low that any

age-specific incidence peak was likely to be due to chance.

2.4.2 Scottish iGAS emm types

Since the start of the COVID-19 pandemic, lockdowns and social restrictions have had an un-

precedented impact on contemporary society and it was unknown how this would influence

the epidemiology of other infectious diseases. With that in mind, the overall iGAS emm

type diversity during and prior to the pandemic was first assessed by calculating the SID

with 95% CI for each study year (Figure 2.4). SID values calculated in the present study are

similar to those estimated for iGAS disease in Asia, Latin America, Middle East and other

high-income countries but lower than those for Africa and the Pacific region (Steer et al.,

2009). SID values in Scotland showed a tendency to increase from 2014 to 2019, with par-

ticularly high values in 2018 and 2019, possibly due to the upsurge of iGAS cases in 2018.

SID values for 2020 and 2021 are comparable to those of previous years, suggesting that

the COVID-19 pandemic did not have a significant effect on the overall invasive emm type

diversity in Scotland. The effect of the pandemic on the occurrence of invasive emm types

was also assessed using the BC dissimilarity index to measure year to year compositional

change. The BC dissimilarity index is normally used to compare the population richness

between two geographical sites. In this case, however, it was used to compare different time

periods (years) for the same geographical area, i.e. the whole Scotland. Since the BC dis-

similarity index is influenced by the size of the samples to compare, and since differences
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in the total number of invasive strains are to be expected from year to year (particularly in

the face of the pandemic), the index was calculated with respect to the relative abundance of

each emm type rather than their absolute count. Thus, the adjusted BC dissimilarity indices

represented a measure of emm type turnover from year to year. A considerable change in

emm type turnover was noted from 2017 to 2018. The BC index for 2019 and 2020 was not

dissimilar than that measured in previous years. The index for 2020 and 2021, however, was

considerably higher than any other index from previous years. These results indicate that the

COVID-19 pandemic had a noticeable effect on the year-on-year emm type turnover from the

first to the second year of pandemic, although the same effect was not apparent from the year

preceding the pandemic to the first year of pandemic. It should be appreciated, however,

that the total number of invasive disease strains isolated in 2021 was very small (n = 46),

meaning emm type relative abundance measurements may provide spurious results. The six

most prevalent emm types over the eight years encompassed by this study were emm1 (20%,

414/2020), emm89 (8%, 177/2020), emm12 (7%, 135/2020), emm4 (5%, 97/2020), emm76

(5%, 91/2020) and emm28 (4%, 86/2020). If we consider just the pre-pandemic years, how-

ever, the only emm types that were consistently among the ten most prevalent per year were

emm1, emm89, emm12, emm4 and emm28. Together with emm3, these five emm types are

considered the most prevalent among invasive disease cases in high-income countries world-

wide (Lepoutre et al., 2011; Steer et al., 2009; Efstratiou and Lamagni, 2016; Villalón et al.,

2021). Although the total count of invasive emm76 isolates was high, this emm type virtu-

ally disappeared after 2015. Similar to what was observed for emm76, temporary upsurges

of other emm types were observed from 2014 to 2021 (Figure 2.6). The reasons for these

emm-specific short-term upsurges are not always clear. Invasive disease outbreaks due to

uncommon emm types have been documented occasionally in high-risk communities such

as patients of the same hospital, inmates of the same correctional facility or injecting drug

users of the same area (Levy et al., 2003; Lamagni et al., 2008c; Trell et al., 2020). On other

occasions, however, uncommon emm types appear to be temporarily successful at spreading

and causing disease in the general population without obvious underlying epidemiological

connections (Darenberg et al., 2007; Luca-Harari et al., 2008; Chiang-Ni et al., 2011). The

introduction of novel emm types to which most of the population has never been exposed has

been suggested as a mechanism behind the sporadic upsurge of iGAS cases with uncommon
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emm types (Luca-Harari et al., 2009; Southon et al., 2020). Most of the uncommon emm

types isolated in Scotland from 2014 to 2021, however, were responsible for a very low pro-

portion of the annual iGAS disease burden. Based on a visual inspection of Figure 2.6 and in

line with the BC dissimilarity indices previously described, the relative frequency of invasive

emm types recorded in 2020 was comparable to that of 2019. In 2021, however, the emm-

specific invasive disease burden did not resemble that of 2020 and 2019. The most evident

change was in the prevalence of the five dominant emm types, those that were consistently

frequent across the pre-pandemic years and which are considered globally relevant. While

the 2021 disease burden of emm28 and emm89 was similar to that of previous years, the rela-

tive frequency of emm1, emm4 and emm12 in 2021 was lower than that observed in the past.

Importantly, no cases of iGAS disease attributable to emm4 and emm1, which is the glob-

ally predominant emm type, were documented in 2021. These two emm types, together with

emm3.93 and emm6, were the most commonly isolated genotypes from primary school aged

children exposed to scarlet fever in six different locations in London, UK (Cordery et al.,

2022). Emm1 appeared to be more common in children than in adults in France (Lepoutre

et al., 2011) while emm4 was significantly more common in children than adults in a study

of iGAS epidemiology in Iceland (Olafsdottir et al., 2014). The latter study also reported

that emm28 was significantly more common in adults (Olafsdottir et al., 2014). One of the

main consequences of the COVID-19 pandemic in Scotland was the closure of schools and

the strict social distancing measures in place when they re-opened, including the compulsory

use of face masks and the requirement to self-isolate in the event of a student testing positive

for SARS-CoV-2. These circumstances may have caused a progressive decline in the spread

and overall prevalence of emm types more commonly carried by children. Since emm1 and

emm4 appear to be very common strains circulating among children, it may be hypothesised

that the COVID-19 restrictions had a particularly strong disruptive effect on these emm types.

2.4.3 iGAS isolation site

The majority of iGAS strains isolated in Scotland from 2014 to 2021 originated from blood

samples, followed by cutaneous tissue and respiratory tract specimens (Table 2.1). The pro-

portions of each specimen type before and during the COVID-19 pandemic were comparable,

suggesting the relative frequency of iGAS clinical manifestations were unchanged during
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2020 and 2021. It should be appreciated, however, that clinical data for the invasive cases

considered in this study were not available and that iGAS referral criteria may have biased

the type of samples collected (https://www.legislation.gov.uk/asp/2008/

5/schedule/1/2010-01-01).

2.4.4 GAS isolations from the GG&C Health Board

As occurred for iGAS cases, the submission of GAS-positive specimens in the GG&C Health

Board suddenly dropped from March to April 2020, when the COVID-19 pandemic was offi-

cially declared and the first national lockdown enforced. For the rest of 2020 and throughout

2021, the number of positive specimens per month remained consistently low. Over the

first few months of 2022, which corresponded with a progressive reduction of the COVID-

related rules in Scotland, a slow increase in the number of specimens submitted each month

was noted. The majority of GAS-positive throat swabs (around 75%) submitted each year

were collected from patients younger than 30 years of age. Older patients were swabbed

less frequently, possibly because they are more prone to develop severe forms of infection

that require secondary care interventions. The proportion of GAS-positive throat swabs per

age group per year were comparable from 2018 to 2020. In 2021, however, an increase in

the proportion of swabs from individuals aged 10-29 was recorded, which corresponded to

60% of all the swabs that year. However, due to the limited number of swabs submitted

to diagnostic laboratories in 2021 (n = 113), even small, randomly occurring differences

might be responsible for noticeable fluctuations in the proportions of swabs from different

age groups. We cannot exclude, however, that the age-specific changes occurring from 2020

to 2021 were associated with specific variables, such as behavioural patterns in teenagers

and young adults. Lower perceived risk of SARS-CoV-2 among teenagers and young adults

(Commodari and La Rosa, 2020), for example, might have increased their chances of being

exposed to GAS infection when the rest of the population was being more cautious.

Almost all the GAS isolates from throat swabs were tested for antimicrobial sensitivity to-

wards clarithromycin, clindamycin, doxycycline and penicillin. While no isolate was found

to be resistant to penicillin, the rate of resistance towards other antibiotics varied across the

years. In 2021, a rise in resistance rates towards all antibiotics tested was noted. This is
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unlikely due to a real increase in the prevalence of AMR and is probably a consequence

of changed diagnostic practices in primary care during the COVID-19 pandemic. Interac-

tions with general practitioners during the pandemic were reduced to a minimal level to limit

spread of SARS-CoV-2. It may be assumed that throat swabs were submitted to diagnostic

laboratories particularly for challenging cases, such as prolonged, recurring or complicated

infections, which all increase the chance of antimicrobial resistance acquisition. Exclud-

ing 2021, resistance rates ranged from 10 to 18% for doxycyline, from 7 to 13% for clar-

ithromycin and from 5 to 10% for clindamycin. The rates of resistance detected among GAS

isolates from the GG&C Health Board in 2018, 2019 and 2020 were comparable to those

previously described in the literature (Arvand et al., 2000; Imöhl et al., 2010).

The proportion of GAS-positive throat swabs from males up to 18 years of age was sig-

nificantly higher than those from adult males. Conversely, the proportion of GAS-positive

throat swabs from females up to 18 years of age was significantly lower than that from adult

females. Since gender is not considered a risk factor for GAS colonisation and infection

(Avire et al., 2021), this discrepancy may be a consequence of different behavioural patterns

in adults. Throat swabs are mainly collected from non-invasive upper respiratory infections,

which are frequently mild and self-limiting and rarely require secondary care interventions.

Contacting a physician and discussing diagnostic options, thus, is often a matter of personal

choice. Underage patients are unlikely to make autonomous decisions about their own health.

Unsurprisingly, similar numbers of throat swabs from females and males up to 18 years of

age were submitted to diagnostic laboratories of the GG&C Health Board each year from

2018 to 2021. Among adults, who are generally responsible for deciding whether to seek

medical intervention or not, males appeared to be significantly less likely than females to

have a throat swab submitted for diagnostic purposes. These findings match published data

on the different help-seeking behaviours of adult males and females (Galdas et al., 2005).

2.4.5 Summary

In this chapter, the epidemiology of iGAS infections in Scotland from 2014 to 2021 was

presented, with a particular focus on the effect of the COVID-19 pandemic and related re-

strictions. A reduction in the iGAS annual incidence was detected during the two years of the

91



Descriptive epidemiology of invasive Group A Streptococcus infections in Scotland
from 2014 to 2021

COVID-19 pandemic, particularly in 2021. The volume of new iGAS strains isolated each

month from January 2014 to December 2021 revealed a seasonal pattern of high incidence

in winter and spring and low incidence in summer and autumn. Throughout the pandemic,

however, no clear differences were apparent and a consistently low number of new invasive

strains was recorded each month regardless of the time of the year. The age-specific inci-

dence of iGAS disease in Scotland showed higher incidence rates for infants, the elderly

and people aged 30-39 years. It is unclear why individuals in their thirties develop iGAS

infections more frequently than others in Scotland, but previous studies have suggested an

association with pregnancy, puerperal sepsis and this particular age group. Another possible

explanation could be the high rate of drug misuse in people in their late twenties and early

thirties. The annual emm type diversity in Scotland was comparable throughout the study

period. The year-on-year emm type turnover, however, showed a degree of variability, being

higher in the transition of the first to the second year of pandemic. This was partially con-

firmed when the relative annual frequency of isolation of invasive emm types was assessed.

Two of the dominant emm types, namely emm1 and 4, did not cause any case of invasive dis-

ease during 2021, while other emm types were associated with a higher-than-usual disease

burden. Overall, the effects of the COVID-19 pandemic were most noticeable in 2021, sug-

gesting that the most profound change in the epidemiology of iGAS infections took several

months to become evident. A considerable reduction in the number of GAS-positive speci-

mens submitted each month to diagnostic laboratories of the GG&C Health Board during the

COVID-19 pandemic compared to pre-pandemic was observed. A demographic change in

the proportion of GAS-positive throat swabs in 2021 was also noted, with higher percentages

of specimens from teenagers and young adults than in previous years. Antimicrobial suscep-

tibility rates for throat swab isolates were comparable to those described in previous studies.

In 2021, however, rates were particularly high, potentially due to different diagnostic prac-

tices influenced by the COVID-related restrictions. A significant difference in the proportion

of male and female positive throat swabs collected from underage and adult individuals was

detected. This may be caused by different behavioural patterns in adult males compared

to underage males, who are less likely to take autonomous decisions regarding their health

needs. In conclusion, the epidemiology of GAS disease, particularly invasive infections, in

Scotland was significantly impacted by the COVID-19 pandemic and it is noteworthy that
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emm type 1, which was the most frequently associated with invasive disease, was not re-

ported in 2021.
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Chapter 3

Genomic characterisation of

Streptococcus pyogenes emm5.23, a

recently emerged genotype causing

invasive disease in Scotland

3.1 Introduction

More than 200 emm types and subtypes of Streptococcus pyogenes have been identified

to date with some emm types being associated with disease more frequently than others.

In high income countries, which provide the majority of the available data on S. pyogenes

epidemiology, emm types 1, 12, 28, 3, 4 and 89 constitute almost 60% of all cases of GAS

infection (Steer et al., 2009). The reasons for a higher infectivity and virulence of some emm

types compared to the wider GAS population have been investigated from a molecular point

of view and in some cases demonstrated. The high level of virulence of GAS emm type 1, for

instance, is due to the horizontal acquisition of virulence factors Sda2, SpeA2 (derived from

a single point mutation of SpeA1), NAD+-glycohydrolase and SLO (Nasser et al., 2014). In

recent years, the emergence of a new emm1 lineage, named M1UK and distinguished by 27

SNPs that confer an increased production of the speA toxin in vitro, was reported (Lynskey

et al., 2019). The high number of cases and the disease severity associated with S. pyogenes
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emm89 was shown to be caused by mutations in transcriptional regulation regions of the

genome and by the loss of genes encoding the hyaluronic capsule (Beres et al., 2016). The

acquisition of multi-drug resistance, which is often associated with horizontal gene transfer

events, is also thought to play a role in successful spread of pathogenic GAS clones (Davies

et al., 2015). Overall, published data suggest that variation in the S. pyogenes genome arises

through both recombination and mutation events, and that some genotypes are associated

with a greater virulence phenotype (Beres et al., 2002; Nasser et al., 2014; Beres et al., 2016;

Feng et al., 2016; Kachroo et al., 2019). The rate of vertically acquired mutations in S.

pyogenes was estimated to range from 1.3 to 2.1 SNPs per genome per year (Nasser et al.,

2014; Turner et al., 2015) and the rate of recombination to mutation was estimated to be 1.03

(Lee and Andam, 2022).

Since 2018, a rarely isolated genotype of S. pyogenes, emm subtype 5.23, has been in-

volved in several cases of invasive disease in Scotland. While GAS emm5 cases represent

less than 2% of the S. pyogenes disease burden in high income countries (Steer et al., 2009),

emm5.23 in Scotland caused 4.71% and 9.82% of all iGAS cases in 2018 and 2019, respec-

tively (SMiRL). Although not commonly isolated, this emm subtype was involved in one

outbreak of invasive disease in England (Gossain et al., 2016) and has recently been asso-

ciated with increased mortality in the North West of England (Blagden et al., 2020). An

informal enquiry to public health colleagues in Denmark, Finland and Norway revealed that

this genotype had not been implicated in invasive infections in those countries in 2018, 2019

and 2020 (personal communication, Statens Serum Institut, Norwegian Institute of Public

Health, Public Health Agency of Sweden).

Aim and objectives The aim of this chapter was to characterise emm5.23 isolates in

Scotland, considering genotypic and phenotypic determinants that could account for its onset

and unexpectedly high disease incidence in 2018 and 2019. The following objectives were

thus formulated:

• To produce at least one complete and closed genome of emm5.23 to use as a reference

sequence.

• To detect genomic determinants of AMR in all emm5.23 WGS.
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• To characterise the AMR phenotype of a subset of emm5.23 isolates.

• To determine the presence and characteristics of MGEs integrated in the emm5.23

genomes.

• To establish the carriage of virulence genes in the emm5.23 genomes.

• To consider the acquisition of polymorphisms that may have an impact on the pheno-

type of the emm5.23 isolates.

• To investigate the emm5.23 population structure.

• To characterise differences in the overall gene expression between the two main

emm5.23 genotypes identified through a preliminary population structure analysis.

3.2 Methods

3.2.1 Epidemiology of iGAS emm5.23 in Scotland

In Scotland, a total of 58 cases of S. pyogenes invasive disease were associated with the

genotype emm5.23 between 2015 and 2022. The majority of these cases occurred in 2018

(n = 21) and 2019 (n = 27). Eight cases were reported in 2020 and only a single case was

reported in 2015 and in 2022. Invasive emm5.23 isolates were collected from blood (n =

40/58, 69%), cutaneous (n = 10/58, 17%) and respiratory specimens (n = 8/58, 14%). The

mean age of the patients affected was 50, and the median age was 55, with a range spanning

from 1 day to 93 years.

3.2.2 Bacterial isolation and Illumina whole genome sequencing

Group A Streptococcus strains causing invasive disease in Scotland are routinely isolated

and collected by SMiRL. Isolates of GAS are then genotyped based on the first 180 bases of

the emm gene sequence encoding the cell surface M protein, according to the CDC guide-

lines (https://www.cdc.gov/streplab/groupa-strep/emm-background.

html). In the present study, we included all available GAS emm5.23 strains isolated from

normally sterile body sites of symptomatic patients in Scotland up until August 2022 (n =
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58). Only one isolate dated back to 2015, with the others being collected in 2018 (n = 21),

2019 (n = 27), 2020 (n = 8) and 2022 (n = 1).

Bacterial genomic DNA was extracted after cell lysis with mutanolysin, lysozyme and pro-

teinase K, using the DNeasy 96 Blood and Tissue Kit (Qiagen, Hilden, Germany) according

to the manufacturer’s instructions. DNA extractions were performed on a QIAsymphony au-

tomated instrument (Qiagen, Hilden, Germany). Genomic DNA was quantified with a Qubit

3 Fluorometer, paired-end WGS libraries were generated using a Nextera XT DNA Sample

Preparation Kit and Index Kit V2 (Illumina, San Diego, CA). Next generation WGS was

performed on an Illumina MiSeq platform at SMiRL, Glasgow.

3.2.3 Antimicrobial susceptibility testing

Antimicrobial susceptibility to a panel of antibiotics commonly used to treat Gram posi-

tive infections, namely ampicillin, amoxicillin, clindamycin, ceftriaxone, cefotaxime, doxy-

cycline, erythromycin, levofloxacin, meropenem, moxifloxacin, oxacillin, penicillin G,

tetracycline and vancomycin, was measured for a subset of the emm5.23 isolates (n=25).

The Micronaut-S kit (Merlin, Berlin, DE), which employs the broth microdilution (BMD)

method, was used to determine the isolates’ minimum inhibitory concentrations (MIC) for

the tested antibiotics as per EUCAST guidelines v 3.0 (https://www.eucast.org/

ast_of_bacteria/mic_determination/). The Haemophilus influenzae strain

ATCC 49766 served as a quality control for the kit and reagents employed. Initially, pure

bacterial cultures were plated and grown on Columbia blood agar plates (Oxoid, Waltham,

MA) for 48 hours at 37◦C. Then, 3 mL saline solution (0.85% NaCl, pH 5.5 to 6.5) was

inoculated with each isolate until the suspension density reached 0.5 McFarland (0.44-0.56),

as measured using a DensiCHECK Plus instrument. From each saline suspension, 200 µL

were taken and added to an 11.5 mL solution of Micronaut H-Medium broth. Equal vol-

umes of 100 µL of each aliquot of H-Medium broth were then distributed in a 96 wells

of a Micronaut-S PHE Co-GP03 plate. Ten µL of each aliquot of H-Medium broth were

also plated on a Columbia blood agar plate (Oxoid, Waltham, MA) to check purity. Both

the Micronaut plates and the purity plates were incubated for 22-24 hours at 37◦C. After

that, bacterial growth in the Micronaut plates was measured using a Multiskan FC Mi-

97

https://www.eucast.org/ast_of_bacteria/mic_determination/
https://www.eucast.org/ast_of_bacteria/mic_determination/


Genomic characterisation of Streptococcus pyogenes emm5.23, a recently emerged
genotype causing invasive disease in Scotland

croplate photometer (ThermoFisher Scientific, Waltham, MA) and MIC values were inter-

preted by the Micronaut MCN6 software according to the EUCAST breakpoint table v 12.0

(https://www.eucast.org/clinical_breakpoints/). In case of inconsistent

or ambiguous results, MIC values were visually inspected.

A subset of isolates tested by BMD (n=18) were also tested using Vitek 2 technology

(Ligozzi et al., 2002). The Vitek measurements were previously generated in diagnostic

laboratories of the Greater Glasgow and Clyde area as part of routine workflows.

3.2.4 Sequence assembly and quality check

A pipeline to trim low-quality reads, remove PCR-generated duplicates and perform de novo

assembly was employed and is reported in Appendix B.2.1. Paired-end reads in fastq format

were trimmed using ConDeTri v3.11.1 (Smeds and Künstner, 2011) with default settings.

The script FilterPCRdupl was then used to remove redundant read copies that may have

emerged in the PCR step. Paired-end libraries of trimmed and filtered reads were subse-

quently de novo assembled using SPAdes v3.11.1 (Bankevich et al., 2012) in the only as-

sembler mode. Assembly quality was assessed with QUAST v5.0.2 (Gurevich et al., 2013).

Reads of assemblies with a cumulative length greater than 2.25 Mbp and/or a GC% content

higher or lower than 2 standard deviations from the mean were considered potentially con-

taminated. These were submitted to the KmerFinder v3.2 software of the Centre for Genomic

Epidemiology to confirm or rule out contamination (Clausen et al., 2016).

3.2.5 MinION sequencing and hybrid assembly

We selected three strains that had a high Illumina read coverage and a good assembly quality

based on QUAST analysis. One of the strains was the oldest isolate in our collection, which

was isolated in 2015. The remaining two strains were selected because they were repre-

sentative of the two main emm5.23 groups identified in a preliminary phylogenetic analysis.

The chosen strains were plated on Todd-Hewitt Broth (THB) agar (ThermoFisher Scien-

tific, Waltham, MA) and single colonies were inoculated in THB for overnight culture at

37◦C. Genomic DNA was extracted from overnight broth cultures using the Wizard Genomic
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DNA Purification Kit (Promega, Madison, WI). Genomic DNA was quantified with Qubit

and quality (absorbance ration A260/A280) was assessed on a Nanodrop spectrophotome-

ter, and the concentration adjusted to approximately 57 ng/µL to comply with the MinION

library DNA input. Genomic DNA was then sequenced using MinION technology (Oxford

Nanopore Technologies, Oxford, UK). Libraries were prepared using the Oxford Nanopore

Rapid Barcoding Kit SQK-RBK004 (Oxford Nanopore Technologies, Oxford, UK) follow-

ing the manufacturer’s instructions. MinION sequencing was performed at the OHRBID lab-

oratory of the School of Veterinary Medicine of the University of Glasgow. The sequencing

run output, which was in fast5 format, was converted to fastq format using Guppy basecaller

v3.6.0 (Wick et al., 2019). Guppy was also used for demultiplexing, i.e. to separate the

fastq reads according to the isolate from which they originated. These long MinION reads

were assembled together with MiSeq generated short Illumina reads using Unicycler v0.4.8

(Wick et al., 2017) in the hybrid assembly mode. Finally, annotations were produced using

the National Centre for Biotechnology Information (NCBI) Prokaryotic Genome Annotation

Pipeline v5.0 (Tatusova et al., 2016). A list of the bioinformatic commands used to analyse

the MinION sequences can be found in Appendix B.2.2.

3.2.6 Mobile genetic elements

MGEs were detected using SRST2 v0.2.0 (Inouye et al., 2014) coupled with a published

database of S. pyogenes phage and integrative and conjugative element (ICE) integrase and

virulence genes, as previously described (Southon et al., 2020). A bash script that takes

trimmed fastq reads as input files and runs SRST2 against the MGE integrase and virulence

gene database was used (Appendix B.2.3). The predicted presence of known integrase and

MGE-associated virulence genes detected by SRST2 was then confirmed in the assembled

genomes using the Basic Local Alignment Search Tool BLAST v2.9.0 (Camacho et al.,

2009). Since each identified integrase gene has one or a few known integration sites within

the S. pyogenes genome, once integrase genes were detected it was possible to infer the exact

position and sequence of the MGE within the three emm5.23 closed genomes.

99



Genomic characterisation of Streptococcus pyogenes emm5.23, a recently emerged
genotype causing invasive disease in Scotland

3.2.7 Multi locus sequence typing and virulence gene identifi-

cation

SRST2 v0.2.0 (Inouye et al., 2014) was used to identify the MLST of the S. pyogenes

emm5.23 strains. An MLST database for S. pyogenes (updated as of the 30/04/2020) was

downloaded from PubMLST (Jolley et al., 2018) and SRST2 was run on the emm5.23 WGS

against this database (Appendix B.2.4).

The presence of virulence genes in the GAS emm5.23 genomes was established using

the command-line tool ARIBA v3.1.0 (Hunt et al., 2017) coupled with VFDB (Virulence

Factors Database) (Chen et al., 2005). Similarly to SRST2, ARIBA allows the identification

of coding sequences (e.g. antimicrobial resistance, virulence or plasmid associated genes)

by aligning local assemblies against a database. ARIBA was run using default settings. An

updated version of VFDB (as of the 01/04/2020) was downloaded and used for virulence

gene detection as described in Appendix B.2.4.

Both SRST2 and ARIBA were also used to confirm each isolate’s emm type, previously

assigned by PCR amplification and Sanger sequencing. The database used for this purpose

was the S. pyogenes emm gene database curated by the Centers for Disease Control and

Prevention (https://www2.cdc.gov/vaccines/biotech/strepblast.asp).

3.2.8 Antimicrobial susceptibility genotype

The presence of known genes and mutations conferring AMR was assessed using the

command-line tool ARIBA with default settings coupled with the comprehensive antibiotic

resistance database (CARD) (last updated 20/01/2021) (Alcock et al., 2020), as described in

Appendix B.2.4.

3.2.9 Polymorphism detection and phylogenetic analysis

The WGS data from emm5.23 isolates originating from 2018, 2019, 2020 and 2022 were

screened for the presence of non-synonymous polymorphisms against two reference strains,

namely the single 2015 isolate, iGAS426 (accession number: CP067008), and the emm5
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Manfredo strain (accession: AM295007). Only non-synonymous polymorphisms were con-

sidered because, unlike synonymous ones, they determine amino acid sequence changes

that can cause phenotypic alterations. Polymorphisms were detected using Snippy v4.4.5

(Seemann, 2015). Snippy uses Freebayes (https://arxiv.org/abs/1207.3907)

to identify both SNPs and insertions/deletions (indels) from reads and assembled sequences

mapped to a reference genome. Snippy also predicts the function of detected variations using

snpEff (Cingolani et al., 2012). Particular emphasis was given to the detection of polymor-

phisms in the pbp genes of the emm5.23 strains compared to the historical Manfredo strain,

which does not contain any known pbp mutations associated with reduced susceptibility to

β-lactams (Beres et al., 2022). Instructions to use Snippy are presented in Appendix B.2.5.

In order to get meaningful insights into the evolution of the emm5.23 population, polymor-

phism detection and phylogenetic tree construction were carried out on the Scottish emm5.23

isolates and on an available sample (n=29) of English emm5.23 isolates. The English iso-

lates were included in order to increase the overall sample size and improve the power of

the phylogenetic inference. The English isolates were provided by UKHSA and originated

from patients with invasive (n=22) and non-invasive (n=7) disease from 2012 to 2020. Ten

English isolates had previously been subjected to WGS by UKHSA using Illumina HiSeq

technology, so their sequencing raw reads were already available for bioinformatic analy-

sis. For the remaining English isolates (n=19), bacterial samples were delivered to SMiRL

and WGS was undertaken as previously described. Genomic sequences were trimmed and

assembled as previously described and assembly quality was checked before proceeding

with further analyses. The core SNP alignment produced using Snippy was used for phy-

logenetic tree construction (Appendix B.2.5). In order to limit the phylogenetic inference

to vertically acquired genomic variations, SNPs located in the MGEs were excluded from

the core SNP alignment used for phylogenetic tree construction. The command-line tool

IQ-TREE (Nguyen et al., 2015) was used to build a maximum likelihood phylogenetic tree

with standard non-parametric bootstrap analysis using the best-fit substitution model func-

tion (Kalyaanamoorthy et al., 2017). The web-based program iTOL (Letunic and Bork,

2021) allowed the visualisation of the phylogenetic tree, which was midpoint rooted.
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3.2.10 Transcriptomic analysis

Differences in overall gene expression between the two main genotypes identified through

phylogenetic analysis were determined via total RNA sequencing and bioinformatic analysis.

RNA extraction and sequencing

Total RNA from two isolates in late exponential growth phase, each represented by four

biological replicates, was extracted. For each of the eight samples, 500 µL of bacterial

overnight culture in THB were inoculated into 9.5 mL of fresh THB and grown for six hours

at 37◦C. Total RNA was then extracted using protocol five of the QIAGEN RNeasy Mini

Kit according to the manufacturer’s instructions. RNA samples were treated with the QI-

AGEN RNase-free DNase to remove any contaminating residual DNA. RNA concentration

and quality was later assessed using, respectively, Nanodrop and Bioanalyzer technologies.

RNA sequencing was performed at Glasgow Polyomics (University of Glasgow, Glas-

gow). The total RNA was depleted of ribosomal RNA using the QIAGEN FastSelect (bacte-

ria) system, followed by library creation using the Illumina TruSeq Stranded Total RNA kit.

Libraries were then sequenced on an Illumina NextSeq2000 instrument to an average of 10

million paired-end reads, each 100 bp long.

Bioinformatic analysis

Transcriptomic data were analysed on a University of Glasgow Galaxy server (Giardine et al.,

2005). Sequencing reads were trimmed using Trimmomatic (Bolger et al., 2014) with de-

fault settings, and the quality of trimmed reads determined with FastQC (Andrews, 2010).

HISAT2 (Sirén et al., 2014) was then used to align the trimmed reads to the reference genome

iGAS426 and HTSeq-count (Anders et al., 2015) was employed to count the number of reads

that mapped to each feature of the reference genome. Differential gene expression between

the replicates representative of each emm5.23 genotype was determined using DESeq2 with

default settings (Love et al., 2014). A series of visualisations of the output from DESeq2

were produced with Searchlight2 (Cole et al., 2021). Finally, a gene enrichment analysis

of the genes differentially expressed between the two genotypes was carried out using the

online tool GSEA-Pro v3 (http://gseapro.molgenrug.nl/).
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3.3 Results

All supplementary material for this chapter can be found in Appendix B. Isolate and WGS

metadata are provided in Table B.1.

3.3.1 AMR phenotype

Only tetracycline resistance was observed in the emm5.23 isolates tested. MIC values for the

panel of antibiotics tested using BMD are reported in Table 3.1. Interpretations of MIC val-

ues, based on the EUCAST breakpoints for both the BMD and VITEK data, are summarised

in Figure 3.1.
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Figure 3.1: Count of sensitive and resistant isolates tested with the broth microdilution technique

(A) and VITEK technology (B). In both cases, EUCAST breakpoints were used to interpret MIC

data. In the legend, S = sensitive, I = sensitive, increased exposure, R = resistant. Antibiotic names

are abbreviated and appear on the X-axis (Amox = Amoxicillin, Ampi = Ampicillin, Cefo = Ce-

fotaxime, Ceft = Ceftriaxone, Mero = Meropenem, Oxa = Oxacillin, PenG = Penicillin G, Levo =

Levofloxacin, Moxi = Moxifloxacin, Vanc = Vancomycin, Clin = Clindamycin, Eryt = Erythromycin,

Doxy = Doxycycline, Tetr = Tetracycline, Clar = Clarythromycin). White letters on top of each

bar represent antibiotic classes (β = β-lactams, F = fluoroquinolones, G = glycopeptides, L = lin-

cosamides, M = macrolides, T = tetracyclines). All isolates tested had the same AMR genotype.

3.3.2 Illumina and MinION sequencing

Four Illumina-sequenced WGS of Scottish emm5.23 strains showed signs of contamination

and were then removed from further analyses. Long reads WGS data from three S. pyogenes

emm5.23 isolates produced with MinION technology were merged with short reads derived

from Illumina sequencing to generate three complete closed genomes. Sequence character-

istics of the newly generated closed genomes, which were deposited to the NCBI database

under the GenBank accession numbers CP067008 (iGAS426), CP067009 (iGAS391) and

CP067010 (iGAS376), are presented in Table 3.2.
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Table 3.2: Sequence characteristics of the three closed genomes of Streptococcus pyogenes emm5.23

generated by hybrid assembly of long MinION reads and short Illumina reads.

Isolate iGAS376 iGAS391 iGAS426

Year of isolation 2018 2019 2015

Source Blood Blood Blood

Genome size (bp) 1,897,124 1,897,129 1,897,111

GC content (%) 38.6 38.6 38.6

No. of reads 28,201 95,719 90,232

No. of sequenced bp 192,673,926 451,467,050 379,063,977

Genome coverage 101x 237x 199x

No. of genes 1,913 1,913 1,913

No. of CDSs 1,824 1,824 1,824

No. of coding genes 1,775 1,775 1,775

No. of rRNAs (5S, 16S, 23S) 6, 6, 6 6, 6, 6 6, 6, 6

No. of tRNAs 67 67 67

Accession number CP067010 CP067009 CP067008

3.3.3 Mobile genetic elements

The presence of MGEs and their associated virulence genes was determined using SRST2

coupled with a published database of S. pyogenes integrase and virulence genes. The inte-

grase genes, which are associated with specific integration sites in the GAS genome, allowed

the detection of MGEs.

The same five MGEs were found in each emm5.23 genome (Figure 3.2). Four of these el-

ements were prophages while the last one was a composite element made of a prophage

and an ICE. The following virulence genes were detected in MGE regions: sdn, spd1, spd3,

hylP, spd4 and speC. A BLAST search against the NCBI database allowed an additional

characterisation of the MGEs detected. While the prophage regions show high similarity

with prophages already described in GAS strains, the composite element was not found in

other publicly available GAS genomes. The sequence displaying the greatest similarity to

the emm5.23 ICE in the NCBI database (99% sequence identity) is integrated in the genome
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Figure 3.2: (A) Location, in the reference strain iGAS426, of the 5 mobile genetic elements (MGEs)

detected in each GAS emm5.23 genome. (B) Characteristics of the coding sequences (CDS) belong-

ing to each MGE. MGEs 1, 2, 3 and 5 consist entirely of phage-origin sequences, while MGE 4

has both phage and integrative and conjugative element-derived sequences. MGEs orientation in the

figure is 5’-3’. Integrase, antimicrobial resistance and virulence genes are highlighted. Nucleotide

positions indicating the beginning and end of each MGE are also reported.

of a strain of Filifactor alocis (accession CP002390), a human opportunistic pathogen that

colonises the oral cavity. Based on the NCBI non-redundand nucleotide database matches

identified by BLAST, this ICE appears to derive from multiple recombination events that

involve at least two conjugative transposons and a bacterial intron, carries the AMR gene
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tetM, which confers resistance to tetracyclines.

3.3.4 MLST and virulence gene identification

Emm type prediction using SRST2 and ARIBA confirmed that all the strains analysed were

emm subtype 5.23. SRST2 also revealed that all the emm5.23 isolates belonged to MLST 99.

The virulence genes identified by ARIBA from the full VFDB database are reported in

Table 3.3. All 54 isolates of emm5.23 shared the same virulence gene profile. Most of

the virulence genes detected (26/44) are thought to be part of the GAS accessory genome

(Davies et al., 2019), reflecting the variability of GAS pathogenic mechanisms.

Table 3.3: List of virulence genes and associated virulence factors identified in this study along with

their functions. Virulence genes that are present in > 99% of the GAS genomes included in a work

by Davies et al. are considered part of the GAS core genome (Davies et al., 2019).

Virulence genes Virulence factors Main virulence function(s)

Core genome

eno Enolase Adhesion

hylA Hyaluronidase Invasion

plr/gapA Plasmin-binding protein Adhesion

ropA Trigger factor Virulence factors maturation

sagA,B,C,D,E,F,G Streptolysin S Invasion

scpA Streptococcal C5a peptidase Immune evasion

scpC Serine protease SpyCEP Immune evasion

sdaB Streptodornase Invasion

shr Streptococcal hemoprotein receptor Invasion

slo Streptolysin O Immune evasion/invasion

speB Cystein protease SpeB Immune evasion/invasion

spyA ADP-ribosyltransferase SpyA Immune evasion

Accessory genome

cfa CAMP factor Adhesion/invasion

108



Genomic characterisation of Streptococcus pyogenes emm5.23, a recently emerged
genotype causing invasive disease in Scotland

Table 3.3 continued from previous page

Virulence genes Virulence factors Main virulence function(s)

cpa Pilus ancillary protein I Adhesion

cppA C3-degrading protease Immune evasion

emm5 M5 protein Adhesion/immune evasion

endoS Endoglycosidase EndoS Immune evasion

fbp54 Fibronectin-binding protein Fbp54 Adhesion

graB GRAB Adhesion/protection

hasA,B,C Hyaluronic capsule Adhesion/immune evasion

htrA Serine protease HtrA Stress response

hylP Phage hyaluronidase Invasion

isdE Heme transporter Adhesion/immune evasion

lmb Laminin-binding protein Adhesion

spd1,3,4 Deoxyribonuclease Invasion

mtsA Metal ABC transporter Stress response

prtF2 Surface-anchored protein Adhesion

sclA Collagen-like surface protein Adhesion/invasion

sda3 Streptodornase Invasion

sdn DNA endonuclase Invasion

ska Streptokinase Invasion

smeZ Streptococcal mitogenic exotoxin Z Inflammation/invasion

speC Streptococcal pyrogenic exotoxin C Inflammation/invasion

speG Streptococcal pyrogenic exotoxin G Inflammation/invasion
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3.3.5 AMR genotype

The same AMR gene profile was shared by all genomes analysed. Only two genes associated

with antimicrobial resistance were detected: lmrP and tetM. Based on the AMR gene con-

tent, the emm5.23 population was expected to express phenotypic resistance to four antibiotic

classes: lincosamides (lmrP), macrolides (lmrP), streptogramin (lmrP) (Putman et al., 2001)

and tetracyclines (lmrP and tetM) (Morse et al., 1986; Putman et al., 2001). Snippy output

was used to detect mutations in the pbp genes of the emm5.23 isolates compared to those of

strain Manfredo, which does not contain any known mutations conferring reduced suscepti-

bility to β-lactams (Beres et al., 2022). No differences between the pbp genes of reference

strain Manfredo and those of the emm5.23 strains were found, allowing us to conclude the

emm5.23 population analysed does not carry any known pbp gene mutation associated with

reduced sensitivity to β-lactam antibiotics.

3.3.6 Polymorphism detection and phylogenetic analysis

No non-synonymous polymorphisms shared by all the Scottish emm5.23 isolates were de-

tected. The majority of the genomes analysed (46/54), however, carried the same three iden-

tical non-synonymous polymorphisms. One is a SNP involving the lactate oxidase gene lctO

(C54A - Phe18Leu). Another is a nucleotide insertion (T -> AT) upstream of the gene greA,

in position -37. The greA gene encodes the transcription elongation factor GreA. The third

mutation is a SNP that caused an early stop codon in the gene encoding the enzyme Acetyl-

CoA C-Acyltransferase (C112T - Gln38*). When BLASTed against the NCBI database, the

three polymorphisms were not identified in any other published sequences.

Phylogenetic analysis of the 54 Scottish and 29 English emm5.23 WGS partitioned the se-

quence dataset into two main groups that for ease of interpretation we refer to as English and

Scottish groups (Figure 3.3). The English group comprised 28 of the 29 English isolates and

eight of 54 Scottish strains. Within the English group, the average number of core pairwise

SNPs was 18 and four pairs of clonal clusters (0 core SNPs) were detected. The Scottish

group comprises 46 Scottish isolates and only one English strain. The average number of

core pairwise SNPs in the Scottish group was four and six clonal clusters, involving a total

110



Genomic characterisation of Streptococcus pyogenes emm5.23, a recently emerged
genotype causing invasive disease in Scotland

Figure 3.3: A - Core genome maximum likelihood single nucleotide polymorphism-phylogeny show-

ing the evolutionary relatedness of the Scottish emm5.23 isolates and a randomly selected sample of

English isolates. The tree was midpoint rooted. For ease of interpretation, the part of the tree dom-

inated by English isolates is called the "English group" and the one dominated by Scottish strains is

called the "Scottish group". Specimen site is reported next to each Scottish isolate. The presence of

three non-synonymous polymorphisms found in all the isolates of the Scottish group is also visually

represented. The three isolates whose genomes were closed by hybrid assembly are highlighted on the

tree by a black outer circle. These isolates are, from top to bottom, iGAS426 (or S.426), iGAS391 (or

S.391) and iGAS376 (or S.376). B - Temporal distribution of isolation of the English group strains.

C - Temporal distribution of isolation of the Scottish group strains.
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of 22 isolates, were identified. The tree topology suggested that the isolates of the Scottish

group originated from a relatively recent common ancestor, represented by a clonal cluster

of six isolates, here referred to as the "central cluster" of the Scottish group. Thirty-six of the

47 isolates of the Scottish group (77%) had between 0-3 SNPs differentiating them from the

central cluster genotype (Figure B.1). Among the remaining isolates of the Scottish group, no

more than seven SNPs differentiating them from the central cluster genotype were detected.

All the isolates clustering in the Scottish group shared the three previously described muta-

tions, further confirming of the clonal origin of this phylogenetic group. Only one Scottish

isolate clustering in the English group carried two of the aforementioned non-synonymous

polymorphisms.

3.3.7 Transcriptomic analysis

A preliminary transcriptomic analysis was performed on two Scottish isolates representa-

tive of, respectively, the "English group" and the "Scottish group", with the aim of detecting

differences in overall gene expression between the two genotypes. The isolate selected to

represent the "English group" genotype was S.134 and the one chosen to represent the "Scot-

tish group" was S.188. Each isolate was represented by four replicates and, thus, a total of

eight samples were analysed. As shown in Figure 3.4 A, the overall transcriptomic variation

between the English isolate and Scottish isolate is limited, and transcriptomic heterogeneity

was apparent for replicates of the English isolate. Only 14 genes were found to be statisti-

cally significantly over or under-expressed in the Scottish isolate compared with the English

isolate, as indicated in Figure 3.4 B. In particular, nine genes showed higher expression (Fig-

ure 3.4 C) and five genes showed lower expression (Figure 3.4 D) in the Scottish isolate

compared with the English isolate. Details on the level of expression, p-value and expected

products of the 14 statistically significantly differentially expressed genes are reported in

Table 3.4.

Gene enrichment analysis did not reveal any functional association of the genes differen-

tially expressed in the English and Scottish isolates, which may be tentatively interpreted to

suggest that no phenotypic differences exist between the isolates.
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Table 3.4: Gene product and function, as well as differential expression and p adjusted values, of

the statistically significantly differentially expressed genes in the Scottish isolate compared with the

English isolate. A positive log2fold corresponds to higher expression in the Scottish isolate.

Gene product Protein function log2fold Fold change p.adj

Phage lysin Involvement in phage lytic cycle 1.17 2.25 9.03E-05

Pbp2A Cell wall synthesis 0.78 1.72 9.03E-05

YhgF Transcriptional accessory protein 0.95 1.93 9.03E-05

Ldh Fatty acid metabolism 0.89 1.85 9.03E-05

PtsIIA Sugar uptake 1.18 2.27 4.60E-04

CutC Copper homeostasis 0.72 1.65 5.40E-03

NrdE DNA synthesis 0.8 1.74 0.01

AgaS Lactose catabolism 0.79 1.73 0.03

DnaJ Chaperone function 0.79 1.73 0.04

Phage protein Hypothetical protein -1.04 0.49 4.53E-06

RecO DNA repair -0.75 0.59 9.03E-05

Prs Nucleotide synthesis -0.75 0.59 1.10E-04

SibA Putative secreted protein -0.75 0.59 4.60E-04

Hk Signal transduction -0.7 0.62 0.03
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Figure 3.4 (previous page): Summary plots of the transcriptomic analysis for isolates representative

of the English group (EG) and Scottish group (SG). A - Gene expression data Principal Component

Analysis (PCA) scatterplots. Showing PC1 vs PC2 (left) and PC3 vs PC4 (right). Individual samples

are represented by dots, pink dots are the EG replicates and blue dots are the SG samples. The

percentage of total variation explained by each component is given in the x and y-axis as appropriate.

To control for over-representation of very highly expressed genes, all gene expression values were

scaled on a gene-by-gene basis using the z-score transformation, prior to the PCA. B - Volcano plot for

the comparison between SG and EG. Significantly differential genes (p.adj <0.05, absolute log2fold

>0.5) are shown in black and non-significant genes in red. A positive fold change indicates higher

expression in SG than in EG. C - Violin plots showing the nine statistically significantly (p.adj <0.05)

genes with higher expression by log2fold change in the SG samples. Each dot is a single sample, with

sample groups given on the x-axis and gene expression on the y-axis. The mean and standard error for

each sample group is given as a red dot and line. In the plots, each gene is named after its product. D

- Violin plots showing the five statistically significantly (p.adj <0.05) lower genes by log2fold change

in the SG samples. Each dot is a single sample, with sample groups given on the x-axis and gene

expression on the y-axis. The mean and standard error for each sample group is given as a red dot

and line. In the plots, each gene is named after its product.
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3.4 Discussion

The present study aimed to investigate the role of the emm5.23 genotype in the spread and

pathogenic potential of iGAS in Scotland. This genotype was involved in a relative increase

of invasive disease cases which peaked in 2018-2019. Although all GAS strains can cause

clinical disease in humans (Terao, 2012), particular emm types are known to cause disease

more frequently than others (Steer et al., 2009). The higher infectivity and virulence of some

GAS strains has been ascribed to the acquisition of certain virulence genes via horizontal

gene transfer, the occurrence of mutations in genes involved in transcriptional regulation and

virulence (Nasser et al., 2014), and to multi-drug resistance (Davies et al., 2015), defined as

resistance to at least one antibiotic in three or more drug classes (Magiorakos et al., 2012).

GAS outbreaks, however, do not simply depend on factors which are intrinsic to the infecting

pathogen strain and are influenced also by the environment and host susceptibility. GAS

strains that are not considered hypervirulent can still cause outbreaks of invasive disease

under certain circumstances, such as exposure of multiple at-risk individuals such as the

elderly, hospitalised patients or intravenous drug users to a common source of infection

(Ruben et al., 1984; Harkness et al., 1992; Lamagni et al., 2008c).

Most of the genomic analyses conducted in this study required the use of a good quality

reference sequence to compare to the short-read Illumina WGS. The only publicly available

closed genome of a S. pyogenes emm5 strain was the Manfredo sequence. This genome

originated from a GAS strain isolated in the US in 1952 (Holden et al., 2007), and thus it

was expected to be phylogenetically distant from our population and unsuitable to use as a

reference. Due to the lack of other publicly available genomes phylogenetically related to

the Scottish emm5.23 population, we decided to produce at least one closed and annotated

emm5.23 genome to use as a reference for further analyses. The hybrid assembly approach

we used to produce three closed genomes maximises the benefits of both Illumina and Oxford

Nanopore technologies. If short-read Illumina sequences tend to be less prone to sequencing

errors than long-read Oxford Nanopore sequences, the latter allow the complete coverage of

large genomic portions and the production of a closed genome (Wick et al., 2017). Consider-

ing the importance of horizontal gene transfer in the acquisition of virulence characteristics

and AMR in GAS (Nasser et al., 2014; Davies et al., 2015; Beres et al., 2016), we first estab-
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lished the presence of MGEs in the emm5.23 WGS. We found that all the emm5.23 genomes

sequenced shared the same MGEs, which consisted of four prophages and one composite

element. The part of the composite element that was not of prophage origin was almost

identical (99% identity) to an MGE identified in a strain of F. alocis, a pathogen of the oral

cavity (accession CP002390) (Aruni et al., 2015). This MGE appeared to have originated

from the recombination of two different ICEs. The first component was described in 2016 in

an isolate of S. dysgalactiae (Wang et al., 2016) where it was not associated with increased

bacterial virulence (Wang et al., 2016). The second component had a high similarity (89%

identity) with an ICE described in a GAS emm12 clone involved in a scarlet fever outbreak

in mainland China and Hong Kong in 2011 (Hsieh and Huang, 2011; Chen et al., 2012).

Although a genomic study on the epidemic emm12 population attributed the isolates’ viru-

lent phenotype to phage-encoded proteins, the authors suggested that the AMR properties

conferred by that ICE have had a major role in the selection and expansion of the population

(Davies et al., 2015). Importantly, the portion of the emm12 ICE shared by the F. alocis

strain and by the emm5.23 isolates carried the tetracycline resistance gene, tetM. No other

AMR genes, however, were detected in the emm5.23 MGE. Four of the five prophage regions

identified carried at least one virulence gene. The presence of these virulence genes, namely

sdn, spd1, spd3, spd4, hylP and speC, has not, to the best of our knowledge, been linked

to increased pathogenicity of GAS strains. The speC gene, carried by the prophage region

inserted in the composite element, has been associated with scarlet fever (Silva-Costa et al.,

2014; Davies et al., 2015). None of the virulence and AMR genes detected in MGE regions

has been linked to increased pathogenicity of GAS strains in previous studies, suggesting

that MGEs are unlikely to have played a role in the upsurge of emm5.23 cases of invasive

disease in Scotland.

Next, we investigated the presence of virulence genes across the whole genome of the

emm5.23 isolates. In previous studies, certain virulence genes have been associated with

the successful spread of virulent strains (Nasser et al., 2014; Beres et al., 2016; Feng et al.,

2016). In the current work we identified 44 virulence genes, responsible for the synthesis

of 31 virulence factors. Eighteen of the virulence genes detected in the Scottish emm5.23

population are considered part of the GAS core genome, which was defined as the collection
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of GAS genes that are shared by >99% of the 2083 genomes included in a recently pub-

lished study (Davies et al., 2019). The slo gene, encoding the secreted toxin SLO, plays an

important role in hyper-virulent emm types such as emm1, 12 and 89 (Nasser et al., 2014;

Beres et al., 2016; Feng et al., 2016), particularly when coupled with the nga gene encod-

ing the NAD-glycohydrolase exotoxin, whose presence in the emm5.23 genome was con-

firmed by BLAST searching. In the emm1, 12 and 89 epidemic strains, however, SLO and

NAD-glycohydrolase production alone is insufficient to account for their pathogenic poten-

tial, which is also influenced by mutations in transcriptional regulation genes (Nasser et al.,

2014; Beres et al., 2016; Feng et al., 2016). When compared to the virulence gene set of

the historic emm5 strain Manfredo, the Scottish emm5.23 population differed only in the ac-

quisition of the streptodornase encoding gene sdn. Overall, previously described virulence

gene profiles associated with hypervirulence in epidemic GAS strains were not detected in

the emm5.23 population (Beres et al., 2002; Nasser et al., 2014; Beres et al., 2016; Kachroo

et al., 2019). Based on our findings, there is no evidence to suggest that the virulence gene

profile of the Scottish emm5.23 population is responsible for an enhanced pathogenicity.

The acquisition of multi-drug resistance is thought to play a role in the successful spread

of GAS strains (Davies et al., 2015). Moreover, it is important to know the AMR profile

of recently emerged strains for surveillance purposes and to inform about clinical man-

agement of GAS infections. Therefore, we decided to characterise the AMR genotype

and phenotype of the Scottish emm5.23 isolates. The potential for genotypic-based resis-

tance to different antibiotic classes was assessed by analysing the sequences for the pres-

ence of AMR-conferring genes and mutations. Only two genes associated with AMR were

found in every isolate, namely lmrP and tetM. This AMR gene profile has been associ-

ated with possible resistance to MLSB and to tetracyclines resistance (Morse et al., 1986;

Putman et al., 2001). Given the recently reported emergence of S. pyogenes strains with

reduced sensitivity to penicillins due to single point mutations in genes encoding penicillin-

binding proteins (Vannice et al., 2019; Musser et al., 2020; Beres et al., 2022), we also

assessed the presence of mutations involving pbp genes. When we looked for mutations

known to be associated with reduced sensitivity to β-lactams in the pbp genes (Vannice

et al., 2019; Musser et al., 2020), we did not find any. We tested 25 of the Scottish
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emm5.23 isolates for sensitivity to a panel of antibiotics commonly used to treat Gram pos-

itive infections. We established MIC values with the BMD method using the H. influenzae

strain ATCC 49766 as a control. Although the EUCAST guidelines recommend the use

of S. pneumoniae strain ATCC 49619 for principal quality control of GAS AST (https:

//www.eucast.org/ast_of_bacteria/quality_control/), we were unable

to obtain the expected ranges of antimicrobial susceptibility for this strain. Since the protocol

of the GAS AST assay is very similar to the one for the H. influenzae strain ATCC 49766, for

which we were able to obtain the expected ranges of antimicrobial susceptibility, we used the

ATCC 49766 strain to quality control the kit and reagents, which were employed as per the

manufacturer’s instructions. We found that all isolates tested were resistant to tetracycline,

as expected from their genotype. Only two isolates were resistant to doxycycline. Based on

our findings, we suggest that the AMR genotype detected in the emm5.23 population confers

full resistance to tetracycline and limited resistance to doxycycline. This finding is in con-

cordance with previously generated data on S. pneumoniae harboring the tetM gene (Dallas

et al., 2013). It should be noted, however, that in the present study doxycycline MICs were

very close to breakpoint values for all isolates classified as susceptible (Table 3.1). Interest-

ingly, 14 of the 18 isolates tested with Vitek 2 technology in the diagnostic laboratories of the

Greater Glasgow and Clyde area were classified as resistant to doxycycline. Since the iso-

lates tested by diagnostic laboratories were the same tested with BMD in the present study,

this discrepancy is unlikely to be ascribed to biological reasons and we hypothesise that

the different phenotypic results may be linked to the methodology applied. In fact, Vitek 2

has shown a tendency to overestimate MIC values for tetracyclines in S. pneumoniae strains

(Goessens et al., 2000). Unfortunately, we do not have MIC values generated via Vitek 2

testing, so a direct comparison with the data produced using BMD is not possible. It should

be noted that none of the 25 isolates tested with BMD, nor any of the 18 isolates tested with

Vitek 2 technology, expressed phenotypic resistance to lincosamides and macrolides, as ex-

pected from genotypic data. We concluded that the presence of the lmrP gene on its own,

which was associated with lincosamide, macrolide and streptogramin resistance in previous

studies (Putman et al., 2001), is not responsible for lincosamide and macrolide resistance in

vitro in the isolates tested. This finding is in agreement with the observation that genotypic

data cannot always correctly infer AMR phenotype (WHO, 2020), highlighting the impor-
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tance of in vitro testing. Based on the AMR characteristics of the emm5.23 isolates analysed,

we concluded there is no sign of multi-drug resistance in this bacterial population.

The potential for acquisition of non-synonymous mutations that may influence bacte-

rial phenotype was taken into account as a possible mechanism to favour virulence and

strain transmission. Relative to the reference genomes used, we did not detect any non-

synonymous polymorphisms shared by all emm5.23 isolates. We did observe, however, that

the majority of the emm5.23 isolates (46/54) carried three identical non-synonymous poly-

morphisms. The first one was an amino acid change in the lctO gene, which is involved in the

L-lactate metabolism (Taniai et al., 2008). The second polymorphism was a SNP that deter-

mined an early stop codon in the gene expressing Acetyl-CoA C-Acyltransferase, which is

implicated in the fatty acids metabolism (Röttig and Steinbüchel, 2013). Finally, we detected

a nucleotide insertion upstream (position -36) of the greA gene, which is a transcription elon-

gation factor (Yuzenkova et al., 2014). These mutations do not involve genes known to be

directly associated with bacterial virulence, hence their role in pathogenesis remains uncer-

tain. Since the lctO gene and the gene expressing Acetyl-CoA C-Acyltransferase are both

involved in metabolic pathways, we cannot exclude that the polymorphisms identified confer

some biological fitness advantage. However, based on published data on the emergence of

hypervirulent genotypes (Nasser et al., 2014; Beres et al., 2016), it appears unlikely that the

polymorphisms detected in this study have a significant influence on GAS virulence.

A maximum likelihood core SNP phylogenetic tree was constructed using all Scottish iso-

lates and a randomly selected sample of English isolates, the latter included to increase the

scope of the analysis (Figure 3.3). Our results suggested a phylogenetic distinction between

the isolates of the two main groups. Most of the Scottish isolates in the "English group"

were collected in 2018, when a generalised increase in the incidence of iGAS cases may

have been associated with the high incidence of influenza in the 2017-2018 winter (https:

//webarchive.nationalarchives.gov.uk/ukgwa/20220401215804/

https://www.gov.uk/government/statistics/annual-flu-reports).

In the Scottish group, 30% of the Scottish isolates were from 2018 and the remaining

70% were from 2019, 2020 and 2022. The distribution of the previously described
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polymorphisms, which were shared by all the isolates of the Scottish group, reflected the

monophyletic nature of the majority of the Scottish isolates. This suggests that 46 isolates

responsible for invasive disease in Scotland were phylogenetically closely related and

shared a relatively recent common ancestor. The tree topology indicated that the most likely

common ancestor of the Scottish group isolates is a cluster of six clones, which have no

more than 7 SNPs of difference from the remaining isolates of the Scottish group.

The phenotypic impact of the three polymorphisms that characterised most of the Scot-

tish isolates was investigated through total RNA sequencing and transcriptomic analysis. We

compared the overall gene expression of four replicates of an isolate from the Scottish group

with four replicates of an isolate from the English group. Overall, we did not find major

differences in the transcriptomes of the two isolates. We noticed, however, among-replicate

heterogeneity, which could partially explain the limited diversity detected. When we fo-

cused on those genes that were flagged as statistically significantly differentially expressed

in the Scottish group isolate compared with the English group isolate, we found nine genes

with higher expression and five with lower expression. These genes did not appear to share

any functional relationship, which was confirmed by gene enrichment analysis. These re-

sults suggest that there is no significant difference in the transcriptome, and consequently the

phenotype, of the two isolates tested. It should be noted, however, that gene expression in

bacteria can be influenced by environmental conditions, as demonstrated by the activation of

stress response pathways under challenging circumstances (Dalton and Scott, 2004). In this

work, the chosen isolates were grown in the nutrient-rich broth THB and no other growth

conditions were tested for due to financial constraints. It was thus impossible to investi-

gate the occurrence of transcriptomic shifts driven by environmental conditions in the two S.

pyogenes emm5.23 isolates. Since the growth medium utilised is not a good representation

of the environmental conditions that S. pyogenes strains face when interacting with human

hosts, this should be regarded as a limitation of the transcriptomic work described. If I had

the chance to carry out more experimental work to better characterise the gene expression

in S. pyogenes emm5.23 strains, I would analyse the transcriptome of more isolates (e.g.

six isolates representative of the English group and six representative of the Scottish group

genotypes) grown in multiple media (e.g. C medium, which is rich in peptide but poor in glu-
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cose, or chemically defined media that are deficient in metals). Although the transcriptomic

results obtained in this work may be influenced by the small sample size and by the specific

environmental conditions, all the data collected thus far indicated that a relevant phenotypic

difference between isolates from the English group and isolates from the Scottish group is

unlikely. Genomic similarity and phylogenetic tree characteristics strongly suggest that 46

of the total 58 cases of emm5.23 invasive disease registered in Scotland in recent years can be

considered linked by an unknown means of transmission or common factor, and so represent

a potential outbreak of infection (Engelthaler et al., 2016; Pightling et al., 2018).

The genomic investigation carried out in this work revealed that the GAS emm5.23 geno-

type responsible for a relative increase in cases of invasive disease in Scotland peaking

in 2018-2019 does not appear to contain a genotypic background analogous to currently

recognised hypervirulent strains. The expansion of a clade of isolates sharing three identi-

cal non-synonymous polymorphisms, (lctO, greA and an early stop codon in the gene ex-

pressing Acetyl-CoA C-Acyltransferase) is interesting and further studies investigating their

pathogenic phenotype are required. Although phylogenetic analysis indicates linkage be-

tween isolates, due to the limited metadata available we were not in a position to establish

epidemiological connections among patients. A combination of environmental and host-

specific factors may be responsible for a chain of events that led to the relative increase in

this emm subtype in Scotland in the studied period. Our results highlight the need to im-

plement coordinated detection systems to monitor and alert health protection teams to take

effective action in investigation and control of linked iGAS increases in Scotland.
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Chapter 4

Genomic epidemiology, virulence

and antimicrobial resistance of the

multi-host pathogen Streptococcus

canis

4.1 Introduction

Streptococcus canis is a Gram positive, ß-haemolytic, Lancefield Group G Streptococcus

(Devriese et al., 1986). While normally found on the skin and mucosal membranes of dogs

and cats not showing clinical signs of infection (Lysková et al., 2007b), S. canis can occasion-

ally be involved in canine and feline skin and soft tissue infections (Lysková et al., 2007b) or,

in rare occasions, invasive and severe forms of disease (Prescott et al., 1995; Matsuu et al.,

2007; Pesavento et al., 2007). Although dogs and cats appear to be the main reservoirs of

this bacterial species, S. canis has been isolated from and implicated in disease in several

mammalian host species, including cattle (Król et al., 2015; Eibl et al., 2021) in which it

is associated with sub-clinical mastitis, and humans (Galpérine et al., 2007). In humans, S.

canis infections are uncommon but occasionally result in severe clinical manifestations, such

as septicaemia (Taniyama et al., 2017; Zaidi and Eranki, 2019; Lederman et al., 2020) and

endocarditis (Lacave et al., 2016; Mališová et al., 2019).
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Over the past two decades, reports of life-threatening cases of S. canis-associated disease

in humans (Lacave et al., 2016; Taniyama et al., 2017; Mališová et al., 2019; Zaidi and Er-

anki, 2019), together with the ever increasing popularity of dogs and cats as family pets, have

drawn attention towards this bacterial species. A number of studies have investigated S. ca-

nis, but compared to other streptococcal species, work on this pathogen is limited and much

remains unclear. For instance, while epidemiological studies have provided information re-

garding the carriage and incidence of infection in pets and humans, to date they have been

limited in scope and number (Galpérine et al., 2007; Lysková et al., 2007b,a; Lamm et al.,

2010; Guerrero et al., 2018). The emergence of AMR in S. canis isolates has also been doc-

umented (Galpérine et al., 2007; Lysková et al., 2007a; Pinho et al., 2013; Fukushima et al.,

2020b), but its burden is unclear and the underlying biological determinants are not fully

known. Several virulence mechanisms have been investigated (DeWinter and Prescott, 1999;

Fulde et al., 2013; Hitzmann et al., 2013; Yoshida et al., 2021) but, similarly, little is known

about the carriage of virulence genes in the global S. canis population. Two main systems

for genotypic strain classification, an MLST scheme (Pinho et al., 2013) and one based on

the allelic variations of the scm gene (Pinho et al., 2019; Fukushima et al., 2020a), have been

developed. However, neither of these schemes have been tested against high-discrimination

typing techniques such as core genome SNP typing. Finally, a lack of host-specificity of S.

canis has been previously proposed, based on the identification of the same MLST isolates in

different host species (Pinho et al., 2019). However, traditional MLST is based on the allelic

variations of only seven housekeeping genes across the entire genome, making it a relatively

low-discrimination approach; caution should be exercised in making inferences about bac-

terial population structure and evolution on the basis of such sparse genetic markers (Tsang

et al., 2017).

The use of high-throughput sequencing data, such as WGS, to study bacterial populations

has been increasingly employed in recent years and is now considered a key element in

our understanding of pathogen epidemiology and evolution (Schürch et al., 2018). Many of

the knowledge gaps surrounding S. canis, some of which were highlighted in the previous

paragraph, may be addressed by WGS population analysis, which has never hitherto been

applied to the study of this bacterial species.
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Aim and objectives The aim of this chapter was to perform for the first time a WGS-

based analysis of a collection of S. canis strains (n=59) from different hosts and geographic

locations in order to gain valuable insights into the epidemiology of this multi-host pathogen.

The following objectives were defined to address the aim of the chapter:

• To assess the prevalence and molecular mechanisms of AMR in S. canis.

• To determine the presence and distribution of virulence genes in this bacterial species.

• To evaluate the accuracy of MLST and SCM classification systems against core

genome SNP typing.

• To look for signs of host adaptation among S. canis isolates.

4.2 Methods

4.2.1 Isolate collection, whole genome sequencing and se-

quence assembly

Thirty-nine isolates of S. canis from dogs, cats, humans and a seal collected in the UK be-

tween 2002 to 2021 were available for this study. Twenty-eight animal derived isolates were

provided by the University of Glasgow Veterinary Diagnostic Services (VDS, Glasgow, UK),

one human isolate by the Glasgow Royal Infirmary (GRI, Glasgow, UK) and ten human iso-

lates by Public Health England (PHE, Colindale, UK). All frozen glycerol-stored isolates

were grown overnight on THB agar (Thermo Scientific, Loughborough, UK) at 37°C and

submitted to SMiRL for WGS. The DNeasy 96 Blood and Tissue Kit (Qiagen, Hilden, Ger-

many) was used to extract genomic DNA according to the manufacturer’s instructions. DNA

was purified with the QIAsymphony extraction instrument (Qiagen, Hilden, Germany) and

quantified using Qubit dsDNA BR Assay Kit on a Qubit 3 Fluorometer. Paired-end sequenc-

ing libraries were prepared with a Nextera XT DNA Library Preparation Kit and Index Kit

V2 (Illumina, Cambridge, UK) and paired-end sequencing carried out using Illumina MiSeq

technology. Raw sequencing reads were trimmed using ConDeTri (Smeds and Künstner,

2011) and contigs assembled using SPAdes v 3.14.0 (Bankevich et al., 2012). The quality of

the assemblies was assessed using QUAST v 5.0.2 (Gurevich et al., 2013).
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4.2.2 Genome dataset

All the publicly available genomes of S. canis (n=20) from the NCBI genomes database as of

May 2022 and the newly generated genomic sequences were analysed in the current study.

The publicly available sequences derived from S. canis isolates originated from different

geographic locations, namely South Korea, Japan, Europe and the US. Overall, the dataset

studied was composed of WGS from isolates derived from two cattle, 9 cats, 32 dogs, 14

humans, one unspecified animal and one common seal. Additional information, including

accession numbers, for each WGS included in this work is provided in Table C.1.

4.2.3 Antimicrobial resistance

The presence of genes associated with AMR was determined using ARIBA v 3.1.0 (Hunt

et al., 2017) and the CARD database (Jia et al., 2016), as of August 2021. Commands used

to run ARIBA are presented in Appendix B.2.4. Only short-sequence reads can be analysed

by ARIBA, hence, four published genomes were excluded from this step. Three of the ex-

cluded genomes were generated using long-read sequencing technologies and one did not

have publicly accessible sequencing reads. ARIBA was also used to extract sequences of

gyrA, gyrB, parC and parE genes from each genome, using as a reference the corresponding

genes from the publicly available strain HL_98_2 (accession number CP053789.1). Se-

quence alignments of gyrA, gyrB, parC and parE were then produced using MAFFT v 7

(Katoh et al., 2009) and visually inspected with MEGAX v 10.1.7 (Kumar et al., 2018) to

assess the presence of mutations associated with quinolone resistance in S. canis (Fukushima

et al., 2020b).

For the 39 available isolates of S. canis, MIC to a panel of antibiotics commonly

used to treat Gram-positive infections, namely ampicillin, amoxicillin, clindamycin, cef-

triaxone, cefotaxime, doxycycline, erythromycin, levofloxacin, meropenem, moxifloxacin,

oxacillin, penicillin G, tetracycline and vancomycin, were determined using BMD as

per EUCAST guidelines https://www.eucast.org/ast_of_bacteria/mic_

determination/. Bacterial cultures were plated and grown on Columbia blood agar

plates (Oxoid, Basinstoke, UK) for 48 hours at 37°C. For each isolate, saline solutions
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(0.85% NaCl, pH 5.5 to 6.5) were inoculated with bacterial cells to reach a density of 0.5

McFarland (0.44-0.56). Bacterial suspensions were then added to a solution of Micronaut

H-Medium broth (BioConnections, Knypersley, UK). Equal volumes of H-Medium broth

were then distributed in a 96 well Micronaut-S PHE Co-GP03 plate. Plates were incu-

bated for 22-24 h at 37°C. After that, bacterial growth was measured by a Multiskan FC

Microplate photometer (Thermo Scientific, Loughborough, UK) and MIC values were in-

terpreted by the Micronaut MCN6 software according to the EUCAST breakpoint values v

12.0 (https://www.eucast.org/clinical_breakpoints/).

4.2.4 Virulence genes

The presence of genes homologous to known bacterial virulence factors was assessed in this

collection of genomes using the command line version of BLASTn v 2.9.0 (Camacho et al.,

2009), coupled with VFDB (Chen et al., 2005), as of October 2021. A positive match was

considered to be one with at least 20% sequence identity, at least 90% gene coverage, a bit

score > 50 and an e-value < 10-10 (Pearson, 2013). This parameter choice allowed for a

conservative approach that maximised the specificity of the search. The script used to run

BLASTn with VFDB is reported in Appendix C.2.1.

4.2.5 Strain typing

Multi-locus sequence types were determined for all the 59 genomes using the PubMLST

database (Jolley and Maiden, 2010) and the software mlst (https://github.com/

tseemann/mlst), as shown in Appendix C.2.2. SCM sequences were extracted from all

genomes using ARIBA and assigned an SCM type according to the typing scheme developed

by Fukushima et al. (Fukushima et al., 2020a).

4.2.6 Phylogenetic analysis

A core genome SNP alignment of all the 59 WGS in the current database was generated

with snippy v 4.4.5 (Seemann, 2015). A maximum likelihood phylogenetic analysis with

100 standard nonparametric bootstrap replicates was then carried out using IQ-TREE v 2.1.4

(Nguyen et al., 2015) to produce a core SNP phylogenetic tree. The tree was visualised
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and annotated using RStudio v 2022.7.2.576 (RStudio Team, 2020) and the packages ggtree

(Yu et al., 2017) and phytools (Revell, 2012). An outgroup of four Streptococcus dysgalac-

tiae equisimilis genomes (accession numbers: ASM1419289v1, 44503_D02, 42197_A02,

46166_D01) was used to root the tree. Core genome SNP (CGS) types were identified in the

core SNP phylogeny using TreeCluster (Balaban et al., 2019) with a threshold of 0.017 and

the Max method (Appendix C.2.2). These settings allowed for the detection of clusters with

a maximum of 2,000 pairwise core SNP difference between isolates. IQ-TREE was then

used to generate two additional core SNP phylogenies, one constrained to be monophyletic

for the MLST types and one constrained to be monophyletic for the SCM types.

4.2.7 Comparative phylogenetic analysis

Both constrained phylogenies were compared to the unconstrained core SNP tree using an

Approximately Unbiased (AU) test (Shimodaira, 2002) with 10,000 nonparametric bootstrap

replicates on IQ-TREE (Appendix C.2.2). The AU test evaluates different tree topologies

under the null hypothesis that the trees tested provide an equally good explanation of the

dataset in use. The accuracy of strain clustering according to the MLST and SCM schemes

was then determined in comparison to the newly identified CGS types using the adjusted

Wallace (AW) coefficient (Severiano et al., 2011) with 95% CI on the Comparing Partitions

website (http://www.comparingpartitions.info/?link=Home).

4.2.8 Pangenome-wide association analysis

Genomes were annotated using Prokka v 1.14.6 (Seemann, 2014). An S. canis pangenome

was then generated with Panaroo (Tonkin-Hill et al., 2020). Scoary v 1.6.16 (Brynild-

srud et al., 2016) was later used to carry out a pangenome-wide association (pan-GWAS)

analysis to investigate the potential overrepresentation of specific genetic markers in strains

from different host species. For the pan-GWAS analysis, p-values were adjusted using the

Benjamini-Hochberg method (Ferreira and Zwinderman, 2006), to correct for false positives

while undertaking multiple statistical testing. All commands used for pangenome analysis

are provided in Appendix C.2.3.
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4.2.9 Accessory genome network

The accessory gene diversity of the population studied was determined with GraPPLE

(https://github.com/JDHarlingLee/GraPPLE), which calculates the pairwise

similarity between genomes, expressed as a proportion of shared accessory genes (Appendix

C.2.4). Accessory genes were considered those shared by ≤99% of the analysed genomes,

based on the pangenome analysis results. The pairwise distance matrix produced by GraP-

PLE was visualised on Graphia v 2.2 (Freeman et al., 2020) in the form of a network. For

a proper network visualisation, edges were reduced using the k-nearest neighbour (k-NN)

algorithm, calculated with edge weight, k=5 and descending order.

4.3 Results

All supplementary material for this chapter can be found in Appendix C (these are indicated

with the letter C in front of the sequential number).

4.3.1 Antimicrobial resistance

I initially focussed on the detection and identification of AMR-conferring genes in the ge-

nomic sequences. A total of six different genes associated with AMR was found among

the genomes analysed (Table 4.1). These genes are ermA and ermB, associated with MLSB

resistance (Yu et al., 1997), lsaC, associated with lincosamide resistance (Malbruny et al.,

2011), and tetM, tetO and tetS, all associated with tetracycline resistance (Roberts, 2005).

Seventeen of the 55 genomes tested (31 %) were positive for the presence of at least one

AMR gene. Only three genomes were positive for more than one AMR-conferring gene, all

having both the ermB and tetO genes. The most common AMR gene in the dataset was tetO

(8/55) and tetracycline resistance appeared to be the most prevalent, based on the genotype

(14/55). If the results from publicly available genomes are excluded, which may have specif-

ically been sequenced because of their AMR characteristics, the prevalence of at least one

AMR-conferring gene in our cohort of S. canis isolates is 23 % (9/39). None of the previ-

ously reported single point mutations in the QRDR regions of gyrA, gyrB, parC and parE

were detected in this cohort of genomes.
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Table 4.1: Genomic determinants of antimicrobial resistance detected among the 55 Streptococcus

canis short-read sequenced genomes.

AMR

determinants

Newly generated

sequences

Publicly available

sequences
Total

ermA 1/39 (3 %) 0/16 (0 %) 1/55 (2 %)

ermB 2/39 (5 %) 2/16 (13 %) 4/55 (7 %)

lsaC 1/39 (3 %) 0/16 (0 %) 1/55 (2 %)

tetM 1/39 (3 %) 3/16 (19 %) 4/55 (7 %)

tetO 6/39 (15 %) 2/16 (13 %) 8/55 (15 %)

tetS 0/39 (0 %) 2/16 (13 %) 2/55 (4 %)

ermB + tetO 2/39 (5 %) 1/16 (6 %) 3/55 (5 %)

Quinolone-conferring

mutations
0/39 (0 %) 0/16 (0 %) 0/55 (0 %)

Any AMR

determinant
9/39 (23 %) 8/16 (50 %) 17/55 (31 %)

Thirty-nine S. canis isolates were tested for antimicrobial sensitivity towards 14 com-

monly used antibiotics, representative of six antibiotic classes, namely ß-lactams, fluoro-

quinolones, glycopeptides, lincosamides, macrolides and tetracyclines. MIC values for

the antibiotics tested are reported in Table C.2. Based on the values reported in the EU-

CAST breakpoint table v 12.0 for Group G streptococci, resistance was detected against

lincosamides (clindamycin), macrolides (erythromycin) and tetracyclines (tetracycline and

doxycycline). All isolates tested were fully sensitive to ß-lactams. The concordance be-

tween AST and genomic inference was very high (95 % agreement) and the carriage of

AMR-associated genes among the 39 isolates tested is illustrated in Figure 4.1. Nine of 39

isolates tested (23 %) were resistant to at least one antibiotic and for eight of these a genomic

determinant of AMR could be identified. One isolate was found to be resistant to tetracycline

and no resistance-conferring gene was detected within its genome. Conversely, one isolate
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Figure 4.1: Concordance between antimicrobial susceptibility testing results (phenotype) and pres-

ence of antimicrobial resistance (AMR)-associated genes (genotypes) in the 39 Streptococcus canis

isolates tested. Each row represents one isolate and isolates are grouped based on the host (cat, dog,

human and seal) from which they were collected. Since phenotypic resistance was found only towards

lincosamides (clindamycin), macrolides (erythromycin) and tetracyclines (doxycycline and tetracy-

cline), only results referring to these antibiotic classes are reported. Genomic determinants of AMR

are reported for isolates showing phenotypic and/or genotypic resistance profiles. Lin = lincosamides;

mac = macrolides; tet = tetracyclines; R = resistance; S = sensitivity.
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that was predicted to be resistant to lincosamides was fully sensitive to all antibiotics tested.

4.3.2 Virulence genes

A total of 19 genes homologous to known virulence genes within the VFDB was found

among the 59 genomes analysed (Figure 4.2). Fourteen of these genes (74%) were detected

in every genome, suggesting they could be part of the species core genome. One gene,

homologous to the hyaluronidase-encoding gene hyl, was detected in all but one genome.

Forty-two WGS were positive for the carriage of a homolog to the ssp-5 gene, which en-

codes an agglutinin receptor. Seven genomes carried homologs to one or more of the follow-

ing: aspA, mf3, sda and smeZ. The smeZ gene, whose product is the streptococcal mitogenic

exotoxin Z, is found in some S. pyogenes strains and when present it is usually integrated

into the chromosome. All the virulence genes found in the current WGS dataset have been

described in other pathogenic streptococcal species, such as S. pyogenes, S. agalactiae and

S. pneumoniae (Liu et al., 2019). The scm gene, encoding the universally present virulence

factor S. canis M-like protein (Pinho et al., 2019), was not detected using the previously de-

scribed methodology. The scm gene is, to date, the only confirmed S. canis-specific virulence

gene and it is not currently found in the VFDB. The presence of such gene, however, was

confirmed in all isolates using as a reference publicly available scm sequences and command

line BLAST.

4.3.3 Population analysis

A core SNP maximum-likelihood phylogeny was built with the aim of providing a high-

resolution representation of the evolutionary relationships among isolates (Figure 4.3). Since

the two existing typing schemes proposed for S. canis, the MLST and SCM systems, have

never been validated against a highly accurate typing technique such as core genome SNP

typing, both MLST- and SCM-constrained core SNP maximum-likelihood phylogenies were

also constructed and compared to the unconstrained core SNP tree.

The results of the AU statistical test used to compare the phylogenies indicate that both

constrained trees are significantly different from the unconstrained one (Table 4.2). It can
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Figure 4.2: Proportion of genomes, grouped by host species, carrying genes homologous to known

virulence genes within the VFDB. The group “Other” includes two genomes from bovine isolates,

one genome from an unspecified animal isolate and one genome from a seal isolate.

therefore be concluded that the clusters predicted by the MLST and SCM schemes are not a

perfect fit to the core SNP data.

Table 4.2: Approximately unbiased statistical comparison of multi-locus sequence typing (MLST)

and Streptococcus canis M-like protein (SCM)-constrained phylogenies using the core single nu-

cleotide polymorphism unconstrained tree as a reference. Log likelihood, difference in log likelihood

and p-values are reported for each tree comparison.

Tree tested ln L Diff ln L p-value

Core SNP MLST-constrained -501089.9 2631 6.68 x 10-7

Core SNP SCM-constrained -508213.29 9754.4 1.48 x 10-40
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Eighteen CGS types were found in the core SNP phylogeny by TreeCluster (Appendix

C.1). The AW coefficient of the MLST and SCM schemes compared to the CGS clustering

was, respectively, 0.575 (CI 0.495-0.654) and 0.540 (CI 0.467-0.613). The AW coefficient

can be interpreted as the probability of two isolates belonging to the same group according to

one scheme (MLST or SCM) to also belong to the same group according to another scheme

(CGS). Since the CIs of the two AW coefficients obtained are overlapping, we can conclude

that there is no evidence that either of the competing schemes to type S. canis strains is more

accurate than the other in representing core SNP diversity.

Figure 4.4: Accessory genome network for the Streptococcus canis strains investigated. Each dot

represents the accessory genome of a bacterial isolate. Dots connected and/or clustering have a similar

accessory genome. Dots are coloured according to the isolate host species.

Streptococcus canis core SNP phylogeny was also used to investigate the relatedness of

isolates from different host species. The core SNP tree indicated that isolates from different

hosts frequently cluster together, suggesting a lack of host adaptation in the S. canis cohort

analysed (Figure 4.3). In one case, the core SNP distance between a human and a dog isolate

was found to be as low as 25 SNPs (Appendix C.2). Diversity within the S. canis accessory

genome was also evaluated. A network based on the presence/absence of accessory genes
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was created and is depicted in Figure 4.4. In agreement with the core SNP phylogenetic tree,

the accessory gene network did not show any signs of host-specificity in the current S. canis

dataset.

The newly generated S. canis pangenome comprised 1432 core genes, defined as those

shared by at least 99% of the genomes. The majority of the remaining 2,994 genes that

constitute the S. canis accessory genome are shared by ten or fewer strains (Appendix C.3).

The pan-GWAS analysis revealed no specific genomic traits overrepresented in different host

groups across the 59 genomes analysed.

4.4 Discussion

Streptococcus canis has been recognised for decades as a pathogen of multiple mammalian

species, but many aspects of its biology and disease epidemiology remain unclear. In this

work, for the first time, a genomic-based approach was used to study S. canis, with the

aim of clarifying some important epidemiological characteristics such as AMR prevalence,

virulence gene distribution and overall population structure. This study represents the largest

S. canis genome collection (n=59) currently available.

A set of animal (n = 28) and human (n = 11) derived newly generated S. canis WGS was

analysed together with all the publicly available S. canis genomes (n = 20). Given the lim-

ited knowledge about AMR prevalence and its genetic determinants in S. canis, the available

collection of genomes was scanned for the presence of AMR-encoding genes and mutations

previously associated with quinolone resistance (Fukushima et al., 2020b). Six resistance

encoding genes, ermA, ermB, lsaC, tetM, tetO and tetS, were detected across the genomic

dataset. All these genes, except for lsaC, have previously been detected in S. canis iso-

lates resistant to macrolides, lincosamides and tetracyclines (Lysková et al., 2007a). When

expressed, gene lsaC confers high levels of lincosamide resistance through an efflux mech-

anism as has previously been described in S. agalactiae strains (Malbruny et al., 2011). In

our study, 17 genomes carried at least one AMR gene and only three genomes carried two.

None of the previously described mutations associated with quinolone resistance in S. canis

isolates was detected in this collection of genomes. In order to assess the accuracy of the
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genomic-based AMR predictions, the MIC values for a panel of antibiotics commonly used

to treat streptococcal infections were determined for the 39 available isolates. Resistance

was detected towards lincosamides, macrolides and tetracyclines. Resistance to these antibi-

otic classes appears to be commonly encountered in S. canis strains isolated from dogs, cats

and humans, according to the literature (Galpérine et al., 2007; Lysková et al., 2007a; Pinho

et al., 2013). Of the 39 isolates tested, 23 % (9/39) were resistant to at least one antibiotic

class. The prevalence of resistance in the current study was lower than that described in the

literature, where, for example, tetracycline resistance is estimated to be expressed by approx-

imately 30-40 % of isolates (Galpérine et al., 2007; Lysková et al., 2007a; Pinho et al., 2013).

The genomic predictions of AMR generated in the current work matched the phenotypic re-

sults for 8 out of 9 isolates. One canine isolate was fully sensitive to all antibiotics tested,

despite lincosamide resistance being anticipated based on the carriage of the lsaC gene (Mal-

bruny et al., 2011). This may suggest that the lsaC gene was not expressed or another com-

pensatory mechanism prevented the phenotypic lincosamide resistance being expressed in

vitro, although lincosamide resistance in vivo cannot be excluded. One human isolate, in

contrast, showed tetracycline resistance without carrying any known tetracycline resistance

gene. Since the acquisition of rRNA mutations that can be associated with tetracycline re-

sistance was ruled out, we suggest that the acquisition of novel resistance mechanisms could

be responsible for the observed resistance phenotype (Thaker et al., 2010). A difference in

the prevalence of AMR in human, 36% (4/11), vs companion animal isolates, 18% (5/28),

was noticed. Although this result may be biased by the underlying reasons for which sam-

ples were collected, by the year, host, country of isolation and small sample size, it may be

hypothesised that antimicrobial use in human medicine has increased the selective pressure

on S. canis strains carried by humans. Importantly, no ß-lactam resistance was encountered

in this study, suggesting that first-line antimicrobials such as amoxicillin clavulanate and

penicillin G are still a suitable option to treat S. canis infections.

The presence and distribution of homologs to known virulence genes was determined in

the current dataset. Our approach, which relied on the use of a virulence gene database

as a reference, limited the search to well established genes of important human and ani-

mal pathogens. The scm gene, for example, was at first not detected in the dataset because
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it was absent from the VFDB. The carriage of scm, which is a S. canis-specific virulence

gene, was later confirmed in all isolates. The chosen thresholds to define gene homology

in our study were much stricter than those used in a previous work on a single S. canis

genome (Richards et al., 2012) and, as a result, the number of positive matches obtained in

the current study was considerably lower than those observed in the previous work. Nine-

teen virulence gene homologs were found in the present S. canis genome dataset. In other

pathogenic streptococci, the corresponding virulence genes are involved in tissue adhesion,

tissue invasion and immune response evasion (Kadioglu et al., 2008; Walker et al., 2014).

Seventeen of the gene homologs detected (i.e. all except aspA and ssp-5) correspond to

virulence genes also found in S. pyogenes (Walker et al., 2014), and 9 of these genes (eno,

fbp54, hasC, hyl, plr, rfbA, rfbB, sagA and ropA) are considered part of the S. pyogenes

core genome (Davies et al., 2019), providing further evidence of the close evolutionary re-

latedness between S. canis and S. pyogenes (Lefébure et al., 2012). A gene homologous to

a S. pyogenes superantigen, smeZ, was found in one S. canis genome (accession number:

SAMEA4968065). Streptococcal superantigens are potent exotoxins that play an important

role in severe forms of infection (Sriskandan et al., 2007). Some superantigens are phage-

encoded, allowing for intra and inter-species recombination events via lateral transduction,

but smeZ is chromosome-encoded (Unnikrishnan et al., 2002) and the mechanism of acqui-

sition of this gene in S. canis is unknown. To our knowledge, this is only the second time that

a superantigen homolog has been found integrated in a S. canis genome (Igwe et al., 2003).

In the current study, only the carriage of homologs to known virulence genes was consid-

ered, but the presence of unknown S. canis-specific virulence genes or genes that would be

identified with less stringent settings cannot be ruled out.

A genome-based population analysis of S. canis was then carried out. First, a core-SNP

phylogenetic tree was constructed. The core-SNP phylogeny, which is regarded as a highly

accurate system to assess bacterial strain relatedness (Tsang et al., 2017), was initially used

as a reference to validate the MLST and SCM typing schemes. The AU test was employed

to compare the core SNP phylogenetic tree to MLST-constrained and SCM-constrained core

SNP trees, revealing that both the MLST and SCM classification systems fail to represent

with high accuracy S. canis population diversity. Since both the MLST and SCM schemes are
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based on very limited fractions of the bacterial genome, this result is unsurprising and con-

firms published data (Tsang et al., 2017). In order to determine whether one typing scheme

was more accurate than the other in predicting core SNP-based clustering, AW coefficients

with 95 % CIs for the MLST and SCM systems in comparison with the CGS typing were

calculated. The CI for both AW coefficients overlapped and therefore there was no evidence

that one scheme performs better than the other. The SCM scheme, however, requires the se-

quencing of only a single gene instead of the seven loci that form the MLST system (Pinho

et al., 2019; Fukushima et al., 2020a), making it easier to implement in a diagnostic labora-

tory. Conversely, the S. canis MLST database undergoes constant curation, while no formal

SCM database has been developed to date. In light of our findings, we discourage the use of

the MLST and SCM systems for fine-typing applications such as outbreak investigation, and

we suggest the creation and curation of an SCM database to facilitate the identification of S.

canis lineages.

The core SNP phylogenetic tree was also used to investigate evolutionary relationships

among the isolates. No host-specific or country-specific clustering was observed in the phy-

logeny, suggesting that the same strains circulate across host and geographical boundaries.

The presence of a significant host-specific or country-specific clustering in the core SNP tree

was not tested for due to the small genome dataset available. The accessory genome plays an

important role in shaping the evolution of bacterial pathogens (Croll and McDonald, 2012).

An accessory genome network for the S. canis strains analysed was constructed and visually

explored. We focussed on host-specific clustering, hypothesising that the accessory genome

may influence host adaptation in S. canis. Similar to the core genome phylogeny, however,

the accessory genome network showed no evidence of host-specific clustering.

Finally, an S. canis pangenome was constructed using the 59 sequences included in this

study. A total of 4,426 genes, 1,432 of which classified as core genome, were identified in

the S. canis pangenome. Compared to the core genome of S. pyogenes, which was defined by

1,306 coding sequences from 2,083 isolates in a work by Davies et al. (Davies et al., 2019),

the S. canis core genome is somewhat larger. This may be related to the limited number

of sequences included in the current study. The S. canis pangenome was used to perform a
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pan-GWAS analysis that searched for the over-representation of genetic markers among the

different host species. In S. agalactiae, for example, host adaptation seems to be driven by

the presence of a limited number of genes in specific lineages (Crestani et al., 2021). In the

current work, pan-GWAS analysis revealed that there were no genomic traits significantly

associated with specific hosts. It should be noted, however, that the dataset utilised was

smaller than similar studies in other streptococci, limiting the reliability of any statistical

findings, including the pan-GWAS results. Nevertheless, our findings regarding core and

accessory genome diversity and pan-GWAS analysis indicate a paucity of host adaptation

for the pathogen S. canis which further strengthens the case for considering S. canis a multi-

host pathogen with zoonotic potential.
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Chapter 5

Data visualisation in the public

health sector

5.1 Introduction

It is important to visually display data in order to easily and quickly communicate other-

wise complex information. Data visualisation, as a field, encompasses a multidisciplinary

approach to rendering data in graphical form and this has developed to become an essential

part of every branch of science (Aparicio and Costa, 2015). While a good diagram can be

an excellent means of communication, a poor graphical choice can confuse and mislead the

target audience, being less clear and informative than a well-written piece of text (Tufte,

1985; Bateman et al., 2010). Research in the field of visual perception has highlighted how

particular elements of a graph may be perceived more accurately than others by the human

eye (Cleveland and McGill, 1987). Areas, volumes and colour hues within a figure, for in-

stance, tend to be more prone to interpretation errors than angles, lengths and positions along

a common scale (Cleveland and McGill, 1987). Basic guidelines for the successful use of

different types of diagram or graph have been developed based on an appreciation of data

visualisation concepts. Pie charts, for example, rely on area judgements and are prone to

misinterpretation while box plots appear accurate but less intuitive than other graphs (Pierce

and Chick, 2013; Siirtola, 2019). Due to the varied use of data visualisation in countless

different contexts, it is difficult to define a set of universal rules to systematically apply to

graph design and production. This is particularly evident when it comes to elaborate visual-
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isations, such as infographics and maps, for which it may be difficult to find a good balance

between graphical simplicity and memorability (Tufte, 1985; Bateman et al., 2010). In order

to determine the most accurate and appropriate graphical choice, it is important to consider

the dataset available, the message to be conveyed and the target audience.

The public health sector makes constant use of data visualisations to communicate to both

scientific audiences and the general public (McCrorie et al., 2016). In the context of infec-

tious diseases of public health importance, for instance, a wide array of visualisation methods

may be used to inform different audiences about the burden, distribution, transmission and

biological characteristics of infectious agents (Polonsky et al., 2019). These visualisations

may be as simple as bar charts and histograms or as complex as phylogenetic trees and in-

teractive maps (Polonsky et al., 2019). Since public health visualisations have the ultimate

purpose of educating in order to protect the health and welfare of the population, their accu-

racy is essential, and so this consideration should be prioritised over all other elements that

might influence the design process.

In the current work we address a gap in knowledge surrounding the accuracy of

data visualisations used to communicate messages of public health relevance. Using

a semi-qualitative approach, we investigated the visual preferences of a sample of par-

ticipants with different public health-related backgrounds towards a set of visualisations

that represent the epidemiology of iGAS disease in Scotland. The only currently avail-

able visualisations on the epidemiology of iGAS infections in Scotland are outdated and

are simple in design (https://www.hps.scot.nhs.uk/a-to-z-of-topics/

streptococcal-infections/). Although this study did not aim to draw universally

applicable conclusions about the best practice for producing visualisations, we nonetheless

made an initial step towards a more mindful approach to the graphical presentation of data of

public health importance. This was achieved through the administration of an online survey

to volunteers working in the public health sector. The purpose of the survey was to guide

participants through the appraisal of a set of visualisations representing different aspects of

the epidemiology of iGAS disease in Scotland in order to address the following research

questions:
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• Does the use of comparative data help with understanding the extent and range of the

primary data?

• Are temporal trends best depicted by presenting data serially or by overlaying them?

• Is the use of visually simple graphical elements preferred over more informative but

"busier" figures?

• Is the comparison of frequency measures best achieved in vertical or horizontal order?

• Is it easier to interpret outbreak data using straight or curved lines in a phylogenetic

tree?

Aim and objective The overall aim of this work was to identify some basic guidelines

that can be helpful for public health workers to communicate with each other accurate mes-

sages concerning the epidemiology of infectious diseases, particularly iGAS disease. The

objective of the work was to synthesise the feedback obtained through the online survey to

produce optimised figures.

5.2 Methods

All supplementary material for this chapter can be found in Appendix D (these are indicated

with the letter D in front of the sequential number).

5.2.1 Data collection

Descriptive epidemiological data on iGAS disease in Scotland from 2014 to 2019 were col-

lected as part of the routine diagnostic service by the Bacterial Respiratory Infection Service

of SMiRL and were presented in chapter 2. Data from 2020 and 2021 were not available at

the time this work was carried out. For each confirmed case of iGAS disease, information

regarding date of isolation, age of the patient and emm type of bacterial isolates were gath-

ered. Data were cleaned and re-formatted for later analyses using Microsoft Excel (Microsoft

Corporation, 2021). Descriptive epidemiology visualisations were all produced on RStudio
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v1.4.1103 (RStudio Team, 2020). This software, although not intuitive to use, allows the

creation of good quality graphics with a high degree of flexibility.

Scottish demographic data were collected from the National Records of Scotland website

(https://www.nrscotland.gov.uk) accessed on the 07/10/2021.

Genomic epidemiological data of GAS genotypes involved in cases of invasive disease in

Scotland, namely emm5.23, were derived from WGS analyses described in chapter 3. Briefly,

all invasive emm5.23 isolates collected in Scotland from 2015 to 2020 were whole-genome

sequenced and core SNP maximum likelihood phylogenetic analysis was performed. The

resulting phylogenetic tree was visualised on iTOL (Letunic and Bork, 2021) and annotated

with Inkscape (Bah, 2007).

This work was structured as a collection of five distinct studies, each one focusing on a

different dataset and investigating a different aspect of data visualisation. An outline of the

five studies is reported below:

• Study 1, Y-iGAS. The yearly cumulative incidence of iGAS disease in Scotland be-

tween 2014 and 2019 was used to investigate the following question: does the use of

comparative data help with understanding the extent and range of the primary data?

• Study 2, M-iGAS. The monthly burden of iGAS disease in Scotland from 2014 to

2019 was used to investigate the following question: are temporal trends best depicted

by presenting data serially or by overlaying them?

• Study 3, A-iGAS. The yearly cumulative incidence of iGAS disease in different age

groups in Scotland from 2014 to 2019 was used to investigate the following question:

is the use of visually simple graphical elements preferred over more informative but

"busier" figures?

• Study 4, E-iGAS. The emm type-specific invasive disease burden of iGAS in Scotland

from 2014 to 2019 was used to investigate the following question: is the comparison

of frequency measures best achieved in vertical or horizontal order?
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• Study 5, P-iGAS. Phylogenetic trees that communicate iGAS outbreak data were used

to investigate the following question: is it easier to interpret outbreak data using

straight or curved lines in a phylogenetic tree?

5.2.2 Visualisations

The R code used to generate the visualisations discussed in this section is presented in Ap-

pendix D.1.

Yearly cumulative incidence of iGAS disease (Y-iGAS) The principle behind this

component of the study was to investigate whether presenting comparative data helps the

user understanding the primary data. Two alternate visualisations were made to represent

the yearly incidence of iGAS disease in Scotland over the six years considered (Figure 5.1).

Both Figures 5.1A and B were designed as a graph, having ‘year’ on the X-axis and incidence

of disease on the y-axis. Figure 5.1A is a simple bar chart with all bars having the same

colour and no background grid. Figure 5.1B is a line chart that allows a comparison of iGAS

disease incidence in Scotland and incidence of confirmed hospitalised cases of influenza in a

network of acute trusts in England. Influenza data are used here to help the viewer understand

the magnitude of iGAS incidence in Scotland. Although influenza data refer to a subset of

the English population and not to the whole Scottish population, they are still useful as a

proxy of the incidence of severe cases of influenza across the UK. Influenza data are used

exclusively in Figure 5.1B and not in its counterpart. Figure 5.1B was designed as a line

chart because the slope of the line may be used to communicate the magnitude of changes

from year to year.

Monthly burden of iGAS (M-iGAS) The main principle behind this component of the

study was to investigate if temporal trends are best depicted by presenting data serially or

by overlaying them. The monthly incidence of iGAS disease in Scotland was visualised in

the form of two histograms and a line chart, as shown in Figure 5.2. Both Figures 5.2A

and B are histograms showing the incidence of iGAS disease per month from the beginning

of 2014 to the end of 2019. In both cases the x-axis represented the entire study period.

Figure 5.2A is monochromatic and has a background grid to help identify the number of
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Figure 5.1: A - Yearly incidence of invasive Group A Streptococcus (iGAS) disease in the Scottish

population from 2014 to 2019, expressed as cases per 100,000 people. B - Pink line - Yearly incidence

of iGAS disease in the Scottish population from 2014 to 2019, expressed as cases per 100,000 people.

Blue line – Mean weekly incidence of confirmed hospitalised cases of influenza expressed as cases per

100,000 people in the flu season from 2015 to 2019. Influenza data was collected by the USISS (UK

Severe Influenza Surveillance Systems) sentinel scheme, a sentinel network of acute trusts in England

who report weekly aggregate numbers on laboratory confirmed influenza hospital admissions at all

levels of care.

confirmed new cases per month. In Figure 5.2B bins were coloured according to the year

and no background grid was added. Figure 5.2C is a line chart where each line corresponds
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to one of the six years considered. The X-axis of this figure represents the months of the

year. Figure 5.2C was designed with the aim of highlighting seasonal patterns of disease

incidence rather than year and month-specific incidence values.

Figure 5.2: A, B, C - Monthly burden of invasive Group A Streptococcus disease in the Scottish

population from 2014 to 2019 expressed as number of confirmed new cases per month.

Age-specific incidence of iGAS disease (A-iGAS) The main principle behind this

component of the study was to investigate whether the use of visually simple graphical ele-

ments is preferred over more informative but ‘busier’ figures. The yearly incidence of iGAS

disease in different age groups in Scotland was visualised through three different design op-

tions (Figure 5.3). Figure 5.3A is a simple box plot resulting from the age-specific incidence

of iGAS disease from 2014 to 2019 (six data points); colours here are used exclusively for

aesthetic purposes. Figure 5.3B is a scatter plot superimposed on a box plot. In this figure,

boxes are empty and dots are coloured according to year. This allows appreciation of not

only the variability of age-specific incidence throughout the study period, but also the age-

specific incidence values observed for each year. Figure 5.3C is a black and white scatter plot

with background grid. In this visualization, each dot represents the age-specific incidence of
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iGAS infection for each of the six years considered, although it is impossible to deduce the

year associated with each dot.

Figure 5.3: A, B, C - Age-specific incidence of invasive Group A Streptococcus disease in the Scot-

tish population from 2014 to 2019 expressed as number of cases per 100.000 people per year.

emm-specific burden of invasive disease (E-iGAS) The main principle behind this

component of the study was to investigate whether the comparison of frequency measures is

best achieved in vertical or horizontal order. GAS strains are classified as emm types. The

invasive disease burden of the 15 most common emm types circulating in Scotland during the

study period was visually rendered using three design options, as shown in Figure 5.4. Figure

5.4A comprises six bar charts, each one reporting the number of isolates of a specific emm

type per year. Bars are coloured according to the year they refer to and a background grid

is added to aid data interpretation. Figure 5.4B is similar to Figure 5.4A, except that neither

colour nor a background grid is used and emm type relative frequency is expressed rather

than actual isolation number. Figure 5.4C is a stacked bar chart of the relative frequency of

isolation of emm types per year. Each bar corresponds to a year and colour is used to indicate

emm type.
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Figure 5.4: A - Absolute frequency of isolation from normally sterile body sites of the 15 most

common emm types circulating in Scotland from 2014 to 2019. B, C - Relative frequency of isolation

from normally sterile body sites of the 15 most common emm types circulating in Scotland from 2014

to 2019.

iGAS outbreak data using phylogenetic trees (P-iGAS) The main principle be-

hind this component of the study was to investigate whether it is easier to interpret outbreak

data using straight or curved lines in a phylogenetic tree. The same phylogeny, constructed as

described in Chapter 3, was rendered as a circular and a rectangular tree using iTOL (Letu-

nic and Bork, 2021) (Figure 5.5). Both tree topographies are commonly used in research

publications but no data is available on the relative ease of interpretation.
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Figure 5.5: A, B - Core single nucleotide polymorphism phylogenetic trees of all the emm5.23 iso-

lates involved in invasive disease in Scotland from 2015 to 2020. Both trees were midpoint rooted.

5.2.3 Online survey

An online survey was designed to gather user-experience data on the different visualisa-

tions generated. A suitable webform was created on the Google Forms platform (https:

//www.google.co.uk/forms/about/). The survey comprised multiple choice and
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short open questions. Ethical approval to administer the survey to people working in the pub-

lic health sector was sought and received from the University of Glasgow Ethics committee

(project number: 200210075). Participants working at SMiRL and UKHSA were recruited

via email and responses collected anonymously. A copy of the online survey is presented in

Appendix D.1.5.

5.3 Results

Thirty-three responses were obtained from public health workers. The majority of the re-

sponses (n = 19, 58%) derived from individuals involved in microbiology laboratory or clin-

ical microbiology activities on a daily basis. Six respondents (18%) identified their occupa-

tion as being in public health and four (12%) reported having a career in infectious disease.

One respondent identified as a sexual health worker, one as a pharmacist and one as an in-

fection control worker.

5.3.1 Yearly incidence of iGAS disease in Scotland (Y-iGAS)

Figure 5.1A was described as simple and effective by 21 (64%) of the answers and as basic

and unremarkable by 11 (33%) of the answers, suggesting that simplicity was positively per-

ceived by most participants. One person described it as a combination of both descriptions.

Influenza data were included in Figure 5.1B to help the viewer contextualise the frequency

of iGAS infections. The majority of the respondents, n = 27 (82%), found the presence of in-

fluenza data in Figure 5.1B helpful, while four (12%) participants thought it was a distracting

element. Two respondents commented on the use of different comparison data (e.g. scarlet

fever) and on the possible distracting effect of additional epidemiological data depending on

the target audience. When asked to suggest how to improve Figure 5.1A, ten (30%) par-

ticipants answered that the figure did not need any improvements. Among the suggestions

received, the most frequent was to make the bars thinner, to add a background grid, to make

the figure more visually engaging, to add a trend line and metadata, such as the total number

of cases per year. Overall, the feedback received for Figure 5.1A indicated that, although

the simplicity of the figure was appreciated, the use of further graphical elements and data

would make the visualisation more engaging and informative. As for Figure 5.1B, 45% of
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the respondents did not think any adjustments were necessary. Suggestions to improve Fig-

ure 5.1B included making the lines thicker, changing the comparison data (e.g. use "flu" data

that refer to Scotland or use data regarding a bacterial respiratory infection), using different

colours, such as a colour blind friendly palette, expressing iGAS data in the form of bars and

influenza data as a line, removing the background grid and increasing the size of the data

points.

Based on the feedback received on Figures 5.1A & B, an optimised visual representation

of the yearly incidence of iGAS disease in Scotland was produced and is shown in Figure

5.6. This figure combines elements of both options, reporting iGAS incidence in the form

of a trend line and a bar chart. Influenza data are rendered in the form of a line chart. In

the representation of the iGAS yearly incidence, data points are also bigger, trend lines are

thicker and the colours are easily distinguished by colour blind readers.

Figure 5.6: Optimised visual representation of the invasive Group A Streptococcus yearly incidence.

5.3.2 Monthly burden of iGAS disease (M-iGAS)

In Figure 5.2A, the presence of a background grid was considered useful by 79% of the

respondents and distracting by 18% of them. The use of colour in Figure 5.2B was seen
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as an improvement from Figure 5.2A by 79% of the participants. When asked to select

the statement that better reflected their opinion about Figure 5.2C, 58% of the participants

stated that "It is hard to detect the disease burden in a specific point in time" while 42% of

them claimed that "It is a good way to compare the seasonal trends of iGAS disease across

the six years considered". Most of the participants (49%) found option C to be the best

representation of iGAS disease seasonal trend. A considerable proportion of respondents

(42%), however, expressed a preference for option B, suggesting that both line charts and

histograms are valid choices to represent seasonal trends of disease over time, provided that

the former are kept simple and the latter are made visually engaging.

Figure 5.7: Optimised visual representation of the monthly burden of invasive Group A Streptococcus

disease.

153



Data visualisation in the public health sector

Based on the feedback received on Figures 5.2A, B & C, an optimised visual represen-

tation of the monthly burden of iGAS disease in Scotland was produced and is shown in

Figure 5.7. Since most of the respondents found Figure 5.2C the best representation of iGAS

disease seasonal trend, the new visualisation represents an improved version of that figure.

Figure 5.2C was criticised for being too busy, so the optimised visualisation shows the same

data split in two panels, facilitating data interpretation.

5.3.3 Incidence of iGAS disease in different age groups (A-

iGAS)

The majority of the participants (82%) found that the use of colours in Figure 5.3A attracted

their attention and helped them to focus on the data displayed, despite the colours in this

visualisation having a purely aesthetic function. In Figure 5.3B, being able to visualise the

age-specific incidence for each of the six years was considered as a relevant element by 67%

of the respondents, although 46% found the data difficult to interpret due to the many colours

used. One third of participants, on the other hand, thought that an average of the age-specific

incidence across the years would have been sufficient for this figure. Option C was described

as incomplete or too plain by, respectively, 58% and 39% of the respondents. However, it

was appreciated for being simple and communicative by 27% of the participants. For the

question "Which of the three options better shows the difference in iGAS disease incidence

across age groups?" most of the respondents (70%) selected option A, followed by option B

(27%) and C (3%).

Based on the feedback received on Figures 5.3A, B & C, an optimised visual representa-

tion of the age-specific incidence of iGAS disease in Scotland was produced and is shown

in Figure 5.8. Most of the respondents expressed their preference towards Figure 5.3A, ap-

preciating the engaging colour palette employed and favouring the use of a box plot over a

scatter plot to represent this dataset. The optimised version of Figure 5.8A differs only from

the original by the presence of a background grid, which has been highlighted as a helpful

element in the assessment of Figures 5.1 and 5.2. This result, together with previous re-

sponses, suggests that the use of a box plot that summarises several data points is preferable

to an otherwise busy-looking scatter plot, even though it can be less informative.
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Figure 5.8: Optimised visual representation of the incidence of invasive Group A Streptococcus

disease in different age groups.

5.3.4 Emm type-specific invasive disease burden (E-iGAS)

One of the main differences between Figure 5.4A and B is that the former shows the absolute

count while the latter the proportion of isolates of specific emm types per year. Most of the

participants (61%) expressed a preference for the use of absolute frequencies (option A) to

represent this particular dataset. The fact that absolute frequencies were considered the best

representation of the emm type-specific disease burden suggests that most of the public health

workers are particularly interested in the actual number of cases involving each emm type on

the Scottish population. Twenty-six participants (79%) preferred option A to option B for the

use of colours, which were described as an attractive element that helped to retain focused

on the displayed data. The presence of a background grid in Figure 5.4A was described as

helpful in 36% of the answers, while the absence of a background grid in Figure 5.4B was

highlighted as a positive element only by one person. These responses indicate that, despite

in most of the cases the background choice not being crucial, for some people the presence of

a background grid might have facilitated data interpretation. Referring to positive attributes

of Figure 5.4C, 73% of the participants indicated that the figure is easy to interpret and a

clear way to represent changing trends in emm type prevalence across the years. Among

the negative attributes of Figure 5.4C reported by the respondents, the most common was

the fact that the figure looked ‘too busy’ (55% of answers), the difficulty in interpreting

the proportion of less common emm types (21% of answers) and the colour choice (9%),

particularly with regard to colour-blind readers. For the question "Overall, which one of the

155



Data visualisation in the public health sector

three options better represent the fluctuations in emm-specific disease burden?", 55% of the

participants selected option C, 39% option A and 6% option B.

Based on the feedback received on Figures 5.4A, B & C, an optimised visual representa-

tion of the emm type-specific invasive disease burden in Scotland was produced and is shown

in Figure 5.9. Figure 5.4C was the preferred option of the respondents, so the new visuali-

sation is an improved version of this figure. Fewer emm types are shown in the new figure

compared to the previous version in order to make the visualisation less "busy" and easier to

interpret. Different colours have also been used, in consideration of colour blind readers.

Figure 5.9: Optimised visual representation of the emm type-specific invasive disease burden.

5.3.5 Phylogeny (P-iGAS)

The information content of the trees shown in Figures 5.5A & B was identical, i.e. they

displayed exactly the same phylogenetic data. However, one phylogeny was represented as

a circular tree (option A) and the other one as a rectangular tree (option B). The majority of

participants (70%) found Figure 5.5A more "captivating" than Figure 5.5B. The latter, how-

ever, was considered easier to read by 64% of the respondents. This suggests that, although

circular phylogenies are more engaging and potentially memorable, they are also less intu-

itive than rectangular ones. The familiarity of public health workers with phylogenetic tree

interpretation was probed by asking whether they thought option A and option B displayed

the same underlying data. Twenty-one of them (64%) responded that both trees displayed the
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same information, as far as they could tell. Nine (27%) said they were unsure, mainly due

to the lack of familiarity with this kind of visualisations. Three participants (9%) answered

that that option A and B represented different datasets. Altogether, more than a third of

the respondents failed to correctly interpret Figure 5.5, indicating how even commonly used

visualisations can be misinterpreted by public health workers. It should be remembered,

however, that phylogenetic tree construction and interpretation require specialised skills that

are not part of the educational background of most people, even among public health work-

ers.

5.4 Discussion

In this work, a semi-structured online survey was used to explore the preferences of public

health workers regarding the visual representation of epidemiological data. The study was

undertaken in order to gain insight and improve understanding of this area. This is not the

first time that data visualisation in the public health sector has been investigated (Park et al.,

2022). To our knowledge, however, this is the first work focusing on basic graphical prin-

ciples rather than complex visualisation tools and techniques. It should be remembered that

only a relatively small number of respondents were recruited in the current work, that only a

target audience was involved and that many uncontrolled variables might have influenced the

answers received (e.g. the screen used, time availability, etc.). The findings of this chapter,

thus, should not be considered as generalised conclusions concerning data visualisation in

the public health sector. These can, however, can still be helpful to promote a more thought-

ful use of data visualisation to communicate public health data. Below, we report and discuss

some principles we were able to distil from the analysis of the responses:

1. The presentation of comparative data can help with understanding the extent

and range of a primary dataset. This principle, which is supported by the results

obtained for study 1 (Y-iGAS), is implicitly applied to visualisations describing char-

acteristics of multiple infectious diseases. Having in the same figure data pertaining

to both commonly known and uncommon diseases helps to understand the im-

pact of the latter. For example, the interactive visualisation tool MicrobeScope

(https://informationisbeautiful.net/visualisations/
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the-microbescope-infectious-diseases-in-context/) graphi-

cally displays different parameters (e.g. fatality rate, average basic reproduction

number and incidence) of many fatal infectious diseases worldwide, allowing an

intuitive comparison between familiar and uncommon diseases. Another example of

this principle being utilised is in a recent work by Bessel and colleagues (Bessell et al.,

2020). The first figure in this publication shows the risk of introduction in Scotland of

important animal infectious diseases. Also in this case, comparing different datasets

allows an easier understanding of the impact of lesser known infections.

2. Temporal trends are generally best depicted by superimposing data visualisa-

tions. The majority of survey participants indicated that a superimposition of trend

lines within a single 12-month time-frame was a better representation of the iGAS

seasonal pattern than a histogram showing a progressive transition from 2014 to 2019.

Having excessive lines in a single graph, however, proved to be a limitation of Fig-

ure 5.2C. The choice of line charts to depict temporal changes in the epidemiology

of infectious diseases is quite common. UKHSA, for example, uses line charts when

reporting seasonal data on GAS infections in England, as shown in Figure 5.10. It

should be noted, however, that a large proportion of participants in the current work

preferred a histogram to the line chart option in study 2 (M-iGAS). It is unsurpris-

ing that histograms are also commonly employed to represent temporal changes in

infectious disease epidemiology, as witnessed by the use of histograms to report

COVID-19 daily new cases and daily deaths in the popular web- site Worldometer

(https://www.worldometers.info/coronavirus/).

3. A simple visualisation may be better received than a more informative but clut-

tered figure. This principle is supported by the results obtained for study 3 (A-iGAS).

Choosing not to include all available information in a figure might sound inappro-

priate. Efficiently communicating a portion of the data, however, may be better than

presenting all available information, which may result in a complex and intimidat-

ing diagram. Visual simplicity, or graphical minimalism, has been a source of debate

in the field of data visualisation for years (Bateman et al., 2010). An important dis-

tinction to be made when discussing visual minimalism is between content and ap-
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Figure 5.10: Weekly laboratory notifications of invasive Group A Streptococcus in England from

2017 to 2018 season onwards. From https://www.gov.uk/government/publications

pearance. The former refers to the range of different data displayed, while the latter

concerns the overall appearance of a figure. Our results for study 3 (A-iGAS) indi-

cate that public health workers appreciate figures simple in content but not "plain".

This concept is at the base of illustrator Nigel Holmes’s work (Holmes and Heller,

2006), which uses visual embellishments to turn graphs simple in content into visually

engaging figures. The use of visualisations rich in content, however, is common in

public health. These visualisations, which can be captivating and extremely informa-

tive, can also be overwhelming and intimidating to some readers. Some examples are

provided by the interactive visualisations produced by the ECDC, like the COVID-19

vaccine tracker (https://vaccinetracker.ecdc.europa.eu/public/

extensions/COVID-19/vaccine-tracker.html#uptake-tab).

4. Comparing frequencies across different data series is easier when graphical el-

ements are arranged horizontally rather than vertically. This principle is sup-

ported by the findings of study 4 (E-iGAS). The overall preference for the use of a

stacked bar chart over a series of vertically aligned simple bar charts is likely due to
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the demonstrated difficulty in comparing non-adjacent bars in simple bar charts (Tal-

bot et al., 2014). Our findings are in line with the results described by Xiong and

colleagues, who concluded that having vertically aligned bar charts favours compar-

isons of elements within the same group but does not allow intuitive comparisons

between elements from different groups (Xiong et al., 2021). Despite these reser-

vations, vertically aligned bar charts have been used by the Scottish government to

communicate epidemiological data on COVID-19 transmission, as demonstrated by

Figure 9 of the following report: https://www.gov.scot/publications/

coronavirus-covid-19-modelling-epidemic-issue-no-24/.

5. Phylogenetic trees constructed using straight branches are easier to interpret

than circular trees. This principle is supported not only by the results obtained in

study 5 (P-iGAS), but also by the experimental work of Xu and colleagues, which

showed that the use of straight lines in graphs is associated with reduced interpreta-

tion time and increased interpretation accuracy compared to curved lines (Xu et al.,

2012). Whenever possible, the use of rectangular phylogenetic trees should thus be

preferred to circular formats, although circular phylogenies are regularly featured in

the literature (Figure 5.11).

6. Visualisations should appear simple but be visually attractive. This principle is

supported by the responses received in studies 1-4. The majority of the participants

expressed a preference for visually engaging graphical options, claiming that the use

of a good colour palette could help them to keep focused on a figure. This principle

is in contrast with the views of statistician Edward Tufte, who believes that any vi-

sual embellishment distracts the reader and hampers data interpretation (Tufte, 1985).

The reports published by UKHSA on GAS epidemiology appear to embrace Tufte’s

approach, showcasing simple and plain graphs as Figure 5.12. On the other hand, lim-

ited experimental evidence suggests that visually engaging figures are interpreted as

accurately as plain ones, while being more enjoyable and memorable (Bateman et al.,

2010).

7. Background grids may be used instead of blank backgrounds. This principle is

supported by the results obtained in studies 1, 2 and 4. According to the answers
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Figure 5.11: Example of a Group A Streptococcus core single nucleotide polymorphism maximum

likelihood phylogeny from Turner et al. (2019).

Figure 5.12: Rates of Group A Streptococcus bacteraemia in different age groups in 2020 in England.

From file:///C:/Users/david/Desktop/hpr1921_strptcccl-BSI_2020.pdf.

collected, the use of a background grid is not always crucial but it is rarely perceived

as a negative element and for some people it facilitates data interpretation. Also in this
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case our findings are in contrast with the point of view of Edward Tufte, according to

whom any graphical element that is non-essential should be avoided (Tufte, 1985).

8. Depending on the dataset in use, expressing data through absolute measures may

be more meaningful than using percentages. This principle is supported by the

responses received in studies 1 and 4. Due to the nature of their job, public health

workers are particularly interested in the absolute impact of infectious disease in the

population. In our work, the emm-specific disease burden expressed as number of

disease cases was more meaningful than a measure of relative frequency.

9. Not all visualisations are accessible to everyone. This principle is supported by

the results of study 5 (P-iGAS). Even in a specialised audience, not everyone has the

same professional and educational background and this should be considered when

presenting a figure. In the case of phylogenetic trees, for example, a thorough caption

should be used to describe the figure and make it accessible to everyone.

10. A constructive discussion with colleagues or members of the target audience

should always form part of the design process. The approach used in this study,

which is based on improving visualisations through feedback from the target audience,

should be applied as often as possible, even on a smaller scale. Given the paucity of

broadly accepted guidelines for data visualisation, it is easy to be biased by our own

personal preferences, forgetting that figures are primarily used to communicate data to

others.
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General discussion

The approaches and tools used to understand and control the spread of infectious agents have

considerably expanded since the very first epidemiological investigation, led by John Snow

in 1855 (Snow, 1855). For example, sophisticated phenotyping and molecular techniques,

ranging from AST to WGS, have become irreplaceable components in the study of infectious

diseases (Weber et al., 1997). Despite the advances in the field of molecular epidemiology,

more traditional disease investigation approaches relying on the collection and analysis of

population-based epidemiological data are still very much in use because they narrate the

story from a different perspective. Only by combining these two different perspectives, the

former focusing on the pathogens and the latter on the host populations, can we hope to

fully understand and control the impact of infectious diseases (Le and Diep, 2013). This

PhD thesis represents an effort to provide a synthesis of these two approaches. The aim of

this work was to apply a multi-disciplinary approach to investigate infections caused by S.

pyogenes and S. canis in humans and animals in Scotland in recent years. Streptococcus

pyogenes is considered a strict human pathogen and it was estimated to be the fifth pathogen

with the highest yearly fatality rate worldwide in 2010 (Beaton et al., 2020). Streptococ-

cus pyogenes is highly adapted to colonise the upper respiratory tract and skin of humans

and a considerable proportion of colonised individuals are asymptomatic (Kaplan, 1980).

While invasive S. pyogenes infections are not common, they are accompanied by severe clin-

ical manifestations and are associated with a mortality rate as high as 30% in high-income

countries (Lamagni et al., 2008a). It should be noted that estimates on the global burden

of S. pyogenes infections rely on data published in the early 2000s (Ralph and Carapetis,
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2012). Streptococcus canis, conversely, is a streptococcal pathogen with a much broader

host range, having been isolated from a variety of mammalian species (Richards et al., 2012;

Numberger et al., 2021). Since dogs and cats appear to be the main hosts of this bacterial

species (Fulde and Valentin-Weigand, 2012), S. canis is generally regarded as a pathogen

of veterinary relevance, although human infections occur and can be severe (Lacave et al.,

2016; Taniyama et al., 2017). Even in dogs, cats and other domesticated animals, S. canis

appears to be a relatively uncommon cause of clinical disease compared to other bacterial

pathogens (Wilson et al., 1997; Lamm et al., 2010), despite asymptomatic carriage being

commonplace (Lysková et al., 2007b). The true burden of S. canis infection in the human

and animal community, however, is currently unknown because the majority of medical and

veterinary diagnostic laboratories characterise streptococcal isolates only on the basis of their

Lancefield antigenic group. Since S. canis carries a group G Lancefield antigen, which is also

present in strains of S. dysgalactiae, it is difficult to estimate accurate prevalence data for this

bacterial species (Lam et al., 2007). The perceived low risk that S. canis poses to human and

animal health has contributed to it remaining a neglected pathogen, which has been under-

studied and hence poorly-characterised. In the current project, we decided to focus on (a) S.

pyogenes, due to its public health relevance and (b) on S. canis, due to the major knowledge

gaps surrounding this species. They are, however, thematically related in that both pathogens

are classified as pyogenic streptococci, they result in similar clinical manifestations and they

are evolutionarily closely related (Vos et al., 2011).

Data segregation in public health hampers infectious disease control. En-

hanced surveillance data were not readily available for iGAS due to the pressure that the

COVID-19 pandemic exerted on the Scottish public health system, limiting the conclusions

that could be drawn in chapter 3 and leaving questions open about potential epidemiolog-

ical connections linking emm5.23 cases. The hypothetical scenario, outlined at the end of

chapter 3, about a putatively undetected chain of transmission events, highlights the impor-

tance of facilitating data sharing between public health bodies. Linking isolate typing data

and patient-centered enhanced surveillance data would allow the creation of early detection

systems that could be used to initiate epidemiological investigations and contain disease out-

breaks (Yang et al., 2011). Rapid data sharing between public health and research institutions
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has been recognised as an important mechanism enabling a quick response to health emer-

gencies, such as the COVID-19 pandemic (Schwalbe et al., 2020). From a practical stand-

point, however, several obstacles stand in the way of a fast and free flow of data between

public health organisations. For example, considerable time and resources, that could other-

wise be used for data analysis, are required to implement data sharing (Morse, 2007; Lopez,

2010). Moreover, motivational reasons such as the concern of giving away a potential source

of scientific credit and opportunities could make public health institutions hesitant to share

data collected with their own resources (Pisani and AbouZahr, 2010). The most important

barriers to rapid data sharing, however, are those regarding data ownership and privacy legis-

lation (Van Panhuis et al., 2014), which in Europe is regulated by the General Data Protection

Regulation (GDPR) (https://gdpr-info.eu/). An organisation collecting sensitive

data about individuals and communities is also responsible for protecting their privacy. The

necessity to anonymise sensitive data and make sure privacy is safeguarded puts additional

pressure on public health organisations, making data sharing a delicate matter that requires

careful consideration (Van Panhuis et al., 2014). In spite of all the valid reasons that make

it difficult to achieve, the major positive outcomes anticipated to be associated with easier

access to public health data from different parties would outweigh the risks encountered and

the efforts required to facilitate data sharing (Van Panhuis et al., 2014).

Surveillance systems for streptococcal infections need to be improved,

particularly in veterinary medicine. Surveillance systems are implemented

to monitor the spread and characteristics of diseases in human and animal popu-

lations. In Scotland, a different approach to infectious disease surveillance stands

out when human and animal healthcare systems are compared. Firstly, human

pathogen surveillance, although it relies on the collaboration of different public

health and research bodies, is regulated by a single overarching body, the Scottish

NHS (https://www.hps.scot.nhs.uk/web-resources-container/

public-health-microbiology-strategy-for-scotland/). Animal

pathogen surveillance, conversely, is fragmented and handled by different organ-

isations. For example, surveillance of zoonotic pathogens is carried out by the

UKHSA (https://www.gov.uk/government/publications) and PHS
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(https://www.hps.scot.nhs.uk/a-to-z-of-topics/zoonoses/),

while the Animal and Plant Health Agency (APHA) manages scanning surveillance

activities for companion animal, livestock and wildlife diseases (http://apha.

defra.gov.uk/vet-gateway/surveillance/scanning/index.htm).

APHA surveillance, in turn, relies on the collection of epidemiological data

by several organisations and initiatives, such as the Small Animal Veterinary

Surveillance Network (SAVSNET) (Radford et al., 2010), VetCompass (https:

//www.rvc.ac.uk/vetcompass/papers-and-data), the Scottish Rural Col-

lege (SRUC) (https://www.sruc.ac.uk/veterinary-surveillance/) and

the Scottish Government’s Centre of Expertise on Animal Disease Outbreaks (EPIC)

(Boden et al., 2020). Some of these organisations undertake surveillance by collecting

data voluntarily submitted by veterinary practices and diagnostic laboratories. This

form of surveillance is subject to several biases, including under-reporting due to the

commercial nature of most veterinary diagnostic laboratories and the subsequent ret-

icence to share privately owned data with the public. Another important difference

between human and animal disease surveillance is their scope. The UKHSA describes

itself as "responsible for protecting every member of every community from the im-

pact of infectious diseases, chemical, biological, radiological and nuclear incidents and

other health threats" (https://www.gov.uk/government/organisations/

uk-health-security-agency). The APHA, conversely, aims "to safeguard

animal and plant health for the benefit of people, the environment and the economy".

Subsequently, animal disease surveillance is more targeted to pathogens that (a) af-

fect production animals causing important economical losses (Stärk et al., 2006), (b)

affect the horse racing industry (Slater et al., 2017) or (c) represent a zoonotic threat

(https://assets.publishing.service.gov.uk/government/uploads/

system/uploads/attachment_data/file/1055927/Zoonoses_annual_

report_2021.pdf). In the case of S. pyogenes, nation-wide statutory surveillance

is commonly undertaken in high-income countries for severe forms of disease such

as invasive infections and, occasionally, scarlet fever (Efstratiou and Lamagni, 2016).

Depending on the country, case metadata and patient information are also collected as

part of enhanced surveillance schemes (Efstratiou and Lamagni, 2016). In Scotland,
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where invasive infections are the only forms of S. pyogenes disease notifiable (https:

//www.legislation.gov.uk/asp/2008/5/schedules), invasive isolates, case

metadata and patient information are collected by SMiRL and PHS (https://www.

hps.scot.nhs.uk/a-to-z-of-topics/streptococcal-infections/

group-a-streptococcal-infections/). The UKHSA manages S. pyo-

genes surveillance in England, where both invasive infections and scarlet fever cases

need to be notified (https://www.gov.uk/government/collections/

group-a-streptococcal-infections-guidance-and-data). Surveillance

on animal streptococcal infections appears to be generally non-statutory, with an exception

being the national surveillance system for S. agalactiae bovine mastitis undertaken by the

Danish government (Churakov et al., 2021). In Scotland and the rest of the UK, surveillance

on animal streptococcal disease is non-statutory and limited to pathogens relevant to

the horse racing and food production industry, such as S. equi, S. suis, S. agalactiae,

S. dysgalactiae and S. uberis (http://apha.defra.gov.uk/vet-gateway/

surveillance; https://www.gov.uk/government/publications;

https://www.hps.scot.nhs.uk). As S. canis is most commonly only impli-

cated in companion animal infections, it is rarely considered in any form of surveillance.

Both SAVSNET and VetCompass carry out surveillance and research on companion

animal diseases using data voluntarily submitted by veterinary practices and diagnostic

laboratories (Radford et al., 2010). To date, neither SAVSNET nor VetCompass have

published epidemiological data on S. canis infections in companion animals in the UK.

The lack of epidemiological data on S. canis disease is not only due to the scarcity and

limitations of the surveillance systems in place, but also to the little attention this pathogen

has received from the scientific community. Since research and surveillance demand effort

and monetary investment, the prioritization of diseases with large-scale impacts on the

economy and animal welfare, such as Foot and Mouth Disease and African Swine Fever,

is rightfully applied. More effort should be made, however, to expand our knowledge

surrounding the epidemiology of neglected infections such as those by S. canis. Voluntarily

provided surveillance data like those collected by SAVSNET, for example, should be made

more easily available to external researchers, facilitating the disclosure of data regarding

non-priority diseases.
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A disconnect between human and veterinary healthcare systems limits the

application of the One Health vision. A section of chapter 4 discussed the potential

for S. canis strains to colonise and cause disease in different host species. The results pre-

sented provide preliminary evidence that a variety of S. canis strains are circulating among

different mammalian hosts, supporting the hypothesis that this bacterium can cause zoonotic

infections. As such, S. canis can be regarded as a One Health pathogen. The concept of

One Health was developed to identify any multidisciplinary effort that aims at improving

human, animal and environmental health (Gibbs, 2014). A brief review of the published

literature on the role of animal pathogens in human health revealed that the application of

the One Health approach, although very topical, still faces many challenges. In particular,

the implementation of surveillance and control of zoonotic diseases appears to be hindered

by a disconnect between veterinary and human health systems (Bhatia, 2019). Practical rec-

ommendations to achieve a collaboration between human and veterinary medicine are not

provided by the One Health agenda, which has also been criticised for being too broad and

vague (Gibbs, 2014). Moreover, due to the high monetary investment they demand, One

Health interventions are not generally prioritised by policy-makers and need to be supported

by strong evidence of future economical gain in order to be considered (Rabinowitz et al.,

2013). The lack of awareness, among the general public, about the One Health concept

and a diffuse tendency to view global problems through an anthropocentric lens also im-

pede a full attainment of the One Health view (Gibbs, 2014). If the main priority in human

medicine is health protection, national veterinary services are often forced to prioritise eco-

nomic benefit rather than animal welfare (Stärk et al., 2006). Subsequently, the societal

role of veterinary medicine is generally viewed as marginal, making the One Health ap-

proach difficult to implement (Zinsstag et al., 2011). Although progress has been made in

integrating veterinary sciences into public health (Zinsstag et al., 2009), considerable im-

provements are still needed (Zinsstag et al., 2011). In the case of bacterial infections, for

example, surveillance systems for AMR in human and animal isolates are rarely integrated

and harmonised (Silley et al., 2012). The acquisition of AMR by pathogenic bacteria is

influenced by antimicrobial use (AMU) in both humans and animals, as well as by antimi-

crobial disposal in the environment. As such, AMR is regarded as a major One Health

concern worldwide (Robinson et al., 2016). In Scotland, the SONAAR report published by
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PHS provides an annual overview of AMU and AMR in human and veterinary medicine

(https://www.hps.scot.nhs.uk/web-resources-container). The SON-

AAR report represents an important application of the One Health approach in AMU and

AMR national surveillance, although it should be noted that the completeness and quality

of the human medical dataset is greater than that of the veterinary medical one. Due to a

lack of systematic surveillance on the use of drugs in veterinary medicine, SOONAR data

on AMU and AMR in animals are limited to voluntary-based information submitted by vet-

erinary practices to SAVSNET. An equalisation and harmonisation of human and veterinary

healthcare systems appears necessary to maximise the benefits of the One Health approach.

Emerging infectious diseases and AMR spread are both driven by a complex network of in-

teractions that involve human societies, animal populations and environmental factors. Fail-

ing to recognise the importance that a One Health approach should have in the management

of these global challenges could undermine any effort made to tackle them.

The importance of AMR surveillance is demonstrated by the early detection

of S. pyogenes isolates with reduced susceptibility to penicillins. One of the

reasons why improving AMR surveillance systems is a global priority is that they facilitate

an early detection of new resistance mechanisms, as exemplified by the identification of S.

pyogenes strains with reduced susceptibility to β-lactams by the USA CDC (Vannice et al.,

2019). Streptococcus pyogenes has traditionally been considered a pathogen fully suscep-

tible to β-lactams because, unlike S. pneumoniae, resistance towards this antibiotic class

has never been developed and observed. Streptococcus pyogenes’ inability to be naturally

competent has been proposed as an explanation for the lack of β-lactam resistance in this

bacterial species (Hanage and Shelburne III, 2020). In recent years, however, concerns over

the future development of full resistance have emerged after the identification of single point

mutations conferring reduced susceptibility to β-lactams in the pbp genes of certain S. pyo-

genes isolates (Vannice et al., 2019; Musser et al., 2020). Large-scale genomic studies on

the occurrence of non-synonymous single point mutations in S. pyogenes pbp genes revealed

that, although geographically spread, these changes are infrequent, occurring in around 2%

of the isolates analysed (Hayes et al., 2020; Musser et al., 2020; Beres et al., 2022). More-

over, the majority of non-synonymous mutations detected in pbp genes appear to be subject

169

https://www.hps.scot.nhs.uk/web-resources-container/scottish-one-health-antimicrobial-use-and-antimicrobial-resistance-in-2020/


General discussion

to negative selection, indicating that they are unlikely to successfully establish in the global

S. pyogenes population (Beres et al., 2022). In the cohort of Scottish emm5.23 WGS anal-

ysed in chapter 3, no mutations were found compared to the pbp genes of strain Manfredo,

which was isolated in the 1950s. The low frequency of occurrence, the signs of negative evo-

lutionary selection and the fact that they are associated with reduced susceptibility but not

full resistance suggest that the pbp genes single point mutations described are not currently a

major public health concern, although they should remain object of close monitoring (Han-

age and Shelburne III, 2020). Importantly, a recent study revealed the presence of chimeric

pbp genes associated with reduced β-lactam susceptibility due to recombination events be-

tween S. pyogenes and group C and G streptococci (Beres et al., 2022). The authors of that

work suggest that, should a resistant pbp allele emerge in a streptococcal species that can

exchange genetic material with S. pyogenes, β-lactam resistance in GAS strains could be

acquired by horizontal gene transfer (Beres et al., 2022). The evidence collected so far in-

dicates that, although not a present threat, β-lactam resistance in S. pyogenes could occur

in future, highlighting the value of AMR surveillance to monitor this potentially alarming

scenario.

Streptococcus pyogenes and S. canis infections can be reduced by under-

standing their transmission routes. The results obtained from the genomic investi-

gation of invasive S. pyogenes emm5.23 strain in Scotland revealed that isolates with iden-

tical core genomes can cause disease in different people, even several months apart. In

previous studies the mutation rate of emm types 1 and 89 was estimated to be 1.3 and 2.1

SNPs/year, respectively (Nasser et al., 2014; Turner et al., 2015). In the present work, it

was impossible to estimate the emm5.23-specific mutation rate due to the short time-scale

of the study and the low level of polymorphism measured. However, the very limited core

genomic diversity detected among the majority of the emm5.23 isolates collected in a 2-

year time span (2018-2019) appears to be in concordance with mutation rates reported in

the literature. Based on phylogenetic tree topology and core genome similarity, 46 of the

54 emm5.23 isolates analysed appeared to originate from a relatively recent common ances-

tor (Pightling et al., 2018). This finding, together with the fact that near-identical isolates

caused disease in different individuals several months apart, may indicate that asymptomatic
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carriers or unappreciated environmental niches acted as prolonged and common sources of

infection. Streptococcus pyogenes is traditionally considered a non-environmental pathogen,

although biofilm formation that allows survival in the environment for up to four months has

been demonstrated (Marks et al., 2014). Prolonged asymptomatic carriage of S. pyogenes

has been demonstrated in a longitudinal study on school-aged children, showing that isolates

of the same emm types can be found in the same individuals for up to 8.5 months (mean of

10.8 weeks) (Martin et al., 2004). Unfortunately, the lack of enhanced surveillance data for

the emm5.23 cases included in this study prevents any insights into possible connections be-

tween the affected individuals, making any inference on transmission route purely a matter

of speculation. In previous studies, it was hypothesised that the spread of unusual emm types

could be due to the lack of herd immunity towards those particular strains (Southon et al.,

2020). It should be remembered, however, that the first reported case of invasive emm5.23

infection in Scotland dated back to 2015, indicating that this strain had been circulating in

the country for at least two years prior to the 2018-2019 outbreak. Regardless of how this

strain managed to spread in the Scottish population, one can speculate whether the upsurge

of invasive disease cases associated with this uncommon emm type could have been detected

earlier, prompting a public health intervention to contain the outbreak as much as possible.

Adopting genomic surveillance for iGAS disease, for example, could allow real-time detec-

tion of transmission events and promote targeted interventions (Turner et al., 2017). Other

suggested ways to prevent the spread of S. pyogenes include increasing awareness about the

importance of monitoring even mild infections, which could at some point turn into serious

forms of disease (Hikone et al., 2015; Brennan and LeFevre, 2019), improving personal hy-

giene and ensuring cleanliness of shared facilities, particularly in care homes and hospitals

(Avire et al., 2021). A vaccine against S. pyogenes is not currently available but many re-

search groups worldwide are working towards this goal (Dale and Walker, 2020). Several

vaccine candidates have been considered, including hypervariable and conserved regions of

the M protein (Pastural et al., 2020), cell-wall carbohydrate (Van Sorge et al., 2014) and

multicomponent formulations of secreted and cell-surface proteins (Rivera-Hernandez et al.,

2019). A 30-valent M protein-based vaccine candidate has recently shown promising evi-

dence of protection against the most common GAS strains circulating in North America and

Europe, such as emm1, emm4, emm12, emm28 and emm89, which were consistently among
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the ten most common strains associated with iGAS disease in Scotland from 2014 to 2019

(chapter 2) (Pastural et al., 2020). Concerns remain, however, for GAS infections in low and

middle-income countries, where a higher emm type diversity is observed (Steer et al., 2009).

A vaccine candidate including a modified version of the Group A carbohydrate, which is a

component of the cell-wall of all strains, failed to induce protection against invasive infec-

tion in a mouse model (Rivera-Hernandez et al., 2016). A multicomponent vaccine known

as 5CP provided preliminary evidence of protection against both local and systemic disease

by targeting the sortase A, C5a peptidase, SpyAD, SpyCEP and SLO proteins (Bi et al.,

2019). The genes encoding all five proteins included in 5CP were also found integrated in

the genome of strain emm5.23 (chapter 3). When a vaccine is finally developed and released,

additional measures to prevent GAS infection will include vaccination of at risk individuals

and people working in close contact with them, such as carer and nurses. As for S. canis,

little is known about the ecology of this bacterium and routes of infection. Pyogenic strep-

tococci, such as S. canis, are traditionally considered strictly associated with homeothermic

hosts (Mundt, 1982), despite recent studies pointing out the ability of some species to sur-

vive in the environment for prolonged periods of time (Marks et al., 2014; Jørgensen et al.,

2016). Since S. canis has been isolated from the rectum of dogs and cats, ongoing deposition

in the environment through faeces cannot be ruled out (Lysková et al., 2007b). Studies on

the ability of S. canis to survive outside the host, however, have not yet been undertaken,

thus the significance of indirect transmission of this pathogen is presently unknown. Direct

routes of transmission are probably the most common and, based on the results described in

chapter 4, inter-species transmission is very likely. Dogs have historically been considered

the main host of S. canis (Devriese et al., 1986), although carriage of Group G streptococci is

not uncommon in asymptomatic people (Haidan et al., 2000; Halperin et al., 2016). To date,

however, data on human carriage of S. canis have not been published. One may speculate

that S. canis transmission to humans might occur as a consequence of direct interactions with

other humans and not just from companion animals alone. Although the disease burden at-

tributable to S. canis in humans appears to be low (Galpérine et al., 2007), infections should

be avoided as much as possible particularly by the elderly, immunocompromised and those

with pre-existing medical conditions. Prevention measures for S. canis infection in people

include protecting wounds and other skin injuries from physical contact with pets and, when
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suffering from comorbidities, reducing interactions with companion animals. Given the high

prevalence of isolation of S. canis from the oral cavity of dogs and cats and the reported

transmission of this pathogen via animal bites (Takeda et al., 2001; Lysková et al., 2007b;

Taniyama et al., 2017), the risk of severe invasive infections by S. canis following a dog bite

may be reduced by promptly seeking medical assistance and receiving empirical antibiotic

treatment.

Next-generation sequencing is opening the doors to a new world, where it’s

easy to get lost. The use of high-throughput sequencing technologies in the field of mi-

crobiology has revolutionised the way in which pathogens are investigated and understood

(Schürch et al., 2018). The generation of whole genome sequence data, which was once

prohibitively expensive for routinely use (more than £400 per genome), has now become

an integral part of research and surveillance due to advancing technology and an associated

reduction in cost (ranging from £100 to £40 per genome) (Harris et al., 2013; Quainoo et al.,

2017; Schwarze et al., 2018). Since the advent of the WGS revolution, we have been able

to monitor the acquisition of point mutations and MGE that influence microbial virulence,

fitness and AMR phenotypes (Nasser et al., 2014; Beres et al., 2016). Additionally, we

can inspect the evolutionary history of pathogen populations in order to predict their future

changes (Crestani et al., 2021). Through the use of WGS data it is also possible to establish

molecular links between cases of disease, revealing unknown transmission pathways and

infection sources (Chalker et al., 2016). The applications of WGS data analysis are innumer-

able and benefit both the scientific research and public health communities. This valuable

resource, however, is not without its complications. As any powerful engine requires an

experienced pilot behind the wheel, the effective analysis of WGS data relies on the abili-

ties of expert bioinformaticians. The majority of computer programs currently available for

WGS data analysis function only through the use of the command line, a type of interface

unfamiliar to most people with a medical or biological education. Command line software

is often difficult to download, install and execute by those with non-specialised informatics

skills. Program errors are commonly encountered and virtually impossible to fix for some-

one without programming experience. Program settings are often non-intuitive and, if used

incorrectly, can easily lead to inaccurate output. Even when accurate results are produced,
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they are sometimes difficult to interpret. Problems can arise at any step of the data analysis

process, making the workflow extremely intricate and delicate. Undertaking this type of anal-

ysis may be relatively easy for someone with a background in computer science or a related

subject, but those without this educational background need to invest time and sometimes

money to acquire this specialised skill set. The access to appropriate training resources is

another important barrier to the use of WGS data. While many universities are now offering

degrees and diplomas in bioinformatics, high tuition fees and time constraints can be serious

issues to graduates who have already heavily invested in prior education and may now be in

full-time employment. Online resources such as forums, tutorials and courses are available

but these are often incomplete and difficult to fully understand by non-specialists. Due to

the incredibly high volume of WGS data produced routinely by public health and research

institutions and the need to analyse those data, the involvement of non-bioinformaticians

in this sector is expected to grow and thought should be given to how the current shortfall

should be addressed. A survey conducted by the ECDC and one conducted by the European

Food Safety Authority (EFSA) revealed that the lack of bioinformatics expertise is one of

the main barriers limiting the use of WGS analysis in European public health organisations

(Revez et al., 2017; García Fierro et al., 2018). A possible way to acquire bioinformatic skills

without a formal training, for example, would be through mentoring by experts in the field.

Expanding the role of bioinformaticians to incorporate teaching duties in order to train non-

experienced data analysts should be considered by organisations that work with WGS data.

This approach would allow a reduction in the burden of WGS analysis on bioinformaticians

while also improving the performances of students and workers with different backgrounds.

The good, the bad and the ugly of data visualisation. The use of images to com-

municate important messages predates the beginning of recorded history and has been a

crucial element in every human society for millennia (Knight Jr, 2012). As humans, after all,

we have evolved to heavily rely on vision to explore and embrace the world (Geldard, 1953).

Images instinctively attract our attention, are often easier to interpret than verbal communi-

cation and appear to lodge memories better than other stimuli. Some people even claim to

process their thoughts via images rather than words (Luck et al., 2008). Given the central role

of vision in our everyday life, it is unsurprising that images have become an essential means

174



General discussion

of communication in all disciplines, including the various branches of science. Data visual-

isation in science is particularly important because it allows large and complex datasets to

be summarised in a single figure. Instead of reading through pages filled with variables and

measurements, we can produce a graph that communicates a complete story in an intuitive

and enjoyable way. The array of different options available for visually summarising data

is extremely wide and constantly expanding. From simple bar charts and dot plots to elab-

orate infographics and maps, the discipline of data visualisation offers methods to represent

a multitude of datasets. It is striking, however, how little academic guidance is available on

the topic of expressing data through figures. Studies on visual perception were able to iden-

tify some basic elements that should be considered when producing a figure (Cleveland and

McGill, 1985; Chen et al., 2007), but this type of knowledge is rarely integrated in any ed-

ucational curriculum, making data visualisation an often arbitrary practice that is influenced

by authors’ preferences. In the case of public health, for example, the use of figures is as

important as it is arbitrary. Due to practical and privacy reasons, public health data are com-

monly handled by specialists and researchers in the field, who do not have formal training

in graphic design. This constrains not only the graphical modalities available, but also the

quality of implementation. For example, the use of programming languages, such as Python

and R, for data manipulation and visualisation require advanced skills and experience that

many public health specialists simply do not possess. By their very nature, certain images

might be difficult to interpret even by specialised audiences, as demonstrated by the feedback

collected on phylogenetic tree interpretation in chapter 5. The obstacles highlighted with re-

gards to the use of data visualisation in public health are commonly neglected but should

be addressed in order to improve data communication. More emphasis should be given to

data visualisation in every scientific curriculum and more thoughtful discussions should be

encouraged in the workplace to promote the adoption of best-practice in data visualisation.

Final thoughts and future directions. A multi-disciplinary approach is required to

successfully tackle the complexity of infectious disease epidemiology. In the course of my

PhD studies, I have shed new light on two bacterial infections of humans and animals from

different angles, providing the following contributions to the field:

• The main characteristics of iGAS disease epidemiology in Scotland were presented
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and described in chapter 2, with a particular emphasis on the effects of the COVID-19

pandemic.

• An upsurge of cases of iGAS infections in Scotland associated with the uncommon

emm type 5.23 was investigated via genomic and transcriptomic analyses revealing a

potentially undetected outbreak (chapter 3). The genome of strain emm5.23 had not

been characterised before this study, adding additional value to the results produced.

• The first publicly available closed and complete genomes of emm5.23 isolates were

produced as described in chapter 3 (Pagnossin et al., 2021). These high-quality

genomes can be used as a reference for future bioinformatic analyses of S. pyogenes

strains phylogenetically close to the Scottish emm5.23 isolates.

• A comprehensive and up to date literature review on S. canis was written (chapter 1)

and published (Pagnossin et al., 2022). This is the first review centered on this topic to

be published.

• The epidemiology of S. canis infections in different host species was explored using for

the first time WGS data (chapter 4). The results produced allowed a characterisation

of AMR, virulence characteristics and population structure of S. canis strains, offering

strong evidence of the zoonotic potential of this bacterial species.

• Different visualisation techniques used to communicate epidemiological data on iGAS

disease in Scotland were explored and optimised in chapter 5. Although other studies

on the application of complex visualisation tools in a public health setting have been

conducted before (Park et al., 2022), to my knowledge this is the first time the focus

has been given to the use of basic graphical elements.

As commonly occurs in research, this work has generated more questions than answers.

Each of my thesis chapters should not be seen as the final stop in a journey but as a transit

station on a ride with unknown destination. Investigation into the epidemiology of iGAS

infections in Scotland should in future be complemented with the availability of enhanced

surveillance data that will allow more incisive analytical approaches to be used. This may

answer some of the questions raised in chapter 2, such as why the iGAS incidence is partic-

ularly high in people aged between 30 and 39 in Scotland and why emm types 1, 4 and 12
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were drastically affected by the COVID-19 pandemic. Enhanced surveillance data should

also be used to investigate transmission events of emm5.23 in 2018 and 2019, to help clar-

ify whether cases of emm5.23 infections were indeed connected. Transcriptomic analyses

of further isolates could also increase our understanding of the emm5.23 disease outbreak

described in chapter 3. Sequencing additional genomes of S. canis isolated from different

species would facilitate a medium to large-scale genomic study on S. canis evolution and

host adaptation, overcoming the limitations of the work presented in chapter 4. Virulence as-

says on S. canis strains carrying different virulence genes could also be undertaken in order

to acquire further insight into S. canis disease pathogenesis. The work described in chapter 5

could be expanded by including more visualisation types and by recruiting a larger number

of participants. Finally, assessing interpretation performance rather than visual preference

would be an extremely valuable addition to the work of chapter 5.

As the global population grows, the challenges posed by infectious diseases are expected

to increase. Pathogen spread will be facilitated not only by a larger number of susceptible

human hosts, but also by resource competition and poverty (Bloom and Cadarette, 2019).

Population growth, which is associated with the expansion of urban areas into wildlife habi-

tats, will also facilitate human-wild animal interactions, with potential emergence and spread

of zoonotic diseases (Bloom and Cadarette, 2019). More antimicrobial use will be required

to treat both human and livestock infections, increasing the chance of AMR acquisition and

spread in pathogen populations (Bloom and Cadarette, 2019; Schar et al., 2020; Tiseo et al.,

2020). As human societies become more complex, so does the epidemiology of infectious

diseases. Any effort made to limit the impact of such multi-faceted problem will require

multi-disciplinary solutions. It is then important for experts in this field to find the right

balance between specialisation and general understanding of the several disciplines used to

investigate and manage infectious diseases. This PhD project was designed and conducted

with this principle in mind. The epidemiology of S. pyogenes and S. canis infections in

humans and animals in Scotland was researched using multiple methods ranging from de-

scriptive, molecular and genomic epidemiology techniques to data visualisation and commu-

nication. The value of this work resides not only in the original results presented but also in

the comprehensive approach that was adopted to produce them.
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Supporting information Chapter 2

A.1 Tables and figures

Table A.1: Count of different strains (classified as emm types) isolated from normally sterile body

sites in Scotland from 2014 to 2021. Two isolates of the same emm type coming from the same patient

are considered one single strain, while two isolates of different emm types from the same patient are

counted as two different strains.

emm types 2014 2015 2016 2017 2018 2019 2020 2021 Total

1.0 74 77 80 56 74 19 34 0 414

89.0 25 31 31 19 34 21 12 4 177

12.0 17 26 23 12 25 17 14 1 135

4.0 9 11 26 12 18 14 7 0 97

76.0 40 44 2 1 0 1 2 1 91

28.0 12 10 13 10 16 15 7 3 86

83.13 0 0 0 0 22 34 24 3 83

3.93 10 2 0 3 51 12 1 0 79

75.0 10 4 16 7 15 6 4 0 62

5.23 0 1 0 0 21 27 8 0 57

3.1 22 15 9 2 4 0 0 0 52

87.0 2 4 4 1 20 15 3 1 50
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Table A.1 continued from previous page

emm types 2014 2015 2016 2017 2018 2019 2020 2021 Total

77.0 1 3 6 3 8 14 7 7 49

6.0 1 9 12 11 13 1 0 0 47

11.0 6 5 9 6 9 5 4 3 47

44.0 2 6 4 12 13 2 3 0 42

94.0 0 3 5 7 12 8 4 3 42

108.1 0 0 1 0 0 13 20 7 41

82.0 1 3 3 3 9 5 2 1 27

2.0 3 6 4 2 7 4 0 0 26

22.0 4 6 2 3 3 0 2 0 20

73.0 0 1 1 0 12 1 4 0 19

9.0 2 1 1 6 5 0 3 0 18

81.0 1 0 1 3 4 4 1 0 14

1.107 0 0 0 2 10 1 0 0 13

6.4 3 2 2 0 5 1 0 0 13

90.2 1 3 1 2 1 2 0 1 11

58.0 0 1 1 3 1 3 1 0 10

12.37 0 4 1 0 2 1 1 1 10

5.3 1 1 2 0 0 2 3 0 9

5.116 0 1 7 0 0 0 0 0 8

118.0 0 0 1 3 4 0 0 0 8

22.1 1 3 3 0 0 0 0 0 7

1.52 6 0 0 0 0 0 0 0 6

5.132 0 0 0 0 2 3 1 0 6

5.44 0 0 0 2 3 0 0 0 5

110.0 0 0 0 4 1 0 0 0 5

1.25 0 1 1 1 1 0 0 0 4

5.133 0 0 3 1 0 0 0 0 4

18.0 0 2 2 0 0 0 0 0 4
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Table A.1 continued from previous page

emm types 2014 2015 2016 2017 2018 2019 2020 2021 Total

85.0 0 0 0 4 0 0 0 0 4

102.2 0 0 0 0 2 1 0 1 4

3.153 0 0 0 0 0 3 0 0 3

3.6 1 0 0 0 0 2 0 0 3

8.0 1 1 0 0 1 0 0 0 3

5.16 0 0 0 0 0 2 1 0 3

5.6 0 0 0 0 1 1 0 1 3

1.19 1 1 0 0 0 0 0 0 2

3.4 0 1 0 0 0 1 0 0 2

4.13 0 1 0 0 1 0 0 0 2

5.165 0 0 0 0 1 1 0 0 2

5.166 0 0 0 0 1 1 0 0 2

6.1 0 1 0 1 0 0 0 0 2

27.0 1 0 0 0 1 0 0 0 2

28.5 1 1 0 0 0 0 0 0 2

50.0 1 0 0 0 1 0 0 0 2

58.7 0 0 0 2 0 0 0 0 2

86.2 0 0 2 0 0 0 0 0 2

103.0 1 0 0 1 0 0 0 0 2

169.3 0 0 1 0 1 0 0 0 2

240.3 0 0 0 0 2 0 0 0 2

12.8 0 0 1 0 0 0 1 0 2

66.1 0 0 0 1 0 0 0 1 2

75.1 0 0 0 0 1 0 1 0 2

108.8 0 0 0 0 0 1 1 0 2

6.125 0 0 0 0 0 0 0 2 2

11.29 0 0 0 0 0 0 0 2 2

102.3 0 0 0 0 0 0 1 1 2
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Table A.1 continued from previous page

emm types 2014 2015 2016 2017 2018 2019 2020 2021 Total

1.24 0 0 1 0 0 0 0 0 1

1.4 0 0 0 0 0 1 0 0 1

1.76 0 0 0 1 0 0 0 0 1

3.138 0 0 0 0 1 0 0 0 1

3.56 0 0 1 0 0 0 0 0 1

3.8 1 0 0 0 0 0 0 0 1

3.94 1 0 0 0 0 0 0 0 1

4.19 0 0 1 0 0 0 0 0 1

5.11 0 1 0 0 0 0 0 0 1

5.111 0 1 0 0 0 0 0 0 1

5.14 0 0 0 1 0 0 0 0 1

5.153 0 0 0 0 1 0 0 0 1

5.167 0 0 0 0 1 0 0 0 1

5.175 0 0 0 0 0 1 0 0 1

5.18 0 0 0 0 0 1 0 0 1

5.5 1 0 0 0 0 0 0 0 1

6.11 0 0 0 0 1 0 0 0 1

8.3 1 0 0 0 0 0 0 0 1

11.1 0 0 0 1 0 0 0 0 1

12.29 0 1 0 0 0 0 0 0 1

14.3 0 1 0 0 0 0 0 0 1

18.39 0 0 1 0 0 0 0 0 1

18.7 0 0 0 1 0 0 0 0 1

27.6 0 0 0 1 0 0 0 0 1

28.14 0 0 0 0 0 1 0 0 1

29.3 0 0 0 0 0 1 0 0 1

31.7 0 1 0 0 0 0 0 0 1

48.1 0 0 0 0 0 1 0 0 1
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Table A.1 continued from previous page

emm types 2014 2015 2016 2017 2018 2019 2020 2021 Total

58.1 0 0 0 0 0 1 0 0 1

66.0 0 0 0 1 0 0 0 0 1

71.0 0 0 0 0 1 0 0 0 1

75.3 1 0 0 0 0 0 0 0 1

80.0 1 0 0 0 0 0 0 0 1

81.1 0 0 1 0 0 0 0 0 1

81.5 0 0 0 0 0 1 0 0 1

84.0 0 1 0 0 0 0 0 0 1

90.5 0 0 0 0 1 0 0 0 1

103.3 0 1 0 0 0 0 0 0 1

106.0 0 0 1 0 0 0 0 0 1

106.6 0 0 0 0 0 1 0 0 1

122.0 0 0 0 1 0 0 0 0 1

148.3 0 1 0 0 0 0 0 0 1

148.4 0 0 0 0 0 1 0 0 1

183.1 0 0 0 0 1 0 0 0 1

225.0 0 0 0 0 1 0 0 0 1

281.4 0 0 0 1 0 0 0 0 1

652.0 0 0 0 0 0 1 0 0 1

5.188 0 0 0 0 0 0 1 0 1

6.122 0 0 0 0 0 0 1 0 1

12.116 0 0 0 0 0 0 1 0 1

18.29 0 0 0 0 0 0 1 0 1

31.8 0 0 0 0 0 0 1 0 1

68.3 0 0 0 0 0 0 1 0 1

108.2 0 0 0 0 0 0 1 0 1

124.2 0 0 0 0 0 0 0 1 1

149.1 0 0 0 0 0 0 1 0 1
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Supporting information Chapter 2

Table A.1 continued from previous page

emm types 2014 2015 2016 2017 2018 2019 2020 2021 Total

205.2 0 0 0 0 0 0 0 1 1

Total 267 300 287 214 446 275 185 46 2020

Figure A.1: Frequency of isolation from invasive disease cases of the 5 predominant Group A Strep-

tococcus strains in Scotland from 2014 to 2021.

A.2 HSC-PBPP approval letter
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B.1 Tables and figures
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Figure B.1: Pairwise core single nucleotide polymorphism (SNP) distance of the emm5.23 isolates

having no more than 3 SNPs of difference from the central cluster of the Scottish group (highlighted

at the bottom left of the figure). A thick border is used to show the pairwise distance of all isolates

compared to the central cluster genotype.
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Figure B.2: Absolute frequency of invasive Group A Streptococcus emm5.23 cases in different age

groups.
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B.2 List of commands for bioinformatic analyses

B.2.1 Genome assembly pipeline for short paired-end reads

This pipeline performs the trimming, filtering and assembling of Illumina paired-end reads.

Read trimming and filtering is carried out by two scripts that are part of the ConDeTri suite

(Smeds and Künstner, 2011), while genome assembly is done using SPAdes (Bankevich

et al., 2012).

#!/bin/sh

# Create a list with input files (which are zipped fastq files)

for the loop. The list of files is made only with read 1 of

each pair of reads. Later the sed command will couple read 1

and read 2.

ls *1.fastq.gz > list

# Create the work folder (where the files will be processed) and

the output folder (where the files will be stored).

mkdir Work_folder

mkdir Output

mkdir Output/Contigs

mkdir Output/Scaffolds

mkdir Output/Trim_reads

# This is the main loop of the script and it will move each couple

of paired end reads in the Work_folder before running three

different scripts (for trimming, filtering and assembling).

while read fast;

do
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# The sed command is used to name the variables.

varzip1=$(echo $fast)

varzip2=$(echo $fast | sed s/_1.fas/_2.fas/)

# Unzipping the couple of files of interest (read 1 and read 2).

gzip -d $varzip1

gzip -d $varzip2

# Define 2 new variables for unzipped files. They are var1 = read

1 and var2 = read 2.

var1=$(echo $varzip1 | sed s/_1.fastq.gz/_1.fastq/ )

var2=$(echo $varzip2 | sed s/_2.fastq.gz/_2.fastq/ )

# Move unzipped files into Work_folder and define new variable

"pref" that will be used in the scripts. The prefix variable

will be the ID of the sequence, without any extension.

mv $var1 Work_folder && mv $var2 Work_folder

cd Work_folder

pref=$(echo $var2 | sed s/_2.fastq/""/)

# First script for trimming the reads (ConDeTri).

echo ""

echo "======Starting ConDeTri for $pref..."

echo ""

perl $HOME/anaconda3/envs/assembly/bin/condetri.pl -fastq1=$var1

-fastq2=$var2 -prefix=$pref -hq=25 -lq=10 -frac=0.8

-minle\textit{n}=50 -mh=5 -ml=1 -sc=33
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echo ""

echo "======ConDeTri finished for $pref!"

echo ""

# Remove useless files.

rm *stats ; rm *unpaired.fastq

# Define variables for second script.

trim1=$(ls *trim1*)

trim2=$(ls *trim2*)

# Second script for filtering PCR duplicates (FilterPCRdupl).

echo ""

echo "======Starting FilterPCRdupl for $pref..."

echo ""

perl $HOME/anaconda3/envs/assembly/bin/filterPCRdupl.pl

-fastq1=$trim1 -fastq2=$trim2 -prefix=$pref -cmp=50

echo ""

echo "======FilterPCRdupl finished for $pref!"

echo ""

# Trimmed reads are zipped and moved to the Trim_reads folder.

Useless files are removed.

rm *hist

gzip -r *trim*

mv *trim* ../Output/Trim_reads
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# Third script for assembling the reads (SPAdes). Run it and

remove the useless files.

echo ""

echo "======Starting SPAdes assembly of $pref..."

echo ""

python $HOME/anaconda3/envs/assembly/bin/spades.py -t 12 --careful

--only-assembler -1 *uniq1.fastq -2 *uniq2.fastq -o ./$pref

rm *uniq*

echo ""

echo "======SPAdes assembly of $pref is finished!"

echo ""

# Go into the folder created by the script, extract 2 files

(scaffolds and contigs), remove the folder with all the other

files and move the two files in the Output folder.

echo "======Compressing reads $pref and moving files..."

cd $pref

mv contigs.fasta $pref.fasta

mv $pref.fasta ../../Output/Contigs

mv scaffolds.fasta $pref.fasta

mv $pref.fasta ../../Output/Scaffolds && cd ../ && rm -r $pref

# rezip the input files and move them back to the original folder.

gzip -r *.fastq && mv ./* ../

cd ../

done < list

rm list
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B.2.2 Oxford Nanopore-read basecalling and genome assembly

This is a list of commands used to convert Oxford Nanopore sequencing output to fastq files

(basecalling), separate the resulting files according to the isolate they represent (demulti-

plexing) and assemble them. Guppy v 3.6.0 (Wick et al., 2019) was used for basecalling

and demultiplexing. Genome assembly was performed with Uniclycler v 0.4.8 (Wick et al.,

2017).

#MinION sequencing output in fast5 format is converted to fastq

files

guppy_basecaller -r --input_path

/var/lib/MinKNOW/data/nameofexperiment/

nameofsample/subfolder/fast5folder/ --save_path guppy_nameoflibrary

-c dna_r9.4.1_450bps_fast.cfg

#Long MinION reads in fastq format are demultiplexed

guppy_barcoder --input_path ./ --save_path

nameoflibrary_demultiplexed --barcode_kits SQK-RBK004

--trim_barcodes

#Reads are merged and filtered

cat *.fastq > nameofsample_combined.fastq

filtlong --target_bases 500000000 nameofsample_combined.fastq.gz |

gzip > nameofsample_high_quality.fastq.gz

#MinION and Illumina reads are merged to produce a hybrid assembly

unicycler -1 shortread_1.fastq.gz -2 shortread_2.fastq.gz -l

nameofsample_high_quality.fastq.gz -o

nameofsample_hybrid_assembly -t 12

196



Supporting information Chapter 3

B.2.3 MGE detection

The following bash script uses SRST2 (Inouye et al., 2014) to align Illumina paired-end

reads in fastq format to a published database of GAS MGE, referred to as MGE50+.

#!/bin/bash

mkdir MGE-50+;

mkdir MGE-50+/genes;

mkdir MGE-50+/full;

for i in *_1.fastq.gz;

#Capture strain designation, GAS number

do j=‘echo $i | cut -d "_" -f 1‘;

echo "Starting SRST2 processing of reads for strain $j";

#Run SRST2

srst2 --input_pe $j"_1.fastq.gz" $j"_2.fastq.gz"

--gene_max_mismatch 20 --min_coverage 90 --max_divergence 10

--threads 52 --output $j --gene_db

/Users/davide/databases/MGE-50+.fasta;

#Remove .pileup and .bam files

rm *.pileup;

rm *.sorted.bam;

rm *.log;

rm *.scores

mv *_gene*txt MGE-50+/genes;

mv *_full*txt MGE-50+/full;

done
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B.2.4 MLST typing, virulence and AMR gene detection

In this section, all commands used to assign MLST types and identify virulence and AMR

genes are reported. MLST identification was carried out using SRST2 v0.2.0 (Inouye et al.,

2014), while ARIBA v3.1.0 (Hunt et al., 2017) was run to detect virulence and AMR genes.

#SRST2 aligns fastq sequences to a GAS MLST database

srst2 --output test --input_pe *.fastq.gz --mlst_db

Streptococcus_pyogenes.fasta --

mlst_definitions spyogenes.txt --mlst_delimiter ’_’ --threads 12

#ARIBA downloads VFDB (for virulence genes) or CARD (for AMR

genes) database and prepares it for use

ariba getref vfdb_full out.vfdb

ariba prepareref -f out.vfdb.fa -m out.vfdb.tsv\\

out.vfdb.prepareref

#ARIBA aligns paire-end reads to a gene database (in this case

VFDB and CARD)

db_dir=/path/to/reference/database

samples=$(ls *1.fastq.gz)

for samp in $samples; do

samp2=${samp//1.fastq/2.fastq}

outdir=$(echo ${samp//.fastq/} | cut -d/ -f2)

ariba run --force $db_dir $samp $samp2 $outdir

done
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B.2.5 Polymorphism detection and phylogenetic analysis

This section contains information on how to run Snippy v4.4.5 (Seemann, 2015) for poly-

morphism calling and core SNP alignment and IQ-TREE v2.1.4 (Nguyen et al., 2015) for

phylogenetic tree construction. The script snippy-multi, part of the Snippy suite, requires the

preparation of an input file to run. The input file needs to be in tab format and consists of

three separate columns, the first being a list of sequence Ids and the other two the absolute

paths to the files containing the forward and reverse reads for each sequence, respectively.

Once the file is ready, it has to be converted into a script that will run Snippy on each se-

quence.

#Generate a script to run snippy-multi

snippy-multi input.tab --ref Reference.gbk --cpus 16 $>$ runme.sh

sh ./runme.sh

#Produce a core SNP alignment masking MGE regions

snippy-core --mask excluded.bed --ref ref.fa snippy1 snippy2

snippy3 ...

#Construct a maximum-likelihood phylogenetic tree with IQ-TREE

using the best-fit substitution model function

iqtree -s core.aln -m MFP -b 100
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Figure C.1: Streptococcus canis maximum likelihood core single nucleotide polymorphism (SNP)

phylogeny displaying the eighteen core genome SNP (CGS) clusters identified with TreeCluster using

a threshold value of 0.017. For clusters composed of more than one isolate, a summary of the within-

cluster pairwise SNP distance is provided. The pairwise SNP distance between the isolates closest

to the tree root within each of two adjacent clusters is also reported as a measure of between-cluster

distance.
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Figure C.2: Pairwise core single nucleotide polymorphism distances of the 59 Streptococcus canis

whole genome sequences analyzed, arranged according to the host they were isolated from. Black

borders highlight pairwise distances between isolates from the same hosts or category of hosts.
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Figure C.3: Distribution of the 4426 Streptococcus canis genes detected across the whole genome

sequences included in this study. Core genes are indicated in red.
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C.2 List of commands for bioinformatic analyses

C.2.1 Local BLAST search

This script uses BLASTn (Camacho et al., 2009) to align fasta files (in this case assembled S.

canis genomes) to a database of genes (in this case the VFDB full gene database, downloaded

on the 06/10/2021).

#!/usr/local/bin/bash

mkdir output

for file in *.fasta;

do tag=${file%.fasta};

blastn -db ./db/VFDB_setB_nt.fas -query

/Users/davide/Desktop/S.canis/virulence_factors/blast_new/"$tag".fasta

-perc_identity 20 -outfmt 5 -out ./output/"$tag".xml

done

C.2.2 MLST, TreeCluster and AU test

The following commands were used to assign MLST types and CGS types with mlst

(https://github.com/tseemann/mlst) and TreeCluster (Balaban et al., 2019), re-

spectively. Below, the command used to perform the AU statistical test (Shimodaira, 2002)

to compare tree topologies with IQTREE (Nguyen et al., 2015) is reported too.

#mlst assigns MLST types to WGS in fasta format

mlst *.fasta > mlst.csv

#TreeCluster finds clusters of isolates with less than 1000

pairwise core SNP of difference in the phylogenetic tree

TreeCluster.py -i core.aln.treefile -t 0.017 -m max

#The unconstrained phylogenetic tree and the two constrained
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phylogenies are first concatenated into a single file and then

tested using the AU test

cat core.aln.treefile core_MLST_constrained.treefile

core_SCM_constrained.treefile > phylogenies.treels

iqtree -s core.aln -m TVM+F+ASC+R2 -z phylogenies.treels -n 0 -zb

10000 -au

C.2.3 Pangenome analysis and accessory genome network

The commands reported in this section were used to annotate S. canis genome assemblies

using Prokka (Seemann, 2014), generate a S. canis pangenome with Panaroo (Tonkin-Hill

et al., 2020) and carry out a pan-GWAS analysis using Scoary (Brynildsrud et al., 2016).

#Prokka annotates assemblies

mkdir annotations

run_prokka -i *.fasta -o annotations

#Panaroo generates a pangenome using the annotated genomes

produced by Prokka

mkdir results

panaroo -i *.gff -o results --clean-mode strict

#Scoary performs a pan-GWAS analysis looking for associations

between genomic traits and host species

scoary -g gene_presence_absence_roary.csv -t

hostgroup_membership.csv -p 1E-5 -c BH --no_pairwise
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C.2.4 Accessory genome network

The commands shown below were used to create a network based on the presence/absence

of accessory genes in the 59 S. canis WGS analysed.

#GraPPLE re-formats the gene_presence_absence_roary.csv produced

by Panaroo

gene_matrix_to_binary.py -i gene_presence_absence_roary.csv -o

output --start_col 15 --delimiter ,

#GraPPLE generate a network based on presence/absence of genes

python pw_similarity.py -i binary_presc_absc.tsv -o example1 -r

"isolates" -s "jaccard" -f 0.715 -t 2

#Metadata (specifically concerning host species) are added to the

network

metadata_to_layout.py -l acc_gene_dist_isols_pw_sim.layout -m

gene_info.tsv -r "copy" -s headers.txt
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D.1 R codes

In this section, all pieces of R code used to produce the visualizations assessed in Chapter 5

are reported.

D.1.1 Yearly incidence of iGAS disease

The following pieces of code were written to produce Figures 5.1A and B:

incidence<-read.csv("iGAS_incidence.csv")

A<-ggplot(incidence, aes(x = Year, y = Incidence, fill=as.factor(Year))) +

geom_histogram(stat = "identity") +

scale_x_continuous(breaks = c(2014,2015,2016,2017,2018,2019)) +

scale_y_continuous(limits = c(0, 8.5)) +

scale_fill_manual(values= c("royalblue2", "royalblue2", "royalblue2",

"royalblue2", "royalblue2", "royalblue2")) +

theme_bw()+

labs(x = "", y = "Cases per 100,000 people") +

theme(panel.grid = element_blank(),

legend.position = "none",

axis.text = element_text(size = 20),

axis.title = element_text(size = 20, face = "plain"),
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plot.title = element_text(size = 20, hjust = 0.5, face = "bold"))

B<-ggplot(incidence, aes(x=Year, y=Incidence,

group=Disease, color=Disease)) +

geom_line() +

geom_point() +

theme_minimal() +

ylab("Cases per 100.000 people") +

xlab(NULL) +

theme(axis.text = element_text(size = 20),

axis.title = element_text(size = 20, face = "plain"),

legend.text = element_text(size=20), legend.title =

element_text(size=20)) +

expand_limits(y=0)

D.1.2 Monthly incidence of iGAS disease

The following pieces of code were written to produce Figures 5.2A, B and C:

months <- read.csv("date_coll.csv")

dates <- months$Date

i <- incidence(as.Date(dmy(dates)), interval = "1 month")

b <- make_breaks(i, n_breaks = 12, labels_week = FALSE)

A <- plot(i, color="navyblue", xlab = "",

ylab = "Confirmed new cases") +

scale_x_incidence(i, n_breaks = 12, labels_week = FALSE) +

scale_x_date(breaks=b$breaks, labels = date_format("%d %b %Y")) +

theme_bw() + theme(panel.background = element_rect(fill = "white"),

axis.text.x = element_text(angle = 45, hjust = 1, size = 18),

axis.text.y = element_text(size=18),

legend.title = element_blank(),
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axis.title=element_text(size=20))

i <- incidence(as.Date(dmy(dates)), interval = "1 month", group = months$Year)

b <- make_breaks(i, n_breaks = 12, labels_week = FALSE)

pal <- wes_palette("Darjeeling1", 6, type = "continuous")

B <- plot(i, color= pal, xlab = "", ylab = "Confirmed new cases") +

scale_x_incidence(i, n_breaks = 12, labels_week = FALSE) +

scale_x_date(breaks=b$breaks,

labels = date_format("%d %b %Y")) +

theme(panel.background = element_rect(fill = "white"),

axis.text.x = element_text(angle = 45, hjust = 1, size = 18),

axis.text.y = element_text(size=18),

legend.title = element_blank(),

axis.title=element_text(size=20),

legend.text = element_text(size=16))

month_cases<-read.csv("month_cases.csv")

month_cases %>% mutate(Month = fct_relevel(Month,

"Jan","Feb","Mar","Apr","May","Jun","Jul","Aug","Sep","Oct","Nov","Dec"))

month_cases$Month<- factor(month_cases$Month, levels=c

("Jan","Feb","Mar","Apr","May","Jun","Jul","Aug","Sep","Oct","Nov","Dec"))

month_cases$Year<-as.factor(month_cases$Year)

C <- ggplot(month_cases, aes(x=Month, y=Cases, group=Year, color=Year))+

geom_line() + geom_point() +

scale_color_manual(values= c("#FF0000","#32806E", "#91A737", "#F49C00",

"#D98F2A", "#5BBCD6")) +

theme_minimal() +

ylab("Confirmed new cases") +

xlab(NULL)+
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theme(axis.text = element_text(size = 18),

axis.title = element_text(size=20),

legend.text = element_text(size=16),

legend.title = element_blank())

D.1.3 Incidence of iGAS disease in different age groups

The following pieces of code were written to produce Figures 5.3A, B and C:

agegroups<-read.csv("age_incidence.csv")

A <- ggplot(agegroups, aes(x=Age, y=Incidence)) +

geom_boxplot(aes(fill=Age)) + theme_bw() +

scale_fill_manual(values=wes_palette("Zissou1",

10, type = "continuous")) + labs(x="\n Age groups",

y= "Cases per 100.000 people \n") +

theme(axis.text = element_text(size = 18),

axis.title = element_text(size = 20, face = "plain"),

panel.grid = element_blank(),

plot.margin = unit(c(1,1,1,1), units = , "cm"),

legend.position = "none”)

agegroups$Year<-as.factor(agegroups$Year)

p <- agegroups %>%

mutate(Age = fct_relevel(Age,

"0-4", "5-9", "10-19",

"20-29", "30-39", "40-49",

"50-59", "60-69", "70-79", "≥80"))

agegroups$Age<- factor(agegroups$Age,

levels = c("0-4", "5-9", "10-19", "20-29",

"30-39", "40-49", "50-59", "60-69", "70-79", "≥80"))
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B <- ggplot(p, aes(x=Age, y=Incidence, fill=Year))+

geom_boxplot(fill="white", outlier.shape = NA, colour=’gray48’) +

geom_dotplot(binaxis=’y’, stackdir = ’center’, binpositions = ’all’,

stackgroups = TRUE, stackratio=1.5, dotsize = 0.6, binwidth=0.5) +

theme_classic() +

labs(x="\n Age groups", y= "Cases per 100.000 people \n") +

theme(axis.text = element_text(size = 18),

axis.title = element_text(size = 20, face = "plain"),

legend.key.size = unit(0.8, ’cm’),

legend.key.height = unit(0.8, ’cm’),

legend.key.width = unit(0.8, ’cm’),

legend.title = element_blank(),

legend.text = element_text(size=18))

C <- ggplot(p, aes(x=Age, y=Incidence)) +

geom_dotplot(binaxis=’y’, stackdir = ’center’, binpositions = ’all’,

stackgroups = TRUE, stackratio=1.5, dotsize = 0.6, binwidth=0.5) +

theme_bw() + labs(x="\n Age groups", y= "Cases per 100.000 people \n") +

theme(axis.text = element_text(size = 18),

axis.title = element_text(size = 20, face = "plain"),

legend.key.size = unit(0.8, ’cm’),

legend.key.height = unit(0.8, ’cm’),

legend.key.width = unit(0.8, ’cm’),

legend.title = element_text(size=12),

legend.text = element_text(size=18))

D.1.4 Emm type-specific invasive disease burden

The following pieces of code were written to produce Figures 5.4A, B and C:
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emm<-read.csv("emm_types.csv")

emm %>%

mutate(emm_type = fct_relevel(emm_type,

"emm1", "emm89", "emm12", "emm4", "emm76", "emm3.93",

"emm28", "emm75", "emm83.13", "emm3.1", "emm5.23",

"emm6", "emm87", "emm11", "emm44", "Other"))

emm$emm_type<- factor(emm$emm_type, levels=c ("emm1", "emm89", "emm12",

"emm4", "emm76", "emm3.93", "emm28", "emm75", "emm83.13", "emm3.1",

"emm5.23", "emm6", "emm87", "emm11", "emm44", "Other"))

emm$year<-as.factor(emm$year)

A <- ggplot(emm, aes(x=emm_type, y=cases, fill=year)) +

geom_bar(position="dodge", stat="identity") +

scale_fill_manual(values = wes_palette("Zissou1", 6, type = "continuous")) +

facet_grid(year∼.) + theme_bw() +

theme(legend.position="none",

axis.text.x = element_text(angle = 45, hjust = 1, size = 18),

axis.text.y = element_text(size=16),

axis.title=element_text(size=20),

strip.text.y = element_text(size = 16)) +

labs(x = "", y = "Number of cases”)

emm2<-read.csv("emm2.csv")

emm2 %>%

mutate(emm_type = fct_relevel(emm_type,

"emm1", "emm89", "emm12", "emm4", "emm76", "emm3.93",

"emm28", "emm75", "emm83.13", "emm3.1",

"emm5.23", "emm6", "emm87", "emm11", "emm44", "Other"))
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emm2$emm_type<- factor(emm2$emm_type,

levels=c ("emm1", "emm89", "emm12","emm4",

"emm76", "emm3.93", "emm28", "emm75", "emm83.13",

"emm3.1", "emm5.23", "emm6", "emm87", "emm11", "emm44", "Other"))

emm2$year<-as.factor(emm2$year)

emmNew <- emm2 %>% group_by(year, emm_type) %>%

summarize(count = n()) %>%

mutate(pct = count/sum(count))

B <- ggplot(emmNew, aes(emm_type, pct)) +

geom_bar(stat = ’identity’) +

scale_y_continuous(labels = scales::percent) +

facet_grid(year∼.) + theme_classic() +

theme(legend.position="none",

axis.text.x = element_text(angle = 45, hjust = 1, size = 18),

axis.text.y = element_text(size=15),

axis.title=element_text(size=20),

strip.text.y = element_text(size = 16)) +

labs(x = "", y = "Relative frequency”)

C <- ggplot(emmNew, aes(x=year, y=pct, fill=factor(emm_type))) +

geom_bar(stat = "identity", width = 0.7) +

geom_col(position = position_stack(reverse = TRUE)) +

scale_y_continuous(labels=scales::percent) +

scale_fill_manual(values=c("dodgerblue2", "#E31A1C",

"green4", "#6A3D9A", "#FF7F00", "black", "#FB9A99", "gold1",

"skyblue2", "palegreen2", "#CAB2D6", "#FDBF6F", "gray70",

"khaki2", "maroon", "orchid1")) +

labs(x = "", y = "Relative frequency", fill = "") +
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guides(fill = guide_legend(reverse=TRUE)) +

theme_classic() + theme(panel.grid = element_blank(),

axis.text.x = element_text(angle = 45, hjust = 1, size = 18),

axis.text.y = element_text(size=16),

axis.title.y = element_text(size=20),

legend.title = element_text(size=14), legend.text = element_text(size=16))

D.1.5 Online survey

In the following pages a copy of the online survey used in this study is reported.
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1.

Mark only one oval.

Other:

Public health

Clinical microbiology

Microbiology laboratory

Infectious disease

Yearly incidence of iGAS disease in Scotland

Yearly incidence of iGAS disease in Scotland
A (Bar chart) - Yearly incidence of iGAS disease in the Scottish population from 2014 to 2019, expressed as cases per 100,000 people. 
B (Line chart) - Pink line - Yearly incidence of iGAS disease in the Scottish population from 2014 to 2019, expressed as cases per 100,000 people.  Blue line –Mean weekly 
incidence of con�rmed hospitalised cases of in�uenza expressed as cases per 100,000 people in the �u season from 2015 to 2019. In�uenza data are collected by the 
USISS (UK Severe In�uenza Surveillance Systems) sentinel scheme “which is a sentinel network of acute trusts in England who report weekly aggregate numbers on 
laboratory con�rmed in�uenza hospital admissions at all levels of care”.

Assessment of different visualisation options to describe the epidemiology of
invasive Group A Streptococcus (iGAS) disease in Scotland
In each of the following sections you will be presented with a few different �gures that display one dataset. You will be asked a series of multiple choice and short open 
questions to appraise the available options. Your feedback will be later used to produce a new �gure for each dataset and to draw conclusions regarding data 
visualisation in the public health sector.   

*Required

Before starting, we would like to know which one of the following disciplines better describes your day-to-day occupation *
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Yearly incidence of iGAS disease in Scotland - Bar chart

Bar chart
Yearly incidence of iGAS disease in the Scottish population from 2014 to 2019, expressed as cases per 100,000 people.

2.

Mark only one oval.

Other:

Simple and effective

Basic and unremarkable

Yearly incidence of iGAS disease in Scotland - Line chart

Line chart
Pink line - Yearly incidence of iGAS disease in the Scottish population from 2014 to 2019, expressed as cases per 100,000 people.  Blue line –Mean weekly incidence of 
con�rmed hospitalised cases of in�uenza expressed as cases per 100,000 people in the �u season from 2015 to 2019. In�uenza data are collected by the USISS (UK Severe 
In�uenza Surveillance Systems) sentinel scheme “which is a sentinel network of acute trusts in England who report weekly aggregate numbers on laboratory con�rmed 
in�uenza hospital admissions at all levels of care”.

This figure is purposefully plain (monochromic, blank background, only one variable displayed). Which one of the following statements better describes
this figure from your point of view?

*
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3.

Mark only one oval.

Other:

Helpful

Distracting

Yearly incidence of iGAS disease in Scotland - Figures combined

Yearly incidence of iGAS disease in Scotland
A - Yearly incidence of iGAS disease in the Scottish population from 2014 to 2019, expressed as cases per 100.000 people. 
B - Pink line - Yearly incidence of iGAS disease in the Scottish population from 2014 to 2019, expressed as cases per 100,000 people.  Blue line –Mean weekly incidence of 
con�rmed hospitalised cases of in�uenza expressed as cases per 100,000 people in the �u season from 2015 to 2019. In�uenza data are collected by the USISS (UK Severe 
In�uenza Surveillance Systems) sentinel scheme “which is a sentinel network of acute trusts in England who report weekly aggregate numbers on laboratory con�rmed 
in�uenza hospital admissions at all levels of care”.

4.

Incidence data regarding hospitalisation due to Influenza are displayed as a means of comparison for iGAS disease incidence. Do you find this choice
helpful to contextualise iGAS epidemiological data or distracting?

*

For the bar chart, name one change that could improve it *

222



5.

Monthly burden of iGAS disease

Monthly burden of iGAS disease
A (Monochromic histogram), B (Coloured histogram), C (Line chart) - Monthly burden of iGAS disease in the Scottish population from 2014 to 2019 expressed as number of 
con�rmed new cases per month. 

Monthly burden of iGAS disease - Monochromic histogram

Monochromic histogram
Monthly burden of iGAS disease in the Scottish population from 2014 to 2019 expressed as number of con�rmed new cases per month. 

For the line chart, name one change that could improve it *
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6.

Mark only one oval.

Other:

Useful

Distractive

Monthly burden of iGAS disease - Coloured histogram

Coloured histogram
Monthly burden of iGAS disease in the Scottish population from 2014 to 2019 expressed as number of con�rmed new cases per month.

7.

Mark only one oval.

Yes

No

Monthly burden of iGAS disease - Line chart

Is the background grid a useful or distractive element in this figure? *

Compared to the monochromic histogram, colours were used here to mark the passing of time. Would you consider this an improvement from the
monochromic version?

*
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Line chart
Monthly burden of iGAS disease in the Scottish population from 2014 to 2019 expressed as number of con�rmed new cases per month.

8.

Mark only one oval.

It is a good way to compare the seasonal trends of iGAS disease across the six years considered

It is hard to detect the disease burden in a speci�c point in time

Monthly burden of iGAS disease - Combined figures

Monthly burden of iGAS disease
A (Monochromic histogram), B (Coloured histogram), C (Line chart) - Monthly burden of iGAS disease in the Scottish population from 2014 to 2019 expressed as number of 
con�rmed new cases per month. 

9.

Mark only one oval.

A

B

C

Incidence of iGAS disease in different age groups

Line chart - Which one of the following statements better reflects your opinion on this figure? *

Did you notice any seasonal trend in iGAS disease? if so, which visualisation better displays it? *
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Incidence of iGAS disease in different age groups
A (Box plot), B (Dot/box plot), C (Dot plot) - Age-speci�c incidence of iGAS disease in the Scottish population from 2014 to 2019 expressed as number of cases per 100.000 
people per year. 

Incidence of iGAS disease in different age groups - Box plot

Box plot
Age-speci�c incidence of iGAS disease in the Scottish population from 2014 to 2019 expressed as number of cases per 100.000 people per year. 

10.

Mark only one oval.

The use of colours attracted my attention and helped me to focus on the data displayed

The use of colours is super�uous and distracted me from the data displayed

Incidence of iGAS disease in different age groups - Dot/box plot

Dot/box plot
Age-speci�c incidence of iGAS disease in the Scottish population from 2014 to 2019 expressed as number of cases per 100.000 people per year.

In this figure colours are used purely for aesthetical reasons (they are not supposed to communicate any message). Which of the following statements
do you agree with?

*
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11.

Mark only one oval.

Yes, it is important to know the age-speci�c incidence in each year considered

Yes, but the colours make the �gure hard to interpret

No, what really matters is the average age-speci�c incidence

Incidence of iGAS disease in different age groups - Dot plot

Dot plot

Dot plot
Age-speci�c incidence of iGAS disease in the Scottish population from 2014 to 2019 expressed as number of cases per 100.000 people per year.

12.

Tick all that apply.

I like it - in data communication less is always more
It is incomplete - it is communicating only part of the available data
It is too plain - I don't feel compelled to give it my attention
It is simple and easy to interpret - I �nd it more effective than a busy �gure with a lot of details

Incidence of iGAS disease in different age groups - Figures combined

In this figure you can visualise the age-specific incidence of iGAS disease for each of the six years considered. Do you consider this additional detail
relevant?

*

Dot plot - In this figure simplicity is prioritised over details. Each dot represents an age-specific measurement in one of the six years considered but it
is impossible to tell which year it refers to.  Which of the following descriptions reflect your opinion about this figure? You can choose more than one
answer

*
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Incidence of iGAS disease in different age groups
A (Box plot), B (Dot/box plot), C (Dot plot) - Age-speci�c incidence of iGAS disease in the Scottish population from 2014 to 2019 expressed as number of cases per 100.000 
people per year. 

13.

Mark only one oval.

A

B

C

Emm type-specific invasive disease burden
GAS strains are divided in emm types, which can be considered sub-populations within the species 

Emm type-specific invasive disease burden
A (Coloured bar chart) - Absolute frequency of isolation of the 15 most common emm types circulating in Scotland from 2014 to 2019. 
B (Black and white bar chart), C (Stacked bar chart) - Relative frequency of isolation of the 15 most common emm types circulating in Scotland from 2014 to 2019. 

Emm type-specific invasive disease burden - Bar charts

Which of the three options better shows the difference in iGAS disease incidence across age groups? *
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Coloured bar chart
Absolute frequency of isolation of the 15 most common emm types circulating in Scotland from 2014 to 2019.
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Black and white bar chart
Relative frequency of isolation of the 15 most common emm types circulating in Scotland from 2014 to 2019. 

14.

Mark only one oval.

Absolute frequency (coloured bar chart)

Relative frequency (black and white bar chart)

15.

Emm type-specific invasive disease burden - Stacked bar chart

Stacked bar chart
Relative frequency of isolation of the 15 most common emm types circulating in Scotland from 2014 to 2019. 

16.

17.

Emm type-specific invasive disease burden - Figures combined

The emm-specific disease burden is expressed in a different way in each figure. Which option do you find more appropriate for this dataset? *

Focussing on the background and colour choice, which one of the two do you prefer? Can you provide a brief explanation for your choice? *

Name one positive attribute about this figure. *

Name one negative attribute about this figure. *
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Emm type-specific invasive disease burden
A (Coloured bar chart) - Absolute frequency of isolation of the 15 most common emm types circulating in Scotland from 2014 to 2019. 
B (Black and white bar chart), C (Stacked bar chart) - Relative frequency of isolation of the 15 most common emm types circulating in Scotland from 2014 to 2019. 

18.

Mark only one oval.

Coloured bar chart

Black and white bar chart

Stacked bar chart

Phylogeny

The following core single nucleotide polymorphisms (SNPs) phylogenetic trees represent the evolutionary relatedness of GAS isolates belonging 
to the same emm type, emm 5.23. All the isolates were collected in city-X and city-Y between 2012 and 2021. For ease of interpretation, the part 
of the tree dominated by city-X isolates is called "Phylo-group A" and the one dominated by city-Y isolates is called "Phylo-group B".

Circular tree

Overall, which one of the three options better represent the fluctuations in emm-specific disease burden? *
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Rectangular tree

19.

Mark only one oval.

Circular tree

Rectangular tree

20.

Mark only one oval.

Circular tree

Rectangular tree

Which one of the trees do you find more captivating? *

Which one of the two trees do you find easier to read and interpret? *
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21.

This content is neither created nor endorsed by Google.

Do you think both trees display exactly the same information? If not could you tell the difference between them? *

 Forms
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Zalewski, W. (2015). Streptococcus canis is able to establish a persistent udder infection

in a dairy herd. Journal of dairy science, 98(10):7090–7096.

Kruger, E. F., Byrne, B. A., Pesavento, P., Hurley, K. F., Lindsay, L. L., and Sykes, J. E.

(2010). Relationship between clinical manifestations and pulsed-field gel profiles of strep-

tococcus canis isolates from dogs and cats. Veterinary microbiology, 146(1-2):167–171.

Krum, R. (2013). Cool infographics: Effective communication with data visualization and

design. John Wiley & Sons.

Krzywinski, M. and Altman, N. (2014). Visualizing samples with box plots.

Kumar, S., Stecher, G., Li, M., Knyaz, C., and Tamura, K. (2018). Mega x: molecular evo-

lutionary genetics analysis across computing platforms. Molecular biology and evolution,

35(6):1547–1549.

Lacave, G., Coutard, A., Troché, G., Augusto, S., Pons, S., Zuber, B., Laurent, V., Amara,

M., Couzon, B., Bédos, J.-P., et al. (2016). Endocarditis caused by streptococcus canis:

an emerging zoonosis? Infection, 44(1):111–114.

Lagace-Wiens, P. R., Rubinstein, E., and Gumel, A. (2010). Influenza epidemiology—past,

present, and future. Critical care medicine, 38:e1–e9.

Lam, M. M., Clarridge, J. E., Young, E., and Mizuki, S. (2007). The other group g strepto-

coccus: increased detection of streptococcus canis ulcer infections in dog owners. Journal

of clinical microbiology, 45(7):2327–2329.

Lamagni, T., Darenberg, J., Luca-Harari, B., Siljander, T., Efstratiou, A., Henriques-

Normark, B., Vuopio-Varkila, J., Bouvet, A., Creti, R., Ekelund, K., et al. (2008a). Epi-

demiology of severe streptococcus pyogenes disease in europe. Journal of clinical micro-

biology, 46(7):2359–2367.

260



REFERENCES

Lamagni, T., Efstratiou, A., Vuopio-Varkila, J., Jasir, A., and Schalen, C. (2005). The epi-

demiology of severe streptococcus pyogenes associated disease in europe. Euro surveil-

lance: bulletin Europeen sur les maladies transmissibles= European communicable dis-

ease bulletin, 10(9):9–10.

Lamagni, T., Neal, S., Keshishian, C., Alhaddad, N., George, R., Duckworth, G., Vuopio-

Varkila, J., and Efstratiou, A. (2008b). Severe streptococcus pyogenes infections, united

kingdom, 2003–2004. Emerging infectious diseases, 14(2):202.

Lamagni, T., Neal, S., Keshishian, C., Hope, V., George, R., Duckworth, G., Vuopio-

Varkila, J., and Efstratiou, A. (2008c). Epidemic of severe streptococcus pyogenes infec-

tions in injecting drug users in the uk, 2003–2004. Clinical microbiology and infection,

14(11):1002–1009.

Lamagni, T., Tyrrell, G., Lovgren, M., Siljander, T., Lyytikäinen, O., Vuopio-Varkila, J.,

Van Beneden, C., Martin, D., and Efstratiou, A. (2009). Seasonal patterns of invasive

streptococcus pyogenes disease in the northern hemisphere: P1534. Clinical Microbiology

& Infection, 15(4).

Lamb, L. E., Sriskandan, S., and Tan, L. K. (2015). Bromine, bear-claw scratch fasciotomies,

and the eagle effect: management of group a streptococcal necrotising fasciitis and its

association with trauma. The Lancet Infectious Diseases, 15(1):109–121.

Lamm, C. G., Ferguson, A., Lehenbauer, T. W., and Love, B. (2010). Streptococcal infection

in dogs: a retrospective study of 393 cases. Veterinary pathology, 47(3):387–395.

Lancefield, R. C. (1933). A serological differentiation of human and other groups of

hemolytic streptococci. Journal of experimental medicine, 57(4):571–595.

Lancefield, R. C. (1962). Current knowledge of type-specific m antigens of group a strepto-

cocci. The Journal of Immunology, 89(3):307–313.

Lappin, E. and Ferguson, A. J. (2009). Gram-positive toxic shock syndromes. The Lancet

infectious diseases, 9(5):281–290.

261



REFERENCES

Laupland, K. B., Ross, T., Church, D., and Gregson, D. (2006). Population-based surveil-

lance of invasive pyogenic streptococcal infection in a large canadian region. Clinical

microbiology and infection, 12(3):224–230.

Le, V. T. M. and Diep, B. A. (2013). Selected insights from application of whole genome

sequencing for outbreak investigations. Current opinion in critical care, 19(5):432.

Le Breton, Y., Belew, A. T., Valdes, K. M., Islam, E., Curry, P., Tettelin, H., Shirtliff, M. E.,

El-Sayed, N. M., and McIver, K. S. (2015). Essential genes in the core genome of the

human pathogen streptococcus pyogenes. Scientific reports, 5(1):1–13.

Lederman, Z., Leskes, H., and Brosh-Nissimov, T. (2020). One health and streptococcus

canis in the emergency department: A case of cellulitis and bacteremia in an immunocom-

promised patient treated with etanercept. The Journal of emergency medicine, 58(3):e129–

e132.

Lee, I. P. A. and Andam, C. P. (2022). Frequencies and characteristics of genome-wide re-

combination in streptococcus agalactiae, streptococcus pyogenes, and streptococcus suis.

Scientific reports, 12(1):1–11.

Lefébure, T., Richards, V. P., Lang, P., Pavinski-Bitar, P., and Stanhope, M. J. (2012). Gene

repertoire evolution of streptococcus pyogenes inferred from phylogenomic analysis with

streptococcus canis and streptococcus dysgalactiae. PloS one, 7(5):e37607.

Lei, B., DeLeo, F. R., Hoe, N. P., Graham, M. R., Mackie, S. M., Cole, R. L., Liu, M.,

Hill, H. R., Low, D. E., Federle, M. J., et al. (2001). Evasion of human innate and ac-

quired immunity by a bacterial homolog of cd11b that inhibits opsonophagocytosis. Na-

ture medicine, 7(12):1298.

Leonard, A., Wright, A., Saavedra-Campos, M., Lamagni, T., Cordery, R., Nicholls, M.,

Domoney, C., Sriskandan, S., and Balasegaram, S. (2019). Severe group a streptococcal

infections in mothers and their newborns in london and the south east, 2010–2016: assess-

ment of risk and audit of public health management. BJOG: An International Journal of

Obstetrics & Gynaecology, 126(1):44–53.

262



REFERENCES

Lepoutre, A., Doloy, A., Bidet, P., Leblond, A., Perrocheau, A., Bingen, E., Trieu-Cuot, P.,

Bouvet, A., Poyart, C., Lévy-Bruhl, D., et al. (2011). Epidemiology of invasive streptococ-

cus pyogenes infections in france in 2007. Journal of clinical microbiology, 49(12):4094–

4100.

Letunic, I. and Bork, P. (2021). Interactive tree of life (itol) v5: an online tool for phyloge-

netic tree display and annotation. Nucleic acids research, 49(W1):W293–W296.

Levy, M., Johnson, C. G., and Kraa, E. (2003). Tonsillopharyngitis caused by foodborne

group a streptococcus: a prison-based outbreak. Clinical infectious diseases, 36(2):175–

182.

Ligozzi, M., Bernini, C., Bonora, M. G., De Fatima, M., Zuliani, J., and Fontana, R. (2002).

Evaluation of the vitek 2 system for identification and antimicrobial susceptibility testing

of medically relevant gram-positive cocci. Journal of clinical microbiology, 40(5):1681–

1686.

Lim, S. C., Knight, D., and Riley, T. V. (2019). Clostridium difficile and one health. Clinical

Microbiology and Infection.

Lindsay, D., Brown, A., Scott, K., Denham, B., Thom, L., Rundell, G., Ure, R., Jones,

B., and Smith, A. (2016). Circulating emm types of streptococcus pyogenes in scotland:

2011-2015. Journal of medical microbiology, 65(10):1229.

Liu, B., Zheng, D., Jin, Q., Chen, L., and Yang, J. (2019). Vfdb 2019: a compara-

tive pathogenomic platform with an interactive web interface. Nucleic acids research,

47(D1):D687–D692.

Loof, T. G., Deicke, C., and Medina, E. (2014). The role of coagulation/fibrinolysis during

streptococcus pyogenes infection. Frontiers in cellular and infection microbiology, 4:128.

Lopez, A. D. (2010). Sharing data for public health: where is the vision? Bulletin of the

World Health Organization, 88(6):467–467.

Love, M. I., Huber, W., and Anders, S. (2014). Moderated estimation of fold change and

dispersion for rna-seq data with deseq2. Genome biology, 15(12):1–21.

263



REFERENCES

Luca-Harari, B., Darenberg, J., Neal, S., Siljander, T., Strakova, L., Tanna, A., Creti, R.,

Ekelund, K., Koliou, M., Tassios, P. T., et al. (2009). Clinical and microbiological charac-

teristics of severe streptococcus pyogenes disease in europe. Journal of clinical microbi-

ology, 47(4):1155–1165.

Luca-Harari, B., Ekelund, K., Van Der Linden, M., Staum-Kaltoft, M., Hammerum, A. M.,

and Jasir, A. (2008). Clinical and epidemiological aspects of invasive streptococcus pyo-

genes infections in denmark during 2003 and 2004. Journal of clinical microbiology,

46(1):79–86.

Luck, S. J., Hollingworth, A., et al. (2008). Visual memory. OUP USA.

Lukomski, S., Nakashima, K., Abdi, I., Cipriano, V. J., Shelvin, B. J., Graviss, E. A.,

and Musser, J. M. (2001). Identification and characterization of a second extracellular

collagen-like protein made by group astreptococcus: Control of production at the level of

translation. Infection and immunity, 69(3):1729–1738.

Lynskey, N. N., Jauneikaite, E., Li, H. K., Zhi, X., Turner, C. E., Mosavie, M., Pearson,

M., Asai, M., Lobkowicz, L., Chow, J. Y., et al. (2019). Emergence of dominant toxi-

genic m1t1 streptococcus pyogenes clone during increased scarlet fever activity in eng-

land: a population-based molecular epidemiological study. The Lancet Infectious Dis-

eases, 19(11):1209–1218.

Lyon, W. R., Gibson, C. M., and Caparon, M. G. (1998). A role for trigger factor and an

rgg-like regulator in the transcription, secretion and processing of the cysteine proteinase

of streptococcus pyogenes. The EMBO journal, 17(21):6263–6275.

Lysková, P., Vydržalová, M., Královcová, D., Mazurová, J., et al. (2007a). Identification and

antimicrobial susceptibility of bacteria and yeasts isolated from healthy dogs and dogs

with otitis externa. Journal of Veterinary Medicine Series A, 54(10):559–563.

Lysková, P., Vydržalová, M., Královcová, D., Mazurová, J., et al. (2007b). Prevalence and

characteristics of streptococcus canis strains isolated from dogs and cats. Acta Veterinaria

Brno, 76(4):619–625.

264



REFERENCES

Maddocks, S. E., Wright, C. J., Nobbs, A. H., Brittan, J. L., Franklin, L., Strömberg, N.,

Kadioglu, A., Jepson, M. A., and Jenkinson, H. F. (2011). Streptococcus pyogenes anti-

gen i/ii-family polypeptide aspa shows differential ligand-binding properties and mediates

biofilm formation. Molecular microbiology, 81(4):1034–1049.

Magee, J., Hindmarch, J., Burnett, I., and Pease, A. (1989). Epidemiological typing of

streptococcus pyogenes by pyrolysis mass spectrometry. Journal of medical microbiology,

30(4):273–278.

Magee, J., Hindmarch, J., and Nicol, C. (1991). Typing of streptococcus pyogenes by pyrol-

ysis mass spectrometry. Journal of medical microbiology, 35(5):304–306.

Magiorakos, A.-P., Srinivasan, A., Carey, R., Carmeli, Y., Falagas, M., Giske, C., Harbarth,

S., Hindler, J., Kahlmeter, G., Olsson-Liljequist, B., et al. (2012). Multidrug-resistant,

extensively drug-resistant and pandrug-resistant bacteria: an international expert proposal

for interim standard definitions for acquired resistance. Clinical microbiology and infec-

tion, 18(3):268–281.

Mahida, N., Beal, A., Trigg, D., Vaughan, N., and Boswell, T. (2014). Outbreak of invasive

group a streptococcus infection: contaminated patient curtains and cross-infection on an

ear, nose and throat ward. Journal of Hospital Infection, 87(3):141–144.

Mahmmod, Y., Klaas, I., Katholm, J., Lutton, M., and Zadoks, R. (2015). Molecular epi-

demiology and strain-specific characteristics of streptococcus agalactiae at the herd and

cow level. Journal of dairy science, 98(10):6913–6924.

Malbruny, B., Werno, A. M., Murdoch, D. R., Leclercq, R., and Cattoir, V. (2011). Cross-

resistance to lincosamides, streptogramins a, and pleuromutilins due to the lsa (c) gene

in streptococcus agalactiae ucn70. Antimicrobial Agents and Chemotherapy, 55(4):1470–

1474.
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