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This thesis should appeal to several audiences. The literature re-
views and empirical examinations will aid economists and academic
researchers in navigating the literature and will be valuable for their
work. Practitioners and forecasters at central banks and commercial
companies are likewise interested in learning which predictors, mod-
els, and approaches accurately estimate currency rates. Policymakers,
for whom the success of policy choices depends heavily on accurate
projections, should also be interested in our review of the current
state of the research. Lastly, the regular coverage of exchange rate
predictions in the media suggests that this study might be applicable
outside academic and policy circles.

This thesis studies two aspects of international economics: inter-
national finance and international trade, and it is organised as fol-
lows: Part I provides an in-depth description of the background re-
search that formed the basis for this thesis. Part II consists of three
empirically-based original chapters that are independent of one an-
other and each make a unique contribution to the international eco-
nomics literature. In the Appendix, more technical theories, such as
machine learning and decomposition analysis, are described in greater
detail.
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1
I N T R O D U C T I O N T O T H E T H E S I S

Multiple audiences should find this theory compelling. The literature
reviews and empirical analysis will be helpful to economists and aca-
demic researchers in their work and in navigating the literature. The
best predictors, models, and methodologies for estimating currency
rates are of interest to practitioners and forecasters in central banks
and commercial organisations. Our analysis of the status of the re-
search should also be interesting to policymakers, for whom the ef-
fectiveness of policy decisions strongly rests on accurate estimates.
Last but not least, given how frequently exchange rate forecasts are
covered in the media, this study may have relevance outside of the
realms of academia and public policy.

International economics has always been significant; each century
presents its own unique economic and political issues and challenges,
and each century introduces new instruments and methodologies; the
21

st century is no exception. This is a period of global financial cri-
sis, economic turmoil in many developed nations, rising trade bar-
riers, currency crises, Brexit, COVID-19, climate change, and most
recently, the Ukrainian-Russian conflict. All of these issues have pre-
sented challenges for policymakers and business leaders involved in
international trade and finance. Corporate managers, central bankers,
and students must be interested in the intricate interrelationships
between trade policies, central bank activities, and changes in gov-
ernment spending and taxation on interest rates, prices, exchange
rates, and economic activity. However, this is also the time when ma-
chine learning, high-frequency data, and complex computers can be
relied upon to provide assistance. The renewed interest in economet-
rics among academics has endowed researchers with new methodolo-
gies and the exponential sophistication of computers, allowing us to
perform intensive computations in a very short amount of time and
acquire a large quantity of data with high frequency.

International economics focuses on seven interrelated topics: (1)
the gains of trade, (2) the structure of trade, (3) protectionism, (4)
the balance of payments, (5) the determination of exchange rates,
(6) international policy coordination, and (7) the international capi-
tal market. Because people are motivated and behave in the same
ways while transacting internationally as they do domestically, inter-
national economists use the same standard tools and techniques to
study international commerce as they do to study domestic trade.
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2 introduction to the thesis

Economic interactions between independent nations provide unique
challenges, and these are the kinds of questions that international eco-
nomics seeks to answer.

This thesis studies two aspects of international economics: inter-
national finance and international trade, and it is organised as fol-
lows: Part I provides an in-depth description of the background re-
search that formed the basis for this thesis. Part II consists of three
empirically-based original chapters that are independent of one an-
other and each make a unique contribution to the international eco-
nomics literature. In Part III’s Appendix, more technical theories, such
as machine learning and decomposition analysis, are described in
greater detail.

Summary of the Essays

Chapter 2 explains the context of the study. In this chapter, we discuss
the concepts of international economics, international finance, and in-
ternational trade, paying special attention to the two approaches—the
microstructure approach and the gravity model—that were utilised in
the production of this thesis.

Chapter 3 focuses on non-linear forecasts to test exchange rate mod-
els by examining microstructure and order flow and comparing the
new model to the random walk benchmark. The basic hypothesis is
that if order flow includes heterogeneous beliefs and the informa-
tion contained in them, heterogeneous customer order flow can have
forecasting power for exchange rates. We agree with the literature
that suggests FX traders utilising order flow data should emphasise
client group flow as opposed to overall flow. Using statistical and
economic evaluation, we quantify the effect that the key micro-level
price determinants—order flows—play when information is released
to all market players. We find that order flow with non-linear consid-
eration led to substantial and statistically significant improvements
over the random walk model, and order flow is a potent predictor of
the exchange rate movement in an out-of-sample exercise based on
economic value criteria such as the Sharpe ratio. Disaggregated infor-
mation is essential for order flows and future returns from end-users,
given that future order flows differ by customer group. As a result of
their FX focus, financial clients have more information.

In Chapter 4, the portfolio technique that we introduce to the FX mi-
crostructure literature and that has proven beneficial in cross-sectional
FX asset pricing research offers a straightforward and intuitive method
for estimating the economic value of order flow. Most crucially, it fa-

2



introduction to the thesis 3

cilitates research into the understudied subject of whether customer
order flow captures risk premia in currency markets.

Finally, an empirical study is presented in Chapter 5 to confirm that
shifts in the real exchange rate, broken down into its permanent and
temporary components, cause shifts in the volume of bilateral trades.
The findings imply that the mismeasurement of the real exchange rate
is to blame for the lack of conclusive findings in the vast existing liter-
ature and that once speculative fluctuations and unobservable shocks
driven by the real exchange rate are removed, the true relationship
between these variables can be established.

3
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B A C K G R O U D O F T H E S T U D Y





2
R E V I E W O F I N T E R N AT I O N A L E C O N O M I C S

The purpose of this section is to introduce the general concepts of
International Economics with particular attention to the two main
methods used in this thesis, namely the Microstructure Theory and
the Gravity Model.

The theory of the international economy can be divided into two
broad sub-fields: the study of international finance and the study of
international trade. Along with the tactics for managing currency risk,
understanding the influence that changes in currency have on the
cost of a company’s products is an essential issue that managers and
other decision-makers in organisations need to grasp. In open econ-
omy macroeconomics, the assessment of the level of national produc-
tion serves as the major emphasis, in addition to the calculation of the
general price level. After that, it analyses the impact that changes in
the money supply, tax rates, and government expenditures have had
on interest rates, exchange rates, the level of national production, and
the general price level of goods and services. Companies that operate
on a global scale, importing raw materials from other countries, pro-
ducing sections of their products in other countries, and competing
in the global market, are required to have an understanding of how
these trends will affect their operations.

The study of international trade investigates the impact that trade
has on national economies. There is a general agreement that a na-
tion will prosper as a result of participation in international com-
merce; nevertheless, certain groups within the nation will prosper
while others will suffer losses. Concerns about the effects that inter-
national trade has on the distribution of income lead governments to
enact trade policies that aim to protect industries and workers that
are harmed due to the competition from imports, as well as other
policies that aim to promote exports. These policies are often called
"protectionism." From a purely economic point of view, some local
firms will find themselves in direct competition with international
enterprises, while other domestic companies will find an opportunity
in expanding their customer base in other nations. Every company
that participates in international commerce is exposed to both dan-
gers and possibilities. It is very necessary for business managers to
get a basic understanding of the foundation of trade as well as the
pattern of commerce. They must also be aware of the effects that na-
tional trade policies and international trade agreements have on their
expenditures, receipts, and earnings.
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8 review of international economics

2.1 international finance

The FOREX/Foreign Exchange Market (FX), also known as the forex
market, is a worldwide decentralised market where currencies and
other financial products denominated in other currencies may be
bought and sold. According to the data provided by the Bank for In-
ternational Settlements, the daily average value of transactions involv-
ing foreign currencies was around 7.5 trillion in 2022, a volume that
is 30 times greater than daily global Gross Domestic Product (GDP).
The dollar is used in 90% of global FX transactions, with the euro,
the yen, and the pound following as the most traded currencies. Lon-
don is the location where one-third of all of these agreements are fi-
nalised, followed by New York, Singapore, Hong Kong, and Tokyo.
Consumers, companies, investors, speculators, commercial and in-
vestment banks, currency dealers and brokers, and central banks are
the most prominent players in the foreign exchange market. On the
market for foreign exchange, only a minuscule portion of transactions
involve the actual swapping of one currency for another. The most fre-
quent method of settlement used by commercial banks, as well as FX
brokers and dealers, is the sending and receiving of electronic balance
transfers. On the foreign currency market, the players with the most
significant impact are commercial banks. The customers the banks
serve in the business sector are the primary driving force behind their
involvement in this area. Another characteristic of this market for the
exchange of currencies is the presence of banks as participants in the
market. Interbank trading takes place on the wholesale market, which
is also the location of currency exchanges. There are around 20 large
banks that take part in interbank trade1.

Exchange brokers, as opposed to FX dealers, function in the for-
eign currency market as intermediaries between buyers and sellers
and collect a fee for their services. FX dealers are directly involved in
the transaction between buyers and sellers. Data on exchange rates
may be obtained by foreign currency dealers from major commercial
information sources such as Thomson Reuters and Bloomberg. After
that, dealers may get in contact with one another to negotiate agree-
ments and get realistic price estimates. More than 11,000 banks and
broker-dealers located in over 200 countries are electronically con-
nected through SWIFT2. After the confirmation of the contract, dollar
transactions are considered complete, and depending on the currency
that was transacted, the payments are transferred by either CHIPS or
the TARGET2 system (Trans-European Automated Real-time Gross
Settlement Express Transfer). Foreign Exchange Instruments are:spot

1 Citi, JPMorgan, UBS, Bank of America Merrill Lynch, Deutsche Bank, HSBC, Bar-
clays, Goldman Sachs, Standard Chartered, and BNP Paribas are some of the most
famous FX dealers in terms of market share

2 Society for Worldwide Interbank Financial Telecommunications (SWIFT) is a commu-
nications network that conducts more than 15 million transactions on a daily basis

8



2.1 international finance 9

contracts 3; forward contracts4; futures contracts5; swaps6;options7.

Analysis of exchange rate behaviour in both an academic and a
practical setting has received a substantial amount of attention within
the context of the study of international market environments. This
attention has been paid to both aspects of the topic. The behaviour
of exchange rates can be most accurately characterised as a random
walk, according to the conclusions of the study report conducted by
Meese and Rogoff (1983) as well as those of subsequent research.

However, these studies have produced conflicting findings and con-
tinue to struggle with the challenge of forecasting exchange rates
in a way that is more accurate than a simple random walk model.
The dynamics of exchange rates, spanning from univariate to macro-
fundamental implications, have been investigated in depth in the re-
search that is considered to be the mainstream. This seemingly puz-
zling phenomena, which Obstfeld and Taylor (1997) have named the
"exchange rate disconnection dilemma", is considered as among the
most critical problems in the open macroeconomics literature. Some
authors as Dumas (1992), investigate the price deviations away from
parity and modelled the behaviour of the band of inactive regime.
This was done on the basis of the idea that pricing to market with
nominal limits generates erratic variances in real exchange rates, and
this was the reasoning behind why this was done. Depending whether
or not there is a difference in price and variance of price in excess of
trade cost, which provides an arbitrage opportunity, these give differ-
ent non-linear specifications for the series. The presence or absence of
an arbitrage opportunity is what determines whether or not this can
be done. For example, Dumas (1992) develops a model in order to
assess the costs that are associated with arbitrage trades that lead in

3 On the spot market, currencies are exchanged for immediate delivery, which occurs
around two days after a transaction is completed.

4 Forward contracts are made to purchase or sell currency for future delivery at a
rate known as the forward rate, which is determined today in the forward market.
Forward contracts may be used to buy or sell foreign exchange.

5 A futures contract is an agreement made by two parties that they will deliver cur-
rencies to each other at some future date at a preset exchange rate. This promise
is made by the parties holding the futures contract. Futures contracts are standard-
ised agreements that are bound to expire on certain calendar dates and that may be
exchanged on regulated futures exchanges.

6 A swap is a type of financial transaction that includes the buying and selling of
the same currency in two different time periods. Corporations make use of these
contracts in order to cut the expenses of the many transactions involved in foreign
currency trading.

7 A person who owns an option contract has the authority to purchase or sell a defined
quantity of a currency at a price that has been predetermined at any point during a
given period of time. The owner of an option has the right, but not the responsibility,
to purchase a certain amount of a foreign currency at a certain time. On the other
hand, the owner of a put option has the right to sell a certain amount of a foreign
currency at a particular price. The price at which the option may be purchased or
sold is referred to as the "strike price."

9



10 review of international economics

departures from the law of one price. The researchers Sercu, Uppal,
and Van Hulle (1995) investigate the fluctuation of nominal exchange
rates inside a band that surrounds the value of the Purchasing Power
Parity (PPP). They explain why there exist slope coefficients that are
less than one, which get closer to one under hyperination or with
low-frequency data in regression tests of purchasing power parity.
Alternately, Berka (2005) investigates resilience and deviations from
purchasing power parity as a consequence of heterogeneous shipping
costs in a dynamic general equilibrium framework with arbitrage
trade. To accomplish this, he makes use of a framework known as
dynamic general equilibrium.

Changes in the values of a variety of basic factors are often inter-
preted to be the cause of developments in exchange rates. This is a
point of view that is quite reasonable to hold in the longer term. Em-
pirical studies, on the other hand, often reveal that there is only a
limited association between the changes of exchange rates and other
economic indicators over the short term. This might be due to the fact
that the values of exchange rates, along with the prices of other assets,
are primarily driven by the expectations that market participants have
about the development of fundamental factors in the future. However,
standard models of exchange rates do not account for these forecasts
in a way that is realistically thorough and comprehensive. In addi-
tion, these models abstract the mechanisms of price generation that
are widely used by market makers on markets for foreign currency.

Traditional exchange rate models, which are focused on the longer-
term interaction between several basic factors, such as the relative
price level, productivity, interest rates, and current account balances,
are unable to provide an appropriate explanation for the majority
of short-term changes in exchange rates. This conclusion has been
proven as a robust empirical event in exchange rate research time and
time again by a broad range of approaches. This has typically taken
place without calling into account the longer-term relationships that
exist between exchange rates and basic data. Providing an explana-
tion for short-term changes in exchange rates is consequently some-
thing that continues to be difficult to do, both in theory and in reality.

If we use the asset price approach of exchange rate theory to try to
solve this problem, we are making the assumption that expectations
are the most important part of the model. According to this frame-
work, the exchange rate is the present value of discounted current
and expected future fundamental variables. Under these conditions,
however, market participants put a lot larger weight on their predic-
tions for the establishment of prices than they do on the values that
are now in effect. According to this concept, expectations, and there-

10



2.1 international finance 11

fore also exchange rates, are altered in response to the appearance of
fresh information; nevertheless, this might lead to issues.

In empirical studies, it has been found that news is readily available
to the public accounts for no more than five percent of the evolution
of exchange rates. Because of this, private information, or information
that is only accessible to a limited number of market participants, is
often considered to be a primary factor in the genesis of exchange rate
fluctuations. This might very well involve evaluations of the economy,
analyses of the nation, and the use of charting methods by profes-
sional investors.

Different points of view and methods of investigation have informed
the development of a great number of models that attempt to simu-
late the behaviour of the exchange rate. Historically, macroeconomic
models have had a preeminent position in the field of study per-
taining to currency exchange markets. These have included, for in-
stance, the early model of PPP8 and the subsequent models, such as
the balance of payment flow approach9, the flexible-price monetary
model10, the sticky-price monetary model11, and the productivity-
based model12. On the other hand, macroeconomic models have been
found wanting by empirical study in significant ways. There is not
much data to back them up, and most of the time the evidence im-
plies that macro models are not much better than a basic random walk
model when it comes to understanding and predicting the volatility
in exchange rate.

Meese and Rogoff (1983) compare the flexible-price monetary model,
the sticky-price monetary model, and the sticky-price model that in-
corporates the current account to a random walk model. They do
this in order to test the out-of-sample predictive accuracy for the dol-
lar/pound, dollar/mark, dollar/yen, and a weighted dollar-based ex-
change rate. Flexible-price monetary models assume that prices are
allowed to fluctuate over time. They come to the conclusion that the
capacity to make accurate predictions possessed by the three models
being evaluated cannot compete with that of the random walk model.
In addition to PPP and the sticky-price monetary model, Cheung,
Chinn, and Pascual (2003) conduct a similar test based on three mod-
els: interest rate parity, productivity-based model, and a composite
specification. These models are evaluated using a variety of criteria
such as Mean Squared Error (MSE), direction of change, and consis-
tency. All of the examined models are discovered to not necessarily
be more effective than the random walk model. This is due to the fact
that these models may perform well in a currency pair according to
one criteria, but they may perform badly in a different currency pair

8 Cassel (1918)
9 Kouri (1977)

10 Bilson (1978)
11 Dornbusch (1976), Frankel (1979)
12 Dornbusch (1976)
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according to another criterion.

The inadequacy of the macroeconomic model to describe the move-
ment of the exchange rate, particularly the short-run dynamic, has
prompted economists to explore other approaches to examine the be-
haviour of the exchange rate. In particular, the short-run dynamic has
been the focus of this branch of search. One strategy that has garnered
significant attention is one that concentrates on the granular details
of the currency exchange market.

The idea of order flow is essential to the micro viewpoint, which
was first designed for the purpose of analysing the equities market.
For instance, the groundbreaking study that was conducted by Evans
and Lyons (2002a) shown that the micro variable order flow might
have an effect on the movement of the exchange rate. They developed
a hybrid model that incorporates both macro variables and micro
variables – more particularly, interest rate difference and order flow
– and discovered that order flow can explain more than sixty percent
of daily fluctuations in USD/DEM and forty percent of daily move-
ments in USD/JPY. Following that, a large number of scholars shifted
their attention to the study of microstructure, particularly the order
flow. This strategy has shown promising results over the last several
years because to the fact that it takes into account the influence of the
market transaction process on the setting of exchange rates, some-
thing that is absent from macro models. However, its performance is
hindered by the stringent needs for high frequency transaction data
that it has, particularly in the developing countries. In point of fact,
it has been plagued by a number of deficiencies in this respect up to
this point, one of which is an absence of specific data on the dealings
of dealers. This situation has significantly improved in recent years,
ever since the introduction of the availability of tick-by-tick data as a
result of the fast growth of the internet and technologies associated
to it. As a direct consequence of this, a significant amount of progress
has been made in the investigation of the microstructure of currency
exchange markets.

The microstructure method was able to make its way as a supple-
mentary model to the standard models as a result of the pioneering
investigations conducted by Evans and Lyons (2002a). A better grasp
of the link between fundamentals and exchange rates is another ben-
efit that may be gained by using this approach.

Canonical rational-expectation equilibrium is a model that was de-
veloped by Grossman and Stiglitz (1980). According to this model, the
information that is currently available cannot be perfectly reflected
into price because, if it did, those who spent resources to obtain it
would receive no compensation. This leads to the conclusion that
an efficient market from the perspective of information cannot be

12



2.1 international finance 13

achieved13. If prices represent all of the information that is available
to educate traders, then no trader would pay the cost to become in-
formed since he could just acquire the knowledge from the price in-
stead of paying the cost. However, it is undeniable that if no one pro-
duced information, then prices would reflect the absence of knowl-
edge, and it would be financially beneficial to generate information.
Due to the fact that prices convey information along with some noise,
which encourages traders to obtain the information, prices cannot be
completely effective in this manner. The concept of rational efficient
markets acknowledges the fact that investors would not rationally un-
dertake the expenditures of acquiring information unless they expect
to be rewarded by better gross returns in comparison to the cost-free
option of accepting the market price. In addition, more contempo-
rary theorists have recognised that when it is difficult to ascertain
the stock’s underlying worth, as is the case with common stock, and
when there are trading expenses involved, there is even more space
for price to diverge from value.

Since the players in macroeconomic theory are assumed to be ra-
tional and the market is assumed to be flawless, there is no need
for transactions to take place at intermediate levels since a shift in
demand results in a new equilibrium. Order flow does not play a
part in this scenario; but, if we remove one of the assumptions, order
flow becomes a means through which information about the market
may be sent. Order flow is often regarded as a reliable measure of
the purchasing pressure or selling pressure that is currently being
exerted on a certain currency. Order flow will notify the participant
in the transaction of the market-clearing exchange rate if any of the
two assumptions underlying the macroeconomics method are shown
to be incorrect. Marker makers have access to confidential informa-
tion since the price and amount of every client transaction are only
known to the market maker who conducted the trade. They are the
only ones who are aware of the size and the course of the transaction
that was started by their clients. Nevertheless, throughout the process
of interdealer trading, every market maker is exposed to indirect indi-
cations of the client transactions conducted by other market makers
and is given information about the predominant buying or selling
pressure. In this manner, the originally confidential information on
client trades is progressively divulged to the active market makers so
that they may become aware of it in part. The information will also
be included into the exchange rate at the same time as it is integrated
into the rate. Order flow has the potential to be instructive, since con-
fidential information could be concealed behind the transactions of
consumers. On the foreign currency markets, essential knowledge on
the progression of future exchange rates can seldom be kept secret for
an extended length of time (one exception is the order flow resulting

13 Sewell (2001)
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from central bank intervention, which is a typical example of flows
carrying private information).

Understanding Order Flows

It is essential to have an understanding of order flow in order to
fully comprehend how the microstructure approach works. The mi-
crostructure approach to exchange rate theory is an expansion of the
traditional asset price technique. This approach takes into account,
on one hand, the practical dominance of player heterogeneity in the
foreign currency market and, on the other hand, asymmetric informa-
tion patterns. This results in the establishment of a two-stage process,
the first of which involves the acquisition of macroeconomic informa-
tion via the order flow of market makers and the second of which
involves the exchange rate’s subsequent incorporation of that infor-
mation. To be more specific: in the first stage of this paradigm, mar-
ket makers receive orders from consumers who may – intentionally or
unconsciously – have a greater grasp of the fundamental factors that
drive exchange rate growth. In other words, the model operates on
the assumption that customers have access to more accurate informa-
tion. After then, the market makers who participate in the interbank
trading will pass on their balances in accordance with the purchase
and sell orders of their clients. As a general rule, in contrast to trading
conducted with individual customers, the trading conducted between
banks is anticipated to become a significant amount more open as a
direct consequence of the growth of computerised trading platforms.
As a consequence of this, market makers are able to establish prices
that are similar to one another in the model that is being discussed.
These prices are based on the usual market-wide order flow.

Order flow is the amount of transactions that are actually signed;
it is a measurement of the transactions that take place. Order flow is
a term that refers to the interaction that takes place between the mar-
ket depth and market orders. The total amount of limit buy and sell
orders that are put at any moment is what is meant to be understood
as the depth of the market. It is also sometimes referred to as "the
book", "limit orders" or "passive orders".

The party that is the starting side in the deal is the one that signs
the document. Order flow may be quantified as the total number of
signed orders that were either started by the buyer or the seller dur-
ing a period of time. If the total is negative (positive), it indicates that
there is a net amount of selling (buying) pressure during the time.
An electronic book serves as a repository for all of the limit orders
placed. The most competitive orders in the book are used to establish
the best bid and offer prices that are currently accessible. The limit
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orders are the part of any transaction that is considered to be passive;
these orders are what create the flow of signed orders. Order flow, as
it is used in microstructure finance, is a variation of "excess demand"
in economics.

Kyle (1985) employs a dynamic model of insider trading to investi-
gate the informative volume of prices, it provides a theoretical frame-
work for determining bid-ask spreads and "market impact" of trades.
His approach takes into account three different types of agents that
are dealing with a single hazardous asset: 1) a market maker, who
sets prices efficiently conditional on information he has about the
quantities trades by others; 2) a "noise" trader, who trades randomly
and provides a veil which hides their trading from the market; and 3)
an insider, who has exclusive access to a private observation. A limit-
ing model of continuous trading is created when the same time delay
between actions is decreased until it reaches zero. In this state of equi-
librium, the prices follow a Brownian motion, the depth of the market
remains constant throughout time, and all confidential information is
included into the prices by the time trading comes to a close.

An alternate microstructure model was established by Glosten and
Milgrom (1985), and it is often used to the analysis of trade and the
creation of prices. A market maker in their model would publish bid
and ask prices, which indicate the prices at which he is prepared to
purchase and sell shares from transactions. The market maker is in
the position of not knowing the identity of the trader who submit-
ted the trade request when that request is received by the market
maker at a given moment in time. The trade request may have origi-
nated from an informed trader or a uniformed trader. By requesting
a higher price when he sells a share as opposed to when he buys a
share, the market maker in the sequential-trade model prevents him-
self from suffering a loss at the hands of a knowledgeable trader. The
bid-ask spread is the measure of illiquidity in the model, and it refers
to the difference in price that may be found between the two values.

A simultaneous-trade model of the spot foreign currency market
that generates hot-potato trading was developed by Lyons (2006)14.
To begin, risk-averse dealers accept client orders that are not widely
viewable. These orders may or may not be fulfilled. After then, deal-
ers do business with one another. Therefore, each dealer acts as an
intermediary for the transactions of his clients and any information
that may be included within. Then, this information will be exposed
in the price, based on the information that is included in interdealer
deals. Lyons demonstrates that engaging in hot-potato trading lim-
its the amount of information that is exchanged during interdealer

14 Hot-potato trading is a term that refers to the repeated passing of inventory imbal-
ances between dealers
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exchanges, which results in prices that are less informative. He pre-
sented a graphic that illustrates (Figure 1) the two steps that are in-
volved in the processing of information. The first stage consists of
market participants who are not dealers doing fundamental research
or making observations (mutual funds, hedge funds, individuals with
special information, etc.). The dealer’s analysis of the findings of the
first-stage study is the focus of the second stage. Monitoring the or-
der flow contributes to the dealer’s perception of the market. This
interpretation is used to determine the pricing that dealers charge.

Figure 1: Lyons’ two stages of information processing diagram

Because it comprises the trades of people who analyse fundamen-
tals, order flow is a source of information about the underlying mar-
ket fundamentals. It functions as a transmission mechanism in this
regard. When using a typical microstructure model, the dealer does
not get any further knowledge about the fundamentals beyond what
is obtained via the order flow. Because the information that is being
learnt is not readily available to the general public, these models ne-
cessitate the dependency of the dealer on learning from order flow.
When information is readily available to the public, there is no need
for dealers to learn from order flow. In actual fact, certain informa-
tion pertinent to foreign exchange is available to the public while
other information is not; hence, learning from order flow may be very
essential. Information flow is able to aggregate macroeconomic infor-
mation in theory for two reasons: (i) various interpretations of the
news, and (ii) different expectations about future fundamentals.

The information role that transactions play is a crucial component
of the microstructure method. In conventional models, macroeconomic
news are disclosed to the public and may therefore be reflected im-
mediately in pricing. Order flow plays no part in these models, thus
there is no need to account for it. Within the framework of the asset
method, the equations for determining the exchange rate have the
form:

∆Pt = f(i,m, z) + ϵt (1)

The actual and historical values of nominal interest rates, both do-
mestic and international, money supply, and other macroeconomic
factors are included among the driving variables in the function de-
noted by the notation f(i,m, z). It is assumed that changes in these
publicly available information factors would influence pricing, whereas
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order flow has no effect whatsoever. In the event that order flow was
shown to have an influence on prices, such price effects would be ab-
sorbed by the residual. ϵt.

Within the microstructure approach, equations of exchange rate de-
termination are derived from the optimisation problem faced by the
actual price setters. These models are variations on the following spec-
ification:

∆Pt = g(X, I,Z) + ϵt (2)

The order flow X (which is signed to denote direction), a measure
of dealer net position (or inventory) I, and other micro determinants
Z are the driving variables in the function g(·). In this particular in-
stance, the residual, denoted by ϵt, is the inverse of the residual that
is calculated by the asset approach equation. This is because the ϵt
value incorporates any price changes that are the result of the asset
approach’s public information variable.

To establish a link between the micro and macro approaches Lyons,
2006 investigates equations with components from both approaches:

∆Pt = f(i,m, z) + g(X, I,Z) + ϵt (3)

Through the use of time-aggregated measures of order flow, it is
possible to estimate the values of these equations at the frequencies
that correspond to the asset method. The time aggregated measures
of X cover far longer periods of time than the measurements that
are generally used in empirical microstructure. The estimates of this
equation demonstrate that time-aggregated order flow has a much
greater capacity for explanatory power than macro factors.

Review of Microstructure Approach

Over the last four decades, there has been significant expansion in
the market microstructure. In particular, the decades of the 1970s and
1980s saw the development and the presentation of a significant num-
ber of the most influential ideas in the field of microstructure. The
term microstructure is often credited to Garman (1976), who used it
as the title of a paper analysing inventory costs and market making.

There are a few different generic studies that look at the microstruc-
ture of the market. O’Hara (1995) is the primary source that is used
when discussing the theory of market microstructure. The works of
Madhavan (2000) and Biais, Glosten, and Spatt (2005) are examples
of generic survey research. Shephard (2005)’s research is an investiga-
tion that focuses on the volatility of asset values, and on the stochastic
volatility in particular. Lyons (2001) focuses on the microstructure of
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the foreign exchange market, which is a market in where the ma-
jority of trading takes place on an over-the-counter basis away from
exchanges.

The authoritative reference for a practical explanation of how se-
curities markets function, Harris (2003) offers a comprehensive look
at trading procedures across a wide range of asset classes across the
world. A more practitioner-oriented perspective on the analysis of
high-frequency data is provided by Gençay et al. (2001), who place
a focus on the study of data pertaining to the foreign exchange mar-
kets. Roll (1984) makes the distinction between the underlying value
of a security and the market prices that are seen in the market, which
may vary from the fundamental value owing to differences in market
organisation and the trading process. His model assumes that asset
prices would follow a random walk and that traders will be uniform
in their behaviour. A further collection of models that are highly es-
sential to consider enables heterogeneous traders to participate in the
market in a sequential and independent fashion. Glosten and Mil-
grom (1985) offered an early example of one of these models.

The topic of informed trading is explored in several theoretical
studies. Easley, O’Hara, and Saar (2001) discover that following a
stock split, there is an increase in the amount of knowledgeable trad-
ing. Easley, O’Hara, and Paperman (1998) investigate whether or not
there is a substantial connection between foreign analyst coverage
and educated trading, but they are unable to uncover such a connec-
tion. The anonymous automated Xetra15 market is contrasted with
the non-anonymous trading floor of the Frankfurt Stock Exchange by
Grammig, Schiereck, and Theissen (2001). They come to the conclu-
sion that there is a far less amount of information-based trading on
the floor. Price responses to the announcement of a cross-listing have
been shown to be typically favourable. Notable theoretical models of
trading in a context with numerous markets have been provided and
debated, among others, by Chowdhry and Nanda (1991), Biais (1993),
Madhavan (1995) and Frutos and Manzano (2002). But the studies
that cover the greatest ground are those done by Miller (1999) and
Foerster and Karolyi (1999). A set of publications written by Easley
(1996), defined an empirical approach that may be used to examine
the amount of informed trading that occurs in a market. This model,
which is called theProbability of Informed Trading (PIN), is based on
the sequential trading model that Glosten and Milgrom (1985) de-
veloped. The PIN model has been used to investigate a wide range
of concerns pertaining to monetary matters. Within the Fama and
French (1992) asset pricing paradigm, Easley, Hvidkjaer, and O’Hara
(2002) discover that there is a substantial positive association between

15 Xetra is the reference market for exchange trading in German shares ans also the
European market leader in exchange traded funds (ETs)
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informed trading, as assessed by PIN, and the predicted returns of a
stock. This relation is found to be statistically significant. Theirs find-
ings are used by Duarte and Young (2009), who then disassemble
the PIN into its component parts of illiquidity and asymmetric infor-
mation. They come to the conclusion that illiquidity has a price, but
information does not.

In the early days of empirical research on multi-market trading, ar-
bitrage, and price discovery, researchers relied on low-frequency daily
data. Wang, Rui, and Firth (2002) investigate the price and volatility of
the markets in London and Hong Kong. According to their findings,
both markets have an impact on the returns and volatility of assets.
The opening and closing prices of Japanese firms that are cross-listed
in New York are analysed in Lau and Diltz (1994)’s research paper.
They come to the conclusion that the price of these equities is affected
by both markets in some way. Kim, Szakmary, and Mathur (2000) take
into account both the current exchange rate and the index of the mar-
ket in the United States for a selection of equities originating from
five distinct markets. They come to the conclusion that the price of
these cross-listed equities is affected not just by the exchange rate but
also by the market in the United States. The research conducted by
Hauser, Tanchuma, and Yaari (1998) and Lieberman, Ben-Zion, and
Hauser (1999) on Israeli equities that are traded in New York reveals
that pricing is most of the time efficient, meaning that there are no
arbitrage gains in the majority of instances. In addition, they find that
the home market is the most important factor in price discovery.

Researchers are able to investigate the price of a stock when it is
concurrently traded on two or more exchanges since high frequency
data is readily available. One of the very first studies to make use
of high frequency data was carried out by Alhaj-Yaseen, Lam, and
Barkoulas (2014). After doing an analysis on Nokia, the most liquid
stock on the Finnish market, they came to the conclusion that the New
York market is the most important one for price discovery. Phylaktis
and Korczak (2007) and Pascual, Pascual-Fuster, and Climent (2006)
do research on Spanish and United Kingdom equities, respectively,
that are cross-listed in the United States. Sapp (2002) investigates
the foreign currency market as well as the roles that five significant
banks play as dealers in what is primarily an over-the-counter mar-
ket. An over-the-counter market is one that does not operate within
the boundaries of a centralised exchange. Menkveld, Koopman, and
Lucas (2007) analyse price discovery for Dutch equities that are cross-
listed in the United States. Rather than concentrating just on the si-
multaneous trading hours of the two exchanges, they look at the
full combined trading day and use state-space approaches in their
research. According to the findings of Ding, Harris, Ding et al. (1999),

19



20 review of international economics

the majority of pricing for a Malaysian firm that is also cross-listed in
Singapore takes place in the company’s home market. A detailed in-
vestigation on the process of price discovery was carried out by Gram-
mig, Schlag, and Melvin (2004) for cross-listed equities from Canada,
Germany, France, and the United Kingdom that were traded on the
NYSE. Using data from 1999, they discover that the home exchange
predominates in most cases, but that there is a significant amount of
variation amongst businesses. Eun and Sabherwal (2003) conducted
research on the process of price discovery for Canadian equities that
are also cross-listed in New York. They uncover enormous disparities
in the proportions of price discovery shares.

There is no connection between the foreign exchange market and
the other subsets of the economy in any of the theoretical models
of the FX market’s microstructure, such as the Evans-Lyons model.
When viewed from the perspective of the model, shocks that have
an effect on the fundamentals as well as the order flow are regarded
to be exogenous. The conventional macroeconomic models, on the
other hand, are unable to recreate a variety of actual data about the
evolution of exchange rates.

The integration of the two methodologies makes it possible to con-
struct macro models with exchange rate dynamics that are more re-
flective of the actual world. On the other hand, they are also able
to carry out tasks that are often carried out by broad macro models,
such as policy simulations, forecasting, welfare analysis, and so on.
When seen through this lens, the research that Bacchetta and Win-
coop (2004) conducted may be regarded as innovative and ground-
breaking. They begin with a two-country model that is based on
the monetary approach (i.e. money market equilibrium, purchasing
power parity, and uncovered interest rate parity), but at the same time,
they deny the concept of the homogeneity of economic agents and as-
sume that investors have access to a variety of pieces of information.
This is because they begin with a model that is based on the monetary
approach for both countries. The model is able to represent the rela-
tionships between the order flow and the exchange rate, which arise
as a result of the microstructure. Although the model has not been
validated using real-world data, it has been shown to be capable of
accurately recreating a variety of stylised features including exchange
rates, fundamentals, and order flow. According to the model, there is
not a significant correlation between changes in the fundamentals and
movements in the short-term or medium-term exchange rate. On the
other hand, the value of the exchange rate is ultimately determined
by the fundamentals throughout the course of time. Everything here
is consistent with the findings obtained from real data. In a similar
vein, the exchange rate is not a very accurate indicator of the future
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developments of fundamentals, and the movement of the exchange
rate and order flow are strongly correlated with one another.

Evans and Lyons (2007) also attempted to develop a hybrid model
that included components of microstructure. Their dynamic model
varies from the framework of typical macro models, and it also has
the capability of explaining a number of stylised facts and problems
(as Bacchetta and Wincoop model can). Among them are the facts that
the volatility of the foreign exchange market is much greater in com-
parison to that of the fundamentals and that the order flow can better
explain swings in exchange rates than the fundamentals can. When it
comes to studying the factors that go into determining exchange rates,
which are, in essence, prices, researchers in this discipline employ a
microeconomics approach. They examine the nature of equilibrium
as well as the agents that trade currencies, the incentives and con-
straints that arise from the institutional structure of trading, and the
nature of the trading institutions themselves. The microstructure has
consistently shown positive findings in the empirical area ever since
it was introduced.

Chinn and Moore (2011) presented their proposal for a hybrid ex-
change rate model. Because the variables in the monetary model are
only accessible at monthly or lower frequencies, the researchers de-
cided to utilise monthly data over a period of eight years. They be-
gan with the premise that earlier studies were based on daily data
sets collected over short time periods (a few months). They were able
to include both the Evan-Lyons model and the monetary model into a
hybrid general specification as a result of having access to this "new"
data-set, utilising a flow of order (monthly buyer-initiated trades net
of seller-initiated trades, in millions of base currency). They make the
data more consistent by transforming the order flow variable inputs
into each equation in a comparable fashion. They focus on the fact
that order flow has the ability to explain the macroeconomically sig-
nificant monthly frequency; they demonstrate that a hybrid model
that combines the monetary model with the Evans-Lyons model cre-
ates a whole; and they demonstrate that the hybrid model outper-
forms both the monetary model and a random walk in a straightfor-
ward forecasting exercise.

The macro-based model studies show evidence that long-run or
lower frequency movement in exchange rates are connected with the
conventional macro fundamentals. On the other hand, the shorter run
movement is poorly understood. Sarno and Schmeling (2014) investi-
gates the fundamental that influences exchange rate. It would seem
that the fundamentals of the future matter a great deal for determin-
ing the present exchange rate. They have findings that are consis-
tent with the theory that volatility in exchange rates impact future
economic fundamentals. However, their findings could also be inter-
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preted as suggesting that a depreciation in the value of the currency
leads to an increase in both net export and output. This would be con-
sistent with the present value model, which links exchange rates to
macroeconomic variables via an expectation mechanism. In a broader
sense, the fundamentals that are taken into account are endogenously
determined combined with exchange rates that are in equilibrium.
This finding is compatible with numerous other hypotheses about
the determination of exchange rates. According to the findings, nom-
inal macro fundamentals (such as CPI inflation, money growth, and
GDP growth) seem to have the strongest relationship with currency
exchange rates.

The real macro aggregates, such as real production and real money,
do not have a direct and relevant link to present exchange rates. As
a result, it seems that the real macro aggregates do not play a signifi-
cant role in the setting of exchange rates. Several studies have shown
that foreign exchange returns may be significantly influenced by cer-
tain aspects of order flow16. Evans and Lyons contend that gradual
learning in the foreign currency market may create both explanatory
power and forecasting power in order flow. Their argument is based
on the fact that gradual learning occurs over time. According to a re-
search published in 2005

17, if it is true that order flow is a carrier of
information then it should be feasible to estimate exchange rates by
utilising order flow aggregates . They also discovered that order flow
is superior to random walk in terms of forecasting in the short run.
Danielsson and Payne (2012) discovered that order flow is superior to
random walk at high frequency for all four currencies that they inves-
tigate and at longer frequencies for the two currency pairs that have
the most liquidity. While Rime, Sarno, and Sojli (2010) demonstrate
that order flow not only outperforms random walk, but also yields
Shape ratios that are greater than one, these results are in contrast
to their earlier findings. Adding financial order flow to a forecasting
model that already incorporates macroeconomic fundamentals and
commodity prices increases the model’s ability to anticipate move-
ments in Canadian dollar; they discover that a large percentage of
order flow variance can be explained using macro news, and order
flow appears to aggregate changes in expectations about fundamen-
tals; this may compliments the evidence that macro information influ-
ences financial markets. In 2010, King et.al.18 are of the opinion that
present and future exchange rates are not the result of a random walk
but are, at the very least, indirectly affected by the fundamentals of
the economy.

16 Evans and Lyons (2002b); Evans and Lyons (2005) and King, Sarno, and Sojli (2010)
17 Evans and Lyons (2005)
18 King, Sarno, and Sojli (2010)
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Market makers do not know the current underlying value that the
exchange rate is based on since there is often a delay in the delivery
of economic data. This delay makes it impossible for market makers
to make accurate predictions. This is because it takes such a long time
to publish economic statistics, which is the root cause of the problem.
On the other hand, it is plausible to presume that market makers take
into account the cumulative order flow, and that this is subsequently
reflected in the changes in market prices. This is because the accumu-
lated order flow affects market makers directly. This is also the case in
circumstances in which one’s expectations play a substantial part in
the process of deciding the exchange rate. In addition, the consistent
order flow that emerges as a consequence of interbank trade undoubt-
edly plays a significant role in the explanation of the day-to-day shifts
in the movements of currency rates.

In spite of the inconsistencies between the theoretical model and
the empirical data, the price-setting patterns of the market maker
demonstrate that order flow simulates private knowledge and fore-
casts of the fundamental exchange rate value on opaque marketplaces
with players who have varied amounts of information about the mar-
ket. In spite of the fact that it has been shown that the order flow of a
market maker should not be treated as an unambiguous indicator of
fundamental value, the value of current and anticipated fundamental
elements will ultimately be reflected in the exchange rate orders made
by customers. It makes no difference whether particular customers ac-
tually identify the information that pertains to their orders or not; the
value of this data remains the same either way. The order flow com-
prises information that is not available in any other manner at that
moment on the current and projected condition of the economy since
the essential facts have not yet been revealed. This information relates
to the present status of the economy. This information is included into
the order flow as part of the process. As a consequence of this, it has
the possibility of becoming a valuable leading indicator.

In reaction to changes in the market circumstances, prices are not
immediately updated; rather, only the difference between bid and ask
is altered. This is due to the relatively idiosyncratic nature of the in-
dividual order flow, which means that a market maker will only ever
obtain a proportion of client orders on the market. As a result of this,
a market maker will only ever get a percentage of client orders on
the market. In the end, there is always a chance that an arbitrage will
be carried out using a rate that is significantly distinct from that of
another market marker. As a result, movements in the exchange rate
don’t typically become visible until after all market makers have re-
leased their net positions from client trading to the transparent inter-
bank market and the order flow for the entire market can be viewed
by all parties involved. This is because the interbank market is a mar-
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ket that is open to the public.

The microstructure approach to currency exchange rates may be
broken down into DL and ML models, with each category being de-
termined by the composition of order flow. DL models provide an em-
phasis on the factors that impact the pricing behaviour of individual
market players, such as dealers, and as a result integrate microvari-
ables such as order flow and inventory with exchange market quota-
tions. The majority of the time, DL models are lifted straight from the
somewhat more mature field of equities market research. The model
developed by Madhavan and Smidt (1993) combines the concepts of
asymmetric information (information impact), as well as inventory
control (inventory effect). The demand from knowledgeable dealers
is a reflection of the information effect, and it is this demand that is re-
lated to trade volume. The Madhavan and Smidt model is expanded
upon by Lyons (1995), who introduces the concept of market-wide
order flow and enables dealers to exercise control over inventory via
outgoing and brokered trade. He investigates the mark/dollar market
and tests the null hypothesis while permitting a variety of inventory
management approaches. The results show that the information ef-
fect and the inventory effect both have substantial effects, hence it is
not possible to reject the null hypothesis. As a result, he draws the
conclusion that the model that was tested suggests that inbound or-
der flow is indicative of market-wide order flow.

The indicator model proposed by Huang and Stoll (1997b) is yet
another kind of microstructure model. This model gets its name from
the fact that the information cost is influenced by the direction of
trade rather than trading volume. Ding (2006) approaches the task
of developing a microstructure model for the foreign exchange mar-
ket from a unique perspective. The model relaxes the assumption of
equal pricing, which is derived from the concept of no arbitrage, and
mixes client trade and interbank trade as the same inbound trading
process. This allows the model to more accurately reflect market con-
ditions. However, there have been reports that utilising the incoming
transaction request as the only source of order flow is problematic.
Romeu (2005) reexamines the conclusion reached by Lyons (1995) us-
ing the same dataset. The test demonstrates that the DL model is un-
stable and identifies two structural cracks in the estimation of Lyons’
data. As a consequence of this, the data are partitioned into three
sub-samples based on the two splits, and it is discovered that the DL
model was incorrectly set. In the meanwhile, it has been shown that
the sub-samples do not concurrently support both the inventory ef-
fect and the information effect. In order to investigate the connection
between dealer behaviour and the determination of exchange rates,
both the Madhavan and Smidt (1993) model as well as the Huang and
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Stoll (1997a) model are used. According to the model developed by
Madhavan and Smidt, there is no evidence to support the inventory
effect or the information impact that was anticipated by Lyons (1995).
The test result of Huang and Stoll’s model reveals, on the other hand,
that incoming order flow is characterised by a significant information
impact. Quote shading is the only method available for controlling in-
ventory if we assume that the dealer only gets orders that are placed
with them. The dealer has to make the pricing more appealing in or-
der to attract more buyer- (seller-) initiated orders and reduce (raise)
the quantity of inventory that he maintains. Additionally, he needs
to drop (increase) his market quotations. On the other hand, due to
the multi-structure of the foreign currency market, dealer behaviour
is much more diverse, and there is a large variety of inventory man-
agement methods available to choose from. As a result, the funda-
mental assumptions of the DL model, which are that the market is
straightforward and that there are few ways to regulate inventories,
are problematic.

On the other hand, the ML model, which investigates how market-
wide exchange rates are established, has been shown to be more ef-
fective via empirical research. Evans and Lyons (2002) developed a
model that bridges the gap between macrostructure and microstruc-
ture models by enhancing conventional macro variables with order
flow. This model has received a lot of attention and is widely dis-
cussed. The foreign exchange market is developed into a multi struc-
ture, which includes both the consumer market and the interbank
market. It is permissible for dealers to trade in a variety of styles,
including incoming orders, outgoing orders, client orders, limit or-
ders, and market orders. These styles are referred to collectively as
"orders." The model is highly good in tracking the daily movement
of exchange rates between the yen and the dollar (over 40% of the
time) and between the mark and the USD (over 60% of the time).
Its reliability has been shown by extensive testing with a variety of
monetary systems and frequency ranges (for examples, see Payne
(2003), Froot and Ramadorai (2005), and Breedon and Vitale (2010).
This work makes an effort to reconnect the DL and ML models that
have been previously separated. As a result, it creates a model that
is more comprehensive in nature than the ones developed by Evans
and Lyons (2002a) or Ding (2006).

The inventory models centre their attention on the fleeting price
change in the vicinity of a constant predicted future reward. In this
instance, order flow has an effect on pricing since it has an effect on
dealer stocks. The inventory models provide a solution to the chal-
lenge that the dealer has while trying to manage inventory on both
sides of the market. Due to the fact that order flows are not synchro-
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nised, dealers face the risk of either running out of cash, which would
result in bankruptcy, or running out of inventory, which would result
in failure. The Walrasian framework, according to which a lower (or
higher) price drives (or diminishes) demand, is the foundation for
risk-neutral models19. These models show that rational dealers who
are trying to maximise their earnings need to set a particular bid/ask
spread and adjust its size in order to maintain preferred inventory
levels.

Risk aversion is a notion that describes an individual’s reluctance
to pick a deal that has an unknown payout rather than a bargain that
has a guaranteed return, notwithstanding the possibility that it would
be lower. The bid/ask spread is the result of Stoll’s (1978) model, and
it has a linear dependence on the risk aversion of the dealer as well
as the volatility of the asset.

In the multi-period model, the optimum spread narrows because
the risk of holding inventory decreases as trade comes to a conclusion.
This is because the model takes into account many periods of time.
The spread narrows as a result of the increased number of account-
ing dealers since the risk is distributed more evenly among them. The
goal of the information models’ point of view is to explain permanent
price adjustment in the direction of a change predicted in future re-
ward, and order flow is what causes this price adjustment in relation
to future payout.

2.2 international trades

The amount of international commerce has increased steadily dur-
ing the past three hundred years, with the exception of the Great
Depression and the years between the two World Wars. Between
1945 and 1980, there was an explosion in the volume of international
trade that had never been seen before. The Great Depression, the
two world wars, the dropping of trade barriers, and the precipitous
decline in the cost of transportation were the main causes of this.
During this time, developing and industrialised nations traded man-
ufactured goods for agricultural and commodity exports from rising
nations. These exports were exchanged for manufactured commodi-
ties by these countries. Beginning in the 1980s, several developing
countries increased their participation in the international economy.
Numerous other nations have entered the manufacturing sector since
China became a major supplier of textiles and clothing. Malaysia,
Turkey, Mexico, South Korea, Indonesia, and Thailand are a few ex-
amples of these nations. Global corporations began moving their op-
erations there, and as a result, they began outsourcing part of their

19 Garman (1976)
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manufacturing jobs to the locals. To take advantage of the lower
labour costs and lower skill requirements in emerging nations, Amer-
ican corporations began outsourcing the manufacturing of commodi-
ties like apparel, shoes, and toys there.

Programming, software development, chip design, and financial
analysis are just some of the high-skilled jobs that many companies
increasingly outsource to employees in other countries. Other high-
skilled jobs include biomedical engineering and medical imaging. The
European Union (EU) is the main exporter among all nations in the
world, accounting for 35% of global exports of agricultural commodi-
ties. After comes China, Brazil, Canada, and the United States of
America. Additionally, the EU dominates the global market for the ex-
port of energy, minerals, and cars. China, Japan, South Korea, and the
EU are now the top four exporters of iron and steel in the world. The
export of textiles, clothing, and office and communication technology
are all areas in which China dominates the worldwide market. The
United States of America (USA), EU, Japan, and Canada are the top
five exporters of vehicles in the world. A significant portion of global
commerce can be broken down into the following categories: trans-
portation, travel, communications, construction, insurance, finance,
and information technology, as well as other commercial services
such as operational leasing, technical and professional services, cul-
tural and recreational services, and other fields that are comparable.20

Mercantilism was the preeminent theory of international commerce
throughout the seventeenth and eighteenth centuries. Mercantilists
believed that countries should try to maximise their profit from trade.
According to this school of thought, the wealth of a nation could be
determined by the quantity of gold and silver that it had. Mercan-
tilists held the belief that exporting goods would result in an increase
in the amount of gold and silver entering a country, while importing
goods would result in an increase in the amount of gold and silver
leaving the country. Therefore, in order to boost a nation’s overall
income, that nation should work to expand its exports while simulta-
neously cutting down on its imports. The mercantilist ideology held
that international commerce was a zero-sum game, meaning that the
success of one nation could only come at the cost of another. On
the basis of this mercantilist ideology, governments implemented a
wide range of levies and other limitations on imports, in addition to
offering financial incentives and other forms of support for exports.
Individual corporations were also granted exclusive rights by govern-
ments to participate in commercial activity.

A new kind of mercantilism has surfaced in modern times, one
in which the collection of gold is substituted with the creation of
employment. The so-called neo-mercantilists are of the opinion that

20 Source: World Trade Organization (WTO)
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exports create employment whereas imports are responsible for the
loss of jobs in the home economy. Therefore, a rise in both the num-
ber of jobs and the national revenue will result from a trade surplus.
They believe that free trade is a zero-sum game and encourage the
government to establish policies that aggressively boost exports and
prohibit imports. This viewpoint is similar to that of the mercantilists.

Some philosophers and political economists, including as David
Hume, Adam Smith, and David Ricardo, started to criticise the idea
of mercantilism in the latter half of the eighteenth century and the
early part of the nineteenth century. Hume proposed that an increase
in the nation’s money supply was caused by a trade surplus in addi-
tion to the accumulation of gold and silver. The rise in the amount
of money in circulation would eventually result in an increase in the
cost of consumer products. The increased cost of commodities would
make it more costly to ship goods overseas while simultaneously low-
ering the cost of importing goods, which would result in a reduction
in exports, an increase in imports, and the elimination of the trade
surplus.

Smith (1776) published the book "An Inquiry into the Nature and
Causes of the Wealth of Nations" where he criticises mercantilism and
maintains that the wealth of a nation does not increase by accumulat-
ing gold and silver, but rather by the number of goods and services
available for consumption through trade. In his words, if a foreign
country can supply us with a commodity cheaper than we ourselves
can make it, better buy it of them with some part of the produce of
our own industry, employed in a way in which we have some advan-
tage. Smith maintained that each country has an absolute advantage
in the production of a product, that is, if a worker can produce more
units of a product than another country. Then each country can spe-
cialise in the production of that product and exchange it with the
product that it has a comparative disadvantage.

Ricardo (1817), posed the same question and in his book "Principles
of Political Economy and Taxation" he wrote:

"It will appear . . . that a country possessing very considerable
advantages in machinery and skill, and which may, therefore, be
enabled to manufacture commodities with much less labour than
her neighbours, may, in return for such commodities, import a
portion of its corn required for it consumption, even if its land
were more fertile, and corn could be grown with less labour than
in a country from which it was imported".

He demonstrated that mutually beneficial trade is still possible if
instead of comparing productivity across countries, we compare the
opportunity costs of producing each product in each country. Oppor-
tunity cost is the amount of a unit of product X that must be given
up in order to produce a unit of product Y. If a country can produce

28



2.2 international trades 29

a product at a lower opportunity cost, then it has a comparative ad-
vantage in the production of that product. Ricardo’s insights are used
to construct models based on the following assumptions: a) there are
only two countries and two products; b) labour is the only factor of
production, and each country has a fixed amount of labour that is
fully employed; c) labour can work in both industries and can easily
move between industries; d) countries may have different technolo-
gies, but firms in each country use the same technology to produce
the two products; e) there are constant returns to scale, which means
that an increase in the number of workers by a certain percentage
leads to an equal percentage increase in the level of output; f) there is
perfect competition in the market, which means there are many small-
sized firms producing an identical product. The price of the product
is equal to the extra cost of hiring the labour; g) there are no barriers
to trade and no transportation costs.

Smith and Ricardo simply assumed that comparative advantage
was due to different labour productivity yet did not explain the causes
of comparative advantage. In the early 1930s two economists, Eli
Heckscher and Bertil Ohlin, developed a new model that explained
comparative advantage. Heckscher-Ohlin (HO) model has been con-
sidered important to international trade for decades since it was first
proposed. It is one of the theoretical constructs that has had the most
substantial influence on international economics. This model lays an
emphasis on the inequalities that exist between countries in terms of
the relative factor endowments they possess, as well as the differences
that exist between commodities in terms of the intensities with which
they utilise these components. It provides an emphasis on the inter-
action that happens between the ratios in which they are employed
in the manufacture of a range of various sorts of commodities. In
general, countries have an inclination to export those commodities
that demand a considerable amount of the materials with which they
are abundantly supplied. The model shows how the relative avail-
ability of components of production (resources) and the technology
(how the item or service is produced) impact a nation’s comparative
advantage. The theory of factor-proportions is the term given to this
specific model.

According to the Heckscher-Ohlin thesis, nations with high incomes,
like as the United States and Japan, who have an excess of capital, will
be exporters of relatively capital-intensive items, such as machinery,
precision equipment, and chemicals. Conversely, nations with lower
middle incomes, like Bangladesh and Vietnam, will export labour-
intensive items, such apparel, toys, and sports equipment, because of
their plentiful labour supply.

In the framework of monopolistic competition, there are two dis-
tinct types of trade that may be distinguished. The trading of dis-
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tinct items back and forth inside an industry is referred to as intra-
industry trade, while the trading of the wares produced by one indus-
try in exchange for those produced by another industry is referred to
as inter-industry trade. While trade inside an industry demonstrates
economies of scale, trading across industries illustrates comparative
advantages. Trade inside an industry does not have the same signifi-
cant influence on the distribution of income as trade between indus-
tries does. Inter-industry trade, which refers to trade in products from
different industries, such as aircraft and apparel, or wheat and oil, is
explained by trade models that are based on comparative advantage.
These models are due to differences in productivity or factor endow-
ments that exist between industries. However, the vast majority of
the trade in goods that takes place between industrialised nations
takes the form of intra-industry trade. This refers to the exchange of
items that are comparable to one another, such as apples for apples
or shoes for shoes. Because these nations have similar relative fac-
tor endowments and the items that are exchanged have comparable
factor intensities, the Heckscher-Ohlin model is unable to adequately
describe the pattern of trade that exists between them.

Krugman (1979) adheres to the monopolistic competition model
proposed by Dixit and Stiglitz (1975). According to this model, a con-
sumer’s utility is positively related to several varieties of manufac-
tured products, and each variety is produced subject to the increasing
returns to scale that result when an element of fixed costs is added
to labour costs that are proportional to outputs. In his paper, he as-
sumed that every country produces many variants of a single type
of good. However, from another paper of 1980

21, he allowed for each
country to produce two types of products, with many variants of each
type. This allowed for the introduction of elements of inter-sectoral
trade. Helpman (1987) conducted a groundbreaking paper that chal-
lenged the monopolistic competition model for the very first time
using real data. He demonstrated that the model’s primary assump-
tions were compatible with manufactured trade between advanced
industrial nations.

A new set of models known as New Trade Theory has been de-
veloped to explain the pattern of trades22. In order to explain interna-
tional commerce, traditional trade models depended on differences in
productivity, such as the Ricardian model of comparative advantage,
or models that concentrate on variations in factor endowment, such as
the Heckscher–Ohlin model. The premise of constant returns to scale
was modified by new trade theorists, who demonstrated that grow-
ing returns may drive trade flows between comparable nations even
in the absence of disparities in productivity or factor endowments.

21 Krugman (1980)
22 Krugman (1983) and Helpman (1999).
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Countries that are completely comparable to one another nonetheless
have a reason to trade with one another due to the growing returns
to scale. Economies of scale may be achieved in certain sectors when
industries in specific nations focus their attention on producing dif-
ferent targeted items. Following this, countries will trade these spe-
cialised items with one another; each nation will specialise in a certain
industry or kind of product. Because of trade, the nations are able to
take advantage of bigger economies of scale. These models rely on
economies of scale and imperfect competition as their foundations.
When there is an increase in output or scale of production, there may
be opportunities for cost savings that are referred to as "economies of
scale." These cost savings are estimated by dividing the entire cost of
production by the total output generated. Internal economies of scale
and external economies of scale are the two types of economies of
scale.

In the twenty-first century, many of the controversial issues that
Ricardo brought up are still very much a part of the conversation. His
creative thoughts and unconventional suggestions are still relevant
in the contemporary economic systems (Peach, 2007; King, 2013). In
addition to this, we are now seeing the resurgence of the Ricardian
trade theory, which is being driven primarily by the contributions of
Eaton and Kortum (2002). The Eaton-Kortum model may be thought
of as a form of Ricardian many nations, many excellent trade models
with bilateral trade costs. The "new trade" notion may be explained
and modelled in a number of different ways23.

The novel notion, on the other hand, is a probabilistic model with
two parameters that determines the inputs that are necessary for the
production of each item. To analyse the consequences of trade open-
ness and liberalisation on the vast margins of trade is one of the most
impressive capabilities that the model has, and it is also one of its
most noteworthy aspects.

The role of corporations in commerce is on the increase. Several dif-
ferent economists have established a relationship between firm-level
and aggregate data, which makes it possible to do a general equilib-
rium analysis of the impact of aggregate shocks on individual busi-
nesses24. The growth of commerce across industries and the increas-
ing technical sophistication of multinational corporations are the two
elements that are now defining the international trade landscape25

23 Alvarez and Lucas (2007), Naito (2017)
24 Eaton, Kortum, and Kramarz (2022)
25 Melitz and Trefler (2012)
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Gravity Model as Measure of International Trade

In 1687, Isaac Newton presented his law of universal gravitation,
which provided the inspiration for the gravity. Newton postulated
that the force of attraction between any two particles in space would
be directly related to the product of their masses and inversely re-
lated to the square of the distance between them. In that context, an
early coherent formulation was the 1885 publication of Regenstein’s
article titled "The Laws of Migration". He made an effort to clarify
that migratory currents are propelled by the "absorption of centre of
trade and industry" but diminish with increasing geographical dis-
tance. Following this, two important notions for the development
of trade theories were presented, the "Linder hypothesis" (1961)26

and the "Factors-price equalisation"27. The gravity model has histor-
ically relied heavily on intuitive notions of which factors are most
likely to affect trade. In its earliest appearance the Gravity Model
was a-theoretical, examples include Ravenstein, 1885 and Tinberger,
1962, who employs gravity studies to explore immigration and trade
flows respectively. Under the assumptions of product differentiation
by place of origin and Costant Elasticity of Substitution (CES), Ander-
son, 1979 is the first to propose a theoretical economic underpinning
for the gravity equation.

The gravity model is the primary method that is used to correlate
various trade obstacles and associated costs. According to the find-
ings of research, trade costs are a cause of comparative advantage or
disadvantage because of the way they influence trade28. Additionally,
there has been a revival of interest in the theory and use of gravity
in recent years. The gravity model has been used in the writing of
hundreds of academic articles and books to investigate and quantify
the impacts of a wide variety of factors that influence international
commerce. In the research that has been done up to this point, a wide
variety of models have been developed to account for the different
kinds of data and approaches to estimate. For instance, given the
availability of panel data, the dynamic gravity model is suggested as
a possible solution29.

In addition, Head and Mayer (2014) investigated the estimating pro-
cesses, technical problems, and theoretical implications of the gravity
model. They defined the success of the gravity model as a "workhorse,
toolbox, and cookbook." As a consequence of the earlier research, the

26 Linder (1961)
27 Samuelson (1948) and Samuelson (1949)
28 McGowan and Milner (2011)
29 Olivero and Yotov (2012)
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model is in no sense an intellectual "orphan," but rather it is now
related to the diverse family of economic theory30.

Figure 2: Gravity model’s strong theoretical foundations. Source: WTO

The figure 2 shows the gravity model foundations. The benefits de-
rived from trade are unaffected by a variety of alternative microfoun-
dations, such as a single economy model with monopolistic compe-
tition, a Hercksher-Ohilin framework, a Ricardian framework, entry
of heterogeneous firms, selection into markets, a sectoral Armington
model, a sectoral ricardian model, a sectoral input-output linkages
gravity model, and a dynamic framework with asset accumulation.

The first economist to provide the theoretical economic basis for
the gravity equation was Anderson. He was also the first person to
use the term "gravity equation." The work that he did was predicated
on the assumptions of product differentiation determined by loca-
tion of origin and Constant Elasticity of Substitution (CES) spending.
The Armington idea, which served as the basis for Anderson’s most
important work, was the impetus behind it. Anderson was able to
include the product differentiation strategy into his research by estab-
lishing the gravity equation, which accounted for the incorporation
of income concerns. This allowed him to do the analysis. Early on in
his career, Bergstrand31 is responsible for the publication of a number
of works that have since been deemed to be among the very best in
the subject of gravity literature. He was the second author to offer the
micro-economic foundation for the gravity model, and he did it as
part of the gravity model. He created a link between the two, placing
more of an emphasis on the supply side of the economy, as well as
between trade theory and bilateral commerce. Specifically, he was re-
ferring to the supply side of the economy. During this time span, there
have been many writers who have made substantial contributions to

30 Anderson and Wincoop (2003); Anderson, Larch, and Yotov (2017); Anderson (2004);
Feenstra, Markusen, and Rose (2001); Rubinstein, Helpman, and Melitz (2008a);
Bergstrand (1985); Shahriar et al. (2019)

31 Bergstrand (1985); Bergstrand (1990); Bergstrand (1989)
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the extension of trade theory. These writers include Brakman, Garret-
sen, and Marrewijk (2009); Helpman and Krugman (1985); Helpman
(1984); Krugman and Obstfeld (2002) and Rubinstein, Helpman, and
Melitz (2008b).

Helpman (1987) drew a relationship between the monopolistic com-
petition model and the gravity model by using research that were
done on eighteen different industrial nations. This had the immedi-
ate effect of laying the financial groundwork for the gravity technique,
which was in the process of being developed.

According to Deardorff (1998), the gravity model is suitable for use
in conjunction with a diverse range of economic models. The HO
model, the growing returns to scales model, the Ricardian model,
and a great many additional models are examples of this kind of
model. Evenett and Keller (2002) found that the success of the grav-
ity equation can be adequately explained with only two fundamen-
tal hypotheses—namely, the HO model and expanding returns to
scale—and that this is sufficient.

In the meantime, McCallum (1995) published an important study
that evaluated the impact of national boundaries on the regional trade
patterns between Canada and the United States. He did this by ap-
plying the gravity equation to analyse data on interprovincial and
international trade that was conducted by Canadian provinces dur-
ing the years 1988-1990. He found that commerce between Canadian
provinces was more than 20 times bigger compared to trade between
Canadian provinces and states in the United States. This finding was
made in comparison to trade between Canadian provinces and states
in the United States. Since the publishing of the foundational works of
McCallum (1995) and Helliwell (1997), economists have pondered the
notion that boundaries may induce customers to prefer things that are
produced locally. As a direct consequence of this, the so-called "bor-
der effect" has become one of the phenomena that has garnered the
most attention in recent years32.

The issue of border effects, often known as the "McCullum Border
Puzzle" in the academic community, has been the focus of a consider-
able deal of study and writing over the years. An investigation of the
impact that borders have on the wide and intense margins of com-
merce was carried out by Cheong, Kwak, and Tang (2015). This was
done in an effort to discover a solution to the challenge that is posed
by the separation in distance.

Anderson and Wincoop (2003) proposed a solution to the McCal-
lum border problem. Their findings suggest that McCallum’s calcu-
lations of the gravity equation are flawed due to an omitted variable
bias. With McCallum’s own data in hand, Anderson and van Win-
coop were able to verify their own points; they then enhanced McCal-
lum’s model by including the many resistance aspects, and applied

32 Carter (2017); Feenstra (2002); and Magerman, Studnicka, and Van Hove (2015)
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this revised model to the solution of the notorious McCallum border
problem. Due to the exclusion of the multilateral components, they
conclude that all of the coefficients are skewed. Fixed effects mod-
els allow for unobserved or mis-specified factors that simultaneously
explain trade volume between two countries33. The fixed effects are
also used to estimate the trade effects of currency unions34; or to es-
timate the effects of borders on trade35, or to calculate the cost of
protection36.

According to Anderson and Yotov (2016), there are at least five note-
worthy considerations that may explain the gravity model’s tremen-
dous success and widespread appeal:

• The trade gravity model is rather intuitive. The gravity model
of trade predicts that international trade (gravitational force) be-
tween two nations (objects) is directly related to the product of
their sizes (masses) and inversely related to trade frictions (the
square of the distance between them).

• one of the most attractive properties of the gravity model is
its predictive power. Empirical gravity equations of trade flows
consistently deliver a remarkable fit of between 60 and 90 per-
cent with aggregate data as well as with sectoral data for both
goods and services. High explanatory power with R2 between
0.65 and 0.95;

• The gravity model of trade is a structural model supported by
sound theoretical premises. Due to this trait, the gravity frame-
work is well suited for hypothetical research, such as measuring
the consequences of trade policy.

• The gravity model offers a realistic environment of general equi-
librium that allows several nations, different industries, and
even enterprises. As a result, the gravity framework may be
used to account for the likelihood that markets (sectors, nations,
etc.) are interconnected and that changes in trade policy in one
market would cause ripple effects throughout the rest of the
world.

• The gravity setup is a highly flexible structure that may be used
into a broad range of general equilibrium models in order to
examine the relationships between trade and labour markets,
investment, the environment, etc.

The ability of the gravity model to make accurate predictions is one
of the model’s most compelling selling points. The empirical charac-
ter of gravity equations of trade flows has continuously delivered a

33 Matyas (1997), Bayoumi and Eichengreen (1996), Coughlin and Wall (2002)
34 Glick and Rose (2002), Pakko and Wall (2001)
35 Millimet and Osang (2007)
36 Wall(1990)
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fantastic match between 60 and 90 percent with aggregate data as
well as sectoral data for both commodities and services37.

The most influential structural gravity theories in economics are
those from Eaton and Kortum (2002), who derived gravity on the
supply side as a Ricardian structure with intermediate goods, and
Anderson and Wincoop (2003), who popularised the Armington -
CES model of Anderson (1979) and emphasises the importance of the
general equilibrium effects of trade costs. Arkolakis, Costinot, and
Rodríguez-Clare (2012) demonstrate that a large class of models gen-
erate isomorphic gravity equations which preserves the gains from
trade.

Theories that might integrate the gravity equation were developed
because of the model’s stability and its capacity to explain bilateral
trade flows. In the field of international trade theory, the gravity
model has become the go-to tool, notably for predicting the effect
of policy shifts on trade costs. The model’s adaptability allows for
a variety of factors, such as cultural and political distance between
trade nations, to be considered "distance." Impacts on trade flows
from Britain’s withdrawal from the European Union (Brexit) have
been predicted using the theoretical framework offered by the Grav-
ity model.

The general formulation of the gravity model is the following:

Xi,j = GSiMjϕi,j (4)

where Xi,j is the monetary value of exports from country i to country
j; Si is the economic mass of the importer; Mj is the economic mass of
exporter; G is a variable that does not depend on i or j (for example
the global level of liberalisation); and finally ϕi,j is the inverse of
bilateral costs.

The gravity equation relates the natural logarithm of the monetary
value of trade between two countries to log of their respective GDPs,
and trade term between them. The standard procedure for estimating
a gravity equation is to take the natural logarithm of all the variables
in order to obtain a log-linear equation that can be estimated through
an Ordinary Least Squares (OLS).

The model can be written as follow:

lnXi,j = β0 +β1lnGDPi +β2lnGDPj +β3lnτi,j + εi,j (5)

where Xi,j indicates exports from country i to country j; GDPi and
GDPj indicates each country’s gross domestic product; τi,j represents
trade costs between the two countries; and εi,j is the error term.

Grouping terms together for exporters and importers allow us us
to rewrite the gravity model equation as follows:

logXi,j = C+ Fi + Fj + (1− σ)[logτi,j] (6)

37 Bergeijk and Brakman (2010)
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The first term, C = −logY, is a regression constant. In terms of the
theory, it is equal to world GDP, but for estimation purposes it can be
captured as a coefficient multiplied by a constant term, since it is con-
stant across all exporters and importers. The term, Fi = logYi− logΠj,
is a full set of exporter fixed effects. By fixed effects, we mean dummy
variables equal to unity each time a particular exporter appears in the
dataset. We take the same approach on the importer side, specifying
a full set of importer fixed effects Fj = logYj− logPj. According to the
panel data literature, this method accounts for all unobserved hetero-
geneity sources that are constant for a particular exporter across all
importers and for a given importer across all exporters. The theory
gives a solid justification for such a strategy, since the GDP and in-
ternational resistance terms meet these conditions. The estimation of
models with fixed effects is easy. Since the fixed effects are essentially
dummy variables for each importer and exporter, all that is required
is it to build the dummies and then add them as explanatory vari-
ables to the model.

In the gravity model, zero trade flows are a major issue. The zero
logarithm is undefined. In order to solve the issue of zero flows in
trade data-sets, truncations and filtering techniques are suggested in
the literature. There are various biases and difficulties with these esti-
mating methods. Information loss is a major concern. This occurs as
a result of the inefficiency of estimate methods. The exclusion of data
may result in biassed estimations38.

Westerlund and Wilhelmsson (2011) noted in their work that the ab-
sence of trade flows results in sample selection bias. In the estimate
of gravity model for commodity or sectoral trade, the occurrence of
’zero’ is a prevalent concern39. Nonetheless, a panel data model al-
lows for the recognition of how significant variables change over time
and the identification of particular time or country effects. Therefore,
there should be a greater emphasis on methodological enhancements
with the goal of embracing dynamic panel data approaches.

38 Baldwin and Harrigan (2011); Burger, Linders, and Oort (2009); Martin and Pham
(2015)

39 Burger, Linders, and Oort (2009); Martin and Pham (2015)
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3
N O N - L I N E A R F O R E C A S T U S I N G M A C H I N E
L E A R N I N G M O D E L S

This chapter evaluates the performance of a new forecasting model
compared to a random walk benchmark. The empirical findings pro-
vide the following conclusions. Empirical data suggests that the mi-
crostructure order flow models discussed earlier exhibit more eco-
nomic value compared to a basic random walk model, particularly
when analysing a portfolio of currencies. The findings of this evalu-
ation indicate that the proposed forecasting model outperforms the
random walk model in terms of forecasting accuracy. According to
the authors, the primary focus for foreign exchange (FX) traders should
be on the flow of different customer groups rather than solely con-
sidering the overall order flow. Asset managers exhibit superior pre-
dictive capabilities compared to other clients. The study additionally
takes into account non-linearities within the microstructure frame-
work, underscoring the necessity for non-linear data. This study eval-
uates the economic significance of exchange rate forecasts, specifi-
cally highlighting the considerable economic value of microstructure
order flow in the context of dynamic portfolio allocation. The order
flow from customers is an informative indicator of future excess re-
turns, and there are significant disparities across various end-user
categories. Both asset managers and hedge funds are significant play-
ers in foreign exchange markets, and their order flows significantly
and favourably anticipate currency excess returns.

This chapter also makes a valuable contribution to the existing
body of literature concerning the prediction of low-frequency data,
highlighting the limitations of current methodologies for uncondi-
tional forecasting due to linearity and the large amounts of data
needed. Deep neural networks, characterised by their lack of con-
straint to a specific functional form, can be considered a promising
approach for improving prediction accuracy in scenarios with limited
data availability. The utilisation of artificial intelligence in the field of
economics has witnessed significant growth; however, there remains
a dearth of scholarly investigations pertaining to the application of
Artificial Intelligence (AI) in macroeconomic finance or the analysis
of low-frequency data.
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3.1 introduction and motivation

The process of forecasting the evolution of exchange rates is a chal-
lenging endeavour, but it is an essential component of economic re-
search. Researchers have spent a significant amount of time trying to
develop an accurate theoretical model of the dynamics of exchange
rates, but they have been unsuccessful. In spite of this, they have con-
tinued their efforts. There is a general agreement among economists
that models that depend on macroeconomic data to forecast the ex-
change rate have a lower degree of accuracy compared to models that
are based on a simple Random Walk (RW). In recent decades, an in-
creasing number of scholars have looked at the concept of market mi-
crostructure as a means of gaining accurate insight into the structure
of exchange rates. This strategy involves examining the movement
of exchange rates on specific markets in order to get a better under-
standing of the functioning of the markets. There has been a signif-
icant amount of debate regarding the use of microstructure models
with the purpose of gaining a better understanding of the effect that
changes in microstructure have on the behaviour of currencies. In this
regard,Evans and Lyons (2005), Evans and Lyons (2002b) and Sager
and Taylor (2008) think that these models are useful tools for under-
standing how the performance of exchange rates might be affected by
changes in microstructure, and they prove that these models are ac-
tually helpful. Microstructure models are not always able to reliably
reflect the behaviour of exchange rates, according to these researchers.
The performance of order flow models is superior to that of a straight-
forward random walk based on sample forecasts.

According to the findings of the research conducted by Evans and
Lyons (2005), order flow is a major element that affects exchange rates,
and it may be used to anticipate exchange rates in the future. How-
ever, there is little evidence from real-world experiments to support
the hypothesis that market orders result in more effective markets. In
fact, Sager and Taylor (2008) discovered, via the use of market data
and interdealer orders, that the markets are not necessarily more effi-
cient than they might be. Researchers interested in market microstruc-
ture have been looking at the link between order flow and exchange
rates in a variety of different market settings. Some scholars feel that
the degree of this link is dependent on the present circumstances
of the market, while other scientists think that the association is im-
pacted more by releases of macroeconomic news. For instance, Love
and Payne (2008) conducted research on the effect of order flow on
the transmission of information about published macroeconomic fun-
damentals. They found that information that is issued contempora-
neously is partly impounded into prices through the microstructure
order flow. Nevertheless, it is abundantly evident that the predictions
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of rational agents are not being met by the events that are taking
place.

Other researchers show that economic news influences exchange
rates in two distinct ways: directly, as in a standard macroeconomic
model, and indirectly, through orders. The former procedure was il-
lustrated by Bacchetta and Van Wincoop (2006), while the latter was
illustrated by Rime, Sarno, and Sojli (2010). One way to look at the
flow of orders in the market is as a random variable that helps map
information that has been floating about the market into price discov-
ery. Order flow in the foreign exchange market is made up of a variety
of market players, each of whom has their own unique risk-return ex-
pectations and informational asymmetry. As a result, the order flow
from customers is the major source of the confidential information
that is used to forecast upcoming shifts in the basic drivers of ex-
change rates. Despite the fact that the microstructure models provide
some helpful insights into the foreign exchange market, there are still
certain issues that have not been satisfactorily resolved. When the in-
formation is published openly and concurrently to all market players,
microstructure models have proven effective in making out-of-sample
projections. However, since the status of the economy may take some
time to affect the exchange rate, a model that uses a delayed order
flow may be able to more accurately anticipate the exchange rate1.
When forming their expectations for the new equilibrium exchange
rate, many market players use both public and private information.
Expectations about the new exchange rate are generated as a result
of a mix of macroeconomic factors and elements pertaining to market
microstructure.

Guresen, Kayakutlu, and Daim (2011) provides evidence that solu-
tions based on Neural Network (NN) perform better than those based
on other statistical and mathematical methods. Within the realm of
forecasting issues, neural networks provide a model of prediction
that is both general and specific at the same time. These models are
data-driven, and as a result, they are able to produce nonlinear mod-
els without requiring any previous information about the functional
forms.Because of this finding, there are now more opportunities than
ever before to enhance the precision and effectiveness of machine
learning systems. Neural networks might be able to provide the uni-
versality of the forecasting model in the category of forecasting issues.
Due to their ability to self-train and their qualities, neural networks
are able to accurately capture the dynamics of nonlinearities and the
complex elements of financial data. This is useful because it makes it
possible to do an analysis of financial data that is both more accurate
and up-to-date. They also have the ability to learn and generalise in-
formation. Approaches that are not smooth, such as those that rely on

1 Sager and Taylor (2008)
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assumptions about normality, linearity, and variable independence,
might be less dependable than those that employ NNs.

The analysis contained in this chapter focuses on evaluating the per-
formance of empirical exchange rate models relative to the random
walk benchmark. In addition, we contribute to that part of the litera-
ture that suggests that the most relevant information for FX traders
with access to order flow information is not necessarily the total of
order flow but rather the flow of different customer groups, finding
that asset managers own the better predictive power among all the
customers2. What does matter for the relationship between end-user
order flows and future returns is disaggregated data since the infor-
mation content of flows for the future varies across customer groups.
In particular, financial customers are those who exhibit superior in-
formation, and this is not surprising considering the specific FX core
nature of this group. We find the most informative are asset managers,
followed by hedge funds, while corporations and private clients gen-
erate negative spreads.

3.1.1 Research Contributions

Why Forecast
Exchange Rate is

Important?
It is crucial to have the capacity to correctly foresee expected fu-
ture market movement in order to successfully influence the decision-
making process for hedging, and as a result, it is essential to have a
method of forecasting that can be trusted. The alternative is to base
decisions on information that is either incomplete, irrelevant, or oth-
erwise misinterpreted, which does not fit under any reasonable hedg-
ing technique. An approach to forecasting exchange rates that is both
relatively new and one that requires a large amount of processing
power has been utilised in an effort to anticipate the future price of
exchange rates. In the following discussion, we will outline the com-
ponents that, when combined, make this piece of study a noteworthy
addition to the area.

The goal of this chapter is to estimate the log returns of time seriesEconometric
Contribution of exchange rates using a novel model called the Neural Microstruc-

ture Technique (NMT). This approach is interdisciplinary, combining
machine learning with finance, and it ends in a new model. In par-
ticular, we combine the microstructure approach to exchange rates
with the Artificial Neural Network (ANN) forecasting ability in order
to test whether the new method can outperform traditional methods
in predicting customer order flow. It is difficult to forecast the future
path of the exchange rate because of the inconsistency of the macroe-
conomic fundamentals and the heterogeneity of the agents. I provide

2 see an example Figure 5
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evidence to support the claim that the model discussed in this chapter
is capable of adequately explaining the observed pattern.

The proposed model successfully handles the issue of vanishing
gradients, making it extremely adaptable to a variety of practical is-
sues. Long-short-term memory (LSTM) is a type of recurrent neu-
ral network (RNN) that has the capacity to learn what information
should be stored and what should be deleted. Through the incorpo-
ration of exogenous factors and the facilitation of the inclusion of
fundamentals, this method worsens the problem of instability. In this
work, the time series forecasting model incorporates exogenous data
in the form of client order flow. We next evaluate if adding this data
improves the model’s ability to predict outcomes. This model can
forecast macroeconomic time series by incorporating a wide variety
of fundamental components as necessary because of its distinctive
feature of including exogenous variables. Despite the fact that earlier
studies have attempted to forecast exchange rates using the acRNN
and others have used intuition based on microstructure, the combina-
tion of these elements in this study allows it to significantly advance
the area.

According to the findings of this research, microstructure variables Economic
Contributionand non-linear models are able to give superior out-of-sample pre-

dictions compared to a random walk model. There is a substantial
volume of published research on the effect that order flow has on
forecasting future currency prices, yet not a single one of these stud-
ies uses deep learning techniques to study the question. The purpose
of the model is to study the role that order flow that is segmented into
customer groups plays in the process of predicting currencies. This
makes it possible to contribute to the building of a bridge between
research on foreign exchange microstructure and the cross-sectional
pricing of currency assets. The portfolio technique is one that we use,
and it offers a straightforward and easy-to-understand method of es-
timating the economic worth of order flow for the purpose of predict-
ing exchange rates.

The support provided by the informational content of asset man-
ager order flow, specifically, and financial institution order flow, more
broadly, might be valuable to practitioners seeking arbitrage possibil-
ities. Order flow trading involves monitoring market orders that are
pending execution. Based on this particular strategy, price variations
occur as a result of imbalances within the market, and it is possible
to forecast forthcoming price changes by employing this methodol-
ogy. By employing order flow analysis, it is possible to anticipate the
occurrence of market order imbalances at a future price level. The lev-
els of supply and demand serve as indicators of market imbalance. By
employing the order flow trading method, one may forecast market
price fluctuations just by examining market orders. The order book,
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which encompasses a comprehensive list of pending orders, holds
significant importance for order flow traders as it serves as a vital
instrument for their trading activities.

Further, we investigate the use of deep neural networks (which areLow-frequency data

not tied to any particular functional form) to improve the accuracy
of predictions with a small amount of data. The traditional methods
for unconditional forecasting are not useful for making accurate pre-
dictions about the future in this context. This is because models are
inherently linear and need a lot of data. There have been several stud-
ies on finance using machine learning techniques, and despite the
fact that the use of artificial intelligence in economics is quickly ex-
panding, the literature is lacking in macroeconomic finance and/or
low-frequency data. Bayesian analysis, Dynamic Stochastic General
Equilibrium (DSGE) models, as well as textual analysis, are the pri-
mary areas of concentration in low-frequency research.

3.1.2 Outline of the Chapter

This chapter is organised as follows: First, in Section 3.2, we con-
duct a literature survey in order to find the main challenges in the
research area, formulate a hypothesis, and design and develop a re-
search strategy. Then, collect the required data, and in the section
on empirical analysis paragraph 3.4 is described as we carried out
necessary pre-processing steps. Then, conduct exploratory analysis
in order to better understand the behaviour of the data and to design
the analysis method. After that, create multiple sub-datasets using
different combinations of independent attributes as well as based on
a number of lags. With each of these datasets, train the LSTM based
multi-step forecasting models. Then compare the forecasting perfor-
mances among these models using different evaluation matrices and
comment on the economic performance of the results. Finally, in the
conclusions 3.5 we discuss the advantages and disadvantages of the
proposed method and make suggestions for future work.

3.2 reviews of the related research

The forecaster will choose an information set to base their projec-
tions in order to forecast the currency exchange rate. A wide range
of variables, such as interest rates, inflation, current account deficits,
governmental debts, terms of trade, political stability, and economic
performance, all have an impact on the exchange values of different
currencies 3.

3 MacDonald (2000)
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Before 1970, the use of the products market was by far the most
common method for anticipating currency exchange rates. This re-
quired keeping track of the pricing of items that were being exchanged
between nations. This model helps to comprehend how an increase
in exports can lead to a surplus for a nation, which will cause the cur-
rency to appreciate as a consequence of the surplus. It is possible by
linking currency movements to import and export levels. The study
makes the assumption that domestic and foreign bonds are equiva-
lent in every way, and that the equilibrium of the money market is
sufficient information for establishing short-run exchange rates.

In the latter part of the 1970s, the asset market method, which is
based on the demand for money resulting from the buying and sell-
ing of assets such as bonds and stock, started to gain acceptance.
These writers concentrate on portfolio balance under the assump-
tion that domestic and foreign bonds are unsatisfactory replacements
for one another4. Studies that concentrate on understanding or pre-
dicting exchange rates using standard macroeconomic fundamentals
(such as the money supply or investment portfolios) are widespread.
During this time period, only a small number of studies attempted
to compare the two approaches, and those that did so encountered
a number of obstacles as a result of the distinct approaches and
data that had evolved over time. Since that time, the major macroe-
conomic variables-based models in the foreign currency market have
depended on three essential assumptions. These assumptions are that
all of the information is public, that agents are homogeneous, and
that the structure of the market does not matter.

It is not obvious why exchange rates don’t always move in a con-
sistent manner, yet macroeconomic indicators like the GDP in classic
monetary models are not susceptible to long-term or severe situations.
For example, the GDP does not always grow in the same direction. It
has been hypothesised by some economists that the reason for this is
shifts in inflation rates; however, these theories do not always hold 5.
When modelling the nominal exchange rate using the macro funda-
mentals based method, there is a chance of excessive exchange rate
swings in comparison to the fundamentals because of this element of
the technique.

The literature has spent a significant amount of time investigating Fundamental
Approachthe link between currency exchange rates and the fundamentals of an

economy, with a particular emphasis on how the nominal exchange
rate might deviate from its true value. The nominal exchange rate is
given by forward looking expectations, in the monetary context, can
be a parsimonious set of fundamentals, comprising the money supply

4 Backus (1984), Campbell and Clarida (1987) and Meese and Rogoff (1983)
5 Meese and Rogoff (1983); Frankel and Rose (1995); Cheung, Chinn, and Pascual

(2003); Sarno and Valente (2009)
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and output, but it can also include a broader set of fundamentals such
as net foreign assets or trade balance. Future exchange rate changes
are a function of the gap between the current exchange rate and the
expected current fundamentals.

According to Meese and Rogoff (1983), who were leaders in this
area of the literature, models that depend on fixed exchange rates
don’t explain much of currency changes over short time periods, and
they can’t exceed a basic model that assumes a random walk in terms
of accuracy. They looked at three distinct currency pairs and found
that the random walk model outperformed for all of them when eval-
uated over a length of six and twelve months, but it performed better
for just two of the currency pairs when examined over a period of
one month. Following this, a large number of studies have claimed
to have uncovered the success of a range of fundamental-based ex-
change rate models spanning a variety of historical periods; never-
theless, the success of the models has not been demonstrated to be
long-lasting. Frankel and Rose (1995) reached the opinion that the
Meese and Rogoff analysis of short time horizons has not been suf-
ficiently rejected or explained. This was the result that they got to
after doing their research. Cheung, Chinn, and Pascual (2003) came
to the conclusion that not a single model exhibited a consistent level
of performance after conducting a reevaluation of the capability of a
group of macroeconomic fundamentals-based models developed in
the 1990s to make accurate forecasts. These models were established
in an effort to accurately predict the state of the economy. Some mod-
els may perform better than others at specific time horizons for spe-
cific currency pairings; however, models that are a suitable fit for one
exchange rate may be unable to estimate another exchange rate. This
can happen when the models are compared to each other using the
same currency pairings and time horizons. Often a concern is model
consistency, and the effectiveness of a model may be contingent on the
kind of money or the time period being modelled. Even if favourable
findings are obtained from one model, this does not ensure that other
models will also yield positive results; this is because there is no way
to account for all possible variables.

It is a common knowledge that the efficacy of macroeconomic vari-
ables based exchange rate models seems to improve with bigger data
sets and more complex econometrics techniques over horizons of
more than one year. This is the case regardless of the length of time
being analysed. When the performance is assessed, this is the situ-
ation that arises. The association between changes in fundamental
data and variations in exchange rates, on the other hand, may only
be shown empirically after a considerable length of time has elapsed
since the correlation was first hypothesised. Mark (1995) arrived to
the conclusion that variations in the market for foreign currencies are
predictable, and that the results had statistical significance. He found
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that the bias-adjusted slope coefficient and R2 increase with the fore-
cast horizon, and that out-of-sample predictions often perform better
than the random walk. These conclusions were drawn on the basis of
the finding that the slope coefficient is influenced by the time hori-
zon of the prediction. However, there is widespread scepticism over
the extent to which models are applicable to time periods that ex-
tend beyond a single year. Kilian (1999) found that the model did not
show any evidence of being predictable after using the bootstrapping
procedure to the data set that was reported in Mark (1995).

Engel and West (2005) show that if the fundamentals follow I(1)
are a random walk, then the discounting factor is very close to 1. Be-
cause of this, the study based on fundamentals cannot provide more
accurate forecasts than the random walk model of exchange rates. In
particular, they find very little evidence that the exchange rate can
be described by the observable fundamentals. Additionally, they con-
cur with the findings of earlier research that there is a role for unseen
fundamentals including real shocks and risk premium. It would seem
that this at least partially explains why making predictions based on
fundamentals may be challenging.

Due to the absence of relevant variables in models that are based Microstructure
Approachon macroeconomic fundamentals, research in the microstructure ap-

proach has become more prevalent. According to the researchers,
changes in the exchange rate must have a significant correlation with
news about future fundamentals. This finding is compatible with
the investigation of market microstructure. In an environment where
there is a variety of information available on the market and where
typical macro factors are taken into account in structural exchange
rate models, macro fundamentals are unable to operate as informa-
tion aggregators that lead to price discovery. Order flow is seen as a
random variable by microstructure models, and it is used to translate
heterogeneous and dispersed information into price discovery. There-
fore, order flow in the microstructural approach constitutes the miss-
ing connection between changes in exchange rates and changes in
economic circumstances. This is in contrast to macro-based exchange
rate models, which focus on exchange rates as a whole.

According to Rogoff (1999b) the failure of basic analysis may be
ascribed to three primary issues. He is of the opinion that standard
economic models do not adequately take into account all of the el-
ements that might be contributing to the movement of currency ex-
change rates. It is necessary to update earlier models whenever new
information is obtained since the underlying assumptions and con-
cepts that are utilised in such models may not always be valid. The
failings of certain of the models that are based on macroeconomics
may be partially attributed to the three causes. Because they do not
take into account the dynamics of the market and the process of buy-
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ing and selling, the fundamentals of macroeconomic indicators, such
as inflation rates, interest rates, and so on, are unable to always accu-
rately predict short-term changes.

Neither the fluctuations in currency exchange rates nor the dif-
fuse participation in FX trading can be well explained by conven-
tional economic theories. The microstructure approach is providing
first insights. The market microstructure theory is a framework for
analysing the dynamics at play when various asset classes are ex-
changed in accordance with predetermined norms6. In contrast to
the standard asset approach, the microstructure method does not as-
sume that all relevant information is readily accessible to all market
participants, that all assets are highly differentiated, or that market
mechanisms have a substantial impact on asset prices. Information is
scattered and asymmetrically dispersed in the market, and the mar-
ket microstructure method aggregates this information into prices.
The role of trade in the creation of prices is also investigated. In the
microstructure method, order flow is used to represent dealers’ access
to data about transactions. In recent years, several empirical studies’
results have corroborated the function of order flows in affecting cur-
rency exchange rates. However, most macroeconomic exchange rate
models ignore several elements that are genuinely crucial in influenc-
ing exchange rates7. Traditional exchange rate models do not account
for the fact that the order flow in the stock market has a significant
effect on stock prices.

The future dynamics of prices in micro-exchange rate agreements
are heavily influenced by the order flow of a certain asset. Microstruc-
ture research has shown how distinct sets of participants may obtain
different information, contrary to the "weak form" of an efficient mar-
ket theory, which is supported by standard technical analysis. Cus-
tomers’ willingness to pay for a product or service is affected by a
number of factors, one of which is the price. In the context of the mi-
crostructure, practitioners are referring to well-informed trades when
they describe order flow. Order flow data has been analysed as a pos-
sible predictor of future prices because of their nature as forecasters
of future exchange rates. Order flows are the sum of all completed
transactions; they are the gold standard for measuring business ac-
tivity. They has been demonstrated by several studies to be an ex-
cellent indicator of future occurrences. There is evidence that order
flow data can be used to accurately anticipate daily fluctuations in
currency exchange rates. The reason that order flow should be able
to anticipate exchange rate returns if it represents diverse ideas about
the status of the economy and if currency markets don’t learn or-

6 Market Microstructure Theory, O’Hara (1995)
7 Evans and Lyons (2002a), Evans and Lyons (2002b), Evans and Lyons (2005), Rime

(2000), Payne (2003), Marsh and O’Rourke (2005), Froot and Ramadorai (2005), Osler
and Vandrovych (2009), and many others
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der flow in real time. These findings lend credence to a hypothesis
put out by Bacchetta and Van Wincoop (2006) and Evans and Lyons
(2008). When both the mark/dollar and yen/dollar exchange rates
are taken into account, Evans and Lyons (2002b) find that the order
flow is much better explained. Explanatory power ranges from 0.00%
to 68%, according to this expansion of the empirical research con-
ducted by Evans and Lyons (2002a). Further, they state that the order
flow model outperforms a random walk model in terms of out-of-
sample predictive power. As with Evans and Lyons’ findings, Killeen,
Lyons, and Moore (2001) note that the order flow model has substan-
tial explanatory power. Given that it presupposes perfect foresight,
Payne (2003) argue that the aforementioned model is not very useful
in reality. The authors demonstrate this using central bank order flow
for Swiss franc/dollar for the sample period 1986–1995, and they find
that despite a high contemporaneous connection between inter-dealer
order flow and exchange rate returns, the predictive potential of this
relationship is weak. In a comprehensive empirical research, Sager
and Taylor (2008) go more into this topic. To paraphrase their argu-
ment, they claim that there is a lag between when news is made pub-
lic and when prices adjust, proposing the so-called publication lag
model. Through extensive empirical testing, they demonstrate that
the lagged order flow model provides little insight into the data and
cannot compete with a basic random walk model when trying to pre-
dict future exchange rates. Furthermore, they provide enough proof
of a Granger-causal link running from exchange rate returns to order
volume from customers. Engel and West (2005) found some empir-
ical support for the inverse relationship among fundamentals and
exchange rate, arguing that exchange rates may aid in forecasting
fundamentals.

Cerrato, Sarantis, and Saunders (2011) utilise weekly customer or-
der flow for nine of the most liquid currencies to examine the in-
sample and out-of-sample forecasting capabilities of the order flow
models. The in-sample findings with the contemporaneous order flow
model are highly supportive of this model, while the aggregate re-
sults are consistent with Sager and Taylor (2008). Using disaggregate
data seems to boost the in-sample and out-of-sample forecasting ca-
pabilities of the order flow model, which may be overly restricted
when dealing with weekly data.

Evans and Lyons demonstrate, in a series of studies published be-
tween 2002 and 2008, that order flow contemporaneously explains a
considerable amount of the high-frequency fluctuation in exchange
rates. Order flow appears to aggregate changes in expectations about
fundamentals; this may supplement the findings that macro infor-
mation impacts exchange rate at high frequency8, and it may antici-

8 Andersen et al. (2003)

51



52 non-linear forecast using machine learning models

pate exchange rate returns over long horizons. When compared to the
news approach, the quality of the regression of higher-frequency ex-
change rates is much enhanced when the order flow is included into
the equation. This improvement may be attributed to the fact that
the order flow is included in the equation. This is because, when the
microstructure technique is used, order flow works as a leading indi-
cator by amassing knowledge on fundamental facts far in advance of
their release. When the economic figures are released, it should not
come as a surprise since the information is constantly included into
the price of the exchange rate while the market process that was just
described is taking place. In addition, empirical investigations have
demonstrated that the connection between order flow and exchange
rate in interbank trading is extremely high only on a contemporane-
ous basis, and that order flow in customer trading delivers a noisy
signal of the market-wide order flow. This is due to the fact that the
order flow generated by client trading provides a signal that is not in-
dicative of the market as a whole. Accordingly, it would seem that the
use of order flow can only be advantageous for forecasting exchange
rates to a limited degree, at least when seen from the perspective of
the typical market maker.

Several studies appear to imply that there exist information asym-
metries in the foreign exchange market; hence, order flow has the
potential to be informative. Ito, Lyons, and Melvin (1997) discover
that when trading is introduced during the lunch hour, volatility in-
creases by a factor of two. It would seem that the information from
order flow is gradually incorporated into the price rather than the
immediate price adjustment process that would be the case if the effi-
cient market theory were true.

When calculating exchange rates, it is common practise not to take
into consideration the order flow that is employed in trading. This is
owing to the fact that the mechanics of transactions that take place
inside markets are not well understood. The micro approach to cur-
rency exchange examines how the orders that are made in a partic-
ular asset will influence the price dynamics in the days and weeks
to come. Traditional technical analysis lends credence to the "weak
version" of the efficient market hypothesis. However, research into
market microstructure has shown that diverse groups of participants
have access to a variety of information. There are a number of dif-
ferent elements that go into determining the cost of this item, some
of which are more significant than others. Order flow is what mi-
crostructuralists mean when they speak about informed transactions
when they talk about order flow. This indicates that all of the essential
data has been compiled and is ready for use, making it possible for
transactions to go easily and without hitch. It is possible to forecast
future prices by looking at the orders of currencies. Data on order
flow, it has been discovered by researchers, may be put to use in the
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production of reliable forecasts. The total value of all transactions that
have been completed in a certain amount of time is shown as a line
graph in the order flow chart.

According to the findings of some researchers, order flow has a
high degree of predictive capacity. This is proved by Rime, Sarno, and
Sojli (2010), who make use of order flow in order to anticipate daily
fluctuations in exchange rates. They believe that order flow should
be able to provide forecasting power for exchange rate returns if it
reflects different beliefs about the current and future state of the econ-
omy, and if the currency market does not immediately discover order
flow. These findings are in line with previously proposed hypothe-
ses, such as those put out by Bacchetta and Van Wincoop (2006) and
Evans and Lyons (2008). Prices in the market may be affected by a
wide variety of variables, including the regulations that traders are
adhering to, the various sorts of investors that are active, and the
structure of the markets itself. Each and every one of them plays a
significant part in both the theoretical models and the practical im-
plementations. Glosten and Milgrom (1985) contributed significantly
to the development of the theoretical foundation for microstructure
analysis. Since quite some time ago, the equities and bond markets
have both made substantial use of one sub-field of economics known
as market microstructure. The foreign exchange market has seen a
steady introduction of market microstructure since the middle of the
1990s, in part owing to the increased accessibility of order flow data.
Evans and Lyons (2002a) is one of the numerous research that finds
that order flow may explain more than 60 percent of fluctuations in
exchange rates. According to Gehrig and Menkhoff (2004), there are
many aspects that play a significant role in trading, including order
flow, fundamental analysis, and technical analysis. Up to two thirds
of all public information is transferred via the order flow, while the
order flow itself protects the confidentiality of any information that
may be considered sensitive.

Traditional macroeconomic variable-based models may have an is-
sue that might be helped by microstructure approaches to exchange
rates, which is that certain assumptions may not always hold true
over time9. Lyons (2001) notes that traders in the foreign exchange
market utilise information that is distinct from the information that
is used in models of exchange rates that are based on macroeconomic
data. The microstructure approach modifies three of the most fun-
damental assumptions found in traditional macroeconomic models.
These assumptions are that a) all consumers act rationally, b) all in-
formation relevant to foreign exchange is publicly available, and c) all
trading mechanisms affect prices in the same way.

The differences between microstructure approaches to exchange
rates and classic macro-based models may be summarised by the

9 Rogoff (1999a)
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three relaxations of the traditional macro-based models. Abandoning
those assumptions, we have that some market players do hold private
information which cannot be accessible by others; that heterogeneous
investors do not respond to the same information in the same way;
and that information flows do not effect the price instantly and they
will be completely reflected into the market in a slow manner.

The market for foreign exchange is one of a kind due to the fact that
it has a variety of market structures that influence how it acts. These
structures consist of interest rates, supply and demand dynamics, as
well as potential for arbitrage. The price of various foreign curren-
cies is determined together by these variables. The foreign exchange
market has two stages: an inter-dealer market and a dealer-customer
market. Customers go via dealers when buying and selling assets
in the market, while dealers make use of liquidity in order to ful-
fil the requirements of customers. In the inter-dealer market, traders
will work together to rid themselves of any unexpected positions by
trading with one another. The foreign exchange market is an interna-
tional network consisting of consumers and dealers who engage in
the computerised trading of assets and currencies. Instead of taking
place on a real trading floor, transactions take place on electronic trad-
ing platforms. There are a few factors that, when combined, can lead
to a low degree of transparency that exists in the market for foreign
exchange. These factors include a combination of investors with low
and high levels of transparency, a trading process that is slow, and
trading rules that vary depending on the market. Order flows repre-
sent the most significant component to consider when attempting to
understand the market’s behaviour, however a number of other vari-
ables may have an effect on exchange rates. This is due to the fact that
orders are frequently the earliest indicator of price changes and may
contribute to the maintenance of stable market conditions.

According to Cerrato, Kim, and MacDonald (2015), the presence ofNon-linearities

nonlinearities is what causes the conflicting and sometimes inconclu-
sive results that this methodology has produced. As a result, non-
linearities in a microstructure model should be taken into account
because they can cause unexpected changes. In general, despite the
promising results that some research based on order flow analysis
has yielded, this technique has offered up conflicting and sometimes
inconclusive results. With the assistance of various machine learning
strategies in particular, there is the possibility for advancement to be
made in the process of resolving the problem of non linearity. In point
of fact, Recurrent Neural Networks have been used in the search for
a forecasting model that is superior to that of a random walk. Due to
the fact that an RNN was developed specifically to make use of se-
quential information, it is capable of performing the identical duties
for each and every component that makes up a sequence. This makes
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it possible for the outcome to be independent of the calculations that
came before it.

Although the prediction of time series has often been done under
the premise of linearity, which has promoted the research and use
of linear models such as autoregressive Auto Regressive (AR) models,
Moving Average (MA) and Auto Regressive Moving Average (ARIMA)
models, it has turned out that time series, such as exchange rates, fre-
quently have an unknown non-linear structure. This has encouraged
the study and use of linear models. The use of mathematical mod-
els as a tool for forecasting is very beneficial; yet, these models are
not perfect and cannot always anticipate everything accurately owing
to the large number of diverse input elements. Predicting exchange
rates remains a challenging endeavour due to the fact that they are
impacted by a wide variety of economic, political, and even geopolit-
ical variables that are closely associated with one another. They also
feature significant levels of volatility, intricacy, and noise, all of which
may be traced back to a nebulous market process that generates daily
observations. In recent years, machine learning has gotten more pop-
ular, and it is now often used to make predictions about time series
in a variety of different industries. The use of neural network models
to forecast currency exchange rates has been demonstrated to be ben-
eficial by a number of different studies. Because of the data-driven
nature of these models, it is possible to demonstrate the validity of
nonlinear models without having previous knowledge of the func-
tional form. Due to the fact that NNs are capable of self-training and
possessing certain qualities, they are able to correctly recognise the
dynamics and intricacies of financial data. In addition to this, they
have the potential to generalise procedures that are predicated on
stringent assumptions like normalcy, linearity, and independence.

In the existence of the role of macro fundamentals, one of the conse- Model instability

quences of both methods to the microstructure is that a macro vari-
able will include pertinent common knowledge, which will then be
incorporated into a currency of any microstructure role.

Evans and Lyons (2002a), Evans and Lyons (2008), and Love and
Payne (2008) all took a similar but slightly different approach when
they tried to clarify the relationship between the release of economic
news and the order flow. They also attempted to provide empirical
evidence that macro news triggers trading that reveals dispersed in-
formation, which in turn affects currency prices. Order flow is con-
nected to macroeconomic news in this context; nevertheless, the ex-
planatory power is either not recorded or proven to be lower than
what the model implies. According to Rime, Sarno, and Sojli (2010)
hypothesis, the heterogeneous interpretation of macroeconomic news
may lead market makers to make different inferences, and the order
flow will gradually incorporate this information. Additionally, the
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authors hypothesise that the order flow will incorporate this infor-
mation. The findings from the computed coefficients are statistically
significant at the 10% level, which suggests that news is a substan-
tial factor in order flow. However, they highlight that the sign of the
link between news and order flow is unclear since it relies on how
much the exchange rate changes immediately in reaction to the news.
This makes the sign of the relation between news and order flow con-
fusing. They do this by using a Probit model in order to conduct an
empirical investigation into the relevance of the association between
cumulative order flow and macroeconomic news. With the use of this
model, they were able to locate a coefficient for macroeconomic news
that was appropriately signed and statistically significant. Note that
the new equilibrium price is determined by the order flow, which rep-
resents the many ways in which the news might be interpreted, but
the portion of the news that is already common knowledge directly
influences the exchange rate by moving where the equilibrium price
lies. Rime et al. suggest a direct and an indirect specifications model
on the basis of this discovery.

Both of the models discussed above provide evidence that fluctua-
tions in the exchange rate are linked to both order flow and macroeco-
nomic fundamentals. Direct links are found in the traditional theory
of the foreign exchange rate, while indirect links are found in the mi-
crostructure approach to the foreign exchange rate. If this is the case,
then the diverse perception of market information has a direct impact
on the asset price. This is the case if order flows completely include
macroeconomic news, as is assumed by usual microstructure tech-
niques. However, as shown in the study of Love and Payne (2008),
if the order flows partially reflect heterogeneous interpretations of
macroeconomic news, the indirect specification model of Rime, Sarno,
and Sojli (2010) specifies the effects between news and order flows.
This model was developed by these three researchers. This modelling
technique has the potential to provide some explanation for the rela-
tionship between fundamentals of the macro economy and exchange
rates, which was investigated by Bacchetta and Van Wincoop (2006)
and Evans and Lyons (2008). It is important to keep in mind that the
discovery of strong explanatory power for macroeconomic news on
the exchange rate does not always mean that order flow information
is superfluous. The model’s ability to explain phenomena is given a
major boost when order flow is included into it.

Estimation methods such as neural networks and deep learningDeep Learning in
Economics have garnered a growing amount of interest among economists. Even

while the present state of theoretical findings is limited, what we do
know shows that some neural networks have many desirable quali-
ties with regularly used estimators, such as sieve estimators10. For the

10 Chen (2007)
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purpose of constructing functions from covariates, neural networks
make use of nonlinear transformations of affine combinations.
These nonlinear transformations, which are called activation func-
tions, play a significant role in both theoretical and practical applica-
tions and are referred to as such. Stinchcombe and White (1989) and
Chen and White (1999), provide results for single hidden layer neural
networks with smooth activation functions, and Chen (2007) presents
results for deep neural networks with piece wise linear activation
functions. These results can be found in the current theoretical liter-
ature11. However, practitioners have conducted research on a wide
range of neural network topologies and discovered that increasing
the network’s depth delivers advantages in terms of both accuracy
and generalisability12.

Figure 3 from Herbrich et al. (1999) illustrates the most prevalent
economic uses of neural networks. Starting with Rumelhart, Hin-
ton, and Williams (1986) and the use of backpropagation to neu-
ral network learning, economists began using machine learning as
a tool since neural networks for classification and regression can
be readily applied to economic issues. Principal applications in eco-
nomics include the categorisation of economic agents, the modelling
of bounded rational economic agents, and prediction of time series.

Figure 3: Major Applications of Neural Networks in Economics

The topic of forecasting time series in financial markets is likely
where neural networks have found the most use in economics, and
one of the primary uses of these systems is in the capital markets. In
most cases, linear models of financial time series (such as exchange
rates or stock exchange series) have a poor performance, and linear
univariate models regularly produce evidence for a random walk13.
This has been considered as evidence in support of the efficient mar-
ket theory, in which efficiency refers to the fact that the market com-
pletely and accurately reflects all relevant information in establishing
security prices14. However, this premise is not usually accepted, and
as a result, one of the strategies that is often pursued is to attempt to

11 Farrell, Liang, and Misra (2019)
12 Telgarsky (2016), and Safran and Shamir (2017)
13 see, for example, the debate in Meese and Rogoff (1983) or Lee et al., 1993

14 Fama (1970) or Malkiel (1992)

57



58 non-linear forecast using machine learning models

employ nonlinear models in order to enhance the fit, and therefore,
the prediction15.

Neural Networks are adaptable functional forms that enable the
approximation of any continuous function, even nonlinear ones. As
a result, it is reasonable to anticipate that they will provide efficient
nonlinear models for financial time series, which will therefore make
it possible to make more accurate forecasts. White (1988) is one of
the first researchers to utilise Neural Networks in the capital markets.
He used a two-layer neural network to analyse a series of length 1000

IBM equities. His goal was not to make predictions, but rather to ex-
amine the validity of the efficient market theory. Because he was un-
able to locate any evidence to the contrary, he believes that a random
walk is still the most effective model for a financial market. However,
since the network that was employed in his research was not very
complex, a number of writers questioned the reliability of White’s
findings. A neural network was proposed as the fundamental com-
ponent of an expert system by Bosarge (1993). He discovered major
nonlinearities in a variety of time series, including the S&P 500, Crude
Oil, Yen/Dollar, Eurodollar, and the Nikkei-index, and as a result, he
was able to significantly increase the quality of the prediction. Sim-
ilar findings have also been reported by Wong (1990), Tsibouris and
Zeidenberg (1995), Refenes (1995), Hiemstra (1996), or Haefke and
Helmenstein (1996).

Results by other authors go in the other direction, Hill et al. (1994)
present inconsistent evidence as to the predicting outcomes of Neu-
ral Networks, despite the fact that they performed "as well as (and
sometimes better than)" statistical approaches. This conclusion was
reached after conducting a study of the literature. In a study titled
"Comparing Feedforward and Recurrent Neural Networks as Predic-
tion Tools for Different Currency Exchange Rates," written by Kuan
and Liu (1995), the authors reveal mixed data when comparing the
two types of neural networks. The same may be said for Verkooijen
(1996), who used a Neural Network to relate financial time series
to basic factors such as GDP or trade balance. Chatfield (1993) cau-
tioned against making direct comparisons between Neural Networks
and linear prediction techniques due to the fact that, in many cases,
the linear approaches that were used seemed to be incorrect. The fact
that there are no objective guidelines to choose the appropriate di-
mension (i.e. the number of hidden layers or neurons) of the Neural
Network, which is a problem that was referred to earlier as the model
selection problem, appears to be a major obstacle in the implementa-
tion of Neural Networks as tools for prediction. This issue is known
as the model selection problem. Although implementations often re-
late to rules of thumb and to a trial-and-error technique, systematic
ways have been offered. One example of such a method is the Sup-

15 Engle (1982), Granger and Hallman (1991), or Brock, Hsieh, and LeBaron (1991)
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port Vector method 16. As a consequence of this, and as a general out-
come, it would seem that Neural Networks have the potential to be
used as tools for predicting. The ability to accurately forecast nonlin-
ear time series is one of its many strengths. However, further findings
are required before these tools can be considered credible instruments
for the "everyday-forecaster." Examples of applications of time series
prediction in disciplines other than finance include those by Franses
and Draisma (1997) or Swanson and White (1997) for macroeconomic
variables, Church and Curram (1996) for consumers’ expenditures, or
Kaastra and Boyd (1995) for agricultural economics.

3.3 theoretical framework

A forecast represents an expectation about a future value or values
of a variable. The expectation is constructed using an information set
used by the forecaster, there are two approaches to forecast exchange
rate: fundamental and technical. The ability to forecast future FX mar-
ket movements requires the correct interpretation and evaluation of
a number of issues.

Technical analysis care little for fundamental factors, instead focus-
ing on the extrapolation, understanding and measurement of past
price trends. Many refers to technical analysis as an art rather than a
science, which in many respects confirms its position as a polar op-
posite to fundamental analysis, which centres on factual analysis of
economics and other relevant determinants.

Whereas technical analysis involves poring over charts to identify
patterns or trends, fundamentals analysis involves poring over eco-
nomic data, reports and news headlines, and nowadays even social
media posts. Fundamental analysis is a way of looking at the forex
market by analysing economic, social, and political forces that may
affect currency prices.

The Fundamental approach is based on a wide range of data re- Fundamental
Analysisgarded as fundamental economic variables that determine exchange

rates. These fundamental economic variables are taken from economic
models. Usually included variables are gross national product, con-
sumption, trade balance, inflation rates, interest rates, unemployment,
productivity indexes, etc. In general, the fundamental forecast is based
on structural equilibrium models. These models are then modified
to take into account statistical characteristics of the data and the ex-
perience of the forecasters. A fundamental approach incorporates a
wide range of data considered to be "fundamental" in determining ex-
change rates. Factors including political and financial considerations,

16 for more discussions see Kuan and Liu (1995), Weigend, Huberman, and Rumelhart
(1990), or Anders and Korn (1999)
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statistics economics, multi-asset analysis and supply and demand are
used to determine the underlying impact on price movement and
how expected changes in these variables could impact price moving
forward. Fundamental analysis is widely reported in the media and
one will often read commentary centred on confidence indicators,
production data, inflation, interest rates, and labour numbers. The
analysis then regresses the data using sophisticated models to make
projection on how actual and anticipated changes in these variables
could impact on price. Often one is looking at the impact divergence
between corresponding dataset in order to determine the likely im-
pact on future exchange rate volatility. Furthermore, implied volatil-
ity distribution by the options market will often provide confirmation
or a contrary outlook on forecasting by leveraging price prediction
available in that market. Traders tend to focus on the most important
macroeconomic readings that affects the market and provide more
volatility. The effect on the market highly depends on the compari-
son between the actual reading of the macroeconomic reading and
the market consensus, where the bigger the difference, the bigger is
the effect on the market.

Other macroeconomic data, one of the most important factors in
fundamental analysis is the monetary policy carried out by central
banks. Interest rates, open market operations and central banks in-
terventions influence market conditions and are closely monitored by
financial analysts and traders alike. Fundamentalist also consider out-
side influences that could affect an instrument’s value or price move-
ment. Natural disasters, such as floating or earthquakes can also have
a major impact on the fundamentals strength of an asset. The vari-
ous fundamental factors can be grouped into two categories: quanti-
tative and qualitative. The quantitative relates to information that can
be shown in numbers and amounts; qualitative relates to the nature
or standards of something, rather than its quantities. It is related to
things that are more subjective and unable to quantify. Among the
common indicators used for fundamental analysis: unemployment
rate, interest rates, new building permits, change in the GDP, income
and wages, Consumer Price Index (CPI), inflation, balance of trade,
corporate profits.

Technical analysis predicts price movements and future trend ex-Technical Analysis

pectations by studying charts of past market action. In other words,
its focus is on the effect of movement on price by utilising pattern
recognition, mathematical modelling and analytical theory. The tech-
nical analysis focuses on a smaller (compared to fundamental) subset
of the available data. In general, it is based on price information. The
analysis is "technical" in the sense that it does not rely on fundamen-
tal analysis of the underlying economic determinants of exchange
rates or asset prices, but only on extrapolations of past price trends.
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This kind of analysis looks for the repetition of specific price patterns,
major trends and critical or turning points. These turning points are
used to generate trading signals: buy and sell signals. Among the
most popular technical models are simple and rely on moving aver-
age, filters or momentum indicators.

The three key principles of technical analysis are:

1. market action: market action "discounts" everything that is al-
ready known about the market or underlying asset/financial
instrument. In other words, an asset’s price history incorpo-
rates all the relevant information, so there is no need to fore-
cast on research asset "fundamentals". Indeed, technical purists
do not even look at fundamentals, except through the prism
on prices, which reflect fundamentals before those variables are
fully observable. Presaging finding by Engel and West (2005),
Murphy (1986) claims that asset price changes often precede
observe changes in fundamentals.

2. asset prices move in trends: this is essential to the success of
technical analysis because trends imply predictability and en-
able traders to profits by buying (selling) assets when the price
is rising (falling). This is captured in the technicians’ mantra
"the trend is your friend".

3. history repeats itself: technicians believe that market is fractal
and patterns repeat over different time frames. Asset traders
will tend to react in a similar way when confronted by similar
conditions. This implies that asset price patterns will tend to
repeat themselves.

Using these three principles, technical analysis attempt to identify
trends and reversals of trends. These methods are explicitly extrapo-
lating; that is, they infer future price changes from those of the recent
past. Technicians argue that formal methods of detecting trends are
necessary because prices move up and down around the primary or
long-term trend. That is, technical indicators can be constructed with
data over multiple time frames, from intraday to daily or multi year
horizons. Technicians may consider patterns over these multiple time
frames, placing increased emphasis on the signals from longer hori-
zons.

Volume frequently plays a role in technical analysis, in particular
in the stock market, but foreign exchange markets are decentralised;
there are no comprehensive indicators of volume. For this reason,
technicians in FX markets sometimes use proxies for total volume,
such as volume measures from futures markets IMM Commitment of
Trades or screen-based tick counts, or proprietary data from market-
makers banks).

There are many types of technical analysis and many way to map
current and past price and volume data into trading decision. Broadly
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speaking, technician have traditionally employed two types of analy-
sis to distinguish trends from shorter-run fluctuations and to identify
reversal: charting and mechanical (or indicators) methods.

Practitioners use structural models to generate equilibrium exchange
rates. The equilibrium exchange rates can be used for projections or
to generate trading signals. A trading signal can be generated every
time there is a significant difference between the expected foreign ex-
change rate and the actual rate; the technician then, decides if the
difference between the expected foreign exchange rate and the actual
rate is due to a mispricing or a heightened risk premium. If the prac-
titioner decides the difference is due to mispricing then a buy or sell
signal is generated.

It is usual practise, when determining exchange rates, to ignore theOrder Flows
Analysis order flow used in trading. This is due to the fact that the mechan-

ics of transactions occurring inside markets are poorly understood.
The micro approach to currency exchange investigates how orders
placed in a specific asset may impact the price dynamics over the
course of the following days and weeks. The "weak variant" of the
efficient market theory is supported by conventional technical analy-
sis. However, market microstructure research has shown that varied
participant groups have access to a range of information. The price of
an item is determined by a variety of distinct factors, some of which
are more relevant than others. When microstructuralists discuss in-
formed transactions, they are referring to order flow. This signifies
that all required data has been gathered and it is available to use,
allowing transactions to proceed without difficulty. It is feasible to
predict future prices based on the relative positions of currencies. Re-
searchers have found that order flow data may be used to the gen-
eration of accurate projections. In the order flow chart, a line graph
depicts the total value of all completed transactions during a specified
time period. Certain studies have determined that order flow has a
high degree of predicting ability. The microstructure theory presents
a diverse explanation for how the order flow conveys information
about fundamentals by using the trading mechanism. This explana-
tion is the microstructure theory’s most important contribution. Or-
der flow transforms into a transmission gear that makes it easier to
aggregate information on price dispersion, such as diverse interpre-
tations of the news, changes in anticipation, and shocks to hedging.
Despite the fact that order flow is the primary variable used for ex-
planation in microstructure-based models of exchange rates, it is not
the primary reason why exchange rates move in the way that they
do. Order flows simply send individual bits of information on basic
factors that determine the exchange rate, and this information is then
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aggregated by the market. The empirical evidence demonstrates that
there is a correlation between order flow and exchange rate17.

The function of customer order flow is essential in the majority
of models based on the microstructure theory. It is via the customer
orders that the confidential information is sent to the market makers
and is then included into the pricing. In addition to being emphasised
in theory, the significance of customer order flow was also brought up
in the survey that was based on a questionnaire and was conducted
by Cheung and Chinn (1999) and Gehrig and Menkhoff (2004). Ac-
cording to the findings of these research, the majority of traders in
the foreign exchange market place a high value on client order flow
as a source of information before deciding whether to purchase or
sell. Several studies have shown that the influence of macroeconomic
data on the currency exchange rate is not just direct, as it would be
in a typical macro model, but also indirect, as it would be via order
flow18.

3.3.1 The Proposed Method

The approach that is being presented here is a hybrid system that is
based on both machine learning and trading. In this chapter, we test
a novel model that we suggest to improve the instability problem, the
test takes place out of the sample exercise.

Because traditional neural networks only take in new information
in the form of a standalone vector, they do not have any concept of
memory, which prevents them from being able to successfully com-
plete tasks that need memory. Using a basic feedback-type method
as a solution for the neurons in the network was one of the early
approaches that was taken to solve this problem. The output of the
network was looped back into the network so that it could provide
context for the most recent inputs that were analysed as part of this
tactic. They were referred to by their true name, which was "Recur-
rent Neural Networks."(Recurrent Neural Network (RNN)s). Despite
the fact that these RNNs did function to some extent, their major flaw
was that any extensive usage of them resulted in an issue known
as the Vanishing Gradient Problem. This was a huge drawback. The
phenomenon known as vanishing gradient occurs when it is unclear
how much weight to give to inputs that occurred in the past. When
you start multiplying previous outputs by new outputs, the resulting
values become unmeasurably small. This is because the value of mul-
tiplication for sigmoid layers, which range from 0 to 1, is always <1,
and as a result, the values become far too small for networks to learn
from them. We will not go into detail on the problem of vanishing

17 Evans and Lyons (2002b); Killeen, Lyons, and Moore (2001)
18 Rime, Sarno, and Sojli (2010)
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gradients any further, but enough it to state that RNNs are not well
suited for most real-world issues because of this difficulty. As a result,
it was necessary to find another approach to the problem of context
memory.

Long-Short-Term Memory (Long-Short Term Memory (LSTM)) neu-
ral networks were able to overcome the aforementioned issue. LSTM

neurons, much like RNN neurons, maintain a context of memory in-
side its pipeline. This enables them to solve sequential and temporal
issues without the vanishing gradient problem hindering their perfor-
mance. It is a kind of RNN capable of learning what information to
keep and what not to keep. The Long Short-Term Memory (LSTM)
model it is a subcategory of the deep learning category and it is
well suited for solving issues involving sequences that include auto-
correlations. It makes use of memory blocks, also known as cells, that
are located in the hidden layer and that are linked in a circular fash-
ion. The memory blocks are the ones in charge of remembering things,
and there are three main methods, called gates, that are used to make
changes to the memory. The forget gate is in charge of erasing infor-
mation from the current state of the cell; the input gate is in charge of
adding information to the current state of the cell; and lastly, the out-
put gate is in charge of determining which of the following hidden
states should be chosen.

In this research, we make use of a multi-step recurrent LSTM fore-
casting, which not only considers the present state of the recurrent
output layer but also the order in which inputs come in from the out-
side environment. In addition to this, we will investigate whether or
not the addition of a market microstructure component, such as or-
der flow, to a collection of weekly observations and the use of an ma-
chine learning approach can better explain fluctuations in exchange
rates than a random walk model does. So, we incorporate exogenous
information, represented by customer order flow, in the time series
forecasting and check if this improves the performance of the predic-
tion. This will be done by determining whether or not the random
walk model is the best fit for the data.

Our empirical analysis is based on predictive regressions for ex-
change rate returns, many of which are nested and motivated by En-
gel and West (2005) present value model. The predictive regressions
have the same linear structure:

rt+1 = ∆st+1 = α+βXt + εt+1 (7)

where ∆st+1 = st+1− st is the logarithm change at weekly frequency
for exchange rate i at time t+ 1; Xt is the predictive variable, α and
β are constant parameters to be estimated and εt+1 is the error term.

The main difference between the regressions is how it is expressed
the predictive variable Xt used to estimate exchange rate returns.
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We only utilise order flow information that is readily accessible on
the day of the prediction. The primary focus of this research is on
making predictions that are one step ahead of current conditions for
all of the out of sampling frequencies and exchange rates. The capac-
ity to estimate the order flow of customers, segmented into its many
categories (such as asset managers, hedge funds, corporate clients,
and private clients), is the primary emphasis here.

The aggregated model relies on all four customer order flows, and
the independent variable Xt of equation Equation 7 will be equal
to [xamt + xhf

t + xcot + x
pc
t ], whereas the disaggregated or individual

model evaluates the order flows of each of the four clients indepen-
dently.

These regressions will determine whether there is predictive infor-
mation in customer order flow and the extent to which different cus-
tomer groups provide different information.

Following the Guo and Lin (2018)’s model, we assume to have N−1

exogenous time series and a target series y of lenght T , where y =

[y1, ....,yT ] and y ∈ RT . By stacking exogenous variables and target
series, we define a multi-variable input sequence as X− t = {x1, ....xT },
where xt = [x1t , ..., xN−1

t ,yt] ∈ RN is the multi-variable input at time
step t and xnt ∈ R is the observayion of n-th exogenous time series
at time t. Given XT , we aim to learn a non-linear mapping to predict
the next value of the time series, namely ŷT+1 = F(XT ). Model F(·)
should be interpreted in the sense that we can understand which ex-
ogenous variables are crucial for the forecasting.

With the input Xt equal {xit, ..., xit+n} = {orderflow} the final Deep
Microstructure Algorithm will have the following steps:

• data spitting to 70% for training, 30% for testing;

• train NN model;

• predict the exchange rate with NN;

• add the predicted price to the dataset Xi,new
t = {xamt , xhf

t , xcot , xpct };

• train LSTM with Xi,new
t ;

• validate the model with 20% testing.

3.3.2 Traditional Methods

Since Meese and Rogoff (1983) pioneering work, the random walk
model has been the benchmark by which to evaluate the accuracy
of future exchange rate predictions. The RW model encapsulates the
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consensus among academics studying international finance that ex-
change rates are very volatile and provides the theoretical underpin-
nings for the popular carry trade strategy. The Random walk with
drift model sets β=0 and serves as a standard against which the pre-
dictive regressions conditioned on order flow will be evaluated.

Purchasing Power Parity (PPP) states that national price level should
be equal when expressed in a common currency and it is typically
though of a long-run condition rather than holding at each point in
time19. The PPP model hypothesis is that Xt = pt − p∗

t − st, where Xt

is the cost of the good X at time t, s is the exchange rate of currency
1 to currency 2; pt is the cost of good X in currency 1 and p∗

t is the
cost of good X in currency 2.

The Uncovered Interest Parity (UIP) is the cornerstone condition for
the FX market efficiency. It is based on the condition: Xt = it − i∗t . As-
suming risk neutrality and rational expectations, it implies that α = 0

and β = 1, it also implies that the error term is serially uncorrelated.
However, numerous empirical studies consistently reject the UIP con-
dition20. As a results, it is a stylised fact that estimates of β tend to be
closer to minus unity than plus unity. This is commonly referred to as
the "forward premium puzzle", which implies that high-interest cur-
rencies tend to appreciate rather that depreciate and forms the basis
of the widely used carry trade strategy in active currency manage-
ment.

3.3.3 Forecast Evaluation

Two error measurement are utilised. For each evaluation of the train-
ing convergence of the neural prediction we use the root mean squared
error:

RMSE =

√√√√ 1

N

N∑
i=1

(targeti − outi)2 (8)

where targeti is the desired value and outi is the predicted value
and N is the number of training pairs. The ratio Root Mean Squared
Forecast Error (RMSFE) versus random walk may be used to assess
out of sample predictions given four forecasts: the basic random walk
forecast, the LSTM forecast, the UIP and the PPP.

For the evaluation of the quality of the predictions, we use the stan-
dard Mean Absolute Percentage Error (MAPE), this shows the average
deviation of the prediction from the actual value in percentage:

19 Rogoff (1996) and Taylor and Taylor (2004)
20 Hodrick (1989); Engel (1996)
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MAPE =
1

N

N∑
i=1

|
targeti − outi

targeti
| (9)

To get a single MAPE score we simply take an average of MAPE
scores across all predicted time steps.

3.3.4 Economic Interpretation

Given that transactions record data about customers, it is reasonable
to employ a trading technique in assessing individual’s ability to fore-
see consumer order flow. This is because transactions reveal informa-
tion about customers. We compare these approaches based on the
returns they generate. In this way we are able to assess the worth of
conditioning on different types of client order flow and to quantify
the economic benefits of doing so. Keep in mind that all interactions
between dealer and customer are strictly confidential, and that the
dealer is the only one who knows the nature of the client’s transac-
tions in real time. Therefore, even though order flows from customers
may be used as a predictor of future foreign currency excess returns,
this information is not widely available to market participants. Know-
ing this, we want to use a trading technique as a means of determin-
ing whether or not dealers are provided with predictive information
through client order flows.

After the best network has been chosen, the findings are applied
to a portfolio strategy, and the portfolio’s value is calculated. The
network’s efficiency in making predictions over a period of time equal
to that of the test set is then evaluated in terms of the portfolio’s
performance over the same period of time.

When evaluating the overall quality of various portfolios, it is com-
mon practise to analyse and compare the risk and return statistics of
the investments held over a certain period of time. This is done in or-
der to facilitate the construction of an investment portfolio. Moreover,
a predictive portfolio selection model for short-term investment meth-
ods requires a system that can make accurate predictions about the
future returns of stocks and the risks that are connected with those
returns. We use LSTM so that we may produce accurate projections
about the future stock return of the currency rate.

Therefore, to predict stock return R̂ at time t+ 1, the return data of
Rt−1, . . . ,Rt are used.

Each period the investor has two stages. First, the investor makes
a prediction for the next period of exchange rate returns using the
LSTM model. Then, constantly rebalances the portfolio depending
on the predictions of each model. Specifically, we examine the perfor-
mance of dynamically rebalanced portfolios based on NMT in compar-
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ison to the random walk benchmark. In this scenario, the investor ob-
tains predictions of exchange rate returns for the subsequent period
by applying neural network conditioning to order flow data available
at the time of the forecast. The investor selects investment weights
using the maximum expected return technique with an annual goal
volatility of σ∗

p=10% and a relative risk aversion coefficient of γ=6
21.

3.3.5 Performance Measures

We evaluate the performance of exchange rates models using the most
commonly used measures that is Sharpe Ratio (SR) and Sortino Ratio
(SO). The realised SR is equal to the average excess return of a portfolio
divided by the standard deviation of the portfolio returns.

SR =
E[Rp − rf]

σp
(10)

with Rp being return of portfolio, Rf being risk-free rate and σp being
standard deviation of the portfolio’s excess return. The SO is equal to
the average excess return divided by the standard deviation of the
negative returns:

SO =
Rp − rf

σd
(11)

σd is the "downside standard deviation" equal to the standard devia-
tion of solely the investment’s or portfolio’s negative returns, i.e. the
downside deviation.

We compare the performance of the exchange rate model condi-
tioning on order flow to the benchmark RW computing the differ-
ence between the portfolio returns of the order flow strategy with the
benchmark RW.

3.3.6 Robustness

A Non-Linear AutoRegressive with eXogenuos Inputs (NARX) is em-
ployed at weekly frequency for G10 exchange rate forecasting exer-
cise. In this research exchange rates and order flows are selected as
input variables in the network modelling. Given the output time se-
ries to predict y(t) and the exogenous inputs X(t), the model gener-
ates target and features as:

yt+1 = yt,yt−1, . . . ,yt−p−1,Xt−d−1, . . . ,Xt−d−q+1 + ϵt (12)

Where y is the variable to be forecasted one step-ahead; X are the
exogenous variables (order flows), p is the autoregressive order, q is

21 these decisions are supported by several empirical research
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the exogenous input order, d is the exogenous delay. In a standard
NARX network, we have a two-layer feed-forward network, with a
sigmoid transfer function in the hidden layer and non-linear transfer
function in the output of the NARX model y(t) is fed back to the input
of the network through delays.

3.4 empirical analysis

In this study seven years of historical data are analysed to target ex-
change rates. The inputs are order flows and current exchange rates
and the output are future exchange rates.

3.4.1 Dataset Description

Throughout the entirety of this chapter, statistics are drawn from two
different sources: order flow from USB for the nine pair of currencies
and weekly nominal foreign exchange rates supplied from Reuters.
Both sets of information are presented on a weekly basis and cover
the span from November 2, 2001 to November 23, 2007 for a total of
317 observations.

The exchange rates were sourced from Thomson Reuters, who de-
rived their information from DataStream. They are the closing spots
rates from WM/Reuters, which were given by Reuters at about 16

GMT. A positive coefficient indicates dollar buying or euro selling
and vice versa; an increase in the rate represents a weakening of the
euro, whereas a decline in this rate represents a strengthening of euro
against US dollar. The exchange rate is defined as the price in US dol-
lars of one unit of the Euro.

Figure 4: Order Flows Composition

Figure 4 illustrates the classification of order flows into two cate-
gories: financial and non-financial end customers. The financial clien-
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tele include those with and without leverage. Real money investors,
such as mutual funds and pension funds, comprise the asset man-
agers group of the unleveraged financial division. Hedge funds are
unregulated firms that comprise highly leveraged traders and short-
term asset managers that are not included in the asset management
group; these clients belong to the leveraged financial sector. The cor-
porate section consists of non-financial firms that import or export
goods and services internationally or have a global supply chain. It
also covers the treasury units of big non-financial organisations, ex-
cept those following a highly leveraged investing strategy, which are
categorised as hedge funds. Private consumers are the final section of
non-financial customers. They trade largely for financial reasons and
with their own funds. It comprises affluent consumers with more than
$3 million in investable liquid assets.

3.4.2 Data Manipulation

To get started with training a neural network, we must first model
the data so that the network can learn from a historical series of val-
ues. Both the input and output data of a neural network are treated
beforehand. Since the input series were scaled using the same tech-
nique, the network output was likewise scaled. Therefore, when the
neural network computations are complete, a reverse scaling method
is applied to the output data, thereby unscaling the result. Because
of the need to normalise the data, we divide the order flows by their
standard deviation to get rid of the absolute order flow size dispar-
ity across currencies. The range of the data has been standardised to
[−1, 1].

After being normalised, the data are split up into two primary col-
lections of information. The first data set is designated for the pur-
pose of model selection, which includes the functional approximation
of neural network input/output mapping for expected value estima-
tion as well as the selection of stochastic process for asset returns.
As a consequence of this, the initial data set will serve as both the
training set and the validation set. The final evaluation of the neural
network’s predicted performance is carried out with the assistance of
the second data set. It is also the set that the overall model will exam-
ine in order to determine whether or not it is capable of generating
extra return on the market.

Exchange rates is converted by taking logs returns calculated as:

rt = ln(st) − ln(st−1) (13)

As st is the FX spot rate of the US dollar versus a foreign currency. The
data must also be transformed into a stationary format, which may be
accomplished by calculating the difference between any two numbers
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in the series. As its name implies, differencing is a technique used to
strip time series data of its temporal components. The difference can
be used in place of the raw numbers to facilitate modelling, and the
resulting model is more accurate in predicting future outcomes.

Lastly, LSTM requires a supervised learning environment for opti-
mal performance. In other words, if you have X and want to forecast
Y, we apply a lag to the series, wherein the input is the value at time
(t− k) and the output is the value at time t for a k− step delayed
dataset.

With time series data, such as exchange rates, the sequence of the
observations does have a relevance, which is not the case with most
analyses, where data-sets for training and testing are picked at ran-
dom. I used the first 70% of the data as a training set and the latter
30% for validation.

Next, we normalise the input data x to the range of the activation
function, just as we would with any other neural network model. The
activation function used by default is a sigmoid function with param-
eters in the range [-1,1]. Keep in mind that the minimum and maxi-
mum values from the training dataset are the scaling parameters used
to normalise the testing and training sets, as well as the projected val-
ues. This eliminates any potential bias in the model due to extreme
values in the test data. Predicted values are finally converted back to
their original scale.

3.4.3 Descriptive Statistics

Descriptive data regarding total flows of money is provided in the
Table 2 (in billion USD). The mean flow is little more than one bil-
lion US dollars, while the standard deviation is almost two and a
half billion US dollars. The fact that the minimum flow is in the neg-
ative indicates that there are times when the outflows are greater
than the inflows. The European Union currency (EUR), the Japanese
yen (JPY), and the Swiss franc (CHF) have the highest average and
median weekly order flows, while the pair EUR/USD has the highest
average weekly flow in absolute value. This is because customers sold
an average of 69 million EUR against USD each trading week. When
compared to the entire volume of trading that takes place each day
on the foreign exchange market, the majority of transactions involve
very tiny sums of money.

The results of weekly order flow series are highly surprising when
compared to the order flow data from the past. The order flow series
exhibit a significant kurtosis, which is mostly caused by some days
with extraordinarily high or low order flows on each side of the dis-
tribution. This is because there is very little relationship between the
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flows that occur throughout various weeks. The order flow standard
deviation has a pattern that is easy to recognise and may be seen.
The volume of money coming into and out of large currencies is far
greater than the volume of money flowing into and out of smaller
currencies, which leads to greater fluctuations in exchange rates. This
is because a much higher volume of trade takes place in large curren-
cies than in lesser ones. According to the information that is shown
in this table, each of the four customers has average flows that are
rather close to being equal to zero. Because of this, there is not a ma-
jor difference in the amounts of money that are moved into and out of
the various currencies. Hedge funds are subject to the largest level of
volatility with regard to their flows, followed by asset managers, in-
dividual clients, and businesses. Table 3 also displays the descriptive
statistics for the major client types. The table reveals that asset man-
agers have the highest volatility, followed by hedge funds, private
consumers, and corporations.

Table 4 provides information on the relationships that exist be-
tween all of the different variables. They show that correlation is
quite low in every case; for instance, the correlation between the order
flows of diverse customer groups is virtually completely uncorrelated.
For example, the correlation between order flow in asset management
and hedge funds is only 0.3 percent on average across currencies, and
the connection between asset managers and hedge funds is only 11

percent, despite the fact that this pair has the highest correlation in
absolute terms. Another example is that the correlation between or-
der flow in asset management and hedge funds is only 0.3 percent on
average across currencies. It is hard to make an accurate prediction of
how much money a certain group of customers would spend based
on the amount of money spent by another group due to the fact that
different types of customers have distinctive patterns of expenditure.
In terms of the flows of customers, there is a positive auto correlation
between them on average 11, despite the fact that the size of this auto
correlation is fairly low, which is also the case for aggregate flows.
This is because of the fact that there is a positive auto correlation
between the flows of customers and aggregate flows. This is crucial
when taking into mind the market microstructure literature, which
lays a focus on unexpected order flow as a component that is vital to
the process of determining prices. This highlights the significance of
the element in question.

Finally, Table 5 we report results from Cerrato, Kim, and MacDon-
ald (2015) showing evidence of non-linearities for six aggregate order
flows and the majority of the disaggregated data. These results cor-
roborate the appropriateness of a non-linear model.
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3.4.4 Results

The process of forecasting and optimising portfolios is done out-of-
sample. The results of the out-of-sample predictions that were pro-
duced in two stages. The first stage involved determining parameters
for the first 70% of data, and the second stage involved updating
those estimates consecutively for the rest of the out-of-sample time.
We begin by estimating the predictive regressions for the first time
period spanning November 2001 to November 2005, and then we it-
eratively re-estimate these regressions up to the conclusion of the
whole example in November 2007. Each out-of-sample prediction is
conditional on the information that is currently available at the time
that the forecast is being made. That is to say, the core of a recurrent
neural network is a recursive process that, in order to arrive at an
accurate prediction at any point in time, solely depends on the input
that was provided up to the point when the prediction is being made.
The model is then continually re-estimated as the date on which pre-
dictions are conditioned moves forward through the data set. When
evaluating the effectiveness of the models, we pay particular atten-
tion to the realised excess portfolio returns as well as the descriptive
statistics associated with them, including the Sharpe Ratio (SR) and
the Sortino Ratio (SO).

The results for monthly rebalancing are in Table 6. To begin, order
flow models does not demonstrate a significant better performance
than the random walk benchmark. These findings were achieved by
analysing the market as a whole. These results are in line with the
findings of the vast bulk of the empirical research that has been car-
ried out in this area. According to Cerrato, Sarantis, and Saunders
(2011) and Cerrato, Kim, and MacDonald (2015), the research evi-
dence presented in this chapter prove that the aggregated order flow
model offers little evidence of its capacity ability to produce realistic
projections. This is demonstrated by the fact that the model’s ability
to make accurate forecasts is not truly demonstrated in this section.

However, according to Evans and Lyons (2002b), the use of aggre-
gate customer order flow data may be the reason why researchers
have not been able to successfully acquire findings that are generally
supportive of the major concepts offered in the market microstructure
literature. These findings are consistent with what Evans and Lyons
(2005) have found, and they indicate that the use of such informa-
tion could be the reason why researchers have not been successful
in gaining conclusions that are generally supportive of the key ideas
stated. On the other hand, owing to the fact that the client sector of
the foreign exchange market is comprised of a diverse group of in-
dividuals, different clients on the market are likely to react to news
in a number of different ways. According to Sager and Taylor (2008),
having a grasp of the various sorts of customers that are prevalent
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in the market at any given moment as well as the manner in which
these customers purchase and sell and interact with the wider market
should aid in having an understanding of the process of an exchange
rate at a specific period of time.

Asset manager has a Sharpe ratio of 0.71, making it the most suc-
cessful model (compared to 0.24 for RW). The SR for the hedge funds
clients is 0.59, while the SR for the corporation model is 0.52. The pri-
vate customers flow is the only form of order flow that has a negative
Sharpe ratio. Because of this, we are aware that the asset manager
and hedge funds order flows, in particular, show substantial out-of-
sample predictive ability. This demonstrates that it is essential to take
into account the heterogeneity in customer order flow.

In comparison to the performance of the aggregate order flow model,
the performance of the disaggregated predictive regression is much
better. To put it another way, we may make economic advantages
by using the predictive knowledge of each individual client order
flow in isolation and leveraging that information. For example, asset
managers are major investors with a long-term outlook, which may
explain the extraordinarily high performance of the asset managers
monthly order flow. To avoid a dramatic shift in the asset’s price, it’s
likely that experienced traders would rather trade gradually, invisi-
bly interspersing their transactions among those of others who are
unaware. When it comes down to it, asset managers could hold large
roles that need a lot of downtime. As a result, given the greater reg-
ularity with which asset managers order flow occurs monthly is the
best time to collect data on its predictability. At the other hand, there
is evidence that private traders often make mistakes in terms of both
timing and direction. That private customers are often seen as liq-
uidity providers, who are less sophisticated than asset managers and
hedge funds, may help to explain this conclusion.

After demonstrating that customer order flow can accurately fore-Economic
Interpretation cast future events, the next step is to investigate the degree to which

this predictive information is connected to knowledge about the econ-
omy that is readily accessible to the public. Rewording, we want to
know whether the flow of client orders for currencies is driven by
macroeconomic information. We provide an answer to this issue by
constructing a structure that is built on trading methods that condi-
tion on order flow and on the macroeconomic models. In particular,
we look at whether the excess portfolio returns that are produced
by strategies that are dependent on order flow have any correlation
with the excess portfolio returns that are produced by other strategies.
The order strategies invest in the G10 currencies by conditioning on
the order flow of asset managers (AM), hedge funds (HF), corporates
(CO) and private clients (PC). The macroeconomic information strate-
gies are the following: the random walk (RW), uncovered interest
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parity (UIP) and Purchasing power parity (PPP). The Machine Learn-
ing strategies are: long-short term memory (LSTM) and Non-Linear
AutoRegressive with eXogenuos Inputs (NARX). Finally, take into ac-
count that all predictions of macroeconomic variables are developed
using data that is currently accessible to market participants in real
time.

Following this, we publish the results (Table 7) of an out-of-sample
test of predictability against the null hypothesis of the RW in order
to evaluate the analytical performance of the empirical exchange rate
models. We are primarily concerned in the R2. It worth to mention
that when conducting out-of-sample predictive regressions, it is es-
sential to keep in mind that a lack of statistical significance does not
always indicate a lack of economic relevance. Campbell and Thomp-
son (2008) demonstrate that even a very modest amount of R2 may
result in significant economic rewards for investors. They show, via
the use of a mean-variance framework, that a reasonable approach to
measure the size of R2 is to compare it to the square of the Sharpe
ratio. When the predictive factors are taken into account, an increase
in the anticipated return may be achieved proportionally even with a
relatively low R-squared value.

In this study, we discover that a combination of macroeconomic
techniques accounts for a significant portion of the excess profits
provided by order flow methods. The most important findings are
summed up here. The coefficient of determination (R2) varies be-
tween 16.1% (AM) to 39.4% (CO). When compared to CO and PC,
AM and HF have a smaller R2, suggesting that these trading meth-
ods are less reliant on macroeconomic data. It is important to note
that the betas for the macroeconomic strategies, with few exceptions,
tend to be positive but negligible. The alphas are marginally positive
for AM, HF, and CO, and slightly negative for PC.

As robustness we employ a Non-linear AutoRegressive with eXoge- Robustness

nous inputs (NARX) model which is a variant of Recurrent Network22

that has been successfully utilised in time series prediction problems.
RNN family networks allow a weighted feedback connection between
layers of neurons and thereby making it suitable for time series anal-
ysis by allowing lagged values of variables to be considered in the
model. It has the power to predict the current value of a time series
based on historical values of the series plus the historical values of
multiple exogenous time series, like an ARIMA with exogenous fac-
tors. It tries to train a one-step ahead prediction model and make
multi step prediction recursively given the future exogenous inputs.

These results allow us to draw the following conclusions from the Summary of Results

aforementioned empirical findings. There is empirical evidence that

22 Gao and Meng (2005) and Lin et al. (1996)
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the microstructure order flow models introduced above have more
economic value than a simple random walk model when a portfolio
of currencies is considered.

Collectively, these findings suggest that certain combinations of
macroeconomic information may account for the observed differences
in trading strategies conditioned on client order flow. Further evi-
dence that customer order flow does not include any information
independent of macroeconomic news is the lack of a substantial (pos-
itive) alpha. Therefore, we conclude that order flow is linked macroe-
conomic information but provides no extra information beyond what
is already readily accessible to the public. It is not surprising that
order flow from financial end customers are more informative and
produce better prediction than non-financial end customers. The use
of information derived from asset manager order flow as well as
order flow originating from financial institutions has the potential
to aid practitioners in identifying opportunities for arbitrage. Order
flow trading involves monitoring pending market orders for execu-
tion. Based on this methodology, price fluctuations arise due to mar-
ket imbalances, and by employing this approach, one may anticipate
forthcoming price fluctuations. The use of order flow analysis can
aid in the detection of potential market order imbalances at future
price levels. The application of the order flow trading strategy allows
for the prediction of future market price variations by only analysing
market orders. The market exhibits an imbalance through the mani-
festation of varying amounts of supply and demand. The order book,
including a comprehensive compilation of pending orders, holds sig-
nificant value for order flow traders as an essential instrument in their
trading toolkit.

3.5 conclusions

This chapter examines how well a new way to generate predictions
works by comparing it to a random walk measure. Based on the re-
sults of this study, it looks like the suggested forecasting model is
more accurate than the random walk model. Moreover, we find that
order flow trading, derived from asset managers and financial insti-
tutions, can help practitioners identify arbitrage opportunities. This
approach monitors pending market orders, detecting potential imbal-
ances and predicting future price fluctuations. The order book, includ-
ing a comprehensive compilation of pending orders, is an essential
tool for order flow traders.

The authors say that foreign exchange (FX) traders should pay
more attention to the flow of different customer groups than to the
flow of orders as a whole. Asset managers are better than other clients
at figuring out what will happen in the future. The study also looks
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at nonlinearities in the structural system. This shows how important
it is to have nonlinear data. This study looks at how important pre-
dictions of exchange rates are to the business as a whole. It shows, in
particular, how important microstructure order flow is in a dynamic
portfolio allocation setting. The flow of orders from customers is a
good sign of coming extra profits, and there are big differences be-
tween the different types of end users. Asset managers and hedge
funds are both big players in the foreign exchange market, and the
way their orders move is a good sign of currency excess returns. This
chapter also adds something useful to the study that has already been
done on predicting low-frequency data. It shows how linearity and
the need for a lot of data make it hard to use current methods to
make predictions that are always true. Deep neural networks, which
don’t have to work in a certain way, could be a good way to improve
the accuracy of predictions when there isn’t enough data. AI’s use
in economics has grown a lot, but there aren’t many research stud-
ies on how AI can be used in macroeconomic finance or to look at
low-frequency data.

Are exchange rates predictable? It depends. In fact, it depends on
the choice of predictor, forecast horizon, sample period, model, and
forecast evaluation model. Many highly correlated economic, politi-
cal, and even psychological factors have an impact on exchange rates.
These factors interact in a very complex fashion, and the theory of
exchange rate determination is in an unsatisfactory state, so predict-
ing exchange rate movements is still a problematic task. From a the-
oretical point of view, the debates between the traditional flow ap-
proach and the modern asset-market approach have seen the victory
of the latter. However, from an empirical point of view, the forecasting
ability of the theoretical models remains very poor. Moreover, even
with the use of sophisticated techniques, such as time-varying coeffi-
cients, the forecasts are only marginally better than a naïve random
walk model. In fact, Meese and Rogoff (1983) showed that the out-
of-sample performance of many structural and time series models is
not better than that of a simple random walk model. Their findings
discouraged many researchers in the area since the superiority of the
random walk means the unpredictability of the foreign exchange rate.

Quantitative research methods are largely used in this chapter. More
specifically, we use a deductive method. In order to identify the main
challenges, generate hypotheses and designs, and plan a research ap-
proach, we begin by reviewing the relevant literature. The next step
is to gather the essential information and do any preliminary process-
ing that is called for. Then, conduct exploratory analysis in order to
better understand the behaviour of the data and to design the analysis
method; in particular, assess the presence of nonlinearities. After that,
create multiple sub-datasets using different combinations of indepen-
dent attributes as well as based on a number of lags. With each of
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these datasets, train LSTM based multi-step forecasting models. Then
compare the forecasting performances among these models using dif-
ferent evaluation matrices.

This chapter makes several contributions to the literature on ex-
change rate forecasting. In order to properly influence the decision-
making process for hedging, it is vital to accurately predict future
market movements; hence, a reliable forecasting approach is needed.
Although prior research has tried to forecast future exchange rates us-
ing RNNs and others have used the microstructure method conceptu-
ally, the combination of both components offers a substantial addition
to the area. The objective of this chapter is to integrate the microstruc-
ture approach to exchange rates with the ANN forecasting capability
in order to determine if the new technique outperforms conventional
approaches in anticipating customer order flow. It is difficult to pre-
dict the future course of the exchange rate due to the inconsistency
of macroeconomic fundamentals and the heterogeneity of agents. We
provide evidence to support the assertion that this chapter’s model is
capable of appropriately describing the observed pattern. Microstruc-
ture variables and non-linear models are able to provide more accu-
rate out-of-sample predictions than a random walk model, according
to the results of this study.

There is a large amount of published research on the impact of or-
der flow on projecting future currency values, yet not a single one of
these studies employs deep learning methods to investigate the issue.
The goal of the model is to investigate the role that segmented client
order flow plays in the process of currency forecasting. This enables
the construction of a bridge between studies on foreign exchange mi-
crostructure and the cross-sectional pricing of currency assets. We
use the portfolio strategy, which provides a clear and simple way for
assessing the economic value of order flow, in order to forecast ex-
change rates. We focus on initiating customer trades and consider
nonlinearities (Table 5). In a microstructure context, Yang and Grado-
jevic (2006) highlights the necessity of embodying information in a
non-linear way. The assessment of the economic value of exchange
rate forecasts shows that the ability to predict the microstructure or-
der flow has a lot of economic value in a dynamic portfolio allocation
context and that non-linear models do better than the simple random
walk model. We have determined that the order flow from customers
is an informative indicator of future excess returns and that there
are significant disparities across the various categories of end-users.
Both asset managers and hedge funds are categories of end-users that
are significant players in the foreign exchange markets, so it is legiti-
mate to consider both sets of customers to be "informed" market par-
ticipants. In accordance with this preconceived notion, our research
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reveals that the order flows of both groups considerably exceed the
favourable anticipated currency excess returns.

A final contribution to this chapter is a contribution to the liter-
ature on predicting low-frequency data. Due to the inherent linear-
ity of models and the vast quantities of data needed, the present
methodologies for unconditional forecasting are not well suited for
producing reliable future predictions. Investigate the use of deep neu-
ral networks, which are not bound to a certain functional form, as
a viable method for enhancing prediction accuracy with little data.
There has been much research on finance, but very little on macroeco-
nomic finance or with low-frequency data. Despite the rapidly rising
application of artificial intelligence in economics, this is the case. In
low-frequency research, Bayesian analysis, DSGE models, and textual
analysis are the key areas of focus.

Machine learning has great potential for improving risk premium What Machine
Learning Cannot Domeasurement, which is fundamentally a problem of prediction. It

amounts to best approximating the conditional expectation E(ri,t+1|Ft),
where ri,t+1 is an asset’s return in excess of the risk-free rate, and
Ft is the true and unobservable information set of market partici-
pants. This is a domain in which machine learning algorithms excel.
But these improved predictions are only measurements. The mea-
surements do not tell us about economic mechanisms or equilibria.
Machine learning methods, on their own, do not identify deep fun-
damental associations among asset prices and conditioning variables.
When the objective is to understand economic mechanisms, machine
learning may still be useful. It requires an economist to add struc-
ture to build a hypothesised mechanism into the estimation problem
and decide how to introduce a machine learning algorithm subject
to this structure. A nascent literature has begun to make progress in
marrying machine learning with equilibrium asset pricing23 and this
remains an exciting direction for future research.

23 Fang and Taylor (2021) Gu, Kelly, and Xiu (2018)
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3.6 figures and tables

Figure 5: Forecasts using NNs

The graphs represent an example of results for euro/dollar forecasting with
LSTM using different customer order flow as exogenous variables. The blue
line represents the actual series, whereas the orange shows the forecasted
series.
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Table 1: UBS Market Share

Overall Real Leveraged Non-financial

Market Money Funds Corporations

share(%) rank share(%) rank share(%) rank share(%) rank

2001 3.55 7 3.11 8 - - - -

2002 10.96 2 10.77 2 - - - -

2003 11.53 1 11.25 1 13.03 1 6.38 4

2004 12.36 1 11.32 2 11.7 2 7.16 3

2005 12.47 2 11.6 1 8.57 3 8.41 3

2006 22.5 1 11.35 2 5.23 7 6.38 4

2007 14.85 2 13.73 1 5.9 6 5.65 6

2008 15.8 2 9.07 2 7.53 4 5.13 5

2009 14.58 2 10.96 2 6.94 4 7.43 5

2010 11.3 2 9.39 2 14.63 2 4.93 9

2011 10.59 3 9.02 2 8.21 4 3.98 9

The table displays the overall market share and the market share by cus-
tomer type for UBS. The rank is with respect to the top 10 global leaders
in the FX market from 2001 to 2011 based on the Euromoney annual survey.
The market shares by customer type (available from 2003 for all customer
types) are presented for real money, leveraged funds and non-financial cor-
porations. Source: Euromoney
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Table 2: Summary Statistics of FX Returns(%) Log Returns

Mean Median Sdev Skewness Kurtosis Variance AC(1) PAC(2)

AUD -0.00172 -0.00331 0.01402 0.62911 3.65437 0.00024 0.04676 -0.07347

CAD -0.00151 -0.00215 0.01018 0.25878 3.19437 0.00010 0.0568 -0.0315

CHF -0.00124 -0.00145 0.01332 0.19670 2.70669 0.00018 -0.0215 -0.0803

EUR -0.00157 -0.00239 0.01215 0.43748 2.95118 0.00015 -0.0307 -0.0654

GBP -0.00109 -0.00179 0.01142 0.25597 2.89850 0.00013 0.0120 -0.0611

JPY -0.00037 -0.00004 0.01298 -0.36637 3.36298 0.00017 -0.0256 -0.0111

NOK -0.00155 -0.00262 0.01506 0.40433 3.18808 0.00023 -0.0133 -0.0721

NZD -0.00191 -0.00454 0.01646 0.73687 4.11230 0.00027 -0.0339 -0.0308

SEK -0.00166 -0.00304 0.01380 0.30742 2.94978 0.00019 0.0244 -0.0800

The table displays the descriptive statistics for logs returns for G10 curren-
cies.
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Table 3: Summary Statistics of Order Flow Data
Mean Median Sdev Skewness Kurtosis Variance AC(1) PAC(2)

Aggregate -0.0002 -0.0029 0.0757 0.8727 8.9394 0.0057 0.0318 0.0557

Asset Manager -0.0048 0.00090 0.2009 -0.2121 7.4012 0.0404 0.0436 0.0375

AUD Corporate -0.0151 -0.0000 0.1013 -3.9485 30.0414 0.0103 0.4586 0.0221

Hedge Funds 0.0161 -0.0076 0.2020 0.4950 10.4027 0.0408 -0.0429 -0.0447

Private Clients 0.0031 0.0039 0.1037 0.4014 7.3016 0.0108 0.2218 0.0790

Aggregate -0.00396 -0.00325 0.06305 0.91397 12.24130 0.00398 -0.0303 -0.0204

Asset Manager 0.00804 0.00280 0.18513 1.67000 16.19112 0.03427 -0.0388 -0.0045

CAD Corporate -0.02582 -0.01693 0.07612 -1.95573 16.62938 0.00579 0.1753 0.0986

Hedge Funds -0.00062 0.00663 0.18728 -0.31535 5.53089 0.03508 0.0622 0.0145

Private Clients 0.00257 0.00079 0.06600 0.61764 9.17516 0.00436 0.0726 0.1170

Aggregate -0.03227 -0.01541 0.18797 -0.35568 5.77141 0.03533 0.0373 0.1702

Asset Manager -0.06079 -0.03768 0.50172 -0.02819 7.22015 0.25173 0.0782 0.0321

CHF Corporate 0.00005 0.01159 0.42199 1.98181 22.73535 0.17807 0.2193 -0.0581

Hedge Funds -0.08669 -0.04354 0.55484 -0.63391 5.10036 0.30785 0.0570 0.0846

Private Clients 0.01836 0.03233 0.23730 -0.15069 4.50699 0.05631 -0.0491 -0.0509

Aggregate 0.06940 0.04889 0.36661 0.94222 13.94816 0.13440 0.0399 0.0384

Asset Manager -0.04542 -0.02679 0.94911 0.17667 5.62748 0.90080 -0.0028 0.1014

EUR Corporate 0.19168 0.15513 0.46056 0.75123 7.09845 0.21212 0.1858 0.0952

Hedge Funds 0.19867 0.18219 0.91559 0.33271 4.49345 0.83830 0.0293 0.0241

Private Clients -0.06734 -0.04342 0.58533 -0.13889 8.04165 0.34261 -0.0483 -0.0605

Aggregate -0.00124 0.00709 0.20206 -3.95498 36.94534 0.04083 0.3244 -0.0433

Asset Manager -0.04455 0.00751 0.66915 -3.92982 30.76291 0.44776 0.3731 -0.0891

GBP Corporate 0.01049 0.00305 0.19076 -0.40147 9.52645 0.03639 0.0035 0.0855

Hedge Funds 0.02474 0.02185 0.39840 -1.12310 12.86177 0.15872 0.0035 0.1177

Private Clients 0.00436 -0.00730 0.24005 1.12087 10.67230 0.05762 -0.0298 -0.1284

Aggregate -0.05996 -0.05318 0.20667 0.79627 13.64040 0.04271 -0.0031 0.0471

Asset Manager -0.09848 -0.06688 0.63593 0.70659 12.67411 0.40441 0.0660 0.0546

JPY Corporate -0.04847 -0.04506 0.14596 -0.57927 5.97117 0.02130 0.0375 -0.0082

Hedge Funds -0.07834 -0.04995 0.58368 -0.85056 6.43238 0.34068 0.1723 -0.0208

Private Clients -0.01454 -0.03163 0.23784 0.42159 5.52182 0.05657 -0.0839 -0.0886

Aggregate 0.00243 0.00046 0.02759 0.88700 10.09427 0.00076 -0.0306 0.0882

Asset Manager 0.00364 0.00012 0.08156 0.10952 15.18677 0.00665 -0.1278 -0.0631

NOK Corporate -0.00433 0.00002 0.02428 -1.21830 15.77784 0.00059 -0.0609 0.0978

Hedge Funds 0.00777 0.00047 0.06336 0.59437 8.21670 0.00402 -0.0993 -0.0469

Private Clients 0.00264 -0.00031 0.02968 2.59192 20.96558 0.00088 -0.0872 -0.0088

Aggregate 0.00345 0.00104 0.02866 1.31330 16.07718 0.00082 0.0476 -0.0223

Asset Manager -0.00070 0.00087 0.07335 0.09756 32.03473 0.00538 0.1034 0.0697

NZD Corporate 0.00516 0.00402 0.02023 0.39899 11.70160 0.00041 0.0387 -0.0833

Hedge Funds 0.00779 0.00000 0.07064 1.51756 10.81871 0.00499 0.1332 -0.0046

Private Clients 0.00155 0.00020 0.03924 2.59077 38.70732 0.00154 -0.1363 -0.2117

Aggregate -0.00180 -0.00390 0.03651 1.58324 11.27828 0.00133 0.2115 -0.0839

Asset Manager -0.00383 -0.00293 0.11421 0.45716 8.55221 0.01304 0.1229 -0.1565

SEK Corporate -0.01308 -0.00815 0.04698 0.05436 6.63722 0.00221 0.1806 0.1315

Hedge Funds 0.00818 0.00073 0.08054 1.04046 7.57237 0.00649 0.0346 -0.0724

Private Clients 0.00153 0.00035 0.02422 2.60272 33.96088 0.00059 -0.0056 -0.1983

Asset Manager -0.0274 -0.0136 0.3790 -0.1059 15.0723 0.2338 0.1384 0.1385

Corporate 0.0112 0.0115 0.1654 -0.5463 14.0132 0.0519 0.1397 0.1401

Clients Hedge Funds 0.0108 0.0123 0.3396 0.1175 7.9366 0.1930 -0.0531 -0.0531

Private Clients -0.0053 -0.0050 0.1737 1.1175 15.4286 0.0590 -0.0047 -0.0047

This table displays descriptive statistics for the major customer types. The
table reveals that asset managers have the highest volatility, followed by
hedge funds, private consumers, and corporations.
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Table 4: Cross Correlations

Panel A

AM/CO AM/HF AM/PC HF/CO HF/PC CO/PC

AUD 0.0185 0.0924 -0.1334 -0.0277 -0.3163 0.0178

CAD -0.0827 -0.0571 -0.1862 -0.0670 -0.1456 0.0447

CHF -0.2515 0.0469 -0.1744 -0.2438 -0.1285 0.2061

EUR -0.0479 0.0094 -0.0731 0.0377 -0.1349 0.1412

GBP -0.1580 0.2596 -0.2031 -0.2427 -0.0964 0.0210

JPY -0.1656 0.0246 -0.2406 0.0754 -0.2729 0.1236

NOK -0.1052 -0.0123 0.0701 0.0235 0.0393 0.0206

NZD -0.0595 -0.0001 0.0868 0.0213 0.0120 0.2333

SEK 0.1753 -0.0896 -0.1461 -0.0893 0.2059 -0.2402

Panel B

Asset Manager Corporations Hedge Funds Private Clients

Asset Manager 1.000 -0.075 0.030 -0.109

Corporations 0.075 1.000 -0.057 0.063

Hedge Funds 0.030 -0.057 1.000 -0.093

Private Clients -0.109 0.063 -0.093 1.000

The table reports the cross-correlations coefficient between flows of cus-
tomers groups for nine currencies. Order flow is defined as the difference
between the value of buyer-initiated and seller-initiated transaction for the
foreign currency so that a positive (negative) order flow implies net foreign
currency purchase (sales). Order flows are billions of US dollar and are clas-
sified into four customer segments: asset managers; hedge funds, corporate
and private clients. The sample period comprises weekly observations from
November 2001 to November 2007. Exchange rates are from DataStream
while customer order flows are proprietary data from USB.
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Table 5: Linearity Test

Aggregate Asset Manager Corporation Hedge Funds Private Clients

AUD 3.725 9.074
1

64.932
1

2.875 23.236
1

CAD 3.939 13.249
1

1.689 4.705
1

5.471
1

CHF 10.885
1

5.943
1

17.234
1

5.669
1

0.073

EUR 10.198
1

4.022 1.713 4.794
1

0.161

GBP 13.046
1

32.893
1

6.698
1

1.518 3.789

JPY 4.393 2.022 1.002 10.517
1

11.476
1

NOK 22.766
1

1.818 2.147 0.645 17.980
1

NZD 36.289
1

7.843
1

32.099
1

18.601
1

3.631

SEK 15.545
1

8.687
1

13.278
1

0.083 3.802

Linearity test to the aggregate and disaggregate order flows, results from
Cerrato, Kim, and MacDonald, 2015. 1 denotes the 10% significance level.
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Table 6: Out-of-sample predictive ability of Order Flow

Predictive Ability of Order Flow

rp% σp% skew kurt ρp SR SO

RW 4.9 12.4 -0.21 0.55 0.20 0.24 0.29

AM 12.4 12.3 0.07 0.56 0.17 0.71 1.33

HF 11.1 13.4 -0.27 0.66 0.14 0.59 0.89

CO 11.0 14.9 -0.22 0.55 0.33 0.52 0.83

PC -5.0 13.4 0.01 3.45 0.38 -0.33 -0.37

AGG 7.7 11.2 -2.0 3.14 0.02 0.22 0.28

The table reports the out-of-sample economic value of the predictive ability
of order flow. The results are based on dynamic asset allocation strategies
investing in the G10 currencies with monthly rebalancing. The benchmark
strategy is the naive random walk (RW) model. The strategies condition on
lagged currency order flow, which is classified into four customer segments:
asset managers (AM), hedge funds (HF), corporate (CO) and private clients
(PC) and aggregate customer order flows. Using the exchange rate forecasts
from each model, a US investor builds a maximum expected return strat-
egy subject to a target volatility δp = 10% and proportional endogenous
transaction costs. The strategy invests in a domestic bond and nine foreign
bonds and is rebalanced monthly. For each strategy, we report the annu-
alised mean (rp), annualised volatility (p), skewness (skew), excess kurtosis
(Kurt), annualised Sharpe ratio (SR), annualised Sortino ratio (SO)
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Table 7: Predictive Regressions

α βRW βPPP βUIP βLSTM βNARX R2

Asset Manager 0.040 0.111 0.412 -0.242 0.1240 0.1240 16.1

(0.052) (1.222) (1.444) (0.162) (0.182) (0.116)

Hedge Funds 0.0211 0.299 -0.621 0.316 0.323 0.285 22.3

(0.033) (0.147) (1.559) (0.160) (0.153) (0.022)

Corporation 0.032 0.352 2.210 0.185 0.311 0.287 39.4

(0.049) (0.139) (0.969) (0.126) (0.150) (0.154)

Private Clients -0.085 0.738 1.936 0.137 0.697 0.850 27.1

(0.053) (0.234) (1.046) (0.226) (0.204) (0.432)

The table presents regression results on the relation between portfolio ex-
cess returns generated by conditioning out-of-sample on order flow and
monthly portfolio excess returns by conditioning out-of-sample on macro-
economic information. The order flow strategies invest in the G10 curren-
cies by conditioning on the order flow of asset managers (AM), hedge funds
(HF), corporates (CO) and private clients (PC). The strategies are the fol-
lowing: the random walk (RW), uncovered interest parity (UIP) purchasing
power parity (PPP), long short term memory (LSTM), narx (NARX). All
strategies are implemented out of sample for the period of November 2001

to November 2007. Results suggest that asset manager and hedge funds are
less reliant on macroeconomic data. There is empirical evidence that the
microstructure order flow models have more economic value than a simple
random walk when a portfolio of currencies is considered. There is also ev-
idence that order flow are linked to macroeconomic information, but does
not provide any extra information.
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S Y S T E M I C R I S K O N F O R E I G N E X C H A N G E M A R K E T

This chapter is mainly empirical in nature. We examine what the data
tells us about the role of customer order flow. Using the standard
analytical framework of the FX microstructure, based on Evans and
Lyons (2002), we test if order flow helps explain exchange rate fluctu-
ations. We also identify the typical market roles of different customer
types. Liquidity risk is a significant factor in the foreign exchange
market, as it rewards investors for exposure to liquidity risk. Differen-
tiation in how liquidity risk is priced affects the behaviour of specific
FX returns in a way that is economically important. This is because
spot trading’s liquidity makes it possible to build profitable trading
strategies that involve borrowing in some currencies and lending in
others. These liquidity-based methods, similar to carry trades, choose
borrowing and lending currencies based on indicators of spot trading
liquidity rather than interest rates.

The study uses a data set to analyse the underlying economic foun-
dation of the bond between order flow and exchange rates. The data
is segmented into different client groups, each with a different set of
information. The portfolio technique is used to investigate whether
customer order flow incorporates risk premia in the currency market
related to factors such as systematic volatility, liquidity default, or
macro risk. The study examines the potential addition of a risk pre-
mium to the exchange rates of the most frequently traded currencies.

The liquidity of different currencies is determined by defining it
as the expected return reversal associated with order flow. The stock
market also shows a considerable component of commonality in cur-
rency liquidity, with dealers’ inventory management limits and pref-
erences being key channels contributing to price establishment. The
annualised liquidity risk premium is estimated to be around 2.43

percent for the aggregate scenario and 2.34 percent if a dollar risk-
free element is included. Corporations exhibit the highest liquidity
risk premium, with individual consumers coming in third with a risk
premium of 0.8 percent. The hypothesis that liquidity risk is a price
driver in the FX market for this specific class of consumers is erro-
neous due to the asset manager’s presentation of a negative liquidity
risk factor.

89



90 systemic risk on foreign exchange market

4.1 introduction and motivation

In this chapter, we examine what the data tells us about the role of
customer order flow in systemic liquidity risk. Inspired by Banti, Phy-
laktis, and Sarno (2011) and using a standard analytical framework of
the FX microstructure, based on Evans and Lyons (2002a), we test if
order flow helps explain exchange rate fluctuations. We also identify
the typical market roles of different customer types.

The foreign currency (FX) market is the deepest financial market in
the world, as measured by the average daily trading volume, which
will be over 7.5 trillion in 2022. The foreign exchange market is con-
sidered to be quite liquid; however, its liquidity is not particularly
well known because of the low openness of the market, the variety of
players, and the decentralised dealership structure1. Both the global
financial crisis of 2007 and research on currency crashes have brought
to light how vital liquidity is to the foreign exchange market.

The foreign exchange markets are widely used to finance short-
term money market positions. A decrease in foreign exchange liq-
uidity will have an effect on financing costs, raise rollover risks, and
make it more difficult to hedge. A multitude of arbitrage schemes,
such as triangle arbitrage, exploiting deviations from covered inter-
est rate parity, or price mismatching between multiple listed equity
shares and American depository receipts, all rely heavily on foreign
exchange rates as a key component. As a result, liquidity in the for-
eign exchange market is essential for arbitrage trading, which main-
tains prices that are aligned with underlying values and promotes
market efficiency2.

Traditional macroeconomic theories postulate that the underlying
fundamentals of macroeconomics are responsible for the fluctuations
in exchange rates. The models used to predict the exchange rate take
into account a wide range of macroeconomic variables, such as money
supply, interest rate, and capital movement. The value of the currency
exchange rate is thought to be affected by these elements in a way
that is hard to properly predict. Several prominent macroeconomic
models focus on monetary matters, such as the money supply and the
lending practises of financial institutions. However, there are models
that focus on how a family’s assets and obligations affect the family’s
financial picture as a whole. Explanatory variables in these models
include money supply, total income, interest rate, and domestic and
overseas portfolio holdings. These variables may play a key role in
explaining economic downturns and recoveries.

In a macroeconomic perspective, it is assumed that the exchange
rate instantly reflects any new information regarding the value of the
currency, independent of the method of trading. As a result, the trad-

1 Lyons (2001)
2 Shleifer and Vishny (1997)
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ing process is disregarded by the macro approach when it comes to
setting the exchange rate. Some financial experts argue that standard
macroeconomic models do not adequately account for crucial empir-
ical elements of exchange rate evolution. Exchange rate volatility and
the ratio of currency traded to output are two examples. Since these
models rely on too many simplistic assumptions, their predictions of
future exchange rate behaviour are generally inaccurate. Long time
periods are required to establish a connection between these vari-
ables3. The ability of macroeconomic models to predict future ex-
change rates is shown to be no better than that of a random walk,
according to a large body of research 4.

After discovering that traditional structural models are unable to
adequately explain and forecast exchange rates, researchers turned
their attention to more recent lines of inquiry that focused on the
implications of using a standard present value approach to asset pric-
ing and a microstructure approach to the foreign exchange market.
The microstructure approach is a relatively recent school of thought
in the field of economics. This school of thought attempts to explain
the enigma of the macroeconomic exchange rate by using the tech-
nique of microstructure. It aims to shed light on the many elements
that contribute to the formation of currency values. For a consider-
able amount of time, specialists in the field of foreign currencies have
been engaged in heated debates over the issues of how exchange rates
will develop and what measures authorities should take to maintain
stability. The decisions that central banks make on monetary policy
are not made in a sterile environment. Researchers have spent a sig-
nificant amount of time and effort trying to construct a theoretical
model of the dynamics of exchange rates that is both viable and ex-
perimentally applicable.

Despite the common notion that the forex market is very liquid
at all times, we find that the liquidities of various currencies fluctu-
ate significantly throughout sections. Our analysis shows that there
is a lot of evidence for a significant liquidity commonality, which we
define as a strong correlation between changes in FX rate liquidity
over time. This would suggest that broad shocks to the forex mar-
ket, rather than changes in individual FX rates, are the key drivers of
liquidity in the forex market. Moreover, we find that the EUR/USD
exchange rate, which is one of the most liquid in the world, has low
liquidity sensitivity relative to the whole FX market. To the contrary,
less liquid foreign exchange prices are more stable.

One consequence of the universality of foreign exchange liquidity Why Liquidity is
Importantis that the availability of liquidity for a certain FX rate may have bene-

ficial knock-on effects on other currencies. Generally speaking, this is

3 Meese and Rogoff (1983); Frankel and Rose (1995)
4 Mark (1995)
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seen as positive by central banks. Consider the role that high-interest-
rate currencies play in the carry trade unwinding process. A central
bank’s injection of liquidity in its own currency may help reduce liq-
uidity restrictions in other investment currencies and moderate the
sharp appreciation (depreciation) of other financing (investment) cur-
rencies. Further, the available empirical data on liquidity spirals im-
plies that monetary measures designed to ease limitations in the fi-
nance market may also increase liquidity in the foreign currency mar-
ket, which would benefit all exchange rates.

This is the implication of the potential benefits of these measures
for increasing liquidity in the foreign currency market. But too much
cash on hand might be dangerous. Excessive liquidity in one currency
tends to flow into other currencies, particularly those used for inter-
national transactions, and this trend is expected to persist. Sufficient
liquidity in a risk-taking and carry-trade-friendly climate may stimu-
late speculative trading.

4.1.1 Research Contributions

We want to know whether the risk of global liquidity is reflected
in currency exchange rates and, if so, which types of clients—asset
managers, businesses, hedge funds, and individual clients—have the
most impact on liquidity.

When we examine the characteristics of each currency liquidity in-
dicator separately, we find that they are closely related, indicating
that they all share a component. The existence of a common compo-
nent supports the idea that shocks to the foreign exchange market
as a whole have a more significant impact on liquidity than any one
currency. Then, we utilise an index of global FX liquidity innovation
called unexpected liquidity, created by Banti, Phylaktis, and Sarno
(2011), to demonstrate that it accounts for a significant portion of the
variance in liquidity across different currencies.

Next, we consider the question from the point of view of a US
investor: do innovations in FX market liquidity impact the volatility
of exchange rates? Paraphrasing, we look at the possibility of a sys-
temic liquidity premium in the foreign exchange market. In order to
estimate systemic liquidity risk as the covariance of exchange rate
returns and innovations in global liquidity risk, we employ standard
empirical asset pricing tests and the portfolio construction techniques
first applied to FX data by Lustig and Verdelhan (2007)5, thereby iden-

5 According to Lustig and Verdelhan (2007), the additional returns obtained from bor-
rowing US dollars and investing in foreign currency serve as a form of compensa-
tion for US investors who are exposed to higher levels of risk associated with US
consumption growth. However, it is worth noting that the stochastic discount fac-
tor associated with their benchmark model exhibits a lack of correlation with the
returns under investigation. Therefore, it is not possible to reject the null hypothesis
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tifying a liquidity risk premium. By using these techniques, we may
account for the shared component of excess returns due to systemic
liquidity risk, thereby removing currency-specific sources of returns.
Indicators from the field of empirical asset pricing point to the exis-
tence of a statistically and economically substantial risk premium re-
lated to global FX liquidity risk, with an annualised rate of about 4.7
percent. After controlling for other common risk factors in FX asset
pricing analysis, the market price of liquidity risk is still statistically
significant.

4.1.2 Outline of the Chapter

The chapter is composed as follows: in Section 4.2 we discuss the
literature review. In Section Section 4.3 we define liquidity and the
different methodologies to measure it. The empirical analysis is in
Section 4.4, along with the description and manipulation of the data
set (Section 4.4.2; also in Section 4.4.1 we introduce the methodology
used in this chapter. In Section 4.4.3 we describe the results obtained;
and finally in Section 4.5 there are the conclusions.

4.2 reviews of the related research

In his book "The General Theory of Employment, Interest and Money",
Schumpeter and Keynes (1936) argue that when aggregate demand
is too low, wages will fall and unemployment will increase. In Key-
nesian economics, there are three reasons why people might want
to hold money: the transaction motive, which is considered interest-
inelastic, the precautionary motive, which is considered to be moti-
vated by fear of future events, and the speculative motive, which is
motivate by the expectation of future prices.

In the transactionary demand motive, people prefer to be able to
easily transfer money between different accounts for day-to-day ex-
penses. The amount of liquidity desired depends on the level of in-
come. Higher incomes require more money to spend, which in turn
affects the amount of liquidity available. The precautionary demand
for liquidity is the demand for cash to cover unforeseen expenditures,
such as an accident or health emergency. As people earn more money,
they increasingly want cash that is backed by the government. The
speculative demand for bonds is the demand to take advantage of
future changes in interest rates or bond prices. Speculative demand

that their model does not account for any of the cross-sectional variation in expected
returns. Based on the aforementioned discovery and additional supporting evidence,
Burnside (2011) asserts that the enigma surrounding the forward premium puzzle
persists.
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can be thought of as a type of demand that is based on expectations
of future changes in prices, rather than actual changes in prices.

According to Keynes, the higher the rate of interest, the lower the
speculative demand for money. If interest rates were lowered, people
would want to borrow more money to invest in stocks, because that
would make those stocks more valuable. This would create a huge
amount of speculative demand for money, which would lead to even
more interest rate decreases and a spiralling cycle of ever more spec-
ulative investment. The interest rate is determined by the intersection
of the supply of money (which is assumed to be fixed by the monetary
authorities) and the demand for money (which is based on people’s
desires for liquidity).

One of the key streams of the finance literature that receives a sig-
nificant amount of attention from scholars is concerned with liquidity
and the challenges that are linked with it. There have been several re-
search conducted over the course of the last four decades that centre
on this topic6.

Liquidity is an important part of the functioning of financial mar-
kets. The term liquidity has various meanings in the economics and
finance literature, for example, the Concise Desk Book of Business
Finance (Moffat, 1975) defines liquidity as:

"the desire on the part of the general public to hold their idle
funds in the form of money rather than in interest-earning form".

One of the most widely acknowledged definitions of liquidity was
developed by Liu (2006). In specifically, liquid stocks are those that
are able to trade in a high volume fast at a cheap cost and with lit-
tle affect on the stock’s price. This definition reveals four aspects of
stock liquidity: trading quantity, trading speed, trading costs, and
price impact. Trading quantity refers to the amount of a security that
can be traded at a given cost; trading speed refers to how quickly
a given quantity of a security can be traded at (how easy it is to
trade a security of a given quantity with minimum impact on price).
This definition reflects five key qualities of a liquid market7: tight-
ness (low transaction costs)8, immediacy (speed of execution)9, depth

6 Some examples of these studies are Amihud and Mendelson, 1986a; Eleswarapu and
Reinganum, 1993; Vayanos, 1998; Chordia, Subrahmanyam, and Anshuman, 2001;
Amihud, 2002; Vayanos, 2004; Acharya and Pedersen, 2005; and Hasbrouck, 2005

7 Black (1971); Sarr and Lybek, 2002; Harris, 2003; Amihud and Mendelson, 2012

8 such as the difference between buy and sell prices, like bid ask spread in quote-drive
markets, as well as implicit costs

9 this reflects, among other things, the efficiency of the trading, clearing, and settle-
ment system
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(abundant orders)10, breadth (many orders of various sizes)11, and
resiliency (quickly correcting order imbalances)12.

In addition, a number of metrics are developed and used to de-
termine a security’s liquidity. Each metric reflects many elements of
stock liquidity. For instance, Roll (1984)’s effective bid–ask spread
metric implicitly reflects the transaction cost component of liquidity.
In contrast, the illiquidity ratio of Amihud (2002) and the return to
turnover ratio of Florackis, Gregoriou, and Kostakis (2011) are based
on the price effect dimension. In addition, Liu (2006) proposes a
multiple dimension-based metric, namely the turnover-adjusted zero
daily trading volume number. Despite the fact that they concentrate
on various elements of liquidity, these metrics are closely connected
(Goyenko, Holden, and Trzcinka (2009) and Fong, Holden, and Trzcinka
(2017) among others).

On the basis of data frequency, liquidity proxies may be divided
into high-frequency (intraday) and low-frequency (daily) estimates.
High-frequency liquidity metrics are produced from intraday data,
whereas low-frequency liquidity proxies are mostly derived from daily
stock return and volume data.

High-frequency liquidity proxies consist of intraday transactions;
the data samples are often quite big, requiring sophisticated com-
puter programming and processing capacity to analyse. Consequently,
high-frequency measurements are mostly used for U.S. markets13.

Low-frequency liquidity measures are often used due to the fol-
lowing benefits. First, it is readily accessible and available not just
for big markets such as the U.S. and U.K. equities markets, but also
for many smaller stock exchanges, such as developing economies. As
a consequence, researchers may acquire data from several nations
over extended time periods, therefore enhancing study in the field
of liquidity. In addition, these measurements are very effective in cap-
turing the intraday liquidity benchmarks. In fact, Goyenko, Holden,
and Trzcinka (2009) discover a considerable association between 0s
by Lesmond, Ogden, and Trzcinka (2015), return to volume ratio of
Amihud (2002), and intraday benchmarks when comparing a broad
variety of low-frequency liquidity metrics to high-frequency bench-
marks.

The bid-ask spread, turnover, and the Amihud (2002) ratio are all
standard indicators, but other indicators are being developed as well,
such as the price impact ratio developed by Florackis, Gregoriou, and
Kostakis (2011) and the free-float-adjusted price impact ratio devel-

10 either actual or easily uncovered of potential buyers and sellers, both above and
below the price at which a security now trades

11 orders are both numerous and large in volume with minimal impact on prices
12 new orders runs quickly to correct order imbalances, which tend to move prices

away from what is warranted by fundamentals
13 Huang and Stoll (1997b) and Hasbrouck (2009)
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oped by Karim and Bin (2016). Regardless of these advantages, there
are also drawbacks to using low frequency data to generate liquid-
ity gauges. For instance, while the illiquidity ratio proposed by Ami-
hud is better than most other metrics at capturing liquidity14, it fails
to account for days without trade, which may provide relevant in-
formation about illiquidity. And because continuous stock trading is
assumed while the market is open, high-low spread may be used
to capture the transaction costs dimension proposed by Corwin and
Schultz (2012). As a result, the high-low spread is less reliable when
put into reality than it would be if this assumption were true. To this
end, it is necessary to get a deeper familiarity with the current liquid-
ity measures in use in order to effectively put them to use.

It is well acknowledged that liquidity is an important quality of
capital assets, and it has a significant bearing on the values of such
assets 15. Previous research has looked at the connection between high
liquidity and high stock returns from two different angles.

The initial line of inquiry in this area of study is concerned with
determining whether or not the degree of liquidity possessed by a
security acts as a factor in determining the returns that are antici-
pated from investment in that asset. Investors take on more risk when
purchasing illiquid equities but are rewarded with larger returns on
their investments. This relationship to predicted stock returns is sup-
ported by data from a great number of research. For instance, Ami-
hud and Mendelson (1986a) demonstrate that the illiquidity cost, also
known as the bid–ask spread, has a positive correlation with the an-
ticipated returns on assets when the spread is used as a liquidity
proxy. Using the turnover ratio and trading volume, respectively, as
measures of liquidity, Brennan, Chordia, and Subrahmanyam (1998)
provide evidence that liquidity has a negative correlation with re-
quired asset returns when focusing on U.S. equities. This evidence
shows that liquidity has a negative correlation with required asset re-
turns. Bekaert, Harvey, and Lundblad (2007) found a similar correla-
tion in developing markets, confirming this association there as well.
On the other hand, there are empirical investigations that present ev-
idence that contradicts itself. According to the findings of Bekaert
and colleagues, turnover does not substantially predict future return.
Eleswarapu and Reinganum (1993) show evidence of seasonality by
proving that bid–ask spread and average returns are positively con-
nected to each other only in the month of January. In the meanwhile,
Hasbrouck (2009) provides a novel method for estimating the trading
effective cost based on daily closing prices. The author examines the
link between their cost measure and stock returns and finds conflict-
ing results. In specifically, they show that effective cost has a positive

14 Goyenko, Holden, and Trzcinka (2009)
15 Amihud and Mendelson (1991)
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link with stock returns, with the highest relationship happening in
the month of January.

The second stream, that studies the connection between high liq-
uidity and high stock returns, investigates whether or not stock re-
turns are influenced by systemic risk associated with liquidity. When
determining the value of assets, liquidity is seen as a significant risk
element. The stock with the greater predicted return is the one whose
returns are more susceptible to changes in the market’s liquidity. This
second link to stock returns has also been thoroughly investigated in
several previous research. For example, Pastor and Stambaugh (2003)
present a market-wide liquidity and demonstrate that the expected
returns of stock are correlated with the sensitivities of returns to fluc-
tuations in aggregate liquidity. They say this correlation exists be-
cause expected returns are sensitive to changes in aggregate liquidity.
According to their findings, the difference between the annualised
average returns of stocks that are very sensitive to changes in liquid-
ity and those that are less sensitive is 7.5 percent. It was shown by
Acharya and Pedersen (2005) that liquidity is a component that is val-
ued in the cross section of stock returns. They propose a new version
of the Capital Asset Pricing Model (CAPM) that takes liquidity into
account and they claim that it is superior to the traditional CAPM.

In conclusion, each and every low-frequency liquidity measure of-
ten comes with its own set of benefits as well as drawbacks. For exam-
ple, some proxies, such as the high–low spread developed by Corwin
and Schultz (2012) and the Closing Percent Quoted Spread developed
by Chung and Zhang (2014), are effective in estimating the bid–ask
spread, but they are unable to capture the essence of long-run finan-
cial stability. As a direct consequence of this fact, future suggested
approximations of liquidity make an effort to ameliorate the deficien-
cies shown by earlier measurements. The AR spread developed by
Abdi and Ranaldo (2017) makes an adjustment for nontrading times,
as opposed to Corwin and Schultz (2012), and it does not depend on
bid–ask bounces to capture the effective spread in the same way as
Roll (1984)’s method does. In addition, Karim and Bin (2016)’s free-
float–adjusted price effect ratio takes into account the public free-float
component, which improves the predictive potential of price impact
when compared to other price impact ratios, such as Amihud (2002)’s
illiquidity ratio. Low-frequency measures of liquidity are very popu-
lar in both research and practise due to the ease with which they
can be calculated and the data that is readily available. However, as
compared to high-frequency liquidity metrics that are generated us-
ing intraday data, there are still certain restrictions to consider. As a
result, experts are still looking for the most accurate indicator of low-
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frequency liquidity16.

4.3 theoretical framework

4.3.1 Measures of Liquidity

Liquidity measure can be classified into four categories: price impact
and return reversal; transaction costs; price dispersion; econometric
techniques.

The price impact of a trade, as discussed in Kyle (1985)’s work,Price Impact and
Return Reversal pertains to the extent to which the exchange rate is influenced by a

specific order flow. There is a positive correlation between the magni-
tude of price impact and the subsequent movement of the exchange
rate, indicating a decrease in market liquidity. Furthermore, in the
case of an illiquid currency, a portion of the price impact is transi-
tory. This occurs when the net buying or selling pressure causes the
currency to experience excessive appreciation or depreciation. How-
ever, this deviation from the fundamental value is subsequently cor-
rected, as indicated by Campbell and Clarida (1987). Here, to explain
the price impact and return reversal, we follow the terminology of
Mancini, Ranaldo, and Wrampelmeyer (2013), and for each currency,
let rti , vb,ti , and vs,ti be the log exchange rate return between ti−1

and ti, the volume of buyer-initiated trades, and the volume of seller-
initiated trades at time ti during day t, respectively. Then, price im-
pact and return reversal can be modelled as:

rti = ϑt +φt(υb,ti − υs,t1) +

K∑
k=1

γt,k(υb,ti−k
− υs,ti−k

) + εti . (14)

Every day, the liquidity aspects of price effect and return reversal
can be calculated by estimating the parameter vector θt = [ϑt φt γt,1 . . .

γt,K]. Due to net buying pressure, it is assumed that a trade with
L(pi) = φt will raise the price. L(rr) = γt =

∑K
k=1 γt,k is a measure

of the general return reversal, which is supposed to be negative17.
It is important to acknowledge that Equation 14 aligns with contem-

porary theoretical models pertaining to limit order books. In its study,
Rosu (2009) presents a dynamic model that posits a relationship be-
tween asset liquidity and two key market indicators: bid-ask spreads
and price impact. The model predicts that assets with higher levels

16 Le and Gregoriou (2020)
17 The presence of a positive contemporaneous correlation between stock returns and

volatility estimates will give rise to a negative bias. The presence of contemporane-
ous order flow leads to a simultaneous increase in the value of the currency due
to a net demand effect, denoted as β > 0. However, this appreciation is somewhat
counteracted by delayed order traffic. γ < 0
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of liquidity tend to display narrower spreads and experience lower
price impact. According to Foucault, Kadan, and Kandel (2005), the
rapid recovery of prices from overshooting resulting from a market
order is contingent upon the resilience, or liquidity, of the market18.

The trading cost, also known as transaction cost, pertains to the ex- Transaction Cost

penses incurred in the process of executing a trade. A market can be
deemed to possess liquidity when the relative quoted bid-ask spread,
denoted as Lba is low:

L(ba) = (PA − PB)/PM, (15)

The symbols PA, PB, and PM represent the ask, bid, and mid
quotes, respectively. In practise, it is important to note that trades
may not invariably occur at the bid or ask quotes that are publicly dis-
played. On the contrary, transactions often occur at more favourable
prices.

According to Stoll (1978), when major dealers possess unwanted in- Price Dispersion

ventories, their significance in offering liquidity becomes more pro-
nounced as volatility increases. According to Chordia, Roll, and Sub-
rahmanyam (2000), when volatility is high, there is typically a de-
crease in liquidity. In this context, the measure of intraday price dis-
persion, denoted as L(pd), can serve as an indicator of illiquidity.

Other econometric techniques are used in some liquid studies to sep- Other Econometric
Techniquesarate the impact of anticipated trading volumes from that are unantic-

ipated and which may carry new information. The expected volumes
are usually estimated by fitting an auto regressive moving average
(ARMA) model of volumes traded.

More sophisticated econometric techniques are also used to take
account of the fact that once price volatility starts, it will take some
times for all the market participants o come to agreement on equilib-
rium prices. This results in volatility persistence, which can be cap-
tured by auto regressive conditional heteroskedasticity (ARCH) and
generalised autoregressive conditional heteroskedasticity (GARCH)
type models. All liquidity measures presented above capture different
aspects of liquidity. Averaging and Principal Component Approach
(PCA) are methodologies to extract common information across these
measure19

An estimate for market-wide liquidity is computed as simply as Averaging

cross-sectional average of liquidity at the individual exchange rate
level, following Chordia, Roll, and Subrahmanyam (2000) and Pastor

18 Mancini, Ranaldo, and Wrampelmeyer (2013)
19 Mancini, Ranaldo, and Wrampelmeyer (2013) employed these methods to to investi-

gate commonality in FX liquidity
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and Stambaugh (2003) that the use for determining aggregate liquid-
ity in equity markets.

Given a measure of liquidity daily market-wide liquidity L
(.)
M,t, can

be computed as follow:

L
(.)
M,t =

1

N

N∑
j=1

L
(.)
j,t (16)

where N is the number of exchange rate and L
(.)
j,t is the liquidity of

exchange rate j on day t. Therefore, it is excluded the currency pairs
with the highest and lowest value for L(.)

j,t in the computation of L(.)
M,t.

Other authors20 rely on the principal component approach to extractPrincipal
Component

Approach
market wide liquidity. PCA can be interpreted as liquidity factors for
an individual exchange rate.

For each exchange rate, a given liquidity measure is standardised
by the time-series mean and standard deviation of the average of
the liquidity measure obtained from the cross-sectional of exchange
rates. Then, the first three principal component across exchange rates
are extracted for each liquidity measure, with the first principal com-
ponent representing the market wide-liquidity. To formally test for
commonality, Mancini, Ranaldo, and Wrampelmeyer (2013) regress
for each exchange rate, the time series of daily liquidity measure L

(.)
j,t

with t = 1, .., T on the first three principal component.

4.4 empirical analysis

4.4.1 Methodology

The purpose of this chapter is to explore how different customer
groups can affect liquidity. By the end of this chapter, readers should
have a good understanding of how different customer groups can
influence liquidity in different ways. To answer this question, we fol-
low Banti, Phylaktis, and Sarno (2011) and we use portfolio analysis
to simulate the returns of foreign exchange trading. We use simula-
tions to study order flow and liquidity, and then organise currencies
into portfolios based on their sensitivity to these factors. The liquid-
ity measure assesses how easily it is to buy or sell an asset without
affecting its price.

We divide currency into different categories based on how eas-
ily they can be exchanged for other currencies. Several studies have

20 Hasbrouck and Seppi (2001), Korajczyk and Sadka (2008)
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found that the order of transactions is a strong predictor of foreign
exchange (FX) returns21.

Kyle (1985) run a regression to see if there is a relationship be-
tween changes in the exchange rate and incoming orders. He finds
that there is a positive relationship between the two, meaning that
inventory control and the informational asymmetry channel are both
affecting the exchange rate. To calculate the liquidity sensitivity of a
security using Kyle’s model, it is needed to understand the intuition
behind Evans and Lyons (2002b)’s paper. The impact that order flow
has on exchange rates can be explained by the information discov-
ery process of the dealer. The dealer keeps track of their quotes and
makes changes to them based on what their clients and other dealers
are ordering.

We use the Evans-Lyons’ regression to predict log returns for every
currency and every week of the dataset. This equation shows how a
currency’s value changes with its order flow from different customer
groups. It shows how the value of a currency is affected by the buying
and selling activity of different market participants. In this case, we
refer to liquidity as the impact of trades on prices. In general, trades
have more of an impact when markets are less liquid, other things
being equal (Evans and Lyons, 2002b).

Kyle’s λ measures the price impact of aggregate orders that are
driven by private information and noise from insiders and trades re-
spectively. We use Kyle’s model of market depth β to measure the
market volatility.

ri,t = αi +βc
i∆x

c
i,t + ϵi,t (17)

where ri,t is the log return of the currency i at time t, calculated as in
Equation 13; and xci,t is the contemporaneous order flow of currency
i at time t from customer group c (asset manager, corporations, hedge
funds, private clients).

We, then, calculated a series of monthly regressions to estimate a
time series of βs based on Equation 17 and we use the estimated β as
measure of liquidity, equal to Lj,t = β̂j,t.

The more liquid the market is, the lower the impact of individual
transactions on exchange rate prices. Since, in this chapter the regres-
sion includes actual order flow, in order to estimate liquidity no other
proxies are required, but βs22.

Demand- and supply- side variables may also assist to explain tempo- Estimation of
Common Liquidityral and cross-sectional fluctuations in the liquidity of currencies. The

demand-side approach ties liquidity similarity to foreign investors’

21 Evans and Lyons (2002a), Breedon and Ranaldo (2012), and Cerrato, Sarantis, and
Saunders (2011) among many

22 We expect to find a positive coefficient associated with contemporaneous order flow
∆xi,t. A positive order flow causes the currency to appreciate, which leads to an
increase in the exchange rate quoted as US dollar versus the foreign currency
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linked trading activity. Co-movements may thus be explained by in-
vestors’ preferred habitats23, which stem from essential institutional
qualities such as sovereign credit risk (as evaluated via credit ratings),
central bank transparency, and independence24. On the supply side,
liquidity spiral dynamics apply to multiple-asset setups as well. Kyle
and Xiong (2001) demonstrate that if financial intermediaries provid-
ing liquidity in two markets incur trading losses in one market, they
may decrease liquidity supply in both sectors. Cespa and Foucault
(2014) demonstrate that financing restrictions for traders in one mar-
ket may spread to other assets and reduce market liquidity.

While the aforementioned research gives assistance on identify-
ing some potential causes of FX liquidity and its commonality, it is
hard to procure empirical elements that distinguish supply-side from
demand-side forms of liquidity, and causal inference is contingent on
the validity of identifying assumptions. Nevertheless, in the spirit of
the above mentioned models, we examine the existence of common-
ality.

We create a time-series of market-wide liquidity which reflects the
commonality of liquidity across exchange rates. This allows us to test
for commonality in the FX market25. Formally, systematic liquidity
based on liquidity measure L is estimated as:

LJm =
1

N

N∑
j=1

Lj,m (18)

where the subscript m refers to the monthly frequency of the series.
The systematic liquidity is estimated by excluding the highest and
lowest values for Lj,m in the computation. This makes the common
liquidity less influenced by extreme currency pairs.

Pastor and Stambaugh (2003) looked at how changes in liquidity
(the availability of cash and other assets) affects asset prices. Investors
seem to price risk into their investment decisions by considering
changes in liquidity. They suggest a way to account for the reversal
of expected returns that can result from changed prices as a result of
completed transactions. This rule is based on the theory that when
liquidity is low, returns usually reverse quickly.

We calculate the average liquidity level for each currency by av-
eraging the individual weekly liquidity measures DLm. According
to Pastor and Stambaugh (2003), and Mancini, Ranaldo, and Wram-
pelmeyer (2013) posit that, corporate insiders tend to trade their stock
before bad news is announced to the public:

DLi,m = (Li,m − Li,m−1) (19)

23 Barberis, Shleifer, and Wurgler (2005)
24 Dincer and Eichengreen (2014)
25 Mancini, Ranaldo, and Wrampelmeyer (2013)
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DLm =
1

N

N∑
1

DLi,m (20)

To isolate the effects of liquidity innovations, we use an AR(1)
model to predict the unexpected component of the common liquid-
ity measure (DLCw). This residual is then used to identify any auto-
correlation in the individual liquidity series:

DLm = ρ0 + ρ1DLm−1 + εm (21)

We compute the regression for every currency and every typology
of customer present in my dataset and set DLCw = ε̂w accordingly.

Following Chordia, Roll, and Subrahmanyam (2000), after control-
ling for global FX liquidity risk, to find that the individual liquidity
measure β is a good proxy for systematic liquidity across currencies.
This may suggests that our measure captures the true underlying liq-
uidity of a currency, and also confirms the extensive literature that
gives to βs the role of liquidity proxy:

DLi,w = δ0i + δ1iDLCw + ϵi,w (22)

with DLi,w being the individual weekly liquidity and DLCw the resid-
ual obtained from equation (21).

If there is a statistically significant of δ1 difference in liquidity lev-
els between different currencies, that may be indicative of a link be-
tween global FX liquidity risk and fluctuations in liquidity within
individual currencies. Changes in liquidity in one currency can have
an impact on global FX liquidity risk. This is because FX liquidity is
closely related to the availability of funds to buy and sell currencies.
The regression is estimated using Ordinary Least Squares (OLS) and
the standard errors are adjusted to account for the method proposed
by Newey and West (1987).

When investors are exposed to liquidity risk, they require a higher Portfolio Analysis

return in order to compensate for the increased risk. This is because
liquidity risk is the fear that an investment will not be able to be sold
at a desired time and could become worthless. Investors tend to re-
quire a higher return in order to reduce their exposure to this type
of risk. The sensitivity of global liquidity to changes in interest rates
is estimated using regression analysis. Changes in global liquidity
may have a significant impact on returns earned on investments. The
ability of investors to sell and purchase assets quickly and easily af-
fects the prices at which assets are traded and the returns that can be
earned on those investments. The sensitivity of each return on global
liquidity is estimated as:

ri,m = σ0i + σ1iDLCm + εi,m (23)
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The currencies are sorted according to the sensitivity to global liq-
uidity risk σ1, with the most liquid currencies at the top of the list. In
order to compute liquidity betas, we introduce a liquidity risk factor
that penalises currencies that are more difficult to liquidate, relative
to currencies that are easier to liquidate, this allows to capture the
risk associated with changes in liquidity. Changes in liquidity can be
a risk to an investment. This is because an increase in the number
of buyers or sellers of a security can cause the price of the security
to change, which could affect the profitability of the investment. Ad-
ditionally, changes in liquidity can also create uncertainty about the
future price of a security, which could lead to a loss in investment.

We study how global liquidity risks are reflected in foreign exchangeLiquidity Sorted
Portfolio returns by dividing order flows into three portfolios according to es-

timated sensitivities and rebalancing these portfolios annually. We
anticipate that portfolios with the greatest excess return will be most
vulnerable to liquidity risk. The analysis begins in January 2002 and
covers the period until November 2007. We create a portfolio that
includes currencies with less sensitivity and currencies with greater
sensitivity. Each portfolio is evaluated based on its excess returns rel-
ative to the returns of the other two portfolios. To calculate the liq-
uidity measure for each currency, the coefficient associated with the
order flow is estimated from regression analysis (17) of past data. The
monthly series of common liquidity is calculated at the end of each
year according to the equations (19) − (21). This information provides
a valuable resource for assessing the financial health of the company.
The sensitivity of each currency’s return to global liquidity risk is
estimated by regressing monthly returns on a global liquidity risk
measure estimated at each year-end.

At this point, currencies are sorted according to their sensitivity to
global liquidity risk according to the estimated parameter σi, which
captures the sensitivity to global liquidity risk. This parameter is
based on a variety of factors, including the size and health of a coun-
try’s economy, trade openness, and the level of foreign reserves. At
the end of each year, four portfolios are constructed, each with five
currencies that are equally weighted. This is based on the ranking of
these currencies. This ranking provides a detailed and vivid picture
of the four portfolios, which are truly remarkable in their diversity
and quantity.

To get a better understanding of customer types, another set of port-Client Sorted
Portfolio folios has been created. We created three portfolios for each customer,

each containing four currencies. Currencies are calculated according
to their liquidity and riskiness from the equations (19) − (21), with a
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parameter that captures sensitivity to global liquidity risk calculated
using regression:

ri,m = σ0i + σ1iDLclient
m + εi,m (24)

where ri,m is the monthly logarithmic exchange rate return calculated
using the equation (13) and DLclient

m is the residual of the calculated
AR(1) model for each model for each client group: asset manager,
corporations, hedge funds and private.

At this point, following the same steps we used for aggregated
order flow analysis, three portfolios are constructed for each client
group. Therefore, the first portfolio contains currencies with differ-
ent levels of sensitivity, the second portfolio is more balanced, and
the last portfolio is designed to be the most sensitive to liquidity.
The portfolios are rebalanced every year, and the excess return for
each currency is calculated using the Equation 26. All currencies are
weighted equally. We compared the excess return of portfolios expect-
ing a higher return from that portfolio more sensitive to liquidity.

To measure the risk of systematic liquidity problems, a benchmark Cross-sectional
Analysisstudy is conducted of Fama and MacBeth. This analysis reveals whether

the risk is priced in. We begin by examining how sensitive a portfo-
lio’s excess return is to global liquidity. We examine monthly excess
returns for three portfolios to gain insight into which portfolios are
performing best and we measure global liquidity by looking at the
unexpected component of common liquidity (DLcm). Finally, we con-
sider additional dollar risk factor, which is the cross-sectional average
of the portfolio excess returns. Then, we plot the cross-sectional effect
of FX excess return sensitivity at each point in time as follows:

erj,m = β
liq
j λliq +βave

j λave + εj,m (25)

where λm is the market price of a particular risk factor (either liquid-
ity factor or dollar risk factor) at time m.

Both the aggregated and the disaggregated order flows go through
this process. This indicates that each order is either for the entire
value of the security being exchanged or for a particular amount of
the security. The average of the calculated risk coefficients at each
time point is the market price of risk. This also holds true for incor-
rect pricing. Market prices are anticipated to reflect liquidity risk and
to factor this risk into their calculations. Furthermore, it is unlikely
that the presence of a further risk factor will significantly affect these
findings. To confirm the theory that liquidity risk is a priced compo-
nent in the FX market, the market price λm should be positive and
substantial; moreover, the existence of an additional risk factor should
not materially impact the results.
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4.4.2 Data Manipulation

The data set utilised for this study includes USB client order data,
weekly nominal exchange rates, and one-month forward exchange
rates from February 11, 2001 to November 23, 2007. The following
are the currencies: Canadian Dollar (CAD), Swiss Franc (CHF), Euro
(EUR), Australian Dollar (AUD), New Zealand Dollar (NZD), British
Pound (GBP), Japanese Yen (JPY), Norwegian Krone (NOK), and Swe-
dish Krone (SEK) are the most traded currencies. Foreign exchange
rates are usually presented in US dollars. A positive coefficient im-
plies that the dealer is selling or purchasing foreign currency. The
rate will rise when the value of the foreign currency falls. A reduction
in the exchange rate indicates that the foreign currency has appreci-
ated in value relative to the US dollar. To approximate the risk-free
rate, we use the three-month LIBOR rate obtained from Bloomberg.
Because all rates are expressed in foreign currency per US dollar, a
positive coefficient signifies dollar purchasing (foreign currency sell-
ing), and the rate will rise as the foreign currency falls in value. On
the contrary, a decrease in this rate indicates that the foreign currency
is rising relative to the US dollar. Table 2 displays descriptive statistics
for this dataset. We use log differenced rates since exchange rates are
determined to be I(1).

The primary emphasis is on the order flow coming from individ-Order Flow

ual retail investors rather than banks or other types of organisations.
The microstructure of flows seems to indicate that the information
included in flows originates not from trade between banks but rather
from trading with consumers. This is significant because it indicates
that banks will have a greater chance of having access to the infor-
mation they need to make informed decisions on lending and other
activities. UBS is the market leader in foreign exchange on a world-
wide scale, and the company conducts transactions with four distinct
customer groups on a weekly basis. These customer groups include
asset managers, hedge funds, businesses, and individual customers.

The data on order flow reveals some interesting and useful infor-
mation about the activities of the various parties in the market. The
real money investors that make up the asset management sector of
the market include pension funds and mutual funds, among other
types of funds. These investors have a tendency to be more cautious,
and they want both growth and stability from the investments they
make. The asset managers sector does not include hedge funds since
they are considered highly leveraged traders and short-term asset
managers rather than asset managers. In contrast to asset managers,
hedge funds are not subject to any regulations. Businesses that ei-
ther bring in or bring out products and services from other countries,
as well as those with international supply chains, are included in
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the corporate sector of the economy. This sector is very important
to the economy as a whole since it serves to make international trade
and commerce easier to carry out across countries. Treasury divisions
of big non-financial firms are included in the corporate sector, with
the exception of corporations that pursue highly leveraged investing
strategies and are thus categorised as hedge funds. These corpora-
tions fall into the latter category. This last category covers affluent
private customers who have investable liquid assets totalling more
than three million dollars in the United States. Customers that trade
privately do so for their own personal financial advantage and use
their own funds.

As can be seen in table 1, UBS maintained a dominant position
among the top 10 foreign exchange dealers worldwide from the years
2001 through 2011. This is based on the results of the yearly study con-
ducted by Euromoney, which rates dealers according to the sort of
consumer they serve. According to the data shown in the table, UBS
has consistently ranked as one of the most successful dealers across
all of the market’s end-user categories. This indicates that they are
able to supply their customers with a diverse selection of goods and
services, as well as modify their offers to cater to the requirements
that are unique to each individual customer. Because of this, they are
an excellent option for investors of all stripes, whether they individ-
ual or institutional. It is essential to have significant institutions ac-
tively participating in the market so that pricing may be established.
This is because there are very few competitors in the market. The
significant market relevance of UBS’s client groups is shown by the
tight alignment between the asset management (AM), hedge fund
(HF), and corporate (CO) sectors of UBS and the real money, lever-
aged funds, and non-financial companies groups of the Euromoney
survey.

The table reveals that UBS is one of the top two banks for trading
with asset managers, one of the top five banks for hedge funds, and
one of the top ten banks for non-financial businesses. In addition,
UBS is one of the top two banks for trading with hedge funds. It is
estimated that a daily transaction of around $4.7 trillion dollars takes
place in the foreign currency markets. With a market share that comes
close to 10%, UBS is recognised as one of the most successful financial
organisations in the world. It generates a daily turnover of more over
$400 billion, which is equivalent to more than $8 trillion each month.

The following is an example of how the data on the order flow are
gathered and organised. Each transaction that is booked by UBS at
any of its offices anywhere in the globe is assigned a client type as it
is being recorded. At the conclusion of each business day, the sum of
all of the transactions completed that day for each client category is
determined. The order flow is the value difference between the buy
orders and the sell orders for foreign currency that were started by a
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certain set of UBS clients. If the individual who initiated the transac-
tion is purchasing foreign currency, then the transaction is recorded
as a positive, but if they are selling it, then it is recorded as a negative.
Therefore, a positive order flow suggests that there is net demand for
foreign currency, while a negative order flow shows that there is net
supply of foreign currency.

The order flow data that we use for the empirical study are updatedSpot Exchange Rate

every week with the spot exchange rates and future rates that are
provided by Reuters and can be accessed via Datastream.

The FX spot exchange rates of the US dollar over nine different cur-
rencies are used to generate the log returns, and these data may be
accessed from DataStream for the period of time covering November
2001 through November 2007. They are the closing spots rates from
WM/Reuters, which were given by Reuters at about 16 GMT. The
formula for calculating log-exchange rate returns is as in Equation 13.
A positive exchange rate return equates to a foreign currency appre-
ciation. A positive connection between order flow and exchange rate
returns indicates that net purchasing pressure in the currency mar-
ket (against the US dollar) is connected with an appreciation of the
foreign currency (against the US dollar) and vice versa (in almost all
currencies, a negative association exists between corporate and pri-
vate clientele).

The sample period for the portfolio analysis and asset pricing exer-One-Month
Forward Exchange

Rate
cise is from November 2001 to November 2007. This allows for a rich
examination of market trends and behaviours over this six-year time
span. We compute currency excess returns by taking the natural log-
arithm of the one-month forward exchange rate and subtracting the
natural logarithm of the spot rate at time t+1. We obtain one-month
forward exchange rate from DataStream provided by WM/Reuters,
and FX excess returns are calculated in the following way:

ert = ln(St+1) − ln(Ft) (26)

where St+1 is the spot rate at time t+1 and Ft is one-month forward
exchange rate.

4.4.3 Results

Results of descriptive statistics and preliminary analysis are reported
in Table 2 and Table 4 and described in Section 3.4.3

The findings of estimating Evans-Lyons’ regression 17 for order
flow are shown in Table 8. This regression examines the relationship
between FX returns and contemporaneous order flow. We estimate
this model by utilising data from each week of the sample’s corre-
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sponding months. OLS was used to do the estimate, and Newey and
West (1987)’s method was used in order to determine standard errors.
For asset managers and hedge funds, we discovered a positive coeffi-
cient related with contemporaneous order flow across all currencies.
On the other hand, companies and individual customers offer few
instances of the opposite phenomenon.

The corresponding P-value is statistically significant at <0.01 for
all of the currencies, which indicates that the model explains a large
amount of variation in the outcome variable; however, when we inves-
tigated the clients, we discovered that in 67% of the instances, a high
P-value was present. A time series of monthly βs values for each cur-
rency is obtained by running the same regression for each month that
is included in the sample period. These series stand in for a proxy for
the liquidity of the currencies that were taken into consideration.

Following the methodology of Banti, Phylaktis, and Sarno (2011), Commonality

we will now analyse whether or not there is any similarity. Then, us-
ing from Equation 19 to Equation 21, we develop a common liquidity
measure. The proxy DLcm that we get as a consequence represents
the innovation in common liquidity across currencies, and the find-
ings are shown in table Table 9. The proxy DLcm has a mean that
is equal to -0.0032, a standard deviation that is equal to 0.9776, and
an auto correlation that is about -0.489. If the coefficient were to have
a statistically significant value, it would suggest that changes in the
liquidity of specific currencies are connected to global FX liquidity
risk.

The purpose of running Regression 22 is to explore whether or not
the proxy is able to capture systematic liquidity across currency pairs.
If the value of the coefficient δ is found to be statistically significant,
this would suggest that changes in the liquidity of specific curren-
cies are connected to global FX liquidity risk. The findings, which are
presented in Table 9, lend credence to the idea that commonalities
do exist, in particular for private clients and corporations. In point
of fact, the coefficients associated with these types of customers are
statistically significant, whereas the coefficients for asset managers
and hedge funds are not. This suggests that private clients and cor-
porations do share some characteristics in common. Also, 69% of the
regressions have an R2 that is greater than 5%; as a result, it is possi-
ble to deduce that the common liquidity proxy explains a portion of
the movement in individual currencies’ liquidity, particularly for pri-
vate clients and corporation. This is the case because private clients
and corporation are the two groups that have the highest R2 values.

We divide order flows into three portfolios (P1, · · · ,P3) based on Aggregated
Liquidity Sorted
Portofolios

their sensitivity to liquidity using Equation 23 and then calculate
portfolio excess returns (on spot exchange rate changes) over the fol-
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lowing year to see whether the liquidity risk premium is priced in
FX. This is how portfolios are rebalanced annually. By calculating the
return of a portfolio short in the foreign exchange basket and a port-
folio long in the currency basket Pj − Pi, we can cancel out the dollar
component, making the long-short portfolio dollar-neutral.

All year-end currency portfolios have been sorted using the σ1 pa-
rameter. Each portfolio’s excess return is derived from the sum of the
excess returns of the four equally weighted currencies, and an excess
return series is generated for each portfolio by connecting the excess
returns computed in successive years. The first portfolio contains the
least sensitive currency along with the three most sensitive ones; the
second portfolio is the most well-rounded option, as it also includes
the two most sensitive currencies along with the two least sensitive
ones; and the third portfolio contains the three least sensitive curren-
cies along with the most sensitive one. According to Banti, Phylaktis,
and Sarno (2011), NOK and NZD are the most common less sensitive
currencies found in portfolios, whereas EUR and CHF are the most
sensitive. Descriptive data for all three portfolios and the Buying Mi-
nus Less (BMS) portfolio, which is long in the less volatile portfolio
and short in the more volatile portfolio, are shown in Table 10. As ex-
pected, the portfolio with the more liquidity-sensitive currencies per-
forms better (Figure 6). All of these early findings are consistent with
those found by Banti, Phylaktis, and Sarno (2011), who performed
the same experiment with aggregate only order flow using Pastor
and Stambaugh (2003)’s liquidity proxy.

Data from a Fama-MacBeth-based cross-sectional pricing study is
shown in Equation 25. This analysis checks whether the global liquid-
ity risk component is priced in the cross-section of currency excess
returns. Results just considering liquidity risk are provided in panel
A, where we find that the λ coefficient for systematic liquidity risk
is positive and statistically significant and where we estimate a liq-
uidity risk premium of about 2.43 percent each year. Results from a
Fama-Macbeth analysis containing the dollar risk are shown in Panel
B, where AVE showed the dollar risk factor derived as the mean of
the cross-sectional portfolios’ monthly returns; in this scenario, the λ

linked with the systematic liquidity risk stays statistically meaningful
and does not alter substantially in monetary terms.

Descriptive data for client liquidity-sorted portfolios are shown inCostumer Based
Liquidity Sorted

Portfolios
Table 12. For the purpose of determining the liquidity sensitivity,
we first derive a measure of general liquidity from equation Equa-
tion 25. Portfolio1 consists of three relatively insensitive stocks and
one relatively sensitive stock, whereas Portfolio2 consists of three
relatively insensitive stocks and one somewhat sensitive stock. Even
with this kind of portfolio, it is still easy to see that the customer with
the greatest sensitivity to liquidity gets the highest returns. The find-
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ings provide credence to the idea that there is a universal liquidity
risk premium across all client types. The most common currencies in
customer-based portfolios are less volatile than others. This is true
across the board: NOK and NZD for asset managers; NZD and NOK
for companies; NOK and NOK for hedge funds; SEK and CAD for
individual customers. While EUR and GBP are most common in the
most volatile portfolios for asset managers, EUR and CHF are most
common for companies, EUR, GBP, and JPY are most common for
hedge funds, and EUR and CHF are most common for individual
customers.

The Fama-MacBeth study findings for the four client types are
shown in Table 13. This analysis reports my testing of whether the
global liquidity risk component is priced in the cross-section of cur-
rencies’ excess returns. Liquidity risk premiums are estimated to be
1.6% for businesses, 1.4% for hedge funds, 0.80% for private cus-
tomers, and -1.10% for asset managers, whose coefficient λ, which
represent the market price of a particular risk factor, is positive and
statistically significant.

Liquidity risk is significant, according to the analysis’s principal con- Summary of Results

clusion. To be more specific, we demonstrate that the betas on one
or more of the liquidity risk variables, as well as the risk premia on
the foreign currencies, reward investors for exposure to liquidity risk.
This observation has an impact on risk premia for significant cur-
rency pairings that are frequently believed to trade in highly liquid
markets. We also demonstrate that differences in liquidity risk pric-
ing have economically significant effects on the behaviour of specific
FX returns.

The results shown above demonstrate that this is because spot trad-
ing’s liquidity enables the development of profitable trading strate-
gies that involve borrowing in some currencies and lending in others.
Akin to the carry trade, these liquidity-based methods choose bor-
rowing and lending currencies based on indicators of spot trading
liquidity rather than interest rates. We contend that these methods
are successful because the forward market fails to account for infor-
mation about the likely future behaviour of spot rates that is embed-
ded in the liquidity of spot trade. In particular, the structure of limit
orders will shift to reflect the perceived increased risk of providing
liquidity as spot traders’ anxiety about a foreign currency fall grows.
Since the prices of forward contracts are calculated by adding for-
ward or swap points to the best limit prices, these fluctuations are
only partly represented in these quotes. It is important to note that
unlike liquidity circumstances in spot currency trading, money mar-
ket conditions dictate forward points.
In this chapter, we make use of a data set that was developed specif-
ically for the purpose of analysing the underlying economic founda-
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tion of the bind that exists between order flow and exchange rates.
The aim of this chapter is to examine the tie that exists between order
flow and exchange rates. The data on the order flow has been seg-
mented into a few different client groups, each of which is likely to
hold a different set of information than the other categories.

The portfolio technique is being used in this scenario; it has been
shown to be helpful in research that cross-sectionally prices foreign
exchange assets. This makes it easier to investigate the topic of whether
or not customer order flow incorporates risk premia in the currency
market related to factors such as systematic volatility, liquidity de-
fault, or macro risk; as well as variances between the various cate-
gories of customers. We investigate the potential that a risk premium
may be added to the exchange rates of the currencies that are ex-
changed the most often. To be more explicit, we look at the prospect
of a risk premium being added to the classification of currencies ac-
cording to the degree to which customers are concerned about their
access to liquidity.

Particularly, we analyse the liquidity of the foreign exchange mar-
ket for nine distinct US dollar exchange rates over a period of seven
years using order flow data from a large custodial bank. We deter-
mine the liquidity of different currencies by defining it as the ex-
pected return reversal associated with order flow. This allows us to
compare the liquidity of different currencies.

Concerning the stock market, we discover a considerable compo-
nent of commonality in currency liquidity. This finding is in line with
the research that identifies dealers’ inventory management limits and
preferences as key channels that contribute to the establishment of
prices26. In other words, the behaviour of the dealers towards orders
received for different currencies is driven, at least partially, by inven-
tory constraints. Even if the orders are for different currencies, this
remains the case. In addition, the need for financing has an effect on
the availability of liquidity in each and every currency that an investor
trades in, which helps to explain why these two sets of situations are
so comparable to one another.

We estimate that the annualised liquidity risk premium is some-
where in the region of 2.43% for the aggregate scenario and 2.34% if
a dollar risk-free element is included; both of these values are statis-
tically and economically significant. When we do the same research
on the disaggregated typology of portfolios, we discover that corpo-
rations exhibit the highest liquidity risk premium, which is equal to
1.60 percentage points. Individual consumers come in third with a
risk premium of 0.8%, behind hedge funds in second place with a
risk premium of 1.41%. The hypothesis that liquidity risk is a price
driver in the FX market for this specific class of consumers is demon-
strated to be erroneous as a result of the asset manager’s presentation

26 Mancini, Ranaldo, and Wrampelmeyer (2013); Banti, Phylaktis, and Sarno (2011)
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of a negative liquidity risk factor (λ) equal to -1.06%.

4.5 conclusions

Since the beginning of research on market microstructure, it has been
understood that liquidity is not a single variable but rather a multi-
faceted notion that cannot be reduced to a single number. Alternative
measures that have been considered in the research include the price-
impact of order flow, which has been discussed in Kyle (1985), Evans
and Lyons (2002a), Evans and Lyons (2002b), and Banti, Phylaktis,
and Sarno (2011); return reversal, which has been discussed in Camp-
bell, Grossman, and Wang (1993),Pastor and Stambaugh (2003), and
Mancini, Ranaldo, and Wrampelmeyer (2013); and price dispersion,
which has been discussed in Chordia, Subrahmanyam, and Anshu-
man (2001). We evaluate the liquidity of specific currencies by defin-
ing it as the expected return reversal linked to order flow. This allows
us to calculate individual liquidity metrics. As for the stock market,
we discover the existence of a large common element in liquidity be-
tween exchange rates, which is in line with the research that identi-
fies the dealers’ inventory management restrictions and preferences
as significant channels affecting price construction. In other words,
we find that there is a significant commonality in liquidity between
currencies. In particular, the traders’ reaction to new orders of var-
ious currencies is governed, at least in part, by inventory concerns.
This is the case even when the orders are for different currencies. The
need that traders have for appropriate capital and liquidity is another
factor that contributes to this parallelism, which may be explained. In
this respect, the supply of liquidity in each and all of the exchange
rates at which an investor trades is impacted if there is a change in
the financing circumstances.

In spite of the widespread belief that the foreign exchange market
is always very liquid, our research reveals a large amount of cross-
sectional variance in the liquidities of different currencies. Our in-
vestigation uncovered a variety of data suggesting the existence of a
robust consistency in liquidity, which manifests itself as significant
co-movements in the FX rate liquidity across time. This indicates that
shocks that influence the foreign exchange market as a whole, rather
than specific FX rates, are the primary drivers of the liquidity of the
foreign exchange market. Additionally, we discover that more liquid
currency exchange rates, such as EUR/USD, tend to have lower liq-
uidity sensitivity relative to market-wide FX liquidity and vice versa.

In this particular piece of research, we emphasise the unexpected
part of the overall FX aggregate liquidity, often known as the global
FX liquidity risk. In this regard, the most important addition that the
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study makes is the discovery and assessment of a systematic liquidity
risk premium. This premium considerably explains part of the cross-
sectional volatility in FX excess returns, and it is the primary focus of
the paper. In the event of a liquidity risk premium in the foreign ex-
change market, an investor will need a larger return to justify holding
a currency that is more susceptible to innovations in the liquidity mar-
ket. It would seem that market-wide liquidity is a state variable that
plays a significant role in the pricing of exchange rates. Our investiga-
tion reveals that predicted returns are connected, in a cross-sectional
manner, to the sensitivity of the returns to innovations. Those cur-
rency exchange rates that are much more sensitive to fluctuations in
liquidity often have significantly larger anticipated returns. The liq-
uidity measure developed by Pastor and Stambaugh and used in this
investigation is characterised by a substantial degree of consistency
across rates, supporting the theory that liquidity is a price constant
variable.

The portfolio approach employed here has been shown to be useful
in cross-sectional FX asset pricing studies. This helps in studying the
question of whether or not customer order flow captures risk premia
in the currency market associated with things like systematic volatil-
ity, liquidity default, or macro risk, and variation between different
types of customers. We study the possibility of a risk premium be-
ing assigned to the exchange rates of the currencies that are the most
actively traded. More specifically, we investigate the possibility of a
risk premium being linked to the sorting of currencies based on the
liquidity sensitivity of clients. From the point of view of an investor
in the United States, we classify currencies into one of four portfolios
according to their historical sensitivity to liquidity. When we compare
the returns of the different portfolios, we discover that the portfolios
that include the currencies with the highest sensitivity have the high-
est overall returns. The greater a currency’s sensitivity to shifts in liq-
uidity, the larger the premium associated with holding that currency
will be.

Our discoveries are based on the fact that it is possible to build trad-
ing strategies that involve buying some currencies and selling others,
relying on the liquidity of spot trading. These liquidity-based tech-
niques are very similar to those that define the carry trade; the main
difference is that rather than relying on interest rates to determine
which currencies to borrow and lend, these strategies utilise measure-
ments of the liquidity of spot trading instead. In our opinion, the
reason why these tactics are successful is due to the fact that the liq-
uidity of exchange rates contains information about the behaviour of
exchange rates in the future that has not yet been absorbed into pric-
ing. Particularly as the fear of a foreign currency collapse increases
among spot traders, there will be adjustments to the structure of limit
orders that represent the projected increased risk of providing liquid-
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ity. These changes will take place when a foreign currency crash is ex-
pected to happen. Prices only reflect some of these changes because
of how quickly they were implemented. When we use conventional
approaches to valuing assets, we reach an annualised liquidity risk
premium of around 4.7 percent. This premium is statistically and eco-
nomically significant.

In this chapter, we make use of a data set that is well suited for
analysing the fundamental economic foundation of the relationship
that exists between order flow and exchange rates. The data on the
order flow has been broken down into several client categories, all
of which are likely to have different kinds of information stored in
their profiles. By using a distinct proprietary data set for order flow
that was segmented according to the kind of client, we were able to
produce empirical evidence that demonstrated the amount of the liq-
uidity risk premium had significantly risen for corporations. In fact,
when we perform the same analysis on the disaggregated typology
of portfolios, we discover that corporations present the highest liquid-
ity risk premium, which is equal to 1.60 percent. This is followed by
hedge funds, which have a risk premium of 1.41 percent, and private
clients, who have a risk premium of 0.81 percent. The asset manager
gives a negative λ (-1.06%), which disproves the notion that liquid-
ity risk is a pricing element in the foreign exchange market for this
particular class of customers.
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4.6 figures and tables

Figure 6: Annualised Portfolio’s Returns

The figure shows results from portfolio analysis, where currencies are sorted
according to their sensitivity to global liquidity σ1. Each portfolio’s excess
return is derived from the sum of the excess returns of the four equally
weighted currencies, and an excess return series is generated for each port-
folio by connecting the excess returns computed in successive years. The
first portfolio contains the least sensitive currency along with the three most
sensitive ones; the second portfolio is the most well-rounded option, as it
also includes the two most sensitive currencies along with the two least
sensitive ones; and the third portfolio contains the three least sensitive cur-
rencies along with the most sensitive one.
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Table 8: Regression of Returns of Order Flow

Currency Clients β t R2 Obs P > |t|

AUD Asset Managers 0.0218 (5.84) 0.098 316 0.000

Corporation -0.0068 (-0.87) 0.002 316 0.384

Hedge Funds 0.0164 (4.33) 0.056 316 0.000

Private Clients -0.0323 (-4.38) 0.058 316 0.000

CAD Asset Managers 0.0086 (2.81) 0.025 316 0.005

Corporation 0.0067 (0.89) 0.003 316 0.372

Hedge Funds 0.0059 (1.93) 0.012 316 0.054

Private Clients -0.0624 (-7.86) 0.164 316 0.000

CHF Asset Managers 0.0053 (3.64) 0.040 316 0.000

Corporation -0.0093 (-5.46) 0.087 316 0.000

Hedge Funds 0.0072 (5.55) 0.089 316 0.000

Private Clients -0.0284 (-10.41) 0.256 316 0.000

EUR Asset Managers 0.0030 (4.24) 0.054 316 0.000

Corporation -0.0018 (-1.23) 0.005 316 0.221

Hedge Funds 0.0040 (5.66) 0.093 316 0.000

Private Clients -0.0103 (-10.19) 0.249 316 0.000

GBP Asset Managers 0.0036 (3.81) 0.044 316 0.000

Corporation -0.0035 (-1.03) 0.003 316 0.302

Hedge Funds 0.0085 (5.54) 0.089 316 0.000

Private Clients -0.0227 (-9.62) 0.228 316 0.000

JPY Asset Managers 0.0060 (5.48) 0.087 316 0.000

Corporation -0.0187 (-3.81) 0.044 316 0.000

Hedge Funds 0.0071 (6.01) 0.103 316 0.000

Private Clients -0.0290 (-11.13) 0.283 316 0.000

NOK Asset Managers 0.0095 (0.91) 0.003 316 0.362

Corporation -0.0272 (-0.78) 0.002 316 0.436

Hedge Funds 0.0222 (1.66) 0.009 316 0.097

Private Clients 0.0640 (2.26) 0.016 316 0.025

NZD Asset Managers 0.0417 (3.36) 0.035 316 0.001

Corporation 0.0449 (0.98) 0.003 316 0.327

Hedge Funds 0.0845 (6.91) 0.132 316 0.000

Private Clients -0.0589 (-2.52) 0.020 316 0.012

SEK Asset Managers -0.0098 (-1.45) 0.007 316 0.147

Corporation -0.0591 (-3.64) 0.041 316 0.000

Hedge Funds 0.0248 (2.60) 0.021 316 0.010

Private Clients 0.0677 (2.12) 0.014 316 0.034

This table shows findings of estimating Evans-Lyons regression ri,t =

αi + βc
i∆x

c
i,t + ϵi,t where β measure the market volatility; rit is the log re-

turn of the currency i at time t, and xci,t is the contemporaneous order flow
of currency i at time t from customer group c (asset manager, corporations,
hedge funds, private clients). This regression examines the relationship be-
tween FX returns and contemporaneous order flow.
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Table 9: Liquidity Commonality

δ1 Std. Err. t P > |t| [95%Conf.Interval] R2

AUD AM 0.1146 0.0690 -2.18 0.033 -0.2880 -0.0125 0.064

CO -2.2457 0.1942 -2.75 0.008 -0.9224 -0.1475 0.099

HF -0.0085 0.0171 -0.50 0.618 -0.0426 0.0255 0.004

PC -0.0227 0.0555 -0.41 0.684 -0.1333 0.0880 0.002

CAD AM -0.0771 0.0704 -1.09 0.277 -0.2175 0.0634 0.017

CO 0.0379 0.1039 0.37 0.716 -0.1693 0.2452 0.002

HF 0.0052 0.0037 1.39 0.169 -0.0023 0.0126 0.027

PC 0.0859 0.0744 1.15 0.252 -0.0626 0.2344 0.019

CHF AM 0.0852 0.0329 2.59 0.012 0.0196 0.1509 0.089

CO 0.0099 0.0271 0.37 0.716 -0.0441 0.0639 0.002

HF -0.0008 0.0015 -0.54 0.593 -0.0037 0.0021 0.004

PC -0.0031 0.0169 -0.19 0.853 -0.0369 0.0305 0.001

EUR AM 0.0387 0.0122 3.18 0.002 0.0145 0.0630 0.128

CO 0.0222 0.0276 0.81 0.423 -0.0328 0.0773 0.009

HF -0.0014 0.0007 -2.04 0.046 -0.0028 -0.0003 0.057

PC 0.0020 0.0054 0.36 0.718 -0.0088 0.0128 0.002

GBP AM 0.0533 0.0234 2.27 0.026 0.0065 0.1000 0.070

CO 0.0699 0.0471 1.49 0.142 -0.0240 0.1638 0.031

HF 0.0011 0.0035 0.31 0.759 -0.0059 0.0081 0.001

PC 0.0090 0.0162 0.55 0.583 -0.0235 0.0414 0.004

JPY AM 0.0188 0.0218 0.86 0.390 -0.0246 0.0622 0.011

CO -0.0228 0.0902 -0.25 0.801 -0.2027 0.1571 0.001

HF -0.0001 0.0011 -0.01 0.989 -0.0022 0.0022 0.0000

PC -0.1072 0.0476 -2.27 0.026 -0.2013 -0.0131 0.070

NOK AM 3.8208 0.4002 9.55 0.000 3.0225 4.6191 0.569

CO 2.1029 0.5679 3.70 0.000 0.9700 3.2359 0.166

HF 9.0094 1.0945 8.23 0.000 6.8260 11.1929 0.496

PC 2.3851 0.6749 3.53 0.001 1.0387 3.7316 0.153

NZD AM 5.1465 0.8779 5.86 0.000 3.3951 6.8979 0.332

CO 2.7784 1.0901 2.55 0.013 0.6038 4.9530 0.086

HF 0.0082 0.0199 0.41 0.684 -0.0316 0.0479 0.002

PC 1.2696 0.2754 4.61 0.000 0.7202 1.8190 0.236

SEK AM 0.0640 0.1715 0.37 0.710 -0.2783 0.4062 0.002

CO 4.5365 1.1753 3.86 0.000 2.1918 6.8811 0.178

HF -0.0131 0.0179 -0.73 0.469 -0.0488 0.0227 0.008

PC 5.3815 0.9025 5.96 0.000 3.5811 7.1819 0.340

This table shows results from DLi,w = δ0i + δ1iDLCw + ϵi,w with DLi,w
being the individual weekly liquidity and DLCw the residual. If the value of
δ1 is statistically significant, this may be indicative of a link between global
FX liquidity risk and fluctuation in liquidity within individual currencies.
This regression is estimated using OLS and standard errors are adjusted by
Newey and West (1987)
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Table 10: Descriptive Statistics of the Aggregate Order Flow Portfolios

Portfolio 1 2 3 BMS

mean 0.0163 0.0173 0.0184 0.0182

median 0.0176 0.0195 0.0201 0.0200

st. dev. 0.0078 0.0075 0.0072 0.0075

sharpe ratio 0.1425 0.1509 0.1692 0.1510

st.error 0.0004 0.0004 0.0004 0.0004

This table reports descriptive statistics from ri,m = σ0i + σ1iDLCm + εi,m
for the three portfolios and the Buying Minus Sell (BMS) portfolio, which
is long in the less volatile portfolio and short in the more volatile portfolio.
Order flow are sorted into portfolios based on their sensitivity to liquidity
σ1 and then calculate portfolio excess return over the following year and
then portfolio are rebalanced annually. Portfolio 1 represents the portfolio
more sensitive to liquidity, Portfolio 3 is the portfolio less sensitive to liquid-
ity. Each portfolio is evaluated based on its excess returns of the other two
portfolios; the sensitivity of each currency’s return to global liquidity risk
is estimated by regressing monthly returns on global liquidity risk measure
estimated at each year-end.
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Table 11: Results from Cross Sectional Pricing Analysis

LIQ costant χ2 std.err.

λ 0.0243 - 0.0384 0.0585

t-stat (4.98)

LIQ AVE χ2 std.err.

λ 0.0234 0.0124 0.0347 0.0574

t-stat (4.88) (2.32)

This table reports results from Fama-MacBeth based cross-section pricing
study: erj,m = β

liq
j λliq +βave

j λave + εj,m where λm is the market price of
a particular risk factor at time m. This analysis verify if the global liquid-
ity risk component is priced in the cross-section of currency excess returns.
Results just considering liquidity risk are provided in panel A, while re-
sults from a Fama-Macbeth analysis containing the dollar risk are shown on
panel B, where AVE shows the dollar risk factor derived as the mean of the
cross-sectional portfolios’ monthly returns.
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Table 12: Descriptive Statistics of the Customers Based Portfolios

Asset Managers 1 2 3 BMS

mean 0.0191 0.0194 0.0195 0.0195

median 0.0180 0.0207 0.0208 0.0208

st dev 0.0089 0.0084 0.0081 0.0081

sharpe ratio 0.1611 0.1714 0.1736 0.1663

Corporations

mean -0.0150 0.0175 0.0197 0.0020

median -0.0153 0.0187 0.0203 0.0204

st dev 0.0081 0.0079 0.0082 0.0080

sharpe ratio -0.2384 0.1504 0.1592 0.1511

Hedge Funds

mean 0.0193 0.0221 0.0221 0.0220

median 0.0168 0.0247 0.0246 0.0246

st dev 0.0246 0.0091 0.0090 0.0091

sharpe ratio 0.1385 0.1710 0.1737 0.1547

Private Clients

mean 0.0215 0.0215 0.0215 0.0215

median 0.0235 0.0236 0.0231 0.0240

st dev 0.0099 0.0100 0.0101 0.0101

sharpe ratio 0.1562 0.1514 0.1622 0.1585

This table reports descriptive statistics from ri,m = σ0i + σ1iDLCm + εi,m
(Equation 23) for the three portfolios and the BMS portfolio, which is long in
the less volatile portfolio and short in the more volatile portfolio. Order flow
are sorted into portfolios based on their sensitivity to liquidity σ1 and then
calculate portfolio excess return over the following year and then portfolio
are rebalanced annually. Portfolio 1 represents the portfolio more sensitive
to liquidity, Portfolio 3 is the portfolio less sensitive to liquidity. Each port-
folio is evaluated based on its excess returns of the other two portfolios; the
sensitivity of each currency’s return to global liquidity risk is estimated by
regressing monthly returns on global liquidity risk measure estimated at
each year-end.
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Table 13: Results from Cross Sectional Pricing Analysis

Asset Manager LIQ constant χ2 std.error

λ -0.0106 - 0.0386 0.0037

t-stat -0.69

Corporation LIQ constant χ2 std.error

λ 0.0160 - 0.0387 0.0026

t-stat 1.32

Hedge Funds LIQ constant χ2 std.error

λ 0.0141 - 0.0384 0.0020

t-stat 1.07

Private Clients LIQ constant χ2 std.error

λ 0.0081 - 0.0387 0.072

t-stat 0.85

This table reports results from Fama-MacBeth based cross-section pricing
study: erj,m = β

liq
j λliq +βave

j λave + εj,m where λm is the market price of
a particular risk factor at time m. This analysis verify if the global liquidity
risk component is priced in the cross-section of currency excess returns.
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5
T H E R O L E O F D E C O M P O S E D E X C H A N G E R AT E S I N
I N T E R N AT I O N A L T R A D E S

This chapter aims to increase the literature on the role of exchange
rates in international trade. The primary goal is to study the perma-
nent component of the exchange rate. The study addresses the issue
of inconclusive findings by claiming that the failure of previous stud-
ies was due to a misunderstanding of measuring exchange rates. The
direction of the link between exchange rate and trade varies depend-
ing on the set of players considered. A gravity model investigation
using various parameters revealed unfavourable conclusions, suggest-
ing that an increase in a country’s export value leads to a decline in
its currency rate. This is supported by the idea that the price elastic-
ity of demand reduces imports. However, the gravity model is not
immune to criticism, especially when complex hypotheses are tested,
fixed effects are considered, and endogeneity is incorporated. When
country-fixed effects are addressed, there is no significant difference
in the findings, and when GDPs are considered as possible endoge-
nous, the results show that if bias is caused by endogeneity, it is not
as severe in the dataset. The endogeneity test does not reject the null
hypothesis that the GDPs of the two countries are exogenous to the
model.

We also make a contribution that is more econometric in nature.
The analysis and examination of decomposed exchange rates have
attracted significant interest and intellectual consideration. The dis-
tinct roles that permanent and temporary exchange rates play in
facilitating trade flows are the subject of another study. The panel
cointegration technique is employed to examine the outcomes of sev-
eral decompositions. Based on the analysis, it is determined that
the Christiano- Fitzgerald filter methodology is the most suitable
approach for effectively separating exchange rate fluctuations into
two economically relevant components. The Christiano-Fitzgerald fil-
ter methodology divides exchange rate changes into two main cat-
egories: permanent changes due to fundamental factors and tempo-
rary changes due to speculative shifts and unobservable shocks. This
decomposition provides valuable information on the exchange rate
and its relationship to fundamentals, allowing us to determine the
economic logic behind various econometric approaches. The Christiano-
Fitzgerald filter is the only econometric model that fulfils the assump-
tion that the trend component reflects observable fundamentals. How-
ever, further research is needed to expand the study to include a
wider group of countries and examine the responses of certain sec-
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tors to long-term currency value shifts. Also, coming up with an op-
timal filter that can separate a time series, like the exchange rate, into
permanent and temporary parts and figuring out if the frequency of
the dataset affects the choice of filter.

5.1 introduction and motivation

The world economy and international commerce have seen massive
shifts in the last quarter of a century. Since the global financial cri-
sis (GFC), the growth of international trade has slowed remarkably,
and with the exception of an immediate recovery following the cri-
sis, it has only gradually recovered since then. Several studies have
been conducted to study its primary causes and determine if the phe-
nomenon is caused by cyclical or structural reasons. In particular, the
influence of exchange rates on trade, as well as the efficiency of mon-
etary policies as a tool in balancing a nation’s external position and
the stability of its home economy, have been prominent topics of dis-
cussion in the academic literature.

This chapter’s contribution to the existing body of research is an
examination of the relationship between the real exchange rate and
trade volume. More specifically, this chapter expands the body of
research related to the portion of research that hypothesises that a
decline in a nation’s currency value will lead to an increase in that na-
tion’s exports. In addition, the purpose of this chapter is to narrow the
gap that exists between trade and the connection between exchange
rate misalignment. To do this, the chapter examines the elements of
exchange rate movements and asserts that the extent to which ex-
change rates impact trade balances is dependent on the sources of ex-
change rate fluctuations. The empirical study explores how variations
in trade volumes are caused by shifts in real exchange rates, which
are broken down into permanent and temporary components. There
is very little research that investigates the role of the decomposed
real exchange rate on trade flows, but there is a lot of research that
investigates the impact of exchange rate volatility on trade flows1.•

Exchange rates are prices, which, according to conventional models,
are dependent on both observable macroeconomic fundamentals as
well as unobservable shocks. The interaction between currency rates
and their elements is particularly complicated since exchange rates
are an endogenous variable.

The exchange rate is embodied in a framework for asset prices by
Engel and West (2005), who defines it as a weighted sum of observ-
able fundamentals and unobservable shocks. This combination can
be seen as a decomposition into a trend component and a cycle com-
ponent, with the trend component being linked to the fundamentals

1 Krugman (1986); Clark (1973); De Grauwe (1998); Hooper and Kohlhagen (1978);
Baron (1976)
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of the macro-economy and the cycle component being linked to un-
observable factors in the money market. In accordance with this def-
inition, the first section of the chapter is devoted to analysing the
decomposition of exchange rates into trends and cycles through the
application of a variety of econometric approaches. This is followed
by an in-depth examination of whether or not decomposing exchange
rates into trends and cycles actually has the expected link with the
fundamentals. A panel cointegration test is used to investigate the po-
tential for a long-term connection between the many potential trend
and cycle components and the fundamentals of the economy.

5.1.1 Research Contributions

Econometric
ContributionThere is a gap in the literature as a result of the fact that no published

paper has explicitly tested for the economic validity of the alterna-
tive methodologies and verified whether or not the new time series
has the expected relationship with fundamentals, despite the fact that
several papers use multiple detrending strategies to shape exchange
rates into fundamentals and shocks. This decomposition gives impor-
tant information on the exchange rate and its link to fundamentals
since it takes into consideration the fact that the trend component
is connected to the fundamentals that can be seen, while the cycli-
cal component is tied to the shocks that cannot be observed. This
lets us figure out the economic reasoning behind different economet-
ric methods, and our research leads us to the conclusion that the
Christiano-Fitzgerald filter is the only econometric model that meets
our ex ante economic premise that the trend component represents
observable fundamentals. This is a first step towards closing the gap
in the professional agreement about which filter is the optimal choice.

In order to investigate the relationship between shifts in trade and Economic
Contributionexchange rate, a sample of G10 countries is used for the period from

1994 to 2006, and a gravity model is used with various fixed effects
included to control for omitted variable bias and its associated en-
dogeneity. Additionally, a real effective exchange rate is added to
the model. This is done so that the results can be more accurately
interpreted. The findings gained provide more evidence that a deval-
uation of a country’s currency may have a beneficial effect on the
trade flow of that country, leading to an increase in exports for the
G10 nations. When we explore the link between currency exchange
rates and EU nations, we also obtain the opposite findings. This leads
us to believe that there must be other elements that impact currency
exchange rates and commerce, and that these variables differ from
country to country. The findings that are produced from this study
are able to explain why the conclusions that have been found in the
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previous research are inclusive (for the mismeasurement) and diverse
(for the heterogeneity of different countries).

5.1.2 Outline of the Chapter

The chapter is organised as follows: Section 5.2 discusses the previous
literature review on decomposition methodologies and the literature
review on international trade in general. In section 5.3, we describe
the methodology used for this chapter. Section 5.4 analyses the results
obtained by the decomposition of the real effective exchange rate us-
ing different filters, then compares them, and investigates the impact
of the exchange rate on trade through empirical analysis. Making
use of the decomposed exchange rate series, the impact of exchange
rates on bilateral trade flows is empirically analysed using the Grav-
ity Model in a panel setting. From this analysis, we want to find out
whether the impact of currency depreciation on trade flows depends
on the source and whether that change in exchange rather reflects a
shift in trend or is just a transitory movement. Finally, in Section 5.5
we conclude.

5.2 reviews of the related research

Since the establishment of the floating system in 1973, the subject of
how the exchange rate impacts international commerce has been a
recurring topic of discussion in the community of traders and policy-
makers. The vast majority of economic literature that has been written
on the topic of the relationship between exchange rate and trade fo-
cuses on the effect that increased volatility of the exchange rate has on
trade. However, when it comes to the question of the effects that ex-
change rate variability has on trade, the significant bundle of theoret-
ical and empirical research that has been conducted is still relatively
obscure. This idea is emphasised in a number of different surveys
of the relevant research; for example, see McKenzie, 1999, Bahmani-
Oskooee, Harvey, and Hegerty, 2013, Ozturk, 2006. Despite the fact
that this subject has been thoroughly researched, the results that have
been produced so far are vague and contradictory; nonetheless, one
thing that is known for certain is that the influence of exchange rate
on trade is very sensitive. There are just a few factors that are thought
to be the cause of this sensitivity. In the first place, if on the one hand
exchange rates are thought to be endogenous because of the way in
which they interact with macroeconomic, financial, and trade deter-
minants, on the other hand, currency movement is thought to be ex-
ogenous when it comes from the perspective of an individual trader.
Misalignment imposes costs on the actual economy that are asym-
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metric across various economies, which is another crucial element to
consider. In conclusion, the perspective of the exchange rate is that
it acts as a transmission route for financial shocks to the actual econ-
omy as well as a vector for "monetary dumping" (Auboin and Ruta,
2013).

The fact that customers often utilise financial instruments in order
to protect themselves against this risk is one reason why volatility
alone is not a crucial element for international trade (Either, 1973).
Additionally, the presence of fixed costs in exporting reduces the im-
pact of volatility of currency rates on commerce. One critique of the
use of volatility to examine the link between exchange rates and the
volume of exports is that it is not a significant component for interna-
tional trade2. These findings that there are no effects of volatility on
trade are confirmed by a study that was carried out by UNCTAD3. In
this study, they compare the results achieved from volatility with the
results derived using exchange rate imbalance finding that currency
misalignment instead has a significant effect on trade. They discover
that a reduction in the value of the currency leads to an increase in
exports and a decrease in imports.

Since the Great Financial Crisis, academic and policy discussions
have shifted their emphasis from volatility to real exchange rate, pay-
ing particular attention to global macroeconomic imbalances, stag-
nant recovery, and the consequences of chronic currency misalign-
ment. It is evident that volatility is not the proper option to examine
the ultimate link between trade volume and exchange rate (WTO,
2011). It has been shown by Huchet and Korinek (2011) that trades
are more sensitive to real exchange rates (RER) than it is to volatility,
and the agricultural sector is especially susceptible to this.

A large body of further research investigates the link between the
exchange rate and the trade balance by use the actual exchange rate
rather than volatility, finding more encouraging findings. Hooy, Law,
and Chan (2015), Thorbecke (2006), and Thorbecke and Kato (2012) all
came to the conclusion that a devaluation of a currency has consider-
able beneficial impacts on exports and significant negative effects on
imports4. Because of the influence of price elasticity of demand and
changes in terms of trade, a depreciation would cause a rise in a coun-
try’s exports while simultaneously causing imports to decrease. Inter-
national Monetary Fund (2015a) provides evidence to support the
deteriorating link between exchange rate and trade owing to global
value chains for certain countries; they also discover that the increase
in export is larger when the exporting nation has a weaker financial
system, particularly in the event of banking crises.

2 Franke (1981)
3 Nicita (2013)
4 Appuhamilage and Alhayky (2010)
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The Marshall-Lerner (ML) condition is defended by proponents of
the theory that the ML condition is both a necessary and sufficient
requirement for an improvement in the trade balance. This theory
asserts that the demand elasticity only has an impact on the trade
balance if the total of imports and exports is greater than one, and
that this condition must be met for there to be a positive change in
the trade balance. If the national currency is devalued, the shift in
relative prices causes imports to become more costly and exports to
become cheaper; nonetheless, Bahmani-Oskooee, 1985 establish that
even when the ML condition is held, the trade balance continues to
worsen.

As a result, attention shifted to the phenomenon known as the J-
curve, which states that a decline in the value of the real exchange
rate may be linked to a worsening of the trade balance’s effect, fol-
lowed by an improvement in that balance. This is due to the fact that
businesses plan their import and export activities many months in
advance, far in advance of any unforeseen changes that may occur.
There will be an initial decrease in trade balance if there is an unex-
pected depreciation since it will cause the value of the pre-contracted
amount of imports to increase (Junz and Rhomberg, 1973; Magee,
1973 and Magee, 1996). In a nutshell, while adjustments to exchange
rates take place instantly in the event of an increase in the cost of im-
ported goods, consumers and producers require some time to read-
just to the new prices, which results in a time lag caused by the read-
justment of domestic goods (if they are available) to take the place
of the imported goods. If and when this occurs, a real exchange rate
drop will result in an improvement in the trade balance in compari-
son to its level before the depreciation (Magee, 1973). The literature
evaluation pertaining to the J-curve solely is very extensive, yet even
in this particular instance, the findings are unclear and conflicting.
The broad opinion is that the short-run reaction of trade balance on
fluctuations in the exchange rate does not take a specific path, leav-
ing the issue unresolved and producing findings that are distinctive
to each nation. If, on the other hand, the research is conducted with
a focus on bilateral trade rather than on aggregate data, the findings
are more convincingly in favour of a positive association between the
exchange rate and the trade balance (Rose and Yellen, 1989; Shirvani
and Wilbratte, 1997). Finding variations in exchange rate elasticity
that might help to understand the activity of comparative advantage
commodities as opposed to comparative disadvantage commodities
is the subject of some research, such as that conducted by Breuer and
Clements, 2003. This kind of study examines the sensitivity of trade
flows to changes in the exchange rate at the commodity level.

Concerns about high unemployment and a sluggish recovery from
the Great Recession have increased sensitivity and vigilance toward
nations that are thought to be "exporting" their way out of the crisis at
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the expense of their trading partners. This has strengthened the sensi-
tivity and vigilance towards those nations. The level of the exchange
rate thus became the focus of concern at this point in time. Misalign-
ment is defined as an exchange rate value that is either above or
below the equilibrium exchange rate. Exchange rates can move from
their equilibrium level either as a direct result of an intentional inter-
vention by the government in the form of currency manipulation or
as an unintended side effect of macroeconomic policy. Eichengreen
(2007) and Rodrik (2008) question whether or not economic policies
can influence the real exchange rate. They find that the relative price
of non-traded goods are not influenced from policy makers in the
long-run. However, they also find that the level of exchange rate can
be influenced by policy in the short or medium term. In addition,
some studies have been conducted to investigate the effect that shifts
in currency have on the expansion of exports. The nations that are
included in each of these studies are chosen differently. Arslan and
Wijnbergen (1993) focused on the function that the depreciation of the
Turkish lira had in exports. Fang et al. (2006) investigates the effect of
exchange rate devaluation on exports for Asian nations.

A number of recent studies examine the misalignment in the ex-
change rate, or the exchange rate that is either higher or lower than
the rate at which it would be considered to be in equilibrium. Studies
use a variety of methodologies, such as the internal-external balance
approach, the behaviour approach, and the permanent equilibrium
approach, in order to quantify the degree of misalignment. Some re-
search5 employ the concept of the equilibrium exchange rate, which
is derived from the theoretical idea of the equilibrium exchange rate.
They quantify the misalignment as the divergence from the equilib-
rium exchange rate, which is the level at which both internal (pro-
ductivity theory presented by Balassa-Samuelson, 1964) and external
(asset markets) markets in the economy are balanced. In addition,
some research6 regresses the real exchange rate on per-capita income,
and the misalignment is defined as the difference between the actual
values and the values that are fitted to the data.

In addition, research that investigate the connection between growth
and currency exchange rates have shown the negative effects of un-
dervaluing a currency on international commerce According to the
findings of these research, economic growth may be improved by un-
dervaluing the currency and increasing exports.

Other research has also investigated the influence of the currency
exchange rate on disaggregated data by studying how businesses re-
act to an increase or decrease in the value of their currency. Berman,
Martin, and Mayer (2012), Chatterjee, Dix-Carneiro, and Vichyanond
(2013), and Tang and Zhang (2012) each investigated how companies

5 Razin and Collins (1997); Ricci et al. (2008)
6 Rodrik (2008); Freund and Pierola (2012); Haddad and Pancaro (2010), Nicita, 2012
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in France, China, and Brazil responded to fluctuations in their respec-
tive currencies. According to the findings of these studies, large and
small businesses respond differently to fluctuations in the exchange
rate. For example, the effect of a currency depreciation on large firms
causes them to increase the markup, while the impact of a currency
depreciation on small firms causes them to change their import prices.
In addition, as major exporters account for a greater proportion of
overall exports, the findings of these firm-level analyses indicate that
the effect of depreciation on total trade flow will be relatively little.

Deconstructing the exchange rate has been done in a number of stud-Decomposition of a
Time Series ies for a variety of reasons across the body of academic work. The ma-

jority of these studies focus on the determination of the equilibrium
exchange rate and use the theoretical concept of the equilibrium ex-
change rate. Another approach that is used in the literature is the
permanent equilibrium approach, which uses model-based methods
to calculate the permanent component as an indicator of the equilib-
rium exchange rate.

Both theoretical inquiry and empirical applications have a long his-
tory of interest in the economic cycle. This interest has been around
for quite some time. When doing empirical study on the economic
cycle, the researcher is faced with the statistical challenge of deter-
mining how to best extract the cyclical component of the data, given
that the majority of time series are characterised by both fluctuation
and expansion. An extensive body of academic work has been done
during the course of the economic cycle’s empirical study. According
to Burns and Mitchell (1946)’s definition a cycle is defined as follows:

"Business cycles are a type of fluctuation found in the aggregate
economic activity of nations that organise their work mainly in
business enterprises: a cycle consists of expansions occurring at
about the same time in many economic activities, followed by
similarly general recessions, contractions, and revivals which
merge into the expansion phase of the next cycle"

After seventy years, students and researchers are still confronted
with the challenge of determining how to separate the cyclical ele-
ment of an economic time series. Even though Bry and Boschan (1971)
use a business-cycling dating algorithm to implement the Burns and
Mitchell model with a judgement-free version, the insiders decided to
deviate from the Burns and Mitchell (1946) model due to its complex-
ity and the need for judgement evaluations. Researchers now focus
on methods that are easier to apply rather than methods that make
judgements. As a result, several methods have been developed for ob-
taining the business cycle from a selected time series; however, none
of these methods produce results that are inferior to those produced
by the others.
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Calculating the length of the business cycle is difficult due to the
fact that its movements are made up of both low frequency trends
and high frequency random patterns. In order to address this prob-
lem, several approaches have been developed, each of which varies in
how it deals with trends and noises and, as a consequence, produces
a unique set of outcomes7. According to Canova (1998), the various
techniques for subtracting do not estimate the same cyclical compo-
nents. The conventional school of thought held that one could study
the cyclical component and the trend component independently of
one another due to the fact that the economic mechanism that under-
pinned short-term and long-term economic swings was relatively un-
like. These decomposition approaches are usually ad-hoc in the view
that the researcher demands simply that the detrending process yield
a stable business-cycles component, but does not in any other way
clearly describe the statistical properties of the business cycle. The use
of two-sided moving averages, first-difference, the elimination of lin-
ear or quadratic time series, and the application of the most renowned
Hodrick and Prescott (1997) filter are a few examples of procedures
that are often used. Other approaches include: Butterworth (1930) fil-
ters are a kind of filter, and Gomez (2001) demonstrates that one may
acquire an HP filter by treating it as a special instance of the broader
category of Butterworth filters. Their characteristics are easily anal-
ysed in the frequency domain, which supplies a significant amount
of information on the nature of the process being carried out. Gomez
demonstrates further that Butterworth filters are capable of being in-
terpreted in a model-based manner. It is possible to show, as a conse-
quence of the link with Butterworth filters, that a model generating
the estimate of an ideal band pass filter can be obtained as a limiting
case. This is the primary benefit of this extended class of models; it
makes it possible to extract smoother cycles than would be possible
with other models.

Some works centre their attention on the problems that arise from
the trends on long-run components in economic time series, studies
that characterise trends in economic time series, and studies that char-
acterise trends in economic data. An example of this approach may be
seen in Nelson and Plosser (1982)’s research, which examines the use
of both deterministic and stochastic trends. Geweke, Meese, and Dent
(1983) concentrates on deflecting long-run links, whereas Nelson and
Kang (1981), Nelson and Kang (1984) and Engle and Granger (1987)
include long-run links in short-run dynamic interaction. Other pub-
lications, such as Nelson and Kang (1981 and 1984), centre on the
econometric ramifications of mispecification in the model of the d
component. On top of that, Nelson and Kang (1981) demonstrate that
mis-specification in a model for the trend may have a significant im-
pact on the predicted monetary values produced by an econometric

7 Estrella (2007)
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model. If contemporary theories of economic behaviour are going to
be validated by using these dynamic linkages, then accurate assess-
ment of those dynamic interactions is essential.

In their study, Baxter and King (1999) separate business cycles with
the use of a moving average approach. At the turn of the century,
researchers have been concentrating their efforts on band pass filters
that can strip signals of high-frequency as well as low-frequency com-
ponents. In their research from 1999, Baxter and King explore the de-
sign of band-pass filters as well as their implementation in limited
samples. In the time domain, their primary objective is to approach
the ideal filter, which is a perfectly sharp band pass filter; Christiano
and Fitzgerald (2003) also offer a revised BK filter proving its features
when applied to US macroeconomic data.

The fact that the filters that are implicitly specified by the model
are compatible with both each other and along with data is one of
the appealing aspects of the model-based approach. In addition to
this, they automatically adjust themselves to the beginning and end
of the sample, and root mean square errors may be determined if the
user so chooses. The models can also be used to gain insight into the
more ad hoc filters that are used in business cycle analysis. These
models can indicate when it might be appropriate to use these filters
as well as when they can lead to serious distortions. These significant
discrepancies have been recorded by Harvey and Jaeger (1993) for
band pass filters and byCogley and Nason (1995) and Harvey and
Jaeger (1993) for the Hodrick-Prescott filter.

In more recent times, Hamilton (2018) has harshly criticised the
Hodrick-Prescott filter, which is often utilised. When used to a stan-
dard economic time series, he demonstrated that the HP filter pro-
duces false cycles and is affected by an end-of-sample bias. In ad-
dition to this, a smoothing parameter has to be set, which is often
done in an ad hoc manner. In addition to this, Hamilton suggests a
different filter that is based on a regression. The cyclical properties
of the Hamilton filter and the Hodrick and Prescott (1999) filter are
compared by Schüler (2018), who finds that the Hamilton filter pro-
duces more robust results. He also discovers that the Hamilton filter
modifies the cyclical structure of a time series in its original form.

5.3 methodology

There are several tools developed in the literature to extract the per-
manent component of a macroeconomic time series and none of them
seems to stand up for their results. The filter chosen in this chapter are
the most widely used by macroeconomists to decompose time-series
into trend and cycle, and they are examples of band-pass, high-pass
and low-pass filters. In this part of the chapter, the Behavioural Equi-
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librium Exchange Rate (BEER) is also introduced. This model, that is
widely used in practice, is was developed in 1999 by Clark and Mac-
Donald, and estimates the fair value of currencies according to short,
medium and long-rum determinants. BEER is be used, in this contest,
to compare different decomposition filters and evaluate which one
has more economic sense, and use it in the second part of the empiri-
cal analysis in a gravity model exercise.

The gravity model is finally used to analyse the exchange rate and
trade balance relationship. In the gravity model analysis is usually
used the Real Effective Exchange Rates (REER) index. The real effec-
tive exchange rate aims to assess a country’s price or cost competitive-
ness relative to its competitors in international markets. The REER is
crucial because the ratio of the euro to the dollar would have a larger
effect on the index’s overall value if a robust economic tie between
the United States and Europe occurs. As a consequence of this, a sig-
nificant shift in the value of the euro relative to the dollar would have
a more profound effect on the REER than would the relative strength
of another currency with a lower weighting. The index’s weightings
would be weighted most heavily toward the countries that had the
most extensive trade links. Those nations who have few other coun-
tries with which they trade will have a reduced influence on the over-
all basket of currencies.

When looking at the REER, economists are able to determine whether
nations’ economies have become less competitive in comparison to
those of other countries. REER is also highly significant for determin-
ing the equilibrium of currency value as well as the flows of the trade
balance and the factors that drive them.

5.3.1 Behavioural Equilibrium Exchange Rate (BEER)

Behavioural Equilibrium Exchange Rate is what we use in conjunc-
tion with a fixed-effect panel regression on G10 currencies to deter-
mine the fair value of REERs. Clark and MacDonald (1998) are the
ones who developed the concept known as the Behavioural Equilib-
rium Exchange Rate, and since then, it has gained a lot of attention in
the field of international economics. The primary focus of this method
is on econometric analysis rather than economic analysis, which is
what makes it so distinctive. After plugging in the set of factors that
are anticipated to have an effect on the exchange rate, the equation
is solved using either an error correction model or a vector error cor-
rection model. The real interest rate difference, the productivity dif-
ferential which to capture the Balassa-Samuelson effect8, the relative

8 The Balassa-Samuelson model is a theoretical construct used to analyse the prop-
erties of real exchange rates. It explains the consistent shifts in real exchange rates
observed over time and across nations through analysing variations in total-factor
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fiscal stance, and the cumulative current account balance are the most
typical variables used in the study.

The case currency that we use in my regression is the US dollar,
and the three macroeconomic variables used in this chapter are infla-
tion, Term of Trade (ToT), and Interest Rate (IR). Using the US dollar as
the case currency allows me to find the fair value of REERs. The for-
mula for the reduce form equation that Clark and MacDonald (1999)
proposed may be rewritten as follows:

et = β1Z1,t +β2Z2,t +β3Z3,t + τTt + ϵt (27)

where: Zi,ts are vectors of economic fundamentals that are expected
to have an effect on the exchange rate over the medium and long term
respectively; β1 and β2 are vectors of reduced-form coefficients; T is
a vector of transitory factors that influence the real exchange rate in
the short run; τ is a vector of reduced form coefficients; and ε is the
noise in the model. For the purpose of conducting an analysis of this
study and taking into consideration the fact that we are interested in
modelling the medium-to-long term value of currencies, we combine
Z1 and Z2, exclude the transitory matrix T, and ultimately rearrange
the equation as follows:

et = βZt + ϵt (28)

We employ a technique called a panel fixed effect (FE) model to
assess the "fair" values of various currencies. To approximate the long-
run equilibrium relationship, the reduced-form equation that follows
is employed (all logs except for the IR differential, which might be
negative):

REERi,t = αi +β1ToTi,t +β2IRi,t +β3infi,t + ϵi,t (29)

where REERi,t is the real effective exchange rate of country i at time
t, ToT is the terms of the trade differential between country i and the
US; IR is the interest rate differential; inf is the inflation rate differ-
ential: and αi is the country specific fixed effect which captures the
time-invariant characteristic of each country; ϵ is the error term. A
further stage in the expansion of the BEER methodology is the devel-
opment of statistical approaches that could discriminate between the
permanent and transient impact of variables9. This is accomplished
as part of the BEER methodology. Regardless this method models
a time-varying RER it "places even less normative structure on the

productivities across different sectors of the economy. The underlying mechanisms
that propel this model are straightforward; a spike in productivity growth within
sectors that engage in trade leads to a corresponding rise in local input costs, subse-
quently affecting the prices of goods that are not subject to trade. The phenomenon
of traded-goods prices being balanced across economies produces an increase in the
local price level, resulting in a real exchange rate appreciation.

9 Gonzalo and Granger (1995)
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model and its consumption." It is feasible for the model to incorpo-
rate a large number of major macro variables. Some examples of these
would include the actual price of oil, terms of trade, and net foreign
assets. It is predicted that all of these factors would have an effect on
the real exchange rate. According to Duval (2001), the primary ben-
efit of this method is that it is able to flexibly adapt to the level of
long-term equilibrium, and it also records for the Balassa-Samuelson
effect. This is a significant benefit that comes with using this model.
The use of the permanent component is utilised by the PEER in order
to provide a measure of balance. This approach takes into explicit
account the potential that a number of the significant variables are
linked via a cointegrating relationship.

It is possible to arrive at a permanent equilibrium exchange rate by
first splitting the real exchange rate into components that are perma-
nent qP

t and transitory qT
t respectively. The equilibrium then becomes

the permanent component, which is defined as:

qt = qP
t + qT

t (30)

This approach provides a smoother equilibrium exchange rate than
BEER, and it is easier to read. It is based on the decomposition of an
actual real exchange rate into its permanent and transitory compo-
nents, and then utilising the permanent component as a measure of
equilibrium exchange rate.

The Gonzalo-Granger approach was used by Clark and MacDon-
ald (2000) to decompose the BEER data, and they described the PEER
as a result of this. Gonzalo and Granger (1995) demonstrate that the
common factor can be estimated if it is assumed that it is a linear
combination of the series that are in discussion and if it is further
presumed that the residuals from this method do not have a perma-
nent effect on the series that are in question. These two assumptions
are necessary for the estimation of the common factor. They demon-
strate that the linear combination may be calculated from a Vector
Error Correction Model (VECM), and since this method accounts for
any non-stationarity, it makes statistical inferences about the common
variables easier to make. The term "cointegration" refers to the equi-
librium of given variables over the long run. When a shock happens
in the progression of a variable, there is a process known as vector er-
ror correction that explains the rate at which the variable will adapt
in order to return to the equilibrium state.

Let us consider a vector of variables Xt with one cointegration vec-
tor (Xt is a n× 1 matrix and the matrix π is of rank 1). We can define
the orthogonal complements α⊥ and β⊥ as complements of α and β

respectively (α and β are the matrices of the Granger decomposition
of the matrix π):

α⊥ = (I−α(α
′
α)−1α

′
) β⊥ = (I−β(β

′
β)−1β

′
)t (31)
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It holds that α
′
⊥α = β

′
⊥β = 0. Furthermore, it can be written:

Xt = β⊥(α
′
⊥β⊥)

−1α
′
⊥Xt +α(β

′
α)−1β

′
Xt (32)

Gonzalo and Granger denominated the first and the second com-
ponent of equation (32) permanent and transitory component respec-
tively and showed that the transitory component has no effect on
permanent (long-term) component.

5.3.2 Gravity Model

Initially, the gravity model was seen as an empirical one, without any
grounding in trade theory, but the widespread adoption of the grav-
ity model to explain patterns of trade has been seen by economists
as a significant development on previous theoretical models. These
include the Ricardian model, that explain trade patterns in terms of
differences in the distribution of technology, and the Heckscher-Ohlin
model that relies on differences in factor endowments among coun-
tries as the basis for trade. In these pre-gravity models the size of an
economy was not considered significant. At its most basic, the intu-
itive gravity model takes the following log-linearized form:

lnXi,j = a0 + a1lnGDPi + a2lnGDPj + a3lnti,j + ei,j (33)

where Xi,j indicates exports from country i to country j; GDPi and
GDPj indicates each country’s gross domestic product; ti,j represents
trade costs between the two countries; and ei,j is the error term.

Since the multilateral terms were not included, Anderson and van
Wincoop (2003) discovered that the coefficients were biassed. Multilat-
eral trade-resistance (MTR) is the phenomena wherein two countries
that are surrounded by other large trading economies deal less with
each other than if they were bordered by oceans or by deserts and
mountains. Here is Anderson and van Wincoop’s suggested gravity
equation:

lnXi,j = a0+a1lnGDPi+a2lnGDPj+a3lnti,j+a4lnpi+a5lnPj+ei,j

(34)

where ti,j is the cost in j of importing a good or a service from i; pi

is the exporter’s ease of market, or outward multilateral resistance. It
captures the fact that exports from country j depend on trade costs
across all possible export markets. Pj is the importer’s ease of market,
or inward multilateral resistance. It accurately represents the relation-
ship between imports into nation i from country j and total trade
costs of importing goods from all suppliers. If a nation is cut off from
global trade, its pi and Pj will be low.
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For the panel data set, the basic gravity equation for the regression
analysis of this chapter takes the following form:

lnXi,j,t = a0+a1lnGDPi,t+a2lnGDPj,t+a3lnti,j+a4lnPERMi,j,t+

a5lnTEMPi,j,t+a6lnPOPi,t+a7POPj,t+a8lnLANDi,t+a9lnLANDj,t+

a10CONTi,j,t + a11LANGi,j,t + a12COLi,j,t + ei,j,t

(35)

with PERMi,j,t =
permi,t
permj,t

is the ratio of the permanent component

of nominal exchange rate decomposed; while TEMPi,j,t =
tempi,t
tempj,t

is the ratio of the temporary component of nominal exchange rate
decomposed.

In the gravity model we an add as many variables as we think are
useful for your analysis, as for example fixed effects. By fixed effects
for exporter we mean a dummy variable that is equal to 1 each time
a particular exporter appears in the dataset, using the same approach
for importers and years. In terms of the panel data literature, this
approach can be seen as accounting for all sources of unobserved het-
erogeneity that are constant for a given exporter across all importers,
and constant for a given importers across all exporters. Additionally,
this method can be understood as providing for all inputs of unob-
served heterogeneity that are constant for a given exporter through-
out all importers.

5.4 empirical analysis

In this part, we will describe the data set that was used, as well as
the results that were produced. I test the hypothesis that variations
in the volume of trade are caused by the impacts of fluctuations in
exchange rates. In order to accomplish this goal, many distinct mod-
els of exchange rate decomposition are evaluated, and a mechanism
known as the Behavioural Equilibrium Exchange Rate has been im-
plemented.

5.4.1 Dataset Description

Decomposition
AnalysisMonthly effective real exchange rates taken from Bank for Interna-

tional Settlement database comprising 11 economies beginning from
January 1994 are used to study the trade movements. For the pur-
pose of this research the broad version has been chosen, that, on one
side has less years of observation, but on the other owns more vari-
able comprising all the EU countries. The BIS uses a deflator based
on consumer price indices compared to a panel of 42 countries in
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order to construct the particular REER for the macroeconomic im-
balance method (double export weights are used to calculate REERs,
reflecting not only competition in the home markets of the various
competitors, but also competition in export market elsewhere).

REER is published on a consistent basis by both the World Bank
and the Bank for International Settlement. The Bank for International
Settlement’s monthly effective real exchange rates (REER) are used in
this calculation. BIS provides Real Effective Exchange Rate, which re-
flects weighted average of bilateral real exchange rates with trading
partners CPI based with the coverage of 61 countries for the broad
index and 27 countries for the narrow index. The broad index cov-
ers 61 countries, while the narrow index covers 27 countries. My pri-
mary emphasis is on the ten most liquid currencies, which are the
US Dollar (USD), the British Pound (GBP), the Japanese Yen (JPY),
the Australian Dollar (AUD), the Canadian Dollar (CAD), the Nor-
wegian Krone (NOK), and the Swedish Krona (SEK). We obtain panel
dataset consisting of 892 observations, covering the years 1994 to 2006.
The real effective exchange rate (REER) is the weighted average of a
country’s currency against an index of other currencies that is ad-
justed for inflation and trade weighted. In order to calculate the trade
weight, a comparison of a country’s trade deficit in relation to its pri-
mary trading partners is performed. This comparison is carried out
between each of the currencies that are part of the index. The adjust-
ment for inflation is determined by analysing the degree to which
one currency’s buying power differs from that of other currencies.

In addition to this, we utilise the spot exchange rate in comparison
to USD. Note that an ECB currency technique has been used to cal-
culate the Euro before to 1999. This approach followed the currency
conversion rates that are shown in the Table 14.

In order to put the BEER analysis into practise, a few macroeco-
nomic factors are selected. These variables are ones that, in addition
to explaining economic intuition, are expected to have an impact on
the exchange rate. The first macroeconomic variable that was used for
this study and because of the frequency of the data was the interest
rate that was consisting of 10-years government bonds in comparison
to those of the United States. This variable was employed to grasp the
impact of monetary policy discrepancy among countries. A currency
with higher interest rates will tend to gain over the medium term as
a result of the "carry trade effect" and the violation of the UIP theory.
This is because high-interest-rate currencies attract foreign capital in-
flows, which will exert upward pressure on the currency.

Another macroeconomic variable that is useful for the purpose of
this research is the consumer price index (CPI): a large increase in
general prices is typically followed by a currency depreciation, as a
higher CPI in a particular country will lead to capital outflow. This
is because international investors will look for countries with higher
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real interest rates in countries where the CPI is relatively lower. Be-
cause of this, a growing spread ought to have an effect, both statisti-
cally and economically, on an exchange rate.

The terms of trade is the last variable that is utilised in the eco-
nomic valuation of the decomposition procedures. This variable rep-
resents the development of the price of a country’s exports and im-
ports over time. This term could be interpreted as meaning that a
nation that possesses a wealth of natural resources may be able to
entice investors and experience a currency appreciation, but that na-
tion may, in the long term, lose competitiveness as a result of a strong
currency and might be pressured to devalue its currency in order to
lend to important ways of pricing inflation and deflation in assets. If
the REER were to go up, this would point to a significant gain in the
value of the domestic currency.

The following data, which cover the period from 1994 to 2006 and International Trade
Analysisare employed in the empirical study, are used in order to analyse the

link between international commerce and exchange rate.

• a series of permanent and temporary component of exchange
rate obtained by decomposing REER with a Christiano-Fitzgerald
filter for G10 currencies;

• bilateral exports from country i to country j: measures the total
exports from country i to country j in current period USD. The
variable is converted into real terms by export price indices10;

• gross Domestic Product of country i and country j at purchaser’s
prices in millions of dollars11;

• distance, between the country i and country j, calculated follow-
ing the great circle formula, which uses latitude and longitude
of a country’s most important city (in terms of population) or
its official capital in nautical miles12;

• population of country i and j: total population is based on the
de facto definition of population, which counts all residents re-
gardless of legal status or citizenship - except for refugees not
permanently settled in the country of asylum, who are gener-
ally considered part of the population of their country of origin.
The values shown are midyear estimates13;

• a dummy variable that takes the value 1 if exporter i and im-
porter j are contiguous and 0 otherwise14;

10 source: Direction of Trade Statistics IMF
11 source: World Development Indicators, WDI
12 source: Mayer and Zignago (2011) dataset
13 source: World Development Indicators, World Bank - WDI
14 source:Mayer and Zignago (2011) dataset
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• a dummy variable that takes the value of 1 if i and j share a
common official language and 0 otherwise15;

• a dummy variable that is equal to 1 if the country pairs have
the same currency and 0 otherwise.

5.4.2 Results

Results from the preliminary analysis, statistics, and robustness check
are reported here, along with those from the decomposition analy-
sis and the beer and gravity model. While we do discover a strong
connection across trend filters, we find that correlations between ex-
change rates and cycle components are consistently modest in all the
filters. However, the results of the preliminary analysis are insuffi-
cient to state categorically whether or not a filter has a connection to
the fundamentals. The detrending of the currency exchange rate em-
ploys four distinct filters. We analyse the data using a BEER analysis
to determine the nature of this relationship. With the help of the Grav-
ity Model, we examine the relationship between currency fluctuations
and international trade. To achieve this, we introduce a new variable
(the permanent and temporary exchange rate) into the Gravity model
and conduct a panel data analysis to determine the relevance of the
long-term and short-term components. This investigation reveals that
the long-term factor significantly affects international trade.

The cointegrating information in the data is used to decompose theEconometric
Evaluation observed actual exchange rate into two factors. The first component

shows the equilibrium exchange rate (the fundamentals are at their
equilibrium level) and the second component represents the depar-
tures from this equilibrium.

Figure 8 displays a comparison between the components arising
from the filters that were employed and the genuine exchange rate
for G10 countries during 1994-2016. The chart shows how the eco-
nomic cycle component looks like when examined with the selected
filters. The Butterworth and Hodrick-Prescott filters display more sta-
ble fluctuations, whereas the CF and BK filters display more volatile
fluctuations that are more in line with the true REER. In contrast,
the reliability of the component estimate is not shown in this inves-
tigation. A periodogram is helpful since it displays the spectral den-
sity function seen in figures Figure 12 to Figure 15 in the Appendix
for all of the G10 currencies, broken down by filter type as follows:
Baxter-King Filter (BK), Butterworth (BW), Christiano-Fitzgerald Fil-
ter (CF), and Hodrick-Prescott Filter (HP). Burn and Mitchell (1946) es-
tablished typical values for the business-cycles component, and they

15 source: Mayer and Zignago (2011) dataset
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are added to the graph as vertical lines at the natural frequencies. If
the filter successfully filtered out all of the random cycles that were
associated with the unwanted frequencies, the resulting periodogram
would have a horizontal line with a minimum value of -6 outside of
the range that was indicated by the vertical lines.

The filter’s inability to selectively pass only stochastic cycles with
frequencies within the predetermined band is shown by the fact that
the periodogram takes values bigger than 6 outside of the permitted
range. Graph analysis suggests that only the Christiano-Fitzgerald fil-
ters and the Baxter-King filter are useful. It’s not unexpected that the
CF filter, a variant of the BK filter, would provide similar findings to
the BK filter, suggesting that the two filters are roughly equivalent.
Also, for your convenience, we’ve included a Table 15 that displays
our findings about the relationships between various filters. As was to
be predicted, the data show a strong association between the REERs
and the permanent component but no correlation at all with the tem-
porary component.

Although several model-based approaches are used to dissect the
real exchange rate, it remains unclear which decomposed series is
best suited to examine the impact of the exchange rate on the real
economy. This motivated an empirical test using a reduced form
model 16

Before continuing with more analysis it is imperative that I determine Unit Root and
Cointegration Testwhether or not the variables are stationary by subjecting each vari-

able to several iterations of an Augmented Dickey-Fuller (ADF) unit
root test. Because the countries that make up the G10 may have cer-
tain characteristics, the findings may be influenced by cross-sectional
correlations in real exchange rate. Because of this possibility, the re-
sults shown in Table 16 do not include the cross-sectional averages.
In favour of the alternative hypothesis of the Fisher test, which states
that certain panels are stationary, all of the tests provide a strong re-
jection of the null hypothesis, which states that the panels contain
unit roots. However, if we do the tests on the first differenced series,
we may reject the null hypothesis of a unit root. This is because doing
so makes it impossible to reject the null hypothesis of a unit root for
the majority of the instances (with strong levels of significance). As a
result, our first step is to reach the conclusion that the variables are
not stationary and integrated of order 1 (also known as I(1)), with the
majority of the variables being integrated of order 0. Therefore, since
non-stationarity is present, our OLS-FE regression ( Equation 29) will
only produce consistent results if the non-stationary variables that
are included are co-integrated. The purpose of this exercise is to de-

16 Clark and MacDonald (1998)
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termine whether or not there is a linear combination between the
following combinations:

ei,t − (a1ToTi,t + a2IRi,t + a3infi,t) (36)

is stationary (i.e. I(1)). When a time series is non-stationary, the coin-
tegration test is used to establish whether or not the variables in the
series have a stable connection over the long run. Pedroni was the
one who invented the cointegration test (1995, 1999). With the null
hypothesis that there is no cointegration, the panel cointegration test
is simply a test of unit root in the estimated residuals of the panel.
This test combines the statistics that were calculated for each nation
in the panel, producing a test with high power.

On Table 16 are reported the results obtained from a cointegration
test; the dataset here used is an I(1) series that wander over time, and
a test of cointegration presents evidence that there is (or is not) a
long run connection between these series even if they tend to deviate
temporary to each other. All the tests are based of the following panel-
data model for I(1) dependent variable yit, where i = 1, ...,N denotes
the panel and t = 1, ..., Ti denotes time:

yi,t = x
′
i,tβi + z

′
i,tγi + ei,t (37)

for each panel i, each of the covariates in xit is at least I(1) series.
The test requires that the covariates are not cointegrated among them-
selves. βi is the cointegrating vector which may vary across panels, γi

is a vector of coefficients on zit, the deterministic terms that control
for panel-specific effects and linear time trends.

Pedroni’s test has a null hypothesis that yit and xit are not coin-
tegrated by testing that et is nonstationary. Rejection of the null hy-
pothesis implies that eij is stationary and that the series yit and xit
are cointegrated. The alternative hypothesis is that all the variables
are cointegrated in all the panels.

The test statistics indicate that the null hypothesis that there is no
cointegration for the Christiano-Fitzgerald, Butterworth, and Hodrick-
Prescott filters is not true. Instead, they support the alternative hy-
pothesis that the decomposed exchange rates, the interest rate differ-
ential, the terms of trades differential, and the inflation rate differen-
tial are all cointegrated in all of the panels. Cointegration indicates
that the series move together in long-run equilibrium (although a
group can wander arbitrarily). To adjust for serial correlation, each of
the three statistics used a Barlett kernel with lags ranging from 0 to
3, depending on the variable. These lags were determined by Newey-
West methods. The ADF (Augmented Dickey-Fuller) test, on the other
hand, used a regression with only one additional lag in each of the
cases.

The findings imply that the series of trend components produced
by Butterworth, Hodrick-Prescott, and Christiano-Fitzgerald filters
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decomposition are cointegrated in the long run with the fundamen-
tals; however, we only discover cointegration for Butterworth and
Hodrick-Prescott for the cycle components. On the other hand, there
isn’t a particularly strong cointegration between these basics and other
decomposing series of permanent components that make use of alter-
native approaches. It would be helpful to do more research in terms of
cointegration, and we will construct an acceptable VEC model (Vector
Error Correction Model). Because many economic time series seem to
be ’first difference stationary,’ with their levels displaying unit root
or non-stationary behaviour, these models are utilised. VECM is used
to prevent false regression, which is another reason why these mod-
els are used. When a shock occurs in the progression of a variable,
the VEC model is used to define the rate at which the variable is
able to change so that it may return to the equilibrium state. When
two (or more) variables that are in no way connected to one another
display significant coefficients when run together, this statistical phe-
nomenon is known as spurious regression. The approach developed
by Johansen is used in this context as a test for cointegration. The
findings categorically refute the null hypothesis that none of the cur-
rencies are cointegrated, and they show that in the vast majority of
instances, there are two cointegrating relationships. The VECM roots
matrix is shown in Figure 9, which was created to assess the stabil-
ity of the predicted VECm. The fact that none of the roots are equal
to one demonstrates that the model is reliable. We also perform a
test for serial correlation in the residuals using a Lagrange multiplier,
and the results indicate that we are unable to reject the hypothesis
that the residuals are normally distributed. In addition, it appears
that there is no presence of most skewness and kurtosis in the errors.
This conclusion is based on the fact that we found no evidence of
serial correlation in the residuals.

We estimate the model in Equation 29 by using an OLS, and the
results are reported on Table 18 (with the standard errors in paren-
theses). Based on these results, we are able to deduce that only the
decomposed series resulting from the use of the Christiano-Fitzgerald
filter presents a long-run relationship with all of the fundamentals.
Therefore, at this point in time I am inclined to come to the con-
clusion that the CF filter need to be used in order to carry out an
economically significant breakdown of exchange rate into permanent
and transitory components.

The number of non-stationary components will always be less than
the total number of series if there is a cointegrated connection be-
tween the variables. Because of this, we are now able to deduce the
PEER by using the decomposed time series.

It is feasible to validate the notion that there is a clear positive strong International Trades
Analysislink between trade and GDPs by examining the correlations among
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the variables presented in Table 19. This data lends credence to the
widespread perception that larger nations often engage in a greater
volume of commerce. On the other hand, we discover a robust in-
verse association between trade and distance, which lends credence
to the idea that nation pairings that are geographically more away
tend to engage in less commerce. A graphical representation of the
same data is shown in Figure 7, which illustrates findings based on
the explanatory variable of the combined economic mass of nations
exporting and importing goods. The scatter plot demonstrates a pos-
itive association between the two variables, which is consistent with
the findings of the study; however, the plot presented in figure 5

demonstrates a negative relation between trade and distance, which
is consistent with the theory. Both figures present their results using
the same methodology that was used for Figure 7. Even in this spe-
cific instance, the visual data backs up the fundamental gravitational
understanding that the greater the distance between nation pairings,
the lower the volume of commerce that occurs between them. Bigger
nations trade more, while greater remote countries trade less. Cor-
relations between transactions, GDPs, distance, and REERs are also
provided in panel C of Table 19, which may be found further down
the page. Based on the findings I have, I anticipate discovering a pos-
itive value of REER when I do an exercise using a gravity model.
The gravity model is estimated using OLS conduct using the robust
option, which gives standard errors that are robust to arbitrary pat-
terns of heteroskedasticity in the data. In this way, it is possible to fix
violations of the homoskedasticity OLS assumption. After checking
the relationship between variables using correlations and scatter plot
analysis, the model is estimated using OLS conduct using the robust
option.

Table 20 contains the findings that were obtained by OLS estima-
tion on the basic gravity model. Other factors, such as population,
contiguity, common language, common currency, and RTA are in-
cluded as variables in the model, as described in the paragraph that
accompanied the dataset. There is evidence from the literature on
gravity that each of these elements may explain a major influence
on trade flows. The findings of an OLS with the estimate limited to
European Union nations

If we add actual exchange rates as an independent variable in
the study, the model fits the data much better, with an R2 of 0.89

(the global average is approximately 0.67). This indicates that the ex-
change rate is a significant component that helps influence interna-
tional flows. The fact that the F-test is highly statistically significant
and rejects the hypothesis that all of the coefficients are jointly zero at
the 1% level is another another signal that the model is working well.

Now, let’s take a closer look at the calculated coefficients as well
as the values that correlate to them. Taking the GDP terms into con-
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sideration first, we find that both importer and exporter GDP have
a positive association with trade (as was to be expected): a one per-
cent increase in importer or exported GDP tends to increase trade by
about 0.55 and 0.60 respectively, and this effect is statistically signifi-
cant (P value less than 0.01) Because GDP coefficients in the research
on trade are typically quite near to one, I decided to do an experiment
to see whether this is, in fact, the case. The results provide strong ev-
idence against the equality null hypothesis; specifically, the p-value
of the F-statistic is less than $0.01, which indicates that the hypothe-
sis may be rejected with a probability of one hundred percent. The
same method may also be used to test the compound hypothesis that
historical and cultural connection do not important for trades. This
hypothesis states that the coefficient on all such variables is jointly
equal to zero. This hypothesis can be examined by using the same
method. The null hypothesis may be rejected with high confidence,
just as it was in the earlier test, since the P-value associated with
the F-test is less than $0.01, which indicates that the null hypothesis
can be rejected with confidence at the 10% level. As a consequence
of these data, we have come to the conclusion that historical connec-
tions and cultural ties are essential factors that determine commerce.
On the other hand, the coefficient on distance is negative and statis-
tically significant at the level of one percent, which indicates that a
rise in the distance of one percent is followed by a reduction in trade
of around sixty-eight percent. The following variables all have coef-
ficients that have a positive sign, and they all reach the threshold of
statistical significance required to be considered significant. The use
of a common language is a promising indicator, since its presence will
lead to a rise in the volume of commerce between the two countries.

Another important category of variables is that which is denoted
by policy variables; these variables can play a significant part in inter-
national flows, and they can also be incorporated into the calculation
of the gravity model’s parameters; an illustration of this type of anal-
ysis is provided by the Regional Trade Agreements. The World Trade
Organization (WTO) describes RTAs as "regional trade agreements"
that are made between two or more nations. Free trade agreements
and customs unions are included in this category. This variable was
included in the analysis so that we could use it as a measure of the
restrictiveness of policies. These measures, which include measures
of exporter and importer policies, give us an idea of the degree to
which restrictiveness matters as a factor in determining the pattern of
trades.

The impact of economies of scale may be somewhat approximated
by looking at population numbers. A nation that has a big popula-
tion may more readily specialise in a broad variety of goods and, as
a consequence, may be less reliant on international commerce, which
may result in a negative coefficient for the economy. Alternately, a
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favourable influence on export may transpire as a consequence of the
variable in the event that demand-related elements predominate. In
the case of the G10 nations, population, regardless of whether it is
positive or substantial, has a very little effect in international com-
merce.

In Table 21, column 2, you’ll find the results for the gravity model
combined with the exchange rate, which support all of the earlier
findings. The presence of exchange rates on the regression is statisti-
cally significant and positive, which means that a depreciation of the
currency of nation I will boost its own exports, which will be around
$1.41 in this particular instance.

The REER impact on trade is positive and significant at the level of
1%, which suggests that the bigger the export volume is in relation to
trading partners, the weaker the currency of the exporting nation is.
On average, an increase in export volume of 1.41 percent is caused by
a depreciation of an export’s real effective exchange rate (REER) by
one percent. When the lagging version of the exchange rate is taken
into account, the influence of this factor on the expansion of exports
is rendered meaningless and its magnitude is reduced so drastically
that it becomes even negative. This would imply that the effect of
currency depreciation is stronger in the same year but decreases over
the course of time. In light of the extended time span, 1994−2006,
it is fascinating to examine the various time slots and periods indi-
vidually (the long time period considered all together could obscure
some features). The findings of the gravity model for the time periods
1994-1998, 1999-2002, and 2003-2006 are reported in Table 22, which
may be seen below. The findings back up the conclusions drawn from
the more comprehensive study. must take note of the lack of a single
currency in column 1, which is caused by the fact that the G10 na-
tions did not adopt a common currency (the Euro) until 1999. The
primary purpose of this study is to investigate whether or not there
is a correlation between two-way commerce and either the permanent
or the temporary component of the exchange rate. The findings are
summarised in the table below. Utilising the panel data methodology
of fixed effects estimate is one method that may be used in the pro-
cess of consistently estimating the theoretical gravity model. In order
to account for fixed effects, an importer/exporter dummy has been
included in the analysis. This dummy is assigned to the value 1 if
a certain exporter is present in the dataset (exp=1). Because of this,
there is one dummy for the United Kingdom acting as an exporter,
another for the United States of America, etc., and the same for the
importer dummy, describing a whole set of importers’ fixed effects.
This method can be interpreted, in terms of the panel data literature,
as accounting for all sources of unobserved heterogeneity that are con-
stant for a given exporter across all importers and constant for a given
importer across all exporters. Additionally, this method accounts for
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all sources of unobserved heterogeneity that are constant for a given
exporter across all importers. The results of the OLS estimate of the
gravity model with country fixed effects are shown in Table 24. When
the results obtained with the gravity model with fixed effects are com-
pared, it is possible to notice that the model’s explanatory power is
greater once the fixed effects are included. This confirms all of the ear-
lier findings concerning the role that REER and decomposed REER
play in international trade. This shift is not significant due to the fact
that a huge number of new factors have been included in the model;
nonetheless, it does show the important role played by variables such
as multilateral resistance in the process of explaining observed on
findings.

The time-varying importer and exporter fixed effects are accounted
for in the expanded form of the gravity model, which is the reason
why the findings derived from this version of the model are deemed
to be more reliable. The REER impacts are positive and significant
at the $1 level for the examination of the period 1994−2006; this sug-
gests that the weaker the currency of a country’s exports, the lower
the volume of those exports for that country. A depreciation of the
exporter’s REER of one percent results in a decline in export volume
of around two and a half percent in the same year on average. Accord-
ing to exchange rate fixed effect estimators, there is less significance,
which indicates that the impacts of exchange rates on commerce vary
across nations but do not vary over time.

5.4.3 Economic Interpretation

To do a panel data analysis, we extract the permanent and temporary
components and add them to the Gravity Model as a new variable.
No temporary component is found to have a significant impact on
exports across all of the models included in this analysis. Since the
cyclical component of the exchange rate is the transient component
of the exchange rate, and since they reflect transitory changes in the
exchange rate, the impact of these movements on the real economy
(that is, the flow of international trade) will be minimal. This means
that trade contracts will not reflect any fluctuations in the actual ex-
change rate that occur over very short periods of time. Since these
changes are short-lived and have no long-term impact on price lev-
els, they will not influence how businesses and consumers react to
movements in the exchange rate. There would be consequences for
the general price level and the decisions taken by both consumers
and producers if the change in the exchange rate was followed by a
comparable change in the trend.

On the other hand, we find that the real exchange rate’s permanent
component has a significant, considerable, and robust positive rela-
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tionship with bilateral exports. Inconclusive results have been found
in studies examining the correlation between commerce and currency
rates. Further, the proper link between these variables may be deter-
mined if speculative fluctuations in the actual exchange rate are ruled
out. Thus, a shift in the real exchange rate will impact trade volume
in a manner determined by the cause of the movement in the real
exchange rate. To further establish the validity of the results, we repli-
cate them using a second group of countries, this time the European
Union. The temporary element is negligible even under these condi-
tions, whereas the permanent one is strong and crucial. This conclu-
sion adds weight to the argument that the trend real exchange rate
component has a stronger relationship to bilateral flow than the cycle
components do to trade. A negative effect of trend components on
trade suggests that the influence of exchange rates on trade differs
between countries. This is so even though the EU and G10 groups of
nations are not identical; they each comprise countries with unique
features.

5.5 conclusions

In spite of the vast amount of research that has been carried out on
the subject of the relationship between exchange rates and interna-
tional trade, the findings have not been conclusive, and the nature
of the connection between these two factors is still unclear, with no
discernible trend. This is because there is no clear pattern that can be
seen in the relationship between these two factors.

This chapter’s objective is to provide a contribution to the growing
body of research that acknowledges the role that currency exchange
rates play, even if just a minor one, in influencing the flow of money
across international boundaries. The results of an investigation into
the relevance of the influence of exchange rates using a gravity model
with a range of parameters have shown that the conclusions are un-
favourable. According to the findings provided in this chapter, an
increase in the value of a country’s exports will be followed by a
decline in the rate of that country’s currency. These findings are sup-
ported by the intuitive idea that a reduction in imports will occur
because of the impact of price elasticity on demand. Additionally, it
is essential to be aware that, despite the fact that the gravity model is
a helpful place to start researching international business, it is not im-
mune to criticism. This is especially true when complex hypotheses
are tested, fixed effects are taken into consideration, and endogene-
ity is incorporated into the analysis. When country-fixed effects are
addressed, there is no significant difference in the findings that are ob-
tained; when GDPs are considered as a possible endogenous variable,
the results show that if there is any bias caused by the endogeneity,
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this isn’t quite as severe in the dataset as one would anticipate it to
be; alternatively, there is no significant difference in the results pro-
duced when country-fixed effects are not considered. Even when the
model is improved, the original intuition continues to be accurate. It
is possible to draw the conclusion that endogeneity is not a signifi-
cant problem with the GDPs in this dataset; even after the model is
improved, the initial intuition continues to be accurate. These results
are supported even more by the fact that the endogeneity test does
not reject the null hypothesis that the GDPs of the two countries are
in fact exogenous to the model.

Decomposed exchange rates have garnered a great deal of atten- Summary of
Findingstion and thought. Extra research is being carried out using both per-

manent and temporary exchange rates with the purpose of finding
the specific function that each plays in the flow of trades. Using the
panel cointegration method, the results of the different decomposi-
tions are compared, and it is decided that the Christiano-Fitzgerald
filter method should be used to split changes in the exchange rate
into two parts that are important from an economic point of view.

The breaking down of fluctuations in currency rates into two dis-
tinct categories: the first category, which is called permanent, com-
prises movements that are caused by fundamental factors. The second
of these components is called temporary, and it comprises movements
that are attributable to speculative shifts and reflect shocks that are
unobservable. Because it takes into account the fact that the trend
component is tied to the fundamentals that can be seen but the cycli-
cal component is tied to the shocks that cannot be observed, this de-
composition provides useful information on the exchange rate and its
relationship to the fundamentals. For this, we are able to determine
the economic logic that lies behind various econometric approaches,
finding that the Christiano-Fitzgerald filter is the only econometric
model that fulfils our ex ante economic assumption that the trend
component reflects observable fundamentals.

Moving on to the relationship between currency rates and trades,
the findings support the idea that the differences are caused by wrong
measurements of the exchange rate. This is because they show that
changes in the exchange rate have different effects on the trade bal-
ance depending on where the changes come from. The results point
to the inaccurate assessment of the actual exchange rate as the under-
lying cause of the conflicting findings in the link between trade and
currency rates. The proper link between these variables may be de-
termined if speculative fluctuations and unobservable shock-driven
effects are removed. Therefore, whether or not a variation in the real
exchange rate reflects a shift in trend or is only a transient fluctua-
tion impacts the effect on trade volume. For the reason that any of
these outcomes is possible after a movement in the actual exchange
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rate. This discovery is especially significant because, via deconstruc-
tion, I am able to account for the ambiguous results of prior studies
that attempted to explain the relationship between exchange rates
and trade. Further, for the goal of producing a policy recommenda-
tion in the case of a movement in the currency, it is vital to find the
explanation behind these movements in order to assess whether or
not this shift in the monetary system would have an impact on the
volume of trade. Next, we repeat the methodology with a different set
of observations and discover that, despite the fact that the permanent
component of the exchange rate is still highly significant, the effect
of the exchange rate on trade in the case of European nations is the
opposite of what was anticipated; thereby, a decline in the temporary
component of the exchange rate results in a reduction in bilateral
trade. These results indicate that contradictory conclusions may be
drawn from the research literature, suggesting that a third or more
variables must influence the function that exchange rates play in in-
ternational commerce.

In conclusion, this chapter sets out to increase the volume of litera-Summarising

ture that points to the exchange rate as a crucial factor in international
trade. Studying the role of the exchange rate’s permanent component
is a primary goal of this investigation. Using deconstructed exchange
rates, we are able to address the issue of inconclusive findings. We
achieve this by claiming that the failure of the prior study was due
to a misunderstanding of how to measure the actual exchange rate
and by adding that the speculative component does not need to be
included in order to determine the true nature of the connection be-
tween the two variables. The issue of ambiguous findings is therefore
resolved. Furthermore, we determine that the direction of the link
between the exchange rate and trade varies depending on the set of
players that is considered, isolating the origin of the issue of the con-
tradicting results. There are, however, a few questions that still need
exploring. To start, the research conducted here could be extended
to include a wider and more complex group of countries to validate
(or refute) the hypothesis that the impact of a change in the real ex-
change rate on the volume of trade is conditional on the factors that
cause changes in the real exchange rate. Because the data is so widely
available, it would be fascinating to expand this study to a more gran-
ular dataset in order to examine the responses of certain sectors to
long-term shifts in the value of the currency. Finally, assuming there
is no ideal decomposition technique since the choice of the filter is
fully dependent on the kind of data that we use, it would be inter-
esting to define a single "optimal" filter that is able to decompose
economically into permanent and temporary components of a time
series represented in this case by the exchange rate and to validate if
the frequency of the dataset affects the choice of filter.
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5.6 figures and tables

Figure 7: Distance and GDP

(a) Scatter plot and line of best fit for trade versus combined GDPs for EU countries

(b) Scatter plot and line of best fit for trade versus distance for EU countries

This figures shows the relationship between GDP and trade for EU countries
in panel (a). In panel (b) the plot shows the the fit for trade and distance
for EU countries.
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Figure 8: Filters Comparison

(a) Australia (b) Canada

(c) Euro Zone (d) Japan

(e) Switzeland (f) United Kingdom

(g) Norway (h) New Zeland

(i) Sweden (j) United States

These graphs display a comparison between the components arising from
the filters that were employed and the genuine exchange rate for G10 coun-
tries during 1994-2016.
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Figure 9: Vector Error Correction Mode

(a) Australia (b) Canada

(c) Australia (d) Canada

(e) New Zeland (f) Norway

(g) Sweden (h) Switzerland

(i) United Kingdom (j) United States

The figures show the VECM roots matrix, which was created to assess the
stability of the predicted VECm. A Lagrange multiplier is performed to test
for serial correlation in the residuals.
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Table 14: Euro Conversion Rates

Currency Weight (%) Units of national
currency for 1€

Deutsche Mark 34.66 1.95583

French Franc 17.83 6.55957

Italian Lira 14.34 1936.27

Dutch Guilder 9.19 2.20371

Belgium Franc 8.01 40.3399

Spanish Peseta 4.95 166.386

Irish Punt 3.75 0.787564

Finnish Mark 3.27 5.94573

Austrian Shilling 2.91 13.7603

Portuguese Escudo 1.08 200.482

The table shows the Euro conversion rates for units of national currencies
for 1 Euro as calculated by European Central Bank (ECB). Source: ECB

154



5.6 figures and tables 155

Table 15: Cross Correlation Matrix

cycle REER BW HP CF BK

REER 1.000

BW 0.406 1.000

HP 0.439 0.987 1.000

CF 0.339 0.894 0.890 1.000

BK 0.454 0.910 0.934 0.948 1.000

trend REER BW HP CF BK

REER 1.000

BW 0.952 1.000

HP 0.937 0.997 1.000

CF 0.956 0.990 0.986 1.000

BK 0.950 0.990 0.990 0.995 1.000

This table shows the correlations between the permanent (or cycle) or and
temporary (or trend) components of REER using different filters. Filters
tested are Butterworth, Hodrick-Prescott, Christiano-Fitzgerald and Baxter-
King. The sample spans the period November 2001 − November 2007
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Table 16: Pedroni’s Panel Cointegration Test

Cycle Component

BW CF HP BK

Group ρ -4.505
∗∗∗

2.187
∗ -2.926

∗∗∗
1.138

Group t PP -4.918
∗∗∗

1.635 -3.484
∗∗∗

0.716

Group t ADF -4.287
∗∗∗ -5.411

∗∗∗ -2.712
∗∗∗ -2.305

∗∗

Trend Component

Group ρ 3.372
∗∗∗

0.104
∗∗

3.2457
∗∗∗ -1.043

Group t PP 4.753
∗∗∗ -0.310

∗∗
4.5449

∗∗∗ -2.063
∗

Group t ADF 6.230
∗∗∗ -0.706

∗∗
5.6122

∗∗∗ -2.422
∗

∗ p < 0.05, ∗∗ p < 0.01, ∗∗∗ p < 0.001

This table shows the panel cointegration statistics result to test the rela-
tionship between the fundamentals in the economy and the exchange rate
components that are decomposed by six different methods. On the table are
reported Modified Phillips-Perron, Phillips-Perron and Augmented Dickey-
Fuller t results.
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Table 17: Kao’s Panel Cointegration Test and Westerlund Cointegration Test

Cycle Component

BW CF HP TR BK HM

DF ρ∗ -24.072
∗∗∗ -9.078

∗∗∗ -16.634
∗∗∗ -6.322

∗∗∗ -10.765
∗∗∗ -3.970

∗∗∗

DF t∗ -8.738
∗∗∗ -6.306

∗∗∗ -6.668
∗∗∗ -2.490

∗∗ -4.237
∗∗∗ -1.504

ADF -9.841
∗∗∗ -15.119

∗∗∗ -8.310
∗∗∗ -15.217

∗∗∗ -9.811
∗∗∗ -7.483

∗∗∗

DF ρ -23.918
∗∗∗ -6.494

∗∗∗ -16.455
∗∗∗ -2.854

∗∗ -7.113
∗∗∗ -0.909

DF t -8.731
∗∗∗ -6.106

∗∗∗ -6.653
∗∗∗ -1.775

∗ -3.848
∗∗∗ -0.476

Variance ratio -2.690
∗∗∗ -2.346

∗∗ -2.655
∗∗∗ -2.534

∗∗ -2.719
∗∗∗ -1.927

∗

Trend Component

DF ρ∗ -1.343 -8.411
∗∗∗ -2.664

∗ -3.625
∗∗∗ -2.916

∗∗∗ -10.155
∗∗∗

DF t∗ -0.606 -6.206
∗∗∗ -1.184 -2.348

∗ -0.843
∗∗∗ -6.930

∗∗∗

ADF -2.101 -14.286
∗∗∗ -2.167 -0.638 -0.919

∗∗∗ -6.757
∗∗∗

DF ρ 1.036 -6.449
∗∗∗

0.307 -8.823
∗∗∗ -2.916

∗∗∗ -10.155
∗∗∗

DF t 0.863 -6.007
∗∗∗

0.081 -4.003
∗∗∗ -0.843

∗∗∗ -6.930
∗∗∗

Variance ratio -0.344 -2.386
∗∗

0.010 -0.481 -0.9604 -1.5342

∗ p < 0.05, ∗∗ p < 0.01, ∗∗∗ p < 0.001

This table shows the panel cointegration statistics result to test the rela-
tionship between the fundamentals in the economy and the exchange rate
components that are decomposed by six different methods. On the table
are reported the Modified Dickey-Fuller, the Dickey-Fuller, the Augmented
Dickey-Fuller, the Unadjusted modified Dickey-Fuller and the Unadjusted
Dickey-Fuller test results. Also, the variance ratio results are reported re-
sults from Westernlund test
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Table 18: BEER results table

(1) (2) (3) (4) (5) (6) (7) (8) (9) (10)

ln(e) REER BWcycle CFcycle HPcycle BKcycle BWtrend CFtrend HPtrend BKtrend

IR Diff 4.271
∗∗∗

0.842
∗

0.300 0.0569 0.362 0.446 0.542 0.786
∗∗

0.480 -0.00828

(0.541) (0.364) (0.191) (0.190) (0.217) (0.308) (0.279) (0.294) (0.259) (0.374)

Infl Diff -1.058
∗∗∗

0.313
∗∗∗ -0.00796 0.0185 -0.0117 -0.0973

∗∗
0.321

∗∗∗
0.295

∗∗∗
0.325

∗∗∗
0.198

∗∗∗

(0.0604) (0.0407) (0.0213) (0.0213) (0.0243) (0.0364) (0.0312) (0.0328) (0.0290) (0.0443)

ToT Diff 0.613
∗∗∗

0.439
∗∗∗

0.0218
∗

0.0243
∗

0.0283
∗

0.0360
∗∗

0.418
∗∗∗

0.415
∗∗∗

0.411
∗∗∗

0.392
∗∗∗

(0.0292) (0.0197) (0.0103) (0.0103) (0.0117) (0.0136) (0.0151) (0.0159) (0.0140) (0.0165)

Constant -0.165
∗∗∗

4.578
∗∗∗

0.00306 0.00539 0.00428 0.00590 4.575
∗∗∗

4.572
∗∗∗

4.573
∗∗∗

4.561
∗∗∗

(0.0169) (0.0113) (0.00594) (0.00593) (0.00677) (0.00783) (0.00869) (0.00914) (0.00808) (0.00952)

Obsevations 797 797 797 797 797 585 797 797 797 585

Standard errors in parentheses

∗ p < 0.05, ∗∗p < 0.01, ∗∗∗ p < 0.001

This table shows results from Equation 29 REERi,t = αi +β1ToTi,t +β2IRi,t +β3infi,t + ϵi,t using an OLS and standard error in parentheses. Results
exchange rate decomposed into cycle and trend using the decomposition methods discuss througout the thesis.
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Table 19: Correlations - Gravity Model

Panel A - World

trade distance GDPi GDPj

trade 1.000

distance -0.192 1.000

GDPi 0.391 0.072 1.000

GDPj 0.475 0.117 -0.118 1.000

Panel B - EU countries

trade 1.000

distance -0.334 1.000

GDPi 0.542 0.058 1.000

GDPj 0.641 0.058 -0.009 1.000

Panel C - G10 countries

trade 1.000

distance -0.326 1.000

GDPi 0.373 0.358 1.000

GDPj 0.388 0.358 -0.078 1.000

The table shows correlations between trade and distance and GDPs for
world (Panel A), Europe Union Countries (Panel B) and G10 countries
(Panel C).
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Table 20: OLS

ols ols DUM

(Intercept) 4.56
∗

(0.01)

IRDiff 0.27
−

0.01

(0.37) (0.37)

InflDiff 0.63
∗

0.20
∗

(0.06) (0.04)

ToTDiff 0.02
∗

0.39
∗

(0.01) (0.02)

factor(countries)1 4.56
∗

(0.01)

factor(countries)2 4.45
∗

(0.01)

factor(countries)3 4.57
∗

(0.01)

factor(countries)4 4.47
∗

(0.01)

factor(countries)5 3.59
∗

(0.04)

factor(countries)6 4.53
∗

(0.01)

factor(countries)7 4.61
∗

(0.01)

factor(countries)8 4.51
∗

(0.01)

factor(countries)9 4.76
∗

(0.01)

N 797 585

R2
0.15 1.00

adj. R2
0.15 1.00

Resid. sd 0.13 0.05

Standard errors in parentheses

∗ p < 0.05

This table shows findings obtained running a gravity model as explain in
Equation 34 estimated using OLS conduct using the option, which gives
standard errors that are robust to arbitrary patter of heteroskedasticity OLS
assumption.
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Table 21: Pooled OLS

(1) (2) (3) (4)

trade trade trade trade

distance -0.680
∗∗∗ -0.680

∗∗∗ -0.683
∗∗∗ -0.681

∗∗∗

(-20.60) (-20.75) (-20.67) (-20.45)

GDPexp 0.604
∗∗∗

0.593
∗∗∗

0.596
∗∗∗

0.597
∗∗∗

(27.30) (26.83) (26.78) (26.57)

GDPimp 0.547
∗∗∗

0.558
∗∗∗

0.555
∗∗∗

0.554
∗∗∗

(24.73) (25.24) (24.98) (24.67)

POPexp 0.00405
∗∗∗

0.00403
∗∗∗

0.00398
∗∗∗

0.00400
∗∗∗

(12.32) (12.34) (12.13) (12.08)

POPimp 0.00525
∗∗∗

0.00528
∗∗∗

0.00530
∗∗∗

0.00535
∗∗∗

(15.98) (16.17) (16.20) (16.17)

contiguity 0.266
∗∗∗

0.266
∗∗∗

0.268
∗∗∗

0.268
∗∗∗

(5.99) (6.04) (6.03) (5.95)

language 0.136
∗∗∗

0.135
∗∗∗

0.132
∗∗∗

0.128
∗∗∗

(3.93) (3.94) (3.81) (3.68)

currency 0.356
∗∗∗

0.356
∗∗∗

0.351
∗∗∗

0.350
∗∗∗

(8.65) (8.72) (8.53) (8.42)

RTA 0.468
∗∗∗

0.468
∗∗∗

0.461
∗∗∗

0.469
∗∗∗

(6.45) (6.49) (6.33) (6.39)

REER 1.406
∗∗∗

1.418
∗∗∗

1.479
∗∗∗

(4.53) (3.96) (3.77)

L.REER -0.106 -0.0677

(-0.29) (-0.18)

L2.REER -0.236

(-0.63)

Constant -2.500
∗∗∗ -3.900

∗∗∗ -3.785
∗∗∗ -3.666

∗∗∗

(-5.14) (-6.80) (-6.36) (-6.01)

Observations 1429 1429 1417 1405

R-squared 0.890 0.892 0.892 0.891

t statistics in parentheses

∗ p < 0.05, ∗∗ p < 0.01, ∗∗∗ p < 0.001

Results from a pooled OLS are shown in this table, and exchange rates are
included into the equation in column 2. Since exchange rates are statistically
significant and have a positive effect on the regression, a decline in the value
of the nation i’s currency would increase that country’s exports. When the
lagged version of the exchange rate is taken into consideration (columns 3

and 4), this component’s impact on the growth of exports turns meaningless
and its size is diminished, turning it into a negative factor.
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Table 22: Pooled OLS with different time specifications

(1) (2) (3)

1995− 1998 1999− 2002 2003− 2006

distance -0.900
∗∗∗ -0.889

∗∗∗ -0.837
∗∗∗

(-36.38) (-29.28) (-25.93)

GDPexp 0.632
∗∗∗

0.628
∗∗∗

0.578
∗∗∗

(15.76) (13.17) (11.26)

GDPimp 0.594
∗∗∗

0.603
∗∗∗

0.575
∗∗∗

(14.84) (12.65) (11.21)

POPexp 0.00428
∗∗∗

0.00364
∗∗∗

0.00361
∗∗∗

(7.10) (5.11) (5.09)

POPimp 0.00474
∗∗∗

0.00510
∗∗∗

0.00514
∗∗∗

(7.87) (7.14) (7.24)

contiguity 0.250
∗∗

0.136 0.247
∗

(3.29) (1.44) (2.45)

language 0.0673 0.107 0.0922

(1.18) (1.57) (1.26)

currency 0 0.330
∗∗∗

0.422
∗∗∗

(.) (4.31) (5.07)

REER 1.695
∗∗

1.870
∗∗

1.742

(3.22) (3.23) (1.92)

Constant -3.225
∗∗∗ -3.493

∗∗ -2.831
∗

(-3.50) (-3.28) (-2.10)

Observations 439 330 330

R-squared 0.911 0.901 0.884

t statistics in parentheses

∗ p < 0.05, ∗∗ p < 0.01, ∗∗∗ p < 0.001

This table shows results from The table summarises the results of the gravity
model for the years 1994 through 1998, 1999 through 2002, and 2003 through
2006. The results support the conclusions reached in the more thorough
investigation. Observe that there isn’t a single currency in column 1 since
the G10 countries didn’t adopt a single currency (the Euro) until 1999.
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Table 23: OLS with decomposed REER using CF filter

(1) (2)

trade trade

distance -0.680
∗∗∗ -0.678

∗∗∗

(-20.75) (-20.74)

GDPexp 0.593
∗∗∗

0.592
∗∗∗

(26.83) (26.88)

GDPimp 0.558
∗∗∗

0.555
∗∗∗

(25.24) (25.20)

POPimp 0.0053
∗∗∗

0.0053
∗∗∗

(16.17) (16.22)

POPexp 0.0040
∗∗∗

0.0040
∗∗∗

(12.34) (12.40)

contiguity 0.266
∗∗∗

0.273
∗∗∗

(6.04) (6.20)

language 0.135
∗∗∗

0.133
∗∗∗

(3.94) (3.88)

currency 0.356
∗∗∗

0.360
∗∗∗

(8.72) (8.83)

RTA 0.468
∗∗∗

0.468
∗∗∗

(6.49) (6.52)

REER 1.406
∗∗∗

(4.53)

CFcycle 0.005

(3.14)

CFtrend 1.444
∗∗∗

(4.57)

Constant -3.900
∗∗∗ -3.913

∗∗∗

(-6.80) (-6.80)

Observations 1429 1429

t statistics in parentheses

Results shows results from an OLS where exchange rate are decomposed
using Christiano - Fitzgerald method.
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Table 24: Country Fixed Effects
(1) (2) (3)

trade trade trade

distance -0.643
∗∗∗ -0.672

∗∗∗ -0.670
∗∗∗

(-19.19) (-20.00) (-19.92)

GDPexp 0.408
∗∗∗

0.328
∗∗∗

0.341
∗∗∗

(6.54) (5.16) (5.42)

GDPimp 0.588
∗∗∗

0.616
∗∗∗

0.612
∗∗∗

(28.38) (29.12) (29.08)

POPimp 0.00500
∗∗∗

0.00509
∗∗∗

0.00512
∗∗∗

(16.45) (16.88) (16.99)

POPexp -0.00442 -0.00518 -0.00544

(-1.37) (-1.62) (-1.70)

contiguity 0.223
∗∗∗

0.177
∗∗∗

0.183
∗∗∗

(5.22) (4.12) (4.24)

language 0.259
∗∗∗

0.236
∗∗∗

0.231
∗∗∗

(7.75) (7.09) (6.92)

currency 0.323
∗∗∗

0.305
∗∗∗

0.307
∗∗∗

(8.40) (7.99) (8.04)

RTA 0.653
∗∗∗

0.669
∗∗∗

0.674
∗∗∗

(9.24) (9.55) (9.63)

CAN 0.126 0.370
∗∗∗

0.369
∗∗∗

(1.44) (3.77) (3.75)

CHE -0.515
∗∗∗ -0.508

∗∗∗ -0.509
∗∗∗

(-10.24) (-10.20) (-10.25)

DEU 0.981
∗∗∗

1.169
∗∗∗

1.153
∗∗∗

(4.43) (5.27) (5.20)

FRA 0.378
∗

0.542
∗∗∗

0.527
∗∗

(2.37) (3.37) (3.28)

GBR 0.500
∗∗

0.547
∗∗∗

0.531
∗∗∗

(3.16) (3.49) (3.39)

ITA 0.347
∗

0.515
∗∗∗

0.503
∗∗

(2.28) (3.34) (3.27)

JPN 1.729
∗∗∗

2.026
∗∗∗

2.013
∗∗∗

(4.95) (5.79) (5.74)

NLD 0.121
∗

0.147
∗∗

0.140
∗

(2.12) (2.59) (2.47)

SWE -0.120
∗ -0.206

∗∗∗ -0.216
∗∗∗

(-2.31) (-3.82) (-4.00)

USA 2.775
∗∗∗

3.248
∗∗∗

3.268
∗∗∗

(3.42) (4.01) (4.03)

REER 2.198
∗∗

(5.40)

CFcycle 0.004

(2.55)

CFtrend 2.329
∗∗

(5.44)

Constant -0.745 -2.075
∗ -2.337

∗∗

(-0.92) (-2.49) (-2.75)

Observations 1429 1429 1429

t statistics in parentheses

∗ p < 0.05, ∗∗ p < 0.01, ∗∗∗ p < 0.001

In this table, the findings of the OLS estimate of the gravity model with
country fixed effects are presented. Gravity model’s explanatory power in-
creases if the fixed effects are taken into account when the findings from the
gravity model with fixed effects are compared. This supports every previ-
ous result about the function of REER and the decomposition of REER in
international trade. Due to the large number of new components that have
been incorporated into the model, this shift is not substantial, but it does
highlight the crucial role that variables like multilateral resistance play in
explaining the observed result.
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Table 25: Robustness Check 1: Hodrick-Prescott filter
(1) (2) (3) (4)

trade trade trade trade

distance -0.680
∗∗∗ -0.678

∗∗∗ -0.680
∗∗∗ -0.681

∗∗∗

(-20.49) (-20.46) (-20.46) (-20.48)

GDPexp 0.593
∗∗∗

0.592
∗∗∗

0.593
∗∗∗

0.596
∗∗∗

(27.67) (27.66) (27.63) (27.83)

GDPimp 0.558
∗∗∗

0.555
∗∗∗

0.557
∗∗∗

0.555
∗∗∗

(24.69) (24.68) (24.66) (24.59)

POPimp 0.00528
∗∗∗

0.00528
∗∗∗

0.00531
∗∗∗

0.00533
∗∗∗

(17.08) (17.27) (17.17) (17.20)

POPexp 0.00403
∗∗∗

0.00404
∗∗∗

0.00403
∗∗∗

0.00399
∗∗∗

(11.06) (11.09) (11.04) (10.94)

contiguity 0.266
∗∗∗

0.273
∗∗∗

0.265
∗∗∗

0.266
∗∗∗

(6.56) (6.73) (6.54) (6.55)

language 0.135
∗∗∗

0.133
∗∗∗

0.135
∗∗∗

0.136
∗∗∗

(3.99) (3.93) (3.99) (4.00)

currency 0.356
∗∗∗

0.360
∗∗∗

0.357
∗∗∗

0.357
∗∗∗

(11.20) (11.27) (11.20) (11.20)

RTA 0.468
∗∗∗

0.468
∗∗∗

0.468
∗∗∗

0.466
∗∗∗

(6.28) (6.31) (6.28) (6.25)

REER 1.406
∗∗∗

(4.02)

CFcycle 0.005

(3.14)

CFtrend 1.444
∗∗∗

(4.57)

HPcycle -0.000381

(-0.71)

HPtrend 1.499
∗∗∗

(4.08)

HMLcycle -0.000571

(-0.59)

HMLtrend 1.543
∗∗∗

(4.09)

Constant -3.900
∗∗∗ -3.913

∗∗∗ -3.974
∗∗∗ -4.028

∗∗∗

(-6.24) (-6.21) (-6.24) (-6.29)

Observations 1429 1429 1429 1429

t statistics in parentheses

∗ p < 0.05, ∗∗ p < 0.01, ∗∗∗ p < 0.001

In this table, the findings of the OLS estimate of the gravity model with
Hodrick-Prescott decomposition filter applied to exchange rates
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Table 26: Robustness Check 2: Different countries EU

(1) (2) (3)

trade trade trade

distance -1.162
1 -1.162

1 -1.162
1

(-66.88) (-67.05) (-67.08)

GDPexp 1.092
1

1.120
1

1.120
1

(88.90) (89.27) (89.68)

GDPimp 0.836
1

0.809
1

0.807
1

(67.42) (61.55) (61.34)

POPimp 0.000520 0.00112 0.00120

(0.71) (1.53) (1.63)

POPexp -0.0101
1 -0.0108

1 -0.0108
1

(-14.49) (-15.35) (-15.35)

contiguity 0.396
1

0.395
1

0.394
1

(9.64) (9.70) (9.68)

language 0.686
1

0.686
1

0.685
1

(12.09) (12.17) (12.16)

currency 0.146
1

0.146
1

0.144
1

(4.78) (4.76) (4.69)

RTA -0.236
1 -0.236

1 -0.235
1

(-7.10) (-7.15) (-7.12)

REER -0.375
1

(-8.18)

CFcycle -0.000438

(-1.73)

CFtrend -1.712
1

(-8.68)

Constant -8.171
1 -8.170

1 -6.438
1

(-38.03) (-38.12) (-20.98)

Observations 7622 7622 7622

t statistics in parentheses

1 p < 0.05, 1 p < 0.01, 1 p < 0.001

In this table, the findings of the OLS estimate of the gravity model testing
different EU countries.

166



6
C O N C L U S I O N S T O T H E T H E S I S

This thesis should be intriguing to a variety of readers. The literature
reviews and empirical analysis will be beneficial to the work of aca-
demic researchers and economists, both of whom will find it easier to
navigate the existing body of literature as a result. Learn which pre-
dictors, models, and methodologies successfully estimate currency
rates so you may share this information with practitioners and fore-
casters at private businesses and central banks. Our analysis of the
present level of research ought to also be of interest to policymakers,
for whom the viability of policy decisions relies significantly on accu-
rate estimates. In conclusion, the fact that exchange rate forecasts are
often discussed in the media lends credence to the notion that this
research may have applications outside the realm of academia and
policy spheres.

Policymakers and business decision-makers who are involved in
international trade and finance have been confronted with challenges
as a result of the global financial crisis, the economic turbulence in
many developed nations, the rising barriers to international com-
merce, currency crises, Brexit, COVID-19, and most recently the con-
flict between Ukraine and Russia, which is leading to an energy cri-
sis. Corporate managers, central bankers, academics, and students
should all be interested in the complex interrelationships between
trade policies, the activities of central banks, and changes in govern-
ment spending and taxation on interest rates, prices, and exchange
rates. These interrelationships all have an effect on economic activity.
International economists use the same conventional tools and meth-
ods for the study of international commerce as they do for the study
of domestic trade. This is due to the fact that individuals are moti-
vated in the same ways and behave in the same ways when dealing
globally as they do when transacting domestically. The study of inter-
national economics aims to give explanations for concerns like these
that arise as a result of the economic exchanges that take place be-
tween different sovereign states.

Within the scope of this thesis, two areas of international economics
are investigated: finance and trade. The foreign currency market and
the process by which exchange rates are determined are the primary
focuses of the first two chapters of the thesis. The risk that comes with
dealing with variations in exchange rates is one that managers and
other decision-makers in businesses need to be aware of and prepared
to deal with. Exchange rates are a significant component of interna-
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tional economics and play a vital role in the field. The breakdown of
the Bretton Woods system, coupled with the introduction of generally
floating exchange rates, ushered in a new era that was characterised
by increased volatility and uncertainty regarding currency exchange
rates. This new era began when the Bretton Woods system was com-
pletely dismantled. As a result of this growing volatility, economists
have been searching for economic models that are able to accurately
capture the behaviour of observed exchange rates.

In order to properly influence the decision-making process for hedg-
ing, it is required to accurately predict projected future market move-
ments; hence, a reliable technique of forecasting is essential. The al-
ternative is to make choices based on information that is either in-
sufficient, irrelevant, or misinterpreted in some way, which is incom-
patible with any fair hedging method. Attempts have been made to
predict the future price of exchange rates using a method that is
both relatively new and computationally intensive. In the next sec-
tion, we will describe the elements that, when combined, make this
work an outstanding contribution to the field. After introducing the
basic concepts of international economics in Chapter 2, in Chapter 3

we make use of the microstructure approach and adopt a specific
kind of dataset that is ideally suited for investigating the underlying
economic foundations of the link between order flow and exchange
rates, and we evaluate the performance of exchange rate models in
forecasting future prices. After assessing the presence of non-linearity
in order flow, we employ a machine learning technique as a method
of forecasting, finding that machine learning combined with the mi-
crostructure approach gives better results than the benchmark ran-
dom walk. We also find that the relationship between end-user order
flows and future returns exhibits better performance when disaggre-
gated data is used. In particular, we find that asset managers are the
group that performs better because they have superior information
content compared to other kinds of customer order flow.

As a result of the universality of foreign exchange liquidity, the
availability of liquidity for a particular FX rate may have positive
repercussions for other currencies. Central banks generally view this
positively. The injection of liquidity by a central bank into its own cur-
rency might help alleviate liquidity constraints in other investment
currencies and temper the fast appreciation (depreciation) of other
financing (investment) currencies. In addition, the existing empirical
data on liquidity spirals suggests that monetary actions intended to
alleviate constraints in the financial market may also improve liquid-
ity in the foreign currency market, which would be advantageous for
all exchange rates. This is the conclusion due to the possible bene-
fits of these actions for enhancing liquidity on the foreign exchange
market. However, having too much cash on hand might be risky. The
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tendency for excess liquidity in one currency to move into other cur-
rencies, particularly those used in international transactions, is antici-
pated to continue. Sufficient liquidity in an environment that encour-
ages risk-taking and carry trades may drive speculative trading.

In Chapter 4 we find that liquidity matters, and we demonstrate
that shocks that influence the foreign exchange market as a whole,
rather than specific FX rates, are the primary drivers of the liquid-
ity of the foreign exchange market; we also find that more liquid
currency exchange rates, such as EUR/USD, tend to have lower liq-
uidity sensitivity relative to market-wide FX liquidity and vice versa.
This study focuses on global FX liquidity risk, which significantly ex-
plains a portion of the cross-sectional volatility in FX excess returns.
Our analysis demonstrates a cross-sectional relationship between pro-
jected returns and the sensitivity of returns to innovations. Those cur-
rency exchange rates that are substantially more sensitive to varia-
tions in liquidity typically have far higher expected returns. The liq-
uidity measure exhibits a high degree of consistency across rates, sup-
porting the assumption that liquidity is a variable with a fixed price.
We find that the premium associated with retaining a currency will
be higher the greater its sensitivity to changes in liquidity. Our find-
ings are predicated on the idea that it is feasible to construct trading
strategies that include the purchase of some currencies and the sale
of others, utilising the liquidity of spot trading. These liquidity-based
tactics are very similar to those that characterise the carry trade, with
the primary distinction being that rather than depending on interest
rates to identify which currencies to borrow and lend, these strategies
evaluate the liquidity of spot trading. We use a data set that is ideally
suited for analysing the economic foundations of the link between
order flow and exchange rates. The order flow data has been seg-
mented into many customer groups, each of which is likely to have
distinct types of information saved in their profiles. We were able to
present empirical data demonstrating that the liquidity risk premium
for firms had dramatically increased. In fact, when we conduct the
same study on the disaggregated portfolio type, we find that com-
panies have the largest liquidity risk premium. The asset manager’s
negative response disproves the concept that liquidity risk is a factor
in pricing on the foreign exchange market for this class of consumers.

The contribution of Chapter 5 to the current body of knowledge
is a study of the relationship between the real exchange rate and the
trade volume. This chapter expands the body of knowledge relating
to the component of the study that hypothesises that a drop in the
value of a nation’s currency will result in an increase in that nation’s
exports. In addition, the objective of this chapter is to bridge the gap
between trade and the correlation between misaligned exchange rates.
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In order to accomplish this, the chapter explores the components of
exchange rate fluctuations and states that the amount to which ex-
change rates affect trade balance is based on the origins of exchange
rate variations. The empirical study investigates the relationship be-
tween fluctuations in trade volumes and shifts in real exchange rates,
which are split into permanent and transitory components. Very little
research studies the impact of decomposing the actual exchange rate
on trade flows, whereas a great deal of research investigates the effect
of exchange rate volatility on trade flows.
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A P P E N D I X





A
M A C H I N E L E A R N I N G T E C H N I Q U E S

RNN family networks have a weighted feedback link between each
layer of neurons. This makes them good for time series analysis be-
cause the model can take into account values of variables that are
lagging behind. This makes RNN family networks excellent for time
series analysis. Here are two methods used in this thesis.

a.1 long short-term memory - lstm

The concept of long-short-term memory was first proposed by Hochre-
iter and Schmidhuber, 1997, and its primary purpose was to over-
come the problem of long-term dependence. The ability to remember
information for an extended period of time is essentially its natural
behaviour. LSTM contains cells that ignore the noisy information that
might confuse prediction systems and only maintain the crucial infor-
mation that can then be transmitted to the hidden layers. This allows
LSTM to perform better than other prediction approaches.

Long-Short-Term Memories (LSTMs) are a unique category of Re-
current Neural networks (RNNs) that have the ability to learn long-
term dependencies. The vanishing gradient issue is a phenomenon
that occurs when regular RNNs multiply relatively tiny weights sev-
eral times over the course of several time steps. This results in gradi-
ents that progressively decrease until they reach zero. Memory blocks,
also known as cells, are primarily what make up an LSTM network.
These cells are coupled to one another through layers. The informa-
tion in the cells is controlled by mechanisms called gates, and it is
stored in the cell state as well as the hidden state. Activation func-
tions are required for this information to be accessed (sigmoid or
tanh are examples of activation functions). Values from 0 to 1 are gen-
erated by the sigmoid function or layer, with 0 signifying "nothing
gets through" and 1 meaning "everything gets through." As a result,
it is capable of adding new information to the cell state or removing
old information, depending on the context.

The LSTM-based architecture is shown in Figure 10. A long short-
term memory network maps a certain inputs sequence x = (x1, . . . , xT )
to an output sequence y = (yi, . . . ,yT ) iteratively for t = 1, . . . , T . In
general, the gates take in, as input, the hidden states from previous
time step ht−1 and the current input xt, and multiply them point-
wise by weight matrices, W, and a bias b is added to the product.

This method may be broken down into three distinct stages, which
are as follows:
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Figure 10: Long-Short Term Memory Diagram

1. in the Forget Gate the information that will be removed from
the cell state is determined. The result is a value between 0 and
1, where 0 indicates "remove all" and 1 indicates "remember all"
ft = σ(Wf[ht−1, xt] + bf);

2. in the Input Gate stage the Tanh activation layer will produce a
vector of potential candidates as Ct = tanh(Wcht−1[, xt] + bc.

The sigmoid layer generates an update filter in the following
manner: Ut = σ(Wu[ht−1, xt] +bu. Next, the old cell state Ct−1

is updated as Ct = ft ∗Ct−1 +Ut ∗ Ĉt.

3. during the stage of the Output Gate process, the sigmoid layer
performs a filtering operation on the cell state that is going to
output Ot = σ(Wo[ht−1, xt] + bo. After that, the tanh function
is used on the cell state Ct in order to normalise the values to
fall within the range [−1, 1]. In the end, in order to calculate
the hidden st, the scaled cell state is multiplied by the filtered
output to obtain the hidden state ht to be passed on to the next
cell ht = Ot ∗ tanh(Ct).

In order for LSTM to function properly, the data must be in a su-
pervised learning setting. Specifically, work with a target variable Y

and a predictor X. To do this, we create a k-step lagged dataset where
the values at time(t− k) serve as input and the value at time t serves
as output.

174



A.2 non-linear autoregressive with exogenous inputs - narx 175

a.2 non-linear autoregressive with exogenous inputs -
narx

The Non-Linear AutoRegressive with eXogenous Inputs neural net-
work is a variation of the Recurrent Network that has been success-
fully exploited in time series prediction issues (Lin et al., 1996 Gao
and Meng, 2005). It is comparable to an ARIMA model that contains
exogenous components in the sense that it can estimate the present
value of a time series based on the values that the series has expe-
rienced in the past in addition to the values that it has experienced
in the past for a large number of other time series that are not en-
dogenous. It conducts recursive multi-step predictions based on fu-
ture exogenous inputs, and it works to train a model that can make
predictions one step further in the future.

In a NARX network, the mathematical rules that govern the input
output representation of nonlinear discrete time series are described
by the following equation (we use the terminology of Liu et al., 2020):

ŷt = f(yt−1,yt−2,yt−3, . . . ,yt−ny ,

ut,ut−1,ut−2,ut−3, . . . ,ut−nu) + εt (38)

here yt and ŷt are the desired and expected variables, respectively; ut
is the network’s input variable; nu and ny are the corresponding time
delays of the input and output variables, respectively; and εt is the
model error between the desired and predicted outcomes. According
to the input variable ut, the hidden layer output at time t is given by:

Hit = f1[

nu∑
r=0

wirut−r +

ny∑
l=1

wilyt−l + ai] (39)

where wir is the connection weight between the input neuron; ut–r

and ith are hidden neuron; wil is the connection weight between
the hidden neuron ith and output feedback neuron y(t–l); ai is the
bias of the ith hidden neuron; and f1(·) is the hidden layer activation
function.

After summing all the predictions from the hidden layers, we get:

ŷt = f2[

nh∑
i=1

wijHi,t + bj] (40)

where wji is the connection weight between the hidden neuron ith

and predicted jth output nh; bj is the bias of the jth predicted output;
nh is the number of hidden neurons; and f2(·) is the output layer
activation function.

When the subsequent value of the dependent output signal, y(t),
is regressed on both the prior values of the output signal as well as
the previous values of an independent (exogenous) input signal.
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NARX can takes copies from the output and input layers. Multiple
levels of copies can be maintained such as time t−1, t−2, t−3 and so
on. The general architecture of a NARX neural network is displayed
in figure 11.

Figure 11: The architecture of the NARX network model

The NARX topology consists of 3 layers connected with each other:

• input layer Fx: the neural network receives its data in the input
layer. For the purpose of this research inputs are the exogenous
variables represented by order flows disaggregated by customer
group.

• hidden layer Fh: is the place where the hidden correlations of
the input and output data are captured. This allows the net-
work to learn, adjust, and generalise from the data to the new
input. As each input-output set is presented to the network, the
internal mapping is recorded in the hidden layer.

• output layer Fy: after the training the network responds to the
new input by producing an output that represents a forecast.
During the training, the network collects the in-sample output
values in the output layer.

The NARX network may be used in a wide variety of contexts. It is
possible to utilise it as a predictor, which allows one to anticipate the
subsequent value of the input signal. In nonlinear filtering, another
use for this technique, the goal of which is to produce an output
signal that is identical to the input but free of noise, it may also be
utilised. The modelling of nonlinear dynamic systems is an additional
significant application that demonstrates the usefulness of the NARX
network.
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Time series are often filtered in order to get rid of unfavourable at-
tributes such as trends and seasonal components, or in order to assess
components that are driven by stochastic cycle from a certain range
of time. The time series filters separated a series called yt into its two
components, which are as follows:

yt = τt + ct (41)

where τt is the trend component that it may be non-stationary and it
may also contain a deterministic or a stochastic trend; and ct is the
cyclical component, it is a stationary and it is driven by stochastic cy-
cles within a specified range of periods.

In the frequency-domain method of analysing time series, both the
time series (yt) and the auto covariance gammai are determined at
the frequencies ω ∈ [−π,π]. Additionally, the spectral density func-
tion fy(ω) specifies the contribution of stochastic cycle at each fre-
quency omega relative to the variance of yt, which is denote by σ2

y.
Both the variance and the auto-covariance may be represented by the
following expressions:

γi =

∫+π

−π

eiωjfy(ω)dω (42)

where i is the imaginary number i =
√
−1. Equation [42] implies that

if fy(ω) = 0 for ω ∈ [ω1,ω2], then the stochastic cycles at these
frequencies contribute zero to the variance and autocovariance.

The primary objective of the filter is to change the original series
into a new series denoted by y∗

t in which the value of fy∗(ω) is set
to zero for frequencies that are not desired and is set to the value of
fy(ω) for frequencies that are desired (Wei 2006-282). It is possible to
write the following into a filter for a time series:

y∗
t =

∞∑
j=∞αjyt−j = α(L)yt (43)

where yt is an infinite long time series, fy∗(ω) is an espression able
to underlie the impact of the filter on components of the time series
at each frequency ω:

fy∗(ω) = |α(eiω)|2fy(ω) (44)

where αj are the weights of the filter and |α(eiω)| is the gain of the
filter. Additionally, |α(eiω)|2 translates the original spectral density

177



178 decomposition techniques

into the spectral density of the filtered series. The value |α(eiω)| pro-
vides an interpretation of what the filter is doing, and we want the
gain to be equal to zero for the frequencies that we do not want and
equal to one for the frequencies that we do want. Based on this value,
the filter will either pass or block the stochastic cycles that occur at
the specified frequencies.

b.1 symmetric moving average

The Simmetric Moving Average (SMA) is the most fundamental and
fundamentally sound way for estimating a cyclical component (the
trend component can then be computed by the difference τt = yt −

ct), which allows for the trend component to be calculated (SMA).
The time series yt that has the values t ∈ [1, ..., T ]is transformed into
the following:

y∗
t =

+q∑
−q

αjyt−j (45)

for each t ∈ [q+ 1, ..., T − q] where α−j = αj for j ∈ [−q, ...,q] end
q is the order of the SMA filter. The series obtained will drop some
observations and will have T − 2q observations of the T of the origi-
nal series. The total of the weights in the SMA filter is zero, therefore
both deterministic and stochastic trends are cancelled out1.

b.2 band-pass filters

Band-pass filters are able to pass frequencies within a given range
while changing those outside of that range because of the addition
of drift to a random walk process. They let random cycles of a cer-
tain frequency through while rejecting all others. In a band pass filter,
only the frequencies between [ω0,ω1] are let through, while all other
frequencies are blocked. Some common instances of band-pass filters
may be found in the works of Baxter and King (1999) and Christiano
and Fitzgerald (2003), who designed a SMA filter with zero-sum coef-
ficients. This kind of filters are designed to get as close as possible to
the random-walk optimal filter under the assumption that it is a SMA
filter with restrictions that sum to zero. This formula technically ex-
plains a random-walk process, where yt = yt−1 + ϵt is a zero-mean
stationary random variable due to the integrated structure of the pro-
cess and the need for just a single differentiation to achieve stationary

1 Fuller (1996) and Baxter and King (1999)
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behaviour. The results of combining a random walk method with drift
are:

ỹt = µ+ ỹt−1 + ϵt (46)

where ϵt a zero-mean stationary random variable.
Fuller (1996) and Baxter and King (1999) state that a SMA with zero-
sum weights may eliminate both deterministic and stochastic trends
of order 2 or less. This is due to the fact that the sum of the weights
equals 0. Baxter and King (1999) devised a class of symmetric moving
averages with coefficients that sum to zero and preserve the required
cyclical component as closely as is technically practicable. These aver-
ages can be conceived of as keeping the cyclical component as closely
as feasible. Since it is difficult to implement their ideal filter with the
number of coefficients at their disposal, they devised a close approxi-
mation as an alternate. Using the following calculation, we can deter-
mine the cyclical component of the ideal band-pass filter of infinite
order.

ct =

+∞∑
−∞ bjyt−j (47)

with pl and ph be the minimum and maximum period of the stochas-
tic cycles of interest, and the weights bj in this calculation are given
by:

bj =

π−1(ωhωp), if j = 0

(jπ)−1{sin(jωh) − sin(jωp)}, if j ̸= 0
(48)

where ωp = 2π/pp and ωh = 2π/ph are the lower and the higher
cutoff frequencies respectively. An ideal band-pass filter for an infi-
nite series would have a gain function of 1 for ω ∈ [ω0,ω1] and 0

for all other frequencies. This perfect band-pass filter happens to be
a SMA filter with zero-sum coefficients.

They determine the coefficients of the ideal bank-pass filter to be
those of a SMA filter with terms of 2q+ 1 that are as similar to those
of the ideal filter as is achievable. The choice of q involves a trade-
off: although bigger values of q bring the gain of the BK filter closer
to the gain of the ideal filter, they also bring the number of missing
observations in the filtered series up to a higher level.

Although the mathematics of the frequency-domain method for
analysing time series is expressed in terms of stochastic cycles at fre-
quencies ω ∈ [−π,π], actual work is often expressed in terms of peri-
ods p, where p is defined as p = 2π/ω. The BK filter is a technique
that is often used for research into business cycles among economists.
Burns and Mitchell (1946) described business cycles as stochastic cy-
cles in business data corresponding to duration between 1.5 and 8
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years, scaled to the frequency of the dataset. Business cycles were
scaled to the frequency of the dataset.

In spite of the fact that their technique was developed for non-
stationary time series, they provide a version of the model that is
stationary by just making a little adjustment to it. The imposition of
the constraint that the filter coefficients should total to zero is what
makes their approach relevant to non-stationary time series; remov-
ing this restriction results in a filter that can be used to stationary
time series. In light of this, Baxter and King (1999) arrive to their
estimation of ct via:

ct =

+q∑
j=−q

b̂jyt−j (49)

where the coefficient b̂j is equal to b̂j = bj − b̄q, where b̂−j = b̂j and
b̄q is the mean of the ideal coefficients truncated at ±q:

b̄q = (2q+ 1)−1

q∑
j=−q

bj (50)

if the time series is stationary, the BK filter sets the coefficients to the
ideal coefficients, that is, b̂j = bj. For these weights,b̂j = b̂−j, and
although

∑∞
j=−∞ b̂j ̸= 0.

Baxter and King (1999) reduced the error between the coefficients of
their filter and the ideal band-pass filter, while Christiano and Fitzger-
ald (2003) minimised the mean squared error between the estimated
component and the actual component, provided the raw series is a
random-walk process. Christiano and Fitzgerald provide three im-
portant reasons for employing their filter: first the true dependence
structure of the data affects which filter is optimal; also,many eco-
nomic time series are well approximated by random-walk processes;
and finally, their filter does a good job of passing through stochastic
cycles of desired frequencies and blocking stochastic cycles from un-
wanted frequencies on a variety of processes that are close to being a
random-walk process.

The ideal characteristics of the CF filter are obtained at the conse-
quence of an extra variable that must be determined and a reduction
in robustness. The best filter for a random walk is the CF filter. Their
filter is asymmetric, and the coefficients do not add to zero. Using
the asymmetric version of the CF filter, the formula for computing
the value of the cyclical component ct for t = 2, 3, ..., T − 1 may be
expressed as follows:

ct = b0yt +

T−t−1∑
j=1

bjyt+1 + b̃T−tyT +

T=2∑
j=1

bjyt−j + b̃t−1y1 (51)

where b0,b1... are the weights used by the ideal band-pass filter. b̃T−t

and b̃t−1 are linear functions of ideal weights used in this calculation.

180



B.3 high-pass filter 181

The CF filter uses two different calculations for b̃t depending upon
whether the series is assumed to be stationary or not.

For the nonstationary case with 1 < t < T , Christiano and Fitzger-
ald (2003) set b̃T−t and b̃t−1 to:

b̃T−t =
1

2
b0 +

T−t−1∑
j=1

bj b̃T−1 =
1

2
b0 +

T−2∑
j=1

bj (52)

which forces the weights to sum to zero. For the non-stationary case,
when t = 1 on t = T , the two endpoints (C1 and CT ) use only one
modified weight, b̃T−1:

c1 =
1

2
b0y1+

T−2∑
j−1

bjyT+1+ b̃T−1yTct =
1

2
b0yT +

T−2∑
j−1

bjyT−j+ b̃T−1y1

(53)

The ideal qualities of the Cf filter are obtained at the expense of
an extra parameter that must be determined and a reduction in ro-
bustness. The CF filter is best for random walk processes, but it is not
symmetric, therefore it does not exclude second-order deterministic
or integrated processes.

b.3 high-pass filter

The high-pass filter blocks out frequencies and components that are
below the cut-off frequency while allowing those that are above it
to get through (lower than the cut-off frequency). The high-pass fil-
ters enable only the stochastic cycles that are at or above a certain
frequency to get through, while they prevent the passage of stochas-
tic cycles that have a lower frequency. For these filters, let the fre-
quency omega0 serve as the cut-off point, with the required frequen-
cies falling exclusively between omega0 and ω ⩾ ω0.

In the literature, the Hodrick and Prescott (1997) filter is the one
that is most often employed by macroeconomists to extract a stochas-
tic trend that travels smoothly over time and is uncorrelated with the
cycle. This filter is quite popular. The purpose of this filter is to gener-
ate a smoothed-curve representation of a time series, one that is more
sensitive to long-term than to short-term variations. This representa-
tion will be obtained by applying the filter.

By making the further assumption that the sum of squares of the
second difference of xt is relatively small, the assumption is made
that the trend is continuous.

The trend estimate, in its initial form, is the outcome of an opti-
mization problem that involves minimising (yt = τt+ct) the distance
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between the trend and the original series while also minimising the
curvature of the trend series:

min
τt

T∑
t=0

(yt − τt)
2 + λ

T−1∑
t=2

(Tt+1 − 2τt + πt−1)
2 (54)

where T is the total number of samples and λ is the parameter that
adjusts for the amount of variation in the trend. When the value of λ
is increased, the penalty that is incurred for excessive swings in the
secular component also rises, which results in a smoother trajectory
for xt. We begin by taking the initial yt series and decomposing it into
two parts: the trend component, which we will refer to as τt, and the
cyclical component, which we will refer to as ct. We do this in such
a way that we minimise the gap between the trend and the original
series while also minimising the curvature of the trend series. The
value of the parameter known as lambda will determine how the two
objectives will be prioritised. There is a solution to the optimisation
issue, and that answer may be expressed by a linear transformation
that is not reliant on y t.

According to Hodrick and Prescott, the filter is equipped with a
trend-removal strategy that may be used on data that are generated
by a diverse range of processes. This technique can be used to data.
According to their interpretation, the method identified a pattern in
the data, and the data were filtered by excluding the identified trend
in the data. The parameter λ determines how smoothly the trend
moves, and the trend gets smoother as λ −→ ∞ moves closer to infinity.
The authors suggested that a value of 1600 be used for lambda while
dealing with quarterly data. Based on a heuristic argument that speci-
fied values for the variance of the cyclical component and the variance
of the second difference of the trend component, both of which were
recorded at quarterly frequency, Hodrick-Prescott proposed that the
smoothing parameter λ should be set to 1600. This recommendation
was based on the results of the study. According to the research on
filters, the characteristics of the filter should be determined based on
the cut off frequency (Pollock 2000, 324). This technique determines
the filter parameters in such a way as to make the gain of the filter
equal to 1/2 at the frequency at which it cuts off the signal. In order
to use this approach to pick λ at the cut-off frequency of 32 periods,
you will need to solve the following equation: "begin-equation."

1/2 =
4λ{1− cos(2π(32))}2

1+ 4λ{1− cos(2π(32))}2
(55)

Which results in the value of λ ≃ 677.13, which was used in the ex-
ercise. King and Rebelo (1993) demonstrated that eliminating a trend
that was predicted using an HP filter is functionally identical to ap-
plying a high-pass filter. They demonstrated that this high-pass filter
would render integrated processes of order 4 or lower stationary and
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determined the gain function of the filter. If the time series does not
have a stationary pattern, then the HP filter may be an option.

Because Butterworth filters are "maximally flat," they have been
widely employed for a significant amount of time by engineers2. The
gain functions of these filters are as near as they can go to being a flat
line with a value of 0 for the undesirable periods and a value of 1 for
the preferred times. Butterworth filters may be generated from cer-
tain axioms that identify features that we would want a filter to have.
Although Butterworth and Baxter-King filters are similar in that they
both have the qualities of symmetry and phase neutrality, the coeffi-
cients of Butterworth filters do not have to add up to zero in order for
the filter to be considered valid. Pollock (2000) demonstrates that But-
terworth filters have detrending features that are dependent on the
parameters of the filter, despite the fact that the BK filter depends on
the detrending properties of SMA filters with coefficients that total
to zero. The high-pass Butterworth filter is implemented by ts-filter
bw by the use of the computational approach that was developed by
Pollock (2000). The cutoff period and the order of the filter, which is
designated by the letter m, are the two parameters that are used with
this filter. The cutoff period determines where the gain function will
begin to filter out high-period (low-frequency) stochastic cycles, and
the value of m determines the slope of the gain function for a cer-
tain cutoff period. The slope of the gain function at the cutoff point
grows with the magnitude of the parameter m for any given cutoff
period. The slope of the gain function at the cutoff period rises as the
cutoff period becomes longer for a fixed value of the parameter m.
Because of the instability in the calculation, we are unable to acquire
a vertical slope at the cutoff frequency, which is the ideal. The cutoff
time determines the value of m beyond which the calculation may no
longer be trusted. According to Pollock (2000) the high-pass Butter-
worth filter is superior than the HP filter when it comes to predicting
the cyclical components because of the increased flexibility that is cre-
ated by the additional parameter. He demonstrates that the high-pass
Butterworth filter is able to estimate the required components of the
difference in order of a dth integrated process provided that m ⩾ d

is maintained.

2 Butterworth (1930)
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Figure 12: Baxter-King Filter Periodogram

(a) Australia (b) Canada

(c) Euro Zone (d) Japan

(e) New Zeland (f) Norway

(g) Sweden (h) Switzerland

(i) United Kingdom (j) United States

This figures show the periodgram for the G10 country for Baxter-King filter.
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Figure 13: Butterworth Filter Periodogram

(a) Australia (b) Canada

(c) Euro Zone (d) Japan

(e) New Zeland (f) Norway

(g) Sweden (h) Switzerland

(i) United Kingdom (j) United States

This figures show the periodgram for the G10 country for Butterworth filter.
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Figure 14: Christiano-Fitzgerald Filter Periodogram

(a) Australia (b) Canada

(c) Euro Zone (d) Japan

(e) New Zeland (f) Norway

(g) Sweden (h) Switzerland

(i) United Kingdom (j) United States

This figures show the periodgram for the G10 country for Christiano -
Fitzgerald filter.
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Figure 15: Hodrick-Prescott Filter Periodogram

(a) Australia (b) Canada

(c) Euro Zone (d) Japan

(e) New Zeland (f) Norway

(g) Sweden (h) Switzerland

(i) United Kingdom (j) United States

This figures show the periodgram for the G10 country for Hodrick-Prescott
filter.
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