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Abstract

This thesis contributes to our understanding of Intimate Partner Violence (IPV) within the field of Economics,
with a specific focus on the context of Mexico, a country notorious for violence against women. Chapter 1
investigates the associations between IPV and factors such as educational attainment, employment status, and
income contribution within couples. It distinguishes between two forms of IPV based on the perpetrator’s
intentions - Situational Couple Violence (SCV) and Intimate Terrorism (IT). The findings reveal significant
positive associations between women’s employment status with IPV victimization, while the link with relative
education and income within couples appears to be minimal. Chapter 2 addresses a common challenge in
empirical research, which is the need to combine data from multiple sources to answer research questions. It
provides an extensive overview of existing statistical matching methods and introduces cutting-edge machine-
learning techniques to improve and refine the matching process. Chapter 3 applies this technique to merge data
from two separate surveys: the Mexican National Survey on the Dynamics of Household Relationships and the
Mexican Time Use Survey. The aim is to understand how the allocation of time across different activities relates
to the incidence of IPV. The results uncover disparities in intimate partner violence perpetration concerning the
allocation of time across various activities such as childcare, particularly among men working fewer than 40
hours per week. In Chapter 4, the final chapter, the thesis explores the impact of the COVID-19 pandemic on
IPV, with a specific focus on geographical variations in the severity of COVID-19 at the municipality level.
The findings suggest that as the COVID-19 death rate increased, more households experienced heightened
tensions and conflicts related to financial and employment uncertainty. However, due to the fear of infection,
perpetrators exhibited less physically harmful violence.
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Chapter 0

Introduction

Intimate Partner Violence (IPV) encompasses various forms of abuse and aggression that occur within current
or former romantic relationships. It is a deeply concerning and prevalent form of violence against women that
transcends socioeconomic backgrounds, educational levels, racial or ethnic backgrounds, age, and religious
affiliations. According to statistics from the World Health Organization statistics, roughly 30% of women
worldwide have experienced physical or sexual violence from an intimate partner or former partner at some
point in their lives. Furthermore, IPV is not limited to isolated incidents; it can manifest as a single episode
of violence, or persist as a chronic and severe abuse spanning multiple years, with fatal consequences in some
cases. Alarmingly, approximately 38% of femicides, which refers to the killing of women, are committed by
individuals who share an intimate relationship with the victim.

The existing literature on IPV primarily focuses on identifying key factors that either increase women’s
vulnerability to IPV or provide protection against it. These factors span multiple levels, including individual
characteristics, the dynamics of relationships, community-level influences, and broader societal norms. Re-
searchers investigate these factors across diverse settings and regions, seeking a deeper understanding of the
elements associated with variations in IPV prevalence. Several risk factors consistently emerge across studies
conducted in numerous countries. These universal risk factors include prior experiences of violence perpetrated
by intimate partners, alcohol consumption, financial strain, and elevated levels of violence within specific re-
gions or communities. In contrast, some factors are context-specific and exhibit variability both among and
within countries. These contextual factors can encompass gender roles, employment status, financial auton-
omy, the strength of family networks, and societal levels of tolerance towards acts of violence.

This thesis investigates several of these factors within the specific context of Mexico, a country that has gar-
nered international attention for its concerning levels of violence against women. Currently, 22 out of Mexico’s
32 states have declared a Violence Against Women Alert, mandating a series of emergency government actions
when a region reports a concerning number of femicides. However, this situation only represents the tip of the
iceberg, as Mexico faces more systemic and intricate forms of violence against women. Data from 2021 re-
ports that 70% of Mexican women aged 15 or older have experienced any form of violence during their lifetime
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0. Introduction

either in educational, workplace, community, familial or intimate environments. Moreover, a staggering 40%
of Mexican women reported encountering some form of IPV at some point in their lives, equating to nearly
19 million Mexican women affected. Despite these alarming statistics, IPV remains one of the least disclosed
forms of violence against women. Only 27% of the affected women do not disclose their experiences because
they perceive them as irrelevant. The majority refrain from sharing their victimization due to fear, shame, or
the hope that their perpetrators might change their behaviour.

While both the Mexican government and civil society have made consistent efforts to combat IPV, Mexico’s
cultural landscape is heavily influenced by three key ideologies: machismo, marianismo, and familismo. These
ideologies shape social norms and prescribe behavioural expectations for individuals within society. Machismo
promotes the ideal of manhood, emphasizing that men should primarily serve as providers for their families.
Marianismo enforces the notion that a woman’s sole purpose in life should be to become a dutiful wife and
mother, confining her to the domestic sphere. Familismo emphasizes the importance of family needs over in-
dividual needs. In a society where these gender roles are deeply entrenched, any deviation from these norms
can lead to increased tensions and, in some cases, violence. Understanding how these cultural factors intersect
with individual, relationship, and community-level variables is crucial to comprehending and addressing the
complex issue of IPV in Mexico.

This thesis comprises four chapters, each contributing to the understanding of IPV in Mexico. Chapters 1
and 4 are independent papers that delve into the determinants and mechanisms influencing IPV against women.
In Chapter 2, I introduce a statistical technique that serves as the foundation for the analysis conducted in
Chapter 3, where the objective is to uncover differences in behaviour within couples living with intimate part-
ner violence. Each of these chapters is self-contained, featuring its own literature review that explores its
relevance to existing research, highlights its unique contributions to the field and discusses policy implications
of the research undertaken. A brief overview of the chapters is provided below:

In Chapter 1, I delve into the relationship between IPV and women’s empowerment. I examine existing
empowerment theories that link these two variables. The first theory, known as “marital dependency", posits
that women who rely on their husbands for economic support are at a higher risk of experiencing IPV. In con-
trast, the second theory, termed “resource theory and male backlash," suggests that men, when threatened by a
potential loss of economic power in the relationship, may resort to violence to maintain control. This research
aims to determine which of these two theories holds more sway in the context of Mexico, and it investigates
the relevance of specific empowerment indicators. Among these indicators, I focus on educational attainment,
employment status, and economic resources. I make a unique contribution by considering a relative perspective
on these empowerment indicators. Moreover, I delve into the intentions of the perpetrators behind each act of
violence. The results of Chapter 1 reveal that women who are employed face a higher risk of IPV compared
to those who are not employed. Notably, this risk is associated with employment status, and neither education
nor financial resources exhibit a significant correlation with IPV.
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In Chapter 2, I tackle a common challenge encountered in empirical research: the unavailability of all nec-
essary information in a single dataset. To overcome this issue, I delve into statistical matching techniques. This
chapter provides a comprehensive overview of the origins, evolution, and framework of statistical matching,
along with its current implementations. Furthermore, I contribute to the existing arsenal of statistical matching
tools by incorporating propensity score estimation and machine learning techniques. Using a carefully pre-
pared synthetic dataset and the matching techniques outlined by D’Orazio (2017) as the baseline, I introduce
more sophisticated matching variables. These variables combine the propensity score matching technique with
random forests and boosted models of classification and regression trees, alongside the sum of relative weights
derived from the genetic matching algorithm. The results of this analysis reveal that while propensity score
matching does not outperform the baseline method from D’Orazio (2017), the sum of weights obtained from
the genetic algorithm significantly enhances the overall matching process.

In Chapter 3, I put into practice the technique introduced in Chapter 2 to address a research question that
would have otherwise remained unanswered. This chapter seeks to understand how individuals allocate their
time based on whether they experience/exert IPV or not. Building on the findings from Chapter 1, where we
learnt that employed Mexican women experience higher rates of IPV compared to their non-working coun-
terparts and that this discrepancy is not linked to their earnings, I turn the focus to how they distribute their
time. Chapter 3 begins by investigating the time allocation of both men and women in various activities such
as work, housework, caregiving, and leisure separately. This study goes beyond analysing women’s time alone
(comparing victims with non-victims) and extends its scope to comprehend their husbands’ time (comparing
perpetrators to non-perpetrators). Therefore, this research contributes to the IPV literature by taking this dual
approach to exploring the intimate sphere. The evidence reveals that victims of IPV, on average, dedicate more
time to work in comparison to non-victims. Subsequently, the study explores the distribution of time among
activities related to housework, caregiving, and leisure, taking into account the total weekly hours dedicated to
work. The results demonstrate that, regardless of the amount of time spent working, there is no clear difference
in time allocation towards housework between violent and non-violent settings. Instead, distinctions in time
allocation are more prominent in areas related to childcare and family connections.

Finally, Chapter 4, the final chapter of this thesis, investigates the impact of the COVID-19 outbreak on
IPV. Given the significant economic disparities among various regions in Mexico, the country experienced one
of the highest death tolls, surpassing 300,000 casualties by the end of the pandemic. Previous pandemics had
already demonstrated an increase in violence against women, prompting concerns about the potential impact of
this virus on IPV. Most prior research primarily focused on the lockdown period, considering its direct influence
on IPV, relying on police reports due to the unavailability of specific survey data at that time. This research
contributes by examining the severity of COVID-19, as measured by age-standardized deaths, which extends
the study’s timeframe. Additionally, this chapter adds to the literature by using a survey dataset specifically
designed for studying IPV. This approach allows for the inclusion of many unreported cases typically absent
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from police reports, enabling a deeper analysis of the predominant forms of IPV during the pandemic. The
findings from this analysis reveal that in regions most severely affected by COVID-19, characterized by higher
COVID-19-related deaths, more women experienced IPV. This increase was particularly notable in emotional,
economic, and sexual IPV. However, the research also indicates a decrease in the frequency of physical IPV
during this time.
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Chapter 1

Intimate Partner Violence and Women’s
Empowerment in Mexico

Abstract

In this research, I explore the potential link between women’s empowerment and Intimate Part-

ner Violence (IPV) victimization in Mexico. Using the 2016 National Survey on the Dynamics

of Households Relationships (ENIDREH), I undertake a comparative analysis of educational

attainment, employment status and the income contribution within couples to discern their cor-

relations with IPV. Moreover, this research distinguishes between two forms of violence de-

pending on the controlling intentions of the perpetrator - Situational Couple Violence (SCV)

and Intimate Terrorism (IT). The findings derived from this analysis show that women’s edu-

cation and employment exhibit a significantly higher association with IPV victimization, while

the correlation with relative income appears to be notably minimal.

1.1 Introduction

During the last decades, intimate partner violence (IPV) has been recognized as a major public health issue
in need of serious attention. Statistics from the World Health Organization (WHO) show that approximately
30% of women worldwide have been subjected to physical and/or sexual violence by an intimate partner or
ex-partner, and 38% of femicides are committed by an intimate person (WHO, 2021). Reports from the WHO
identify that the main factors that protect or put women at risk of IPV are education, financial autonomy, pre-
vious victimization, female empowerment, social support, and the inter-generational transmission of violence
(WHO, 2012, 2021). As a result, understanding how these factors relate to the incidence of IPV in different
regions or countries has naturally been an active area of research.
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1.1. Introduction

In this paper, I investigate the determinants of IPV in the context of Mexico. Mexico is an interesting coun-
try of choice to study theories that relate women’s education level, employment status and wages with their risk
of intimate violence victimization for the following reasons. Firstly, as a part of the Latino-American heritage,
Mexico’s culture still has instilled in it three ideologies relevant in the current context — familismo, machismo

and marianismo (Terrazas-Carrillo and McWhirter, 2015). Familismo values the family’s needs above the indi-
viduals, guaranteeing the family’s harmony and unity. Machismo represents an exaggerated sense of manhood
in which men are expected to be the head of the household and the main breadwinners. The marianismo ideal is
the acceptance of women in a submissive role and with full dedication to their husband’s and children’s needs.
Therefore, the combination of these three ideals may become a burden for women who seek out independence
or try to escape from an abusive relationship.

Secondly, the Mexican government takes an active interest in implementing public policies to encourage
women’s empowerment. Programs have been implemented to reduce the share of women not in employment,
education, or training at their working age. As a consequence, women’s labour force participation has increased
during the last three decades (from 34% during the ’90s to 47% in 2016). However, traditional gender roles,
motherhood and long working hours may become a disadvantage for women to reach gender equality in labour
force participation (OECD, 2017).

This chapter contributes to the literature by deepening our understanding of intimate violence depending on
the intentions of the perpetrator. Most empirical studies concentrate on the type of violence experienced: any
violence, or categorization such as physical, emotional, economic and sexual violence. The present analysis
also considers the context under which violence occurs by considering the perpetrator’s intentions. I follow the
framework of Johnson (1995) and Johnson and Ferraro (2000), who define specific contexts in which violence
can occur. Situational Common Violence (SCV) emanates from sporadic heated arguments between partners,
whereas Intimate Terrorism (IT) is exerted to maintain dominance and control (Johnson and Ferraro, 2000).
The findings of the paper indicate that the increased risk of IPV victimization amongst working women oc-
curs predominantly in situations of Intimate Terrorism (IT). This is consistent with theories where perpetrators
perceive a symbolic threat to their manhood and where there are coercive controlling incentives in the use of
violence (Macmillan and Gartner, 1999).

Furthermore, this research adds a distinct dimension by encompassing and contrasting the partner’s char-
acteristics. This approach aims to address potential biases that have hitherto remained little explored. Addi-
tionally, it allows for examination of the IPV association with the relative women’s education and income in
comparison to their husbands. I employ a Least Absolute Shrinkage and Selection Operator (LASSO) tech-
nique to forecast individuals’ wages, as concerns had been raised about the accuracy of the reported income.
The results reveal a positive linear correlation between the education gap and IPV, though this relationship does
not attain statistical significance. This implies that heightened conflicts tend to arise when a woman possesses
more education than her husband. In contrast, relative wages show negative associations, in which a greater
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earning potential for women corresponds to a reduced, though not significant, likelihood of experiencing IPV.

The chapter is organized as follows. Section 1.2 presents the institutional context, discussing Mexican
cultural characteristics salient to the analysis, such as education, labour force participation, and household ex-
penditures. Section 1.3 reviews the previous literature on Intimate Partner Violence in women’s education,
employment, and monetary contribution. Section 1.4 describes the data and defines key variables. Section
1.5 presents the empirical strategy and its main findings. Section 1.6 presents a discussion of the findings and
concludes.

1.2 Institutional Context

1.2.1 Mexican Cultural Characteristics

One of the main values that historically relate to Latino American culture overall, and Mexican culture in par-
ticular, with IPV, is the ideal of machismo (Flake and Forste, 2006). During the Spanish conquest, indigenous
men were subjugated and humiliated which created an inferiority complex with a need to be compensated (Rid-
ing, 2011). This resulted in an exaggerated sense of manhood where a proper “macho" needs to be masculine,
strong, fearless, sexually aggressive, and able to consume large amounts of alcohol without getting drunk (Gi-
raldo, 1972). As it is expressed in Terrazas-Carrillo and McWhirter (2015), in more recent times the machismo

ideal alludes to a hyper-masculinity concept of men as the head of the household, in charge of providing for
the family, proud of being hard workers, and always able to apply effective violence as a way of showing their
physical power and dominance (Orozco, 1995).

The female counterpart to reinforce the culture of machismo, comes from the concept of marianismo. Mar-

ianismo is the expectation of women to become good wives and mothers dedicating all their time and effort to
fulfilling their husband’s and children’s needs. Under this ideal, women should be submissive, dependent, and
sexually faithful to their husbands, as well as, take care of the household and children (Flake and Forste, 2006).
This is reflected in women’s sacrifice of their individual aspirations, and any deviation from these norms jus-
tifies a response of violence or abuse. In particular, studies based in Mexico, show that women accept partner
violence if they do not fulfil their obligations as wives (INEGI, 2007), their feminine roles (Agoff et al., 2006)
or they trespass social norms on relationships, dressing code, defending their children, or being bad house-
keepers (Alvarado-Zaldivar et al., 1998). For instance, Fuchsel et al. (2012) find testimonies of women who
accept violence to keep their families together and blame themselves when they misdirect their submissive role
as wives and mothers.

The above social roles are supported by the standard concept of Latino families. Familismo is the term used
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to emphasize family values, relationships, reciprocity, loyalty, and solidarity, above individual needs (Marin
and Marín, 1991). Mexican families are characterized by either living with nuclear and extended family all
together or having frequent visits (Terrazas-Carrillo and McWhirter, 2015). All members are expected to
place responsibilities and obligations to their immediate family members ahead of the individual’s interests
(Ingoldsby, 1991). In particular, women become the centrepiece that guarantees family harmony and unity
(Terrazas-Carrillo and McWhirter, 2015). On one hand, this ideal brings strong social networks, which have
positive effects on mental health (Ayón et al., 2010). On the other hand, it enables a perfect scenario for partner
abuse and becomes a risk factor for women (Flake and Forste, 2006). Women face social barriers when they try
to escape from a tormented relationship. For instance, Castro (2019)’s evaluation of violence against women
in Mexico, explained that single-parent families where women are the household head are socially considered
dysfunctional families since there is a lack of male values instilled. Moreover, female-headed households are
more likely to experience higher poverty risks and instability (OECD, 2017). Finally, García-Ramos (2021)
finds that years after unilateral divorce legislation was introduced1, IPV increased as a persuasion method of
not getting divorced.

Finally, Mexico is one of the countries with high rates of homicide, robbery, extortion, kidnapping, and
missing people (Almanza-Avendaño et al., 2018; Bergman et al., 2021).2 Decades of organised crime and drug-
related violence significantly increased after Felipe Calderón launched a war in 2007 using the military and
police services to combat them (Cutrona et al., 2022; Carpenter, 2014; Castañeda, 2010). Calderón’s strategy
of militarizing the drug war caused an increase in criminal organizations who fought not only among themselves
for territory control, but also among each other for the trafficking routes, leading to extremes levels of insecurity
(Cutrona et al., 2022; Bagley, 2012; Shirk, 2011). In a context of high community violence, unaccompanied
women become more vulnerable in the streets, facing additional barriers to their outside options. Au Yong Lyn
(2021) finds that the impact of the gold mining boom in the North States of Mexico increased the perceptions
of safety outside of the home which increased women’s intra-household decision-making power. However, she
did not find any significant impact on their labour force participation. Moreover, Jewkes (2002) contemplates
that in societies where violence becomes usual in conflict situations, IPV becomes more frequent, especially
sexual violence (Peterman et al., 2011; Swiss et al., 1998).

1.2.2 Women’s indicators of empowerment in Mexico

1.2.2.1 Mexican gender education characteristics

Throughout the last decades, the education of Mexican boys and girls has experienced an upward trend regard-
less of the student’s gender. According to data from the World Bank shown in Figure 1.1, in 2016 approximately
81% of the Mexican population had secondary education and 38% undergraduate or postgraduate studies. In

1The first state to implement the unilateral divorce was Mexico City in 2008, followed by other states until 2016.
2According to data from the UNODC (2019) Mexico ranks as the fourth country in Latin America in terms of homicide rates,

with 15.7 deaths per 100,000 people, following Colombia (44.4), Venezuela (41.7) and Brazil (25.1).
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addition, in both cases the level of enrollment for women is slightly higher than that of men, thus, Mexico has
managed to end the education gender gap, achieving equality in enrollment, level of education, and literacy
(Zamudio Sánchez et al., 2014). Garay and Valle-Díaz-Muñoz (2011) discuss that only remaining gender dif-
ferences in tertiary education are found in the initial degree choice, where STEM studies have the least female
representation.

Figure 1.1: Mexican Education Enrolment over time

(a) Secondary Studies

(b) Graduate Studies

Note: Percentage of enrolment of men and women in Mexico for (a) Secondary studies and
(b) Graduate studies over time. Source: The World Bank Data.

Achieving higher levels of education has allowed women to bring theoretical and practical knowledge that
will help them to make informed decisions about their professional and personal aims (García and Adame,
2020). However, this is not reflected when we look at the national labour force statistics. In fact, the study
from Parrado and Zenteno (2002) show that the improvement in women’s education in Mexico did not change
significantly the marriage timing and the after-marriage gender roles.
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1.2.2.2 Mexican gender employment status differences

As seen in Figure 1.2, Female labour force participation has increased over the last decades in Mexico, from
34%, on average, in 1990 to 47% in 2016 (OECD, 2017). However, this number does not reach half of the total
female population, and it is 35 percentage points below the average for Mexican working-age men (82%), and
far below the OECD average for women (67%). Among the causes of the low female labour force participation,
motherhood, social stereotypes, and working conditions play a major role. Mexican mothers are very much
prone to leaving school or the workforce after the first child to dedicate full time to housework and childcare.
This becomes a serious disadvantage for young mothers to reincorporate in the labour market since they are
missing crucial time to settle their career prospects (OECD, 2017).

Figure 1.2: Mexican Labour Force Participation over time

Note: Percentage of Mexican men and women aged between 15 and 64, active in the labour force market across time. Source: The
World Bank Data, estimates from the International Labour Organization.

Moreover, Mexico is one of the countries with the highest share of workers spending over 40 hours per
week on the job (OECD, 2017). As mentioned above, Mexican men have huge respect for having a job and
earning money to provide for their families. However, not only does overwork have negative effects on fathers,
who lose well-being time spent with their family, but also this becomes an additional burden for women to
reconcile work and family care. For instance, women face high discrimination from employers in the hiring
process, since employers claim that during their childbearing age, women will leave their company to care for
children.

Therefore, women’s jobs in Mexico are highly polarized, the vast majority either work in the public sector
or the informal economy. Women with easier access to the labour market prefer public sector jobs (51% of
workers in the public sector are women), since these positions include job stability, better benefit packages, and
the existence of anti-harassment policies, although they have difficult access to management positions and they
earn much less than they would in the private sector. However, Mexican women also represent high percent-
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ages of informal jobs as domestic workers, or street vendors, in addition to unpaid informal jobs as supporters
of their husband’s businesses. Although women, in general, have a higher preference for being in the formal
economy than men, the lack of job opportunities, access to bank credit, or a difficult business environment,
becomes a greater barrier. Therefore, male self-employed workers in Mexico (27% of total male workers) are
more likely to have their business registered with the government, compared to self-employed female workers
(25% of a total of female workers) who are more likely to have informal businesses.

To mitigate the low levels of women’s labour participation, in 2006, Mexico established an institutional
framework for gender equality through the General Law on Equality between Women and Men, and the Na-
tional Program for Equality and Non-Discrimination (PROIGUALDAD), which are legal frameworks estab-
lished in different governments and agencies to lay down gender units in all public institutions to promote
equality initiatives (OECD, 2017). From this legal framework, it created Mexico’s National Women’s Insti-
tute (INMUJERES) foundation to promote awareness of gender-based discrimination and foster equality of
opportunity and treatment in the political, cultural, economic and social areas. Moreover, it implemented the
"Estancias infantiles" (Child care centres), which brings childcare coverage for the young children of working
mothers. Finally, a cash transfer program PROSPERA provided income subsidies, or scholarships, to women
living in poor households for schooling their children. Although Maldonado et al. (2005); Bobonis et al.
(2013) claim that the program does not increase intra-household violence, since the money is directly intended
for children, Angelucci (2008) states that beneficiaries of this program, actually see increased exposure of IPV.3

In addition, Canedo and Morse (2021) find that partnered women receivers of cash transfers in urban Mexican
areas, increase their likelihood of experience physical and sexual IPV.

1.2.2.3 Economic Resources in Mexican Households

According to the National Household Income and Expenditure Survey, the main expenses in Mexican house-
holds are related to day-to-day life: food, transportation, education, and housing. These expenses are mainly
supported by income from labour and each household distribute them differently (ENIGH, 2020). Despite the
Mexican collective imagery that associates men with being the ones in charge of all household expenses, in
some instances, both members of the couple contribute equally, or it is the woman who bears 100% of the
responsibility. However, the Government of Mexico finds itself incapable of presenting specific statistics on
this subject as it faces a persistent taboo in society whereby couples do not discuss their income and what they
use it for (Government, 2020; CONDUSEF, 2018). In fact, there are those who hide bonuses, salary increases
and even credit cards from their partner to enjoy them themselves. Therefore, little is known about how Mexi-
can married women having their own salary affects the overall household finances and consequently, their real
bargaining power which in its turn, may be related to greater or lesser marital conflicts. Some researchers have
already addressed this issue in other countries as Anderberg and Rainer (2013); Dalal (2011), however, it is not
clear how this can be exemplified in the specific case of Mexico.

3In both cases the analysis is used with the Oportunidades program, the precursor of Pospera
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1.3.1 IPV and Coercive Controlling Attitudes

The seriousness of any act of violence is measured by the prevalence and nature of the criminal event (Sellin
and Wolfgang, 1964). However, the intentions behind the crime determine whether this event can be assumed
as an accident or a deliberate act of aggression (Sebba, 1984). In the intimate sphere, Johnson (1995)’s work
attributes these intentions to the desire for control over the partner and proposes it as the central issue in differ-
entiating types of violence. Following this line of research, Johnson and Ferraro (2000) defined four types of
Intimate Partner Violence depending on the incentives and goal to exert the violence: Situational Couple Vio-
lence, Intimate Terrorism, Violent Resistance, and Mutual Violent Control. Most of the literature, either only
considers physical assaults or lumps all types of intimate violence together. However, the failure to distinguish
between them can lead to inaccurate policies that do not provide the expected results to eradicate them. The
root of the differences comes from the controlling behaviour that the violent partners exert over their victims.
These coercive controlling attitudes include emotional abuse, isolation, threats, using children, using male priv-
ilege, possessiveness, intimidation, and blaming (Pence et al., 1993; Johnson, 1995). In this regard, there are
two distinct groups of individuals: high-controllers and low-controllers (Johnson and Leone, 2005) depending
on the amount and recurrence that they exert on their partners. In heterosexual couples, it can also bring light
to those gender symmetries and asymmetries discussed in the literature (Johnson, 2006).

Situational Couple Violence (SCV), previously named Common Couple Violence in (Johnson, 1995),
arises when a certain couple’s argument gets “out of hand", leading to physical or emotional aggression. This
type of violence is not related to a general pattern of control (low-controllers), and therefore, is not likely to
be frequent or escalate over time. In fact, it is endemic to family life, and, depending on the cultural context,
can be considered acceptable as a conflict that sometimes leads to violence. In heterosexual couples, women
are equally likely to utilize this type of violence as men, bringing a gendered symmetry to this violence. This
violence is the most common to be measured in general surveys.

Intimate Terrorism (IT) is motivated by total domination over the relationship. One member of the couple
manifests power and control over the other member, i.e. a high controller, apart from the use of violence. The
effectiveness of these coercive controlling attitudes is derived from their relationship with the use of violence,
which escalates over time and is likely to involve serious injuries. This type of violence is asymmetric in het-
erosexual couples, with men as the main perpetrators.4

Violence Resistance occurs when a victim of Intimate Terrorism decides to exert violence as an act of
response or “self-defence".5 Battered women are usually the actors of this type of violence, which becomes an

4In fact, due to the nature of this violence, it used to be called Patriarchal Terrorism Johnson (1995).
5It is not called self-defence violence since does not always meet the legal definition of self-defence.
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indicator of the incentives of leaving the abusive relationship.

Mutual Violent Control emerges from both partners battling for control of the relationship, and therefore,
using coercive controlling tactics and violence. It could be defined as an IT coming from both members. This
type of violence is very rare since it is difficult to compare measures of violence or control where a victim also
becomes a perpetrator (Howard-Bostic, 2013; Miller and Meloy, 2006).

As a contribution to the previous analysis of IPV in Mexico, this research will distinguish between Sit-
uational Couple Violence and Intimate Terrorism, since their implications are very different. The important
matter in this analysis is not the act of abuse or aggression per se, but the incentives behind it. Therefore, the
relevance will be to understand whether any type of exerted violence (either emotional, economic, physical or
sexual) is driven by authoritarian behaviours or not. For instance, given the high rates of violence in Mexico,
one could consider that most of the reported violence is due to passionate arguments rather than controlling
and dominating incentives from the perpetrators. The other two types of violence cannot be considered, since
the data contains only information about women’s victimization and not perpetration.

1.3.2 IPV and Women’s Empowerment: Marital dependency, Resource theory and
Male backlash

Several theories have tried to substantiate the origin of intimate violence regarding women’s economic status,
however, they lead to different conclusions. The marital dependency theory suggests that women’s economic
independence reduces their risk of suffering IPV (Kalmuss and Straus, 1990; Anderberg et al., 2015; Villarreal,
2007). Some theorists claim that the lack of sufficient economic resources, in particular being inactive in the
labour market, increases women’s incidence of spousal violence (Anderberg et al., 2015; Villarreal, 2007; Ca-
paldi et al., 2012). However, there is a complimentary version in which there is a selection effect coming from
women: working women are more likely to leave abusive relationships (Vyas and Watts, 2009; Bhattacharya
et al., 2009). Therefore, from this point of view, men under a spousal leaving threat, prefer not to use physical
violence against them. Empirical evidence that supports this theory has been found in the UK (Anderberg et al.,
2015), and in Mexico (Villarreal, 2007).

A different theoretical tradition suggests that violence is caused by an imbalance in economic resources
between spouses. The resource theory is consistent with the use of violence for those partners who cannot de-
rive power from their economic resources or employment status (Fox et al., 2004; Villarreal, 2007; Macmillan
and Gartner, 1999). However, some authors have found that in heterosexual couples, the use of violence as the
“ultimate resource" to maintain their domain is exerted exclusively by men (Anderson, 1997; Macmillan and
Gartner, 1999; Fox et al., 2004; Villarreal, 2007; Guarnieri and Rainer, 2021; Bhalotra et al., 2021b). In her
research, Anderson (1997) examines the use of violence by men and women in heterosexual couples, finding
that the earning capacity provided by men has a symbolic value tied to their construction of male identity. This
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conclusion was also supported by Macmillan and Gartner (1999)’s research in which they identify coercive
tactics from unemployed men against their employed wives. This response behaviour to sabotage women’s
empowerment is accommodated by the theories of male backlash (Guarnieri and Rainer, 2021).

As Vyas and Watts (2009) claim in their study, before implementing any policy or experimental program
that develops women’s empowerment it is essential to understand which of these above theories is the most
predominant in each country or region. Two factors need to be considered: gender inequalities in society and
in the intimate sphere, and the normative use and acceptance of violence to solve conflicts (Jewkes, 2002;
Lawoko, 2008). This research contributes to Kessler and McRae Jr (1982) findings, which state that women’s
employment status, rather than their income or occupational status, has effects on husbands’ mental health,
which may result in intimate violence. For men, and in particular Mexican men, having a job and being the
main provider of economic resources becomes essential for their construction of masculinity (Macmillan and
Gartner, 1999; Ramirez, 2011).

1.3.2.1 IPV and Women’s Education

Education is the most powerful instrument to improve socioeconomic status and guarantee better financial secu-
rity. Therefore, the inclusion of women in higher education levels has given them the opportunity of achieving
financial independence with greater-paying jobs and economic alternatives beyond marriage. In the framework
of an abusive relationship, women with education become less vulnerable and more likely to leave a harmful
marriage with the safety that singlehood would not be a financial problem for them (Vyas and Watts, 2009).
In the US, Kreager et al. (2013) found that, overall, educated women tend to have more stable marriages than
uneducated women, and a greater tendency to leave the marriage in the presence of violence.

Similar results were found in India (Boyle et al., 2009), where at the individual level, women’s education
prevented the risk of IPV. However, this violence protection from education varied depending on the commu-
nity area of study. In those communities with higher acceptance of mistreatment, the education shielding was
weaker than in those communities where there were averse attitudes towards the existence of IPV. Therefore,
the individual-collective fit in the occurrence of IPV needs to be evaluated more carefully, since women’s edu-
cation may challenge the established roles, and so be associated with an increase in intimate violence.

For instance, Guarnieri and Rainer (2021), by comparing the French and British colonial regimes in Cameroon
and their differences in the education system, brings evidence of how the employment potential that higher lev-
els of education offer become a threat to men, who use violence to restrain the power balance. The authors
find that women born in the British territories, beneficiaries of a universal education system, were 30% more
likely to become victims of domestic violence compared to the French territories, where education was limited
to only the elite and the regional industry was male-dominated.

In the context of Mexican education, most of the research agrees that girls’ schooling is a protective in-
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strument against IPV, specifically in the lowest social strata. In the 25 indigenous regions that Valdez-Santiago
et al. (2013) focused their research on, the average woman had a low level of education and was employed in
unskilled jobs such as farm labourers, housemaids, or street vendors. The authors found that for those women,
each one-year increment of education functioned as a protector against severe domestic violence. Similar re-
sults were obtained in Avila-Burgos et al. (2009) where women with low education and socioeconomic status
were at greater risk of victimization. Finally, Rivera-Rivera et al. (2004) contributes to this line of analysis by
introducing the husband’s education, since the risk of IPV decreased when both members of the couple were
educated.

As women’s education is a relevant asset for women’s empowerment, this research will compare the abusive
dynamics among the different couples with regard to their education differences. The main goal is to under-
stand whether changes in the education gap between partners are associated with changes in intra-household
bargaining power and whether it plays a part in IPV. This will contribute to the previous literature by not only
measuring the absolute level of education but also the relative level compared to their partner.

1.3.2.2 IPV and Women’s Employment Status

Previous evidence that focused on the relationship between women’s employment status and intimate violence
has yielded unclear results which highly depend on the socioeconomic context, as it manifests in Vyas and
Watts (2009) revision of women’s economic empowerment and its relation with IPV literature from different
countries. They found a decrease in women’s violence related to economic participation in Ecuador, Egypt,
India, Haiti, South Africa, Bangladesh, Ukraine, and the United States (Koenig et al., 2003; Bates et al., 2004;
Yount, 2005; Dude, 2007; Kishor and Johnson, 2004; Yount and Carrera, 2006; Bhattacharya et al., 2009; Ca-
paldi et al., 2012; Gage, 2005; Hadi, 2005; Peterman et al., 2015; Kim et al., 2007; Schuler et al., 1996). In this
line, Anderberg et al. (2015) also find that only unemployed women with a working husband are the ones at
higher risk of suffering IPV in the UK, correlated with the marital dependency theory. Moreover, Aizer (2010)
researches the income effect, by using gender wage gap and assaulting data in the US. Calculating measures of
local market income in male and female-dominated industries for low-skilled workers, she found that decreases
in the wage gap were correlated with a reduction of IPV.

In contrast, Vyas and Watts (2009) review other evidence for Bangladesh, India and the United States as
well as in Peru, the Dominican Republic, and Nicaragua that relates positively employment, or micro-finance,
with IPV (Capaldi et al., 2012; Dalal, 2011; Flake and Forste, 2006; Kishor and Johnson, 2004; Koenig et al.,
2003; Naved and Persson, 2005; Rahman et al., 2011). More recently, Gage and Thomas (2017) compare risks
of suffering IPV among employed women with paid work, unpaid work, and non-employed in Nigeria. Their
results show that any working activity, regardless of its payment, higher the risk of IPV, increasing for non-
cash work. In addition, Guarnieri and Rainer (2021) compare the Anglo-French historical border in Cameroon
where women living on the British side, and with better labour opportunities, were also at higher risk of suf-
fering spousal violence than women on the French side. Finally, Anderberg and Rainer (2013) develop an
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intrahousehold sabotage model which states that a woman’s salary has a U-shaped IPV consequence bringing
higher cases when income is low, but not low enough to dissuade employment.

There is an additional body of research that compares not only women’s employment status but also their
male partner’s employment conditions. Macmillan and Gartner (1999) using data from the Violence Against
Women Survey in Canada, found that the risk of women’s labour force participation decreased only when their
male partner was also employed, but substantially increased when they were unemployed. Another similar
result is found in Dalal (2011), where Indian working women at higher risk of victimization were the ones with
unemployed husbands. These results are congruent with Bhalotra et al. (2021b) research-based in different
developing countries, men reacted adversely to women’s employment prospects when they were unemployed;
and in Brazil, the loss of the unemployment insurance was associated with an increase in domestic violence
perpetration (Bhalotra et al., 2021a). The same results are found in European countries Costa et al. (2016), in
particular in Spain, where Tur-Prats (2021) shows the different relationship between employment status and
victimization depending on the family structure from the potential threat of the traditional breadwinner role
from men.

For the specific case of Mexico, depending on the employment approach, the existent evidence is mixed.
Villarreal (2007) using instrumental variables to address of women’s employment status endogeneity, found that
employed women had a lower risk of IPV. In contrast, Terrazas-Carrillo and McWhirter (2015) concluded that
women’s employment status was positive and significant when husbands’ controlling behaviour was excluded
from the regression, indicating that coercive controlling attitudes may become a mediator between employment
status and IPV. In addition, Angelucci (2008) and Canedo and Morse (2021) found a positive association
between receiving cash transfers from OPORTUNIDADES/PROSPERA programs and IPV. Canedo and Morse
(2021) specify that IPV risk was higher among benefited women who were also employed than those who were
not employed. More recently, Gupta et al. (2018) found that low-income women workers in Mexico City
experienced high-level of work-related disruption such as having to change jobs, missing work or school, or
losing their jobs due to IPV abuse. However, this literature based in Mexico lacks the partner’s employment
status comparison, nor identifies the type of intimate violence to which this research will contribute.

1.3.2.3 IPV and Economic Resources in the Household

Besides employment status, many authors have agreed that a relevant variable to consider is men’s income and
their ability to provide enough for the whole family. There is evidence that disadvantageous income, men’s
low education and low occupational status are significantly associated with female victimization (Costa et al.,
2016; Anderberg and Rainer, 2013; Dalal, 2011; Babcock et al., 1993; Melzer, 2002). Fox et al. (2004) use
data from the US National Survey of Families and Households (NSFH) to examine different household eco-
nomic indicators on the risk of IPV. They found that those women who wanted an increase in their partner’s
work, men’s feelings of job exhaustion or irritability, and prior experiences of violence were salient factors in
increasing the risk of intimate violence. Contrary, men with a larger household income-to-need ratio, lower
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number of debts, or larger share of the couple’s earnings (more common in households with higher incomes),
and perceptions of financial well-being, reduced significantly the man-to-woman violence.

As Jewkes (2002) mentions, poorer men have fewer resources to bring the bare minimum into the house and
fewer resources to reduce stress. This is intensified when social expectations of manhood are unattainable, and
they can no longer control or economically support their wives. Thus, men may choose to express their domi-
nance and power over women using violence. To give evidence of this, Anderberg and Rainer (2013) presents
a model that predicts the intra-household employment sabotage of men to women depending on women’s rela-
tive earnings. The authors state a non-monotonic relationship between the couple’s wage gap and the incidence
of economic abuse. Women’s low and high relative wages decrease the likelihood of victimization since in
the lowest extreme the husbands can financially support their wives to fully specialize at home, and in the
highest extreme husbands are too dependent on their wives’ wages to interfere with violence. However, in the
intermediate relative wages women’s work becomes a threat to their husband’s preferred pre-established roles,
therefore, they seek the increase of their financial support while making use of economic sabotage. Similar
results are found in Dalal (2011), where Indian women with lower or equal wages as their partners experienced
less spousal abuse compared to those who earned more.

Some of the Mexican literature uses cash transfers to analyse the level of IPV (Angelucci, 2008; Canedo
and Morse, 2021). However, according to the National Household Income and Expenditure Survey of Mexico,
those cash transfers represent, on average, 13% of the total income, wages being the predominant income con-
tribution to the household. Therefore, this research will contribute to tackling specifically how the absolute and
relative salary contributions may incentivise the husband’s perpetration of violence.

1.4 Data

This chapter uses data from the 2016 Mexican National Survey on the Dynamics of Households Relationships
(Encuesta Nacional Sobre la Dinamica de las Relaciones en Los Hogares, ENIDREH). The ENDIREH is a
national representative survey administrated by the National Institute of Statistics and Geography in Mexico
(INEGI). This survey includes three different datasets. One with household characteristics, another with de-
mographic and employment characteristics for each member of the household, and a third dataset, which is
specialized in collecting information on women aged 15 years or more who experienced violence in school,
work, community, family and intimate settings. With the aim of avoiding under-reporting cases, ENDIREH
ensures the safety of every respondent with face-to-face interviews in isolated home spaces and offers resched-
ules when these circumstances are not satisfied.

The individuals selected for this analysis are working-age women (between 15 and 64 years old), who are
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married or living in a couple with a man, and whose partners are also of working age. Using the variables of
marital status and household relationship in the demographic dataset, I kept in the sample those households
whose interviewed women and their partners were able to be identified, and thus, also their individual charac-
teristics. From a total of 111,256 surveyed women, 72,855 were married or cohabiting. Moreover, I dropped
those couples where one of the members was not included in the working-age interval, and with missing values
in any of the key variables for this research leaving a total of 60,028 couples.

Although ENDIREH records monthly income variables for women and for their partners, it’s important
to acknowledge that these responses are approximations and, as such, might not accurately reflect the true
values.6 Therefore, I employ information from the 2016 year of the Mexican Labour Force Survey (Encuesta
Nacional de Ocupación y Empleo, ENOE) where I estimate the potential value of the hourly wages of both
members within each couple. The ENOE survey is a nationally rotating panel, tracking the same individuals
for five consecutive quarters. For instance, an individual initially interviewed in the first quarter of 2016, would
continue to be surveyed until the first quarter of 2017 (included). Therefore, I created a sample by pooling those
non-repeated individuals for each of the quarters of 2016.7 Overall, the dataset comprises a total of 597,039
observations from the year 2016, featuring a subset of 42,968 individuals who were both married and employed
(consisting of 14,656 women and 28,312 men).

1.4.1 Measurement

Intimate Partner Violence (IPV). The ENDIREH survey covers a collection of 36 questions starting with “In
the past 12 months, has your partner..." and continuing with a list of different tactics related to physical, emo-
tional, sexual, and economic violence. As examples of physical violence, the survey includes questions such
as “In the past 12 months has your partner pushed you? or has your partner slapped you?". Other examples of
emotional violence comprise questions such as “In the past 12 months, has your partner shamed you? or has
your partner humiliated you?". Regarding the questions related to sexual violence, ENDIREH includes among
other questions, “In the past 12 months, has your partner used physical force to have sexual intercourse?".
Finally, examples of economic violence tactics are considered in the questions “In the past 12 months, has your
partner taken over your money? or has he spent your money without your consent?". The Appendix subsection
1.A.1.1 details and classifies all the 36 questions included in the survey. For each question, respondents can
answer whether they experienced that violent tactic “one time, several times, or never". In this analysis, the IPV
variable has been constructed as a dichotomous variable with a value of 1 for respondents who ever experienced
any type of violence at least once during the past year, and 0 otherwise. The intention behind this definition is
to evaluate whether any tactic of violence derives from a controlling pattern regardless of the number of tactics
exerted and their frequency.

6The ENDIREH survey collects partner’s income data from surveyed women which could potentially lead to inaccuracies.
7For example, to ensure distinct observations, individuals interviewed in the second quarter of 2016 who had already participated

in the first quarter were excluded from the dataset.
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Coercive Controlling Attitudes. This variable measures the degree of coercive controlling tactics employed
by surveyed women’s partners. It was constructed as an index in which a unit was added to the variable if re-
spondents answered affirmatively to each of the 29 questions (Appendix subsection 1.A.1.2) such as “Does
your husband/partner get mad because you work, you make more money, or he thinks you are cheating". The
Cronbach’s alpha coefficient for this variable is 0.8968.

The combination of the coercive controlling attitude index with the intimate partner violence variable allows
distinguishing whether any act of violence recorded may be originated from a controlling behaviour exerted by
the partner. In other words, the combination of these two variables enables the construction of the two main
types of violence (Johnson, 1995; Johnson and Ferraro, 2000; Johnson, 2006): Situational Couple Violence
(SCV) and Intimate Terrorism (IT). Following the previous research of Johnson and Ferraro (2000); Graham-
Kevan and Archer (2003) and Frye et al. (2006) I use a k-mean cluster analysis with a two-cluster solution to
create low and high controlling profiles.

The k-mean clustering is an unsupervised machine learning algorithm that partitions the sample data into k
disjoint clusters. In each cluster, the data points are aggregated together for their similarities with the nearest
mean (or cluster centre). These similarities are usually the solution to minimization of variances using squared
Euclidean distances9. Therefore, in this particular case, I create two different clusters (low and high controlling
profiles) using the Euclidean distance, and with randomly selected means as starting points. The low profile
covers a range from 0 to 9 (max) of different controlling attitudes and the high profile covers from 5 to 29
controlling attitudes. This technique allows objectively to determine whether a partner delivers many coercive
controlling tactics, whether those tactics are of a similar nature, and thus, whether he will become a high con-
trolling profile or not.

Therefore, I partition Intimate Partner Violence (IPV) into two disjoint groups depending on the profile: Sit-
uational Couple Violence (SCV) equals 1 for those cases of IPV with low profile controlling attitudes, while
Intimate Terrorism (IT) equals 1 for those cases of IPV with high controlling attitudes. In other words, SCV
is defined as any act of violence (IPV = 1) experienced by the surveyed victim that has been committed by a
non-controlling partner, and thus, there are no controlling incentives behind it. Contrary, IT is defined as any
act of violence perpetrated by a high-controlling partner with the clear intention of bolstering the power of the
relationship.

The sample of analysis in ENDIREH 2016 shows that 29.6% of the women experienced Intimate Partner
Violence (IPV) during the previous year. The prevalent form of this violence is Situational Couple Violence

8The Cronbach’s alpha coefficient measures the internal consistency of a set of surveyed questions, i.e., whether this set of
questions measures the same characteristic. With a 0 to 1 standardized scale, high Cronbach’s alpha values indicate that the responses
of surveyed individuals are consistent, compared to low values, being 0.7 as the benchmark value (Frost, 2023)

9For a full description of the k-means algorithm, see Appendix 1.A.2.1
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(SCV), which comprises 17%, while the remaining 12.6% falls under the category of Intimate Terrorism (IT).
The distribution of each type of violence is outlined in Table 1.1 which is interpreted as follows: for each type
of violence (IPV, SCV or IT) I compute the percentage of women who had experienced physical, emotional,
sexual or economic violence along with their corresponding standard deviations. Therefore, the cumulative
numbers may not add up to 100%, as some victims could have encountered multiple forms of violence. Table
1.1 reveals noteworthy patterns. Overall, when women are subjected to IT, there are considerably higher levels
of physical, emotional, sexual, or economic violent experiences compared to instances of SCV or the broader
category of IPV. Indeed, the percentages for physical and sexual violence exhibit a substantial increase com-
pared to both IPV and SCV. Specifically, the figures rise from 15% and 26% to 40% for physical violence, and
from 2% and 7% to 14% for sexual violence. These findings align with prior research suggesting that IT is
associated with more severe injuries and poses a greater threat to victims’ lives (Johnson and Leone, 2005).

Table 1.1: Violence

Intimate Partner Violence Situational Couple Violence Intimate Terrorism
Percentage (SD) Percentage (SD) Percentage (SD)

Physical 26.41% (0.44) 15.43% (0.36) 41.21% (0.49)
Emotional 86.27% (0.34) 81.83% (0.39) 92.26% (0.27)
Sexual 7.60% (0.26) 2.41% (0.15) 14.60% (0.35)
Economic 53.73% (0.5) 42.01% (0.49) 69.53% (0.46)
Observations 17754 10193 7561

Note: Types of Intimate Partner Violence distribution of married couples where both members are in working
age. Each column represents the form of violence coming from the perpetrators’ intentions (i.e., column 1 is for
Intimate Partner Violence (IPV), column 2 is for Situational Couple Violence (SCV), and column 3 is for Intimate
Terrorism (IT). Each row represents the percentage of physical, emotional, sexual and economic violence for each
form of violence (i.e., those who suffer from IPV, 26% suffered from physical violence, 86% from emotional, etc.).
Source: ENDIREH 2016

In addition to data related to IPV, the ENDIREH survey includes various demographic and determina-
tive factors pertinent to this analysis. For instance, it encompasses information on individual and household
characteristics, indicators reflecting gender role attitudes and intra-couple bargaining power, as well as inter-
generational transmission of violence. Detailed statistical descriptions for all variables concerning both genders
(women and their husbands) are presented in Table 1.2.

Individual and Household Characteristics. Among the set of demographic variables, I have included those
particularly relevant to IPV based on (Rennison and Welchans, 2002). These encompass age, education level,
ethnicity, rural, poverty status, children present in the household, health insurance coverage, and employment
status. As detailed in Table 1.2, the mean age of married women interviewed for the survey is 38.2 years, while
the mean of their partners is 41.7, three years older. The variable for ethnicity is an indicator of whether the
individual considers her/himself indigenous or not, I find that both genders have a similar percentage (around
27.5%). The variable education level is divided into six main categories: No education, primary education,
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secondary education, preparatory (high school), university studies, and postgraduate studies. Table 1.2 show
that there is a slightly higher percentage of men with higher education. As the OECD (2017) report claims, the
gender educational gap is narrow enough to consider that both genders have the same educational opportuni-
ties. However, Table 1.2 presents an evident gender inequality in labour force participation (OECD, 2017). In
this sample, only 40.7% of women are employed compared to 92.8% of their male counterparts, and from the
non-employed category group, the majority of women identify as homemakers (55.9%).

Furthermore, Table 1.2 presents household common variables that take a value of 1 when surveyed women
answer affirmatively to questions of whether they live in rural areas, have given birth to living children, are
covered with health insurance IMSS or are covered with Seguro Popular10. Moreover, the ENDIREH survey
includes housing characteristics that determine whether the family lives under the poverty line. The National
Council for the Evaluation of Social Development Policy (CONEVAL) established different indicators that
measure the level of poverty in Mexico. Among those indicators, CONEVAL includes housing quality and
space and access to basic housing services such as “the material of the floors of the house is ground; the ratio of
people per room is greater than 2.5; the water is obtained from a well, river, lake, stream or pipe, or by hauling
from another dwelling, or from the public or hydrant wash; they do not have a drainage service, the drain is
connected to a pipe that leads to a river, lake, sea, ravine or crack; and does not have electricity".

Therefore, from Table 1.2 it can be observed that 27% of the surveyed married women live in rural areas,
and nearly half (46%) of them live under poverty conditions11, almost every one of them has given birth to at
least one living child (93%), less than a third of the households (32%) have at least one of the members working
in a formal job, and another 38% prefer to have health coverage from Seguro Popular.

Gendered Role Attitudes (GRA). ENDIREH collects 9 questions that relate to gender role differences (Ap-
pendix subsection 1.A.1.3). Therefore, the GRA index is created by adding one unit for an affirmative answer
to questions such as “Do you agree that women should be responsible for caring, men should earn more money
or have better jobs than women?", or rather a negative answer to questions such as “Do you agree that men
should be equally responsible for house chores and caring, or do women have the same right to party alone?".
By employing this method, the index captures the level of gender inequality beliefs ranging from 0 (indicative
of more gender-equal beliefs) to 9 (indicative of less gender-equal beliefs). This index has a Cronbach’s alpha
of 0.65, indicating a moderate level of internal consistency. The sample’s average of the GRA index stands at
2.47, providing insight into the women’s low endorsement of more traditional gender role attitudes.

Asking for permission index. This index controls women’s dependency on their partners in decision-
making from 7 different questions such as “Should you ask permission to work, go shopping or visit relatives

10The health coverage IMSS is also commonly used in the literature as a proxy for formal employment since workers need to be
registered to be covered. It only needs one member of the family to be registered to cover the rest. Seguro Popular, however, only
includes informal workers who are registered for basic health coverage

11This percentage is not far from the national 42% of CONEVAL statistics
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Table 1.2: Individual Characteristics

Women Men
Demographic Characteristics
Age 38.16 (11.07) 41.67 (11.25)
Indigenous 27.54% 27.49%
Household Head 5.47% 89.34%
Education Characteristics
No Education 3.64% 3.84%
Primary 24.36% 26.14%
Secondary 37.49% 33.22%
Preparatory 19.38% 19.60%
University 13.82% 15.46%
Post Graduate 1.30% 1.73%
Employment Characteristics
Employed 40.74% 92.77%
Unemployed 0.22% 1.53%
Student 0.61% 0.11%
Retired 0.82% 1.84%
Housekeeper 55.89% 0.22%
Other 1.72% 3.53%
Inter-generational transmission of violence
Childhood IPV 3.31 (1.66) 0.49 (0.71)
She/He beats kids 32.93% 15.00%
Income
Monthly Income 5706.27 (16525.84) 6683.9 (7781.75)
Predicted Hourly Income 39.15 (19.16) 42.84 (20.76)
Household Characteristics
Rural 26.18%
Poverty Status 46.74%
Children 93.18%
IMSS 31.50%
Seguro Popular 37.99%
Social Norms
GRA 2.47 (1.91)
Ask 0.47 (1.17)
Observations 60029

The distribution of individual and household characteristics pertains to married couples where both members
fall within the working age bracket. The presentation features percentages for categorical variables, while
continuous variables are depicted as Mean (Standard Deviation). The table also encompasses the six primary
tiers of education and employment status, where "Other" refers to individuals responding affirmatively to
circumstances such as having had a job but not working (due to holidays, leave, etc.), experiencing physical
or mental limitations that hindered work, or simply not working for various reasons. The inter-generational
transmission of violence is captured through indicators related to childhood experiences for both men and
women, along with whether they perpetrate violence against their own children. Social norms are gauged
through the Gender Role Attitudes (GRA) index and the index reflecting wives’ practice of seeking their
husband’s permission (Ask). Source: ENDIREH 2016.
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and friends?" (Appendix subsection 1.A.1.4 details all questions). This means that the higher the value of the
index, the more dependent is the surveyed woman to her partner’s judgements. Cornbach’s alpha for this vari-
able is 0.8, with a sample index average of 0.47. Therefore, this sample exhibits a strong tendency to endorse
less dependent behaviours within the relationship.

Inter-generational transmission of violence. This index determines the extent of violence encountered or
witnessed by each respondent during their childhood including physical, emotional or sexual violence. ENDI-
REH questionnaire covers questions like “In the place where you lived until you were 15 years old, do you
remember if, between the cohabiting adults, there were beatings or curses? Did those adults beat you? Did
someone abuse you sexually?". Appendix 1.A.1.5 details the 10 questions about women’s childhood experi-
ences. To formulate this index, I added one unit value for each affirmative response to these questions. The
resulting Cronbach’s alpha for this index is 0.73.

Moreover, the same surveyed women are also queried about their awareness of their partners’ childhood
experiences involving IPV. Specifically, they are asked if their husbands endured or/and witnessed violence be-
fore reaching the age of 15. To measure it, I created a categorical variable that gives a value equal to one when
they either witnessed or experienced IPV, and a value equal to two when both things happened. Additionally,
I incorporate controls for the transmission of violence to the next generation, by including two identifiers of
whether she or her partner resorts to physical aggression against their children when provoked. These variables
may serve as a proxy for evaluating the presence of violence within the household as a means of conflict reso-
lution.

As highlighted in Table 1.2, the mean value for women’s childhood IPV exposure is 3.3 (ranging from a
minimum of 0 to a maximum of 10), and the average of the two categories for their partner’s experience is 0.49.
Moreover, Table 1.2 presents that 32.7% of the sampled women physically harmed their child after becoming
angry compared to 14.8% of their husbands. While this might suggest that women are twice as likely as their
husbands to resort to violent behaviour, it is important to note that these variables do not quantify the intensity
or trauma caused by such actions. Instead, they provide a good insight into the normalization of violence within
the household.

Monthly and Hourly wages. Interviewed women answer the following questions in which the monthly
income for her and her partner is derived: “Approximately, how much money do you earn from your job?" and
“Approximately, how much money does your husband earn from his job?"12. Since these values are approxi-
mated values and, therefore, they could be imprecise, I calculated hourly wages through a LASSO computation
in ENOE and applied the obtained coefficients in the labour force ENDIREH variables.

12Income records valued as 999,997 were dropped from the analysis. Despite this value means that the individual earns more than
that amount, it becomes an outlier biasing the income mean.
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LASSO is a regression analysis method that improves the prediction accuracy of linear regression models
by including a regularization term, which is optimized after cross-validation processes. LASSO modelling
allows for a great number of covariates, selecting those more relevant for the predictions, and thus, it is also
suited for models with high levels of multicollinearity13.

The explanatory variables that were common in both the ENDIREH and ENOE samples were: age, educa-
tion level, gender, marital status, state, urban/rural, IMSS registration, and occupation. Although the LASSO
process is a precise predictor, key variables are missing to refine this calculation. In fact, I compute the hourly
wages as the outcome variable since ENDIREH misses the information on how many hours the individuals
work. The LASSO was computed for married women and married men separately using both the same co-
variates mentioned above. For the predicted wage for women, the LASSO model used 59 non-zero covariates
of the total 65 covariates in a sample of 14,656 observations. With an estimation of 72 lambdas the optimally
selected lambda value is 0.077. To predict the hourly wage of a sample of 28,312 married men, 62 non-zero co-
variates were used with a selected optimal lambda valued at 0.043 of 71 lambdas estimated. Table 1.2 presents
the average and the standard deviation of both, the monthly reported income and the hourly predicted income
for each surveyed woman and her husband. In both scenarios, the average income of men surpasses the average
income of women.

1.5 Empirical Strategy and Results

The first regression I consider is the association between the different control variables using a probit model.
The dependent variable Violencei are the three different kinds of intimate violence — general Intimate Partner
Violence (IPV), Situational Couple Violence (SCV), and Intimate Terrorism (IT), for each woman i. Among
the independent variables Xk, I include demographic variables (age, belonging to an indigenous minority, ru-
ral/urban setting, living under the poverty line, the age of marriage, parenthood, health coverage), social norm
variables (being head of the household, believing in gender roles, women asking permission from her husband)
and violence experience (childhood experience for both members and resort violence to their children).

Violencei = βkXki +ui (1.1)

Figure 1.3 displays the first results. Each column represents each dependent variable for each of the dif-
ferent types of violence. There is a negative association between the different forms of IPV and variables age,
partner’s age, living in rural areas, the partner being head of the household, and agreement on gender role
norms. Contrarily, variables that affect positively the risk of IPV are parenthood, demanding the husband’s
permission before any decision, childhood IPV experiences for both members and if they use violence against

13For a full description of the LASSO methodology and application, see Appendix 1.A.2.2 section
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their children. These associations are in line with previous studies in the literature which focused on these types
of variables.

Figure 1.3: Regression with control variables

Note: Probit regressions with dependent variables Intimate Partner Violence (IPV), Situational Couple Violence (SVC), and
Intimate Terrorism (IT). Point estimates (end of bars) along with their 95% confidence intervals (line intervals) are displayed.

Number of Observations: 60028 in all regressions. Number Coefficients are represented in Tables A1 and A2 in Appendix. Base
Line Categories: Does not consider herself indigenous; Does not consider himself indigenous; Lives in urban areas; Does not live in

a poor household; Does not have children; Does not have IMSS health coverage; Does not have Seguro Popular health coverage;
She is not the head of the household; Her husband is not the head of the household; The husband never experienced or witnessed

IPV during infancy; She does not exert violence against her children; He does not exert violence against his children.

1.5.1 IPV and Education Gaps

In the initial phase of the analysis, I explore to what extent the education levels attained by women compared
to those of their husbands can be related to the occurrence of abuse. To this end, I have classified the level of
education of both men and women into three distinct groups: (1) primary or non-education, (2) secondary or
preparatory (high school) education, and (3) university education (encompassing both graduate and postgradu-
ate studies). Based on these categories, I have derived the variable Education Gap (as defined in equation 1.2)
which encapsulates the difference between the education level received by the men (husbands of the surveyed
women) and the women themselves.
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EducationGap = Partner′s Education Level −Women′s Education Level (1.2)

Table 1.3 provides the sample distribution of the five different education gap categories. These numbers
suggest a normal distribution pattern, where approximately two-thirds of women (66%) are married to partners
with the same educational backgrounds. Additionally, there is an equivalent representation of a one-level
education gap (16%) for couples with either men or women with higher education attainment, and notably a
lower occurrence of two-level gap couples. Moreover, Table 1.3 offers insights into the corresponding violence
percentages. In couples where a woman has a higher education level than her husband higher percentages
of violence emerge. This indicates that in cases where the wife possesses more advanced education than her
husband, increases the incidence of conflict, suggesting a response to the perceived shift in traditional gender
roles.

Table 1.3: Education Gap between Couples

Total Total Percentage of
Percentage Observations IPV SCV IT

Education Gap = -2 0.45% 271 35.42% 22.51% 12.92%
Education Gap = -1 16.39% 9837 31.49% 17.41% 14.08%
Education Gap = 0 66.44% 39882 29.37% 16.97% 12.41%
Education Gap = 1 16.06% 9639 28.53% 16.52% 12.01%
Education Gap = 2 0.67% 400 24.00% 15.25% 8.75%

Note: Education gap distribution of married couples. Education levels are classified into three
categories: primary or less education; secondary education and tertiary education (graduate and
post-graduate studies). The negative Education Gap relates to those couples where women have
a higher level of education than their husbands. The table presents the Percentages of women
who suffer from Intimate Partner Violence (IPV), Situational Couple Violence (SCV) and Intimate
Terrorism (IT) for each Education Gap category.

To investigate the significance and nature of this behaviour, I proceed to conduct a probit model by regress-
ing the variable Violencei comprising Intimate Partner Violence (IPV), Situational Couple Violence (SCV),
and Intimate Terrorism (IT) using equation 1.3. In this regression, the variable EducationGapi represents the
education gap level within couples. Additionally, the vector xki encompasses the principal demographic, gender
role attitudes, and generational transmission of violence controls listed in equation 1.1.

Violencei = µEducationGapi +βkxki +ui (1.3)

Figure 1.4 visually represents the outcomes derived from the probit regression. One of the primary obser-
vations is the negative linear correlation between the IPV coefficients and the education gap existing between
spouses. This negative relationship attains statistical significance at the 10% level for the extreme categories
of 2, and -2 (for detailed values, see Table A3 in Appendix). This indicates that the husband’s educational ad-
vantage over the wife decreases there appears to be an increase in conflicts within the household. Specifically
when compared to couples with equal levels of education (EducationGap = 0), those where the wife possesses
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an educational advantage of two levels14 exhibit a significant increase in the incidence of Situational Couple
Violence (SCV).

Figure 1.4: Women’s Education on IPV

Note: Probit regressions with dependent variables Intimate Partner Violence (IPV), Situational Couple Violence (SVC), and Intimate
Terrorism (IT). Point estimates (dots) along with their 95% confidence intervals (lines) are displayed. Number of Observations:
60028 in all regressions. Controlled by demographic characteristics, gender norm variables, and generational transmission of

violence. Baseline comparison: Education Gap = 0 (same level of education). Education levels are classified into three categories:
primary or less education; secondary education and tertiary education (graduate and post-graduate studies). The negative Education
Gap relates to those couples where women have a higher level of education than their husbands. Positive numbers refer to couples

where the partner has a higher level of education. Coefficients’ numbers are represented in Table A3 in Appendix.

1.5.2 Employment Status and IPV

In the ENDIREH survey, individuals are defined as employed if they have engaged with work during the pre-
ceding week either as employees, self-employed, employers or unpaid workers. Conversely, those not fitting
this criterion are classified as not employed (including both the unemployed and non-active population)15.
Moreover, the ENDIREH survey incorporates questions that link gender attitudes with women’s roles in em-
ployment which I selected the three following ones: “Does your partner get mad because you work", “Do you

think men should and women shouldn’t be equally responsible to earn money", and “Should you ask permis-

sion to work?". These attitudes are measured on a dichotomous variable of 0 and 1. Figure 1.5 portrays the
percentages of these attitudes towards the role of women’s employment comparing employed women to those
not employed. On average, a smaller proportion of respondents agree that men and women should assume
different responsible roles about who should be the main provider when women are employed (27% agree to

14This case refers to those couples where the woman has at least graduated studies and her spouse primary or non-education.
15The Appendix subsection B.2.1 shows the determinants of being employed for the surveyed women
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this statement) compared to when they are not (37%). In addition, fewer employed respondents hold the be-
lief that they should seek their husband’s permission to work (8% compared to 17% of non-working women).
However, there is a slight increase in the share of partners who become upset when their wives work if women
respondents are employed than when they are not (8% of men become mad when their wives work compared to
7% when they are not employed). This suggests that despite the more progressive beliefs of employed women
concerning their work status, they might encounter a less favourable reaction from their partners.

Figure 1.5: Gender Role Beliefs’ of Women’s Employment

Note: Share of women asked about their perceived ideals over gender roles in work comparison by their employment status. The
higher the percentage the more women believe in that specific statement. Source: ENDIREH 2016

To evaluate the association of women’s and men’s employment statuses on IPV, I classify couples into four
distinct types. In the first category, both spouses are employed. In the second, only women are employed while
men are not employed. The third category includes couples where only men are employed, and in the fourth
category, neither spouse is employed. Table 1.4 presents the distribution of these couples across the sample.
Approximately 55% of the sample is composed of traditional gender norms couples, where men are the pri-
mary earners and women undertake homemaking roles (couple type 3). Following this, around 40% of the
couples are both spouses employed (type 1). Subsequently, in nearly 5% of the couples, neither of the partners
is employed (type 4), and finally, in only 2% of the couples, the woman is employed with a not employed
spouse (type 2). Furthermore, this table presents insights into the disparities in experiencing IPV. Notably,
households where women are the primary earner show a higher percentage of IPV, with a difference of almost
9 percentage points with the lowest couple, where neither spouse is employed. Similar variations are observed
in cases of intimate terrorism (IT), and situational couple violence (SCV). Therefore, it is plausible to expect a
male backlash in response to women’s engagement in the workforce.

To explore the potential existence and significance of male backlash against women’s employment, I imple-
ment a probit model targeting the three types of Violence: Intimate Partner Violence (IPV), Situational Couple
Violence (SVC), Intimate Terrorism (IT) over the different types of couples (variable Couple). Moreover, the
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Table 1.4: Types of Couples

Total Total Percentage of
Percentage Observations IPV SCV IT

Type 1: Both Employed 38.34% 23014 32.06% 17.95% 14.11%
Type 2: Only Women Employed 2.40% 1442 33.43% 17.75% 15.67%
Type 3: Only Men Employed 54.44% 32678 28.03% 16.52% 11.51%
Type 4: Both Not Employed 4.82% 2895 25.32% 14.06% 11.26%

Note: Employment distribution of married couples compared to their husbands. The table presents the Percentages
of women who suffer from Intimate Partner Violence (IPV), Situational Couple Violence (SCV) and Intimate
Terrorism (IT) for each Type of Couple. Source: ENDIREH 2016.

model controls for demographic characteristics, social norms and inter-generational transmission of violence,
applied in regression 1.1 (Xki in the regression)16. The variable Couple compares the traditional type of couple
(where men are employed and their wives are not employed, type 3) with the rest of the couples. This approach
investigates whether exists a male backlash effect when couples deviate from the established traditional couple.

Violencei = αCouplei +βkXki +ui (1.4)

Figure 1.6 visually represents the marginal effects of each type of IPV for different couple categories in
comparison to the traditional couple (type 3). Remarkably, within couples where both spouses are employed
(type 1), the likelihood of experiencing Intimate Partner Violence (IPV) exhibits a significant average increase
of 3.6%. Specifically, as illustrated in the graph, this significant increase is attributed to Intimate Terrorism
(IT) with a marginal effect of 3%. Moreover, for the type 2 couples, where only women are employed, the
coefficients surpass type 1 couples (increasing the likelihood by approximately 5%). However, it is important
to acknowledge that due to the limited sample size of type 2 couples (where only women are employed), the
marginal effects are less precisely estimated, and are not significantly different from type 1 couples (where both
partners are employed). These results affirm the hypothesis that regardless of men’s employment status if their
spouses are employed, they are more prone to suffer IPV compared to non-employed spouses. Specifically,
this escalation of violence is predominantly linked to high levels of coercive controlling attitudes characterized
by intimate terrorism (IT). Appendix Figure A5 illustrates the outcomes for various couples categories (type
1, type 2, and type 3) by different employment types (paid worker, employer, self-employed, unpaid worker).
The findings suggest limited statistical significance across most categories. Only in the case of couples of type
1, where both spouses are employed, there is a significant increase in both IPV and IT when husbands hold the
role of employers compared to being paid employees.

16The controls of these regressions includes women’s and their spouses’ education level.
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Figure 1.6: Type of Couple depending on their Employment Status on IPV

Note: Probit regressions with dependent variables Intimate Partner Violence (IPV), Situational Couple Violence (SVC), and
Intimate Terrorism (IT). Point estimates (dots) along with their 95% confidence intervals (lines) are displayed. Number of

Observations: 60028 in all regressions. Controlled by demographic characteristics, gender norm variables, and generational
transmission of violence. Baseline comparison: Couple Type 3: Only Men Employed (Traditional employment standards).

Coefficients’ numbers are represented in Table A4 in Appendix.

1.5.3 Income and IPV

Addressing the financial contribution to the household, the women surveyed in ENDIREH were posed ques-
tions about their viewpoints regarding their beliefs on who should be the primary household earner and their
autonomy on how to spend their own income, and their spouses’ reaction towards their wages. I selected
the following questions: “ Does your partner gets mad at you because you earn more money?", “Do you

think men should earn more than women?", “Should you ask permission from your partner to go shopping,

or to buy something personal?". Figure 1.7 illustrates the distribution of these beliefs among both employed
and non-employed women. Overall, working women tend to disagree more with the notion of men being the
breadwinner and are less inclined to seek permission for their personal expenditures than their non-employed
counterparts17. However, akin to the results from the employment status beliefs in Figure 1.5, there is a higher
proportion of spouses who become more aggressive when their wives earn more money than them, particu-
larly when the women are employed. Specifically, approximately 5% of husbands react negatively when their
employed wives earn higher incomes, whereas this percentage drops to 2% for husbands with non-employed
wives).

This analysis narrows the focus exclusively to couples where both members are employed (Couple Type 1).
The main goal of this is to scrutinize whether the root correlation of intimate violence is associated with eco-
nomic resources or solely employment status. Therefore, I exclude couples in which only women are employed
(Couple Type 2) as it signifies a dual threat: not only she is employed but also the sole (hence, the primary)

1712% of working women agree that men should be the main provider compared to 17% of non-working women. 4% of employed
women usually seek permission to go shopping or buy something personal compared to 8 and 7% of their non-employed counterparts.
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Figure 1.7: Perceptions on the Monetary Contribution by Women’s employment status

Share of women asked about their perceived ideals over gender roles in their wages. The higher the percentage the more women
believe in that specific statement. Source: ENDIREH 2016

income provider for the household. Table 1.5 details the distribution of the reported monthly income and the
predicted hourly income for these types of couples. Consistent with the trends observed in Table 1.2, women’s
median and average monthly wages are lower than their male counterparts. Similarly, this trend extends to the
predicted hourly wages obtained from the Mexican Labour Force Survey (ENOE, 2016).

Table 1.5: Distribution of the Monthly and Hourly income for Couples Type 1: Both
working

Mean SD Median Observations
Women’s Monthly Income 5893.62 (17479.89) 4300 17569
Men’s Monthly Income 7501.14 (8285.315) 5590 17538

Predicted Women’s Hourly Income 39.37 (19.33) 34.63 14320
Predicted Men’s Hourly Income 46.42 (21.31) 39.97 14320

Note: Women and men’s monthly income of married couples where both members are working (Couple
Type = 1). Mean and Standard Deviations (SD) are displayed. Source: ENDIREH 2016. Women and
men’s LASSO-predicted hourly income of married couples where both members are working (Couple
Type = 1). Means and Standard Deviations (SD) are displayed. Source: ENOE 2016.

In order to discern the potential effect of an individual’s income on intimate violence, I conduct probit
regression analyses involving the three types of violence: Intimate Partner Violence (IPV), Situational Couple
Violence (SVC) and Intimate Terrorism (IT) over the logarithm of the women’s and their husband’s income
(logIncomei and logPartnerIncomei respectively). These regressions also control for demographic character-
istics, social norms indicators and inter-generational transmission of violence (Xki). the same controls from
regression 1.1 and the log of income. I initiate the analysis by regressing the aforementioned outcome vari-
ables against recorded monthly incomes obtained from the ENDIREH survey. Following this, I replicate the
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regressions using the predicted hourly incomes derived from the ENOE survey data.

Violencei = γ1logIncomei + γ2logPartnerIncomei +βkXki +ui (1.5)

Figure 1.8 presents the results for both the log monthly income (Figure 1.8 (a)) and the log hourly income
(Figure 1.8 (b)). When focusing on the reported monthly income (Figure 1.8 (a)), the marginal effects for both
women and their partners are not statistically significant and exhibit a small magnitude, albeit they reflect a
positive association. Turning to Figure 1.8 (b), which features the predicted log hourly income extracted from
the Mexican Labour Force Survey (ENOE), the results unveil a distinct pattern. Specifically, while there is a
positive yet statistically insignificant association in men’s salary, a noteworthy (although relatively small) nega-
tive and significant correlation emerges between the overall IPV and the rise in women’s predicted hourly wage.

Figure 1.8: Suffered IPV the previous 12 months

(a) Reported Monthly Income (b) Predicted Hourly Income

Note: Probit regressions with dependent variables Intimate Partner Violence (IPV), Situational Couple Violence (SVC), and
Intimate Terrorism (IT). Point estimates (dots) along with their 95% confidence intervals (lines) are displayed. Number of

Observations of Regression (a) Reported Monthly Income: 14746; Number of Observations of Regression (b) Predicted Hourly
Income: 14320. Controlled by demographic characteristics, gender norm variables, and generational transmission of violence.

Coefficients’ numbers are represented in Table A5 for Regression (a) and Table A6 for Regression (b) in Appendix.

To examine the potential influence of income contribution proportions on intimate partner violence, I cal-
culate the women’s income share as the percentage of wage she earns relative to her spouse’s wage. This is
represented by Equation 1.6. I proceed to estimate this equation twice: firstly, using the reported monthly
salaries from ENDIREH, and subsequently, employing the predicted hourly wages sourced from ENOE. Al-
though this predicted hourly wage does not directly encompass the actual income contributed by each member
of the household, it remains a pertinent measure as it determines the relative job positions of women com-
pared to their spouses. For instance, consider the scenario where a woman earns a higher hourly wage than
her husband, yet she is employed part-time while her husband works full-time. In this context, the husband’s
income most probably will surpass hers. However, given her superior hourly wage, if she were to transition to
a full-time job, her income would exceed her husband’s, thus, elevating the rank of her job compared to his.
Furthermore, Wolf (2002) presents a model that justifies the basis for why individuals working fewer hours
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typically earn less per hour. Finally, the utilization of hourly wages is empirically grounded by ENOE due to
its significant positive correlation with the number of working hours and income per hour, applicable to both
married men and women.

Income Share =
Women′s Incmone

Women′s Incmone+Partner′s Income
∗100 (1.6)

Figure 1.9 displays the distribution of both income share percentages, featuring a vertical line of 50%
mark. The first histogram represents the percentage of monthly income, while the second pertains to the
predicted hourly wage. A noteworthy observation for both distributions is that there is a concentration at the
50% line. In fact, in Figure 1.9 (a), there is a noticeable accumulation of surveyed women who declare that
they earn the same as their partners, making a high pick before the 50% mark. The rationale behind this
phenomenon is unclear. It is plausible that some respondents may intentionally declare to earn the same or less
than their husbands, while others may genuinely lack information on their spouse’s salaries. As mentioned in
the literature, there is a persistent taboo in Mexico regarding the couple’s finances.

Figure 1.9: Women’s Income Share

(a) Reported Monthly Income (b) Predicted Hourly Income

Note: Histogram of the percentage of income that women contribute in the household relative to their spouses. Figure (a) represents
the reported monthly income (SOURCE: ENDIREH 2016), and Figure (b) represents the LASSO predicted hourly income

(SOURCE: ENOE 2016).

The final regression in this analysis studies the association between the relative income with violence (In-
timate Partner Violence, Situational Couple Violence and Intimate Terrorism) experienced in the household
represented in Equation 1.7. Aligned with the resource theory and male backlash, this probit regression aims
to ascertain whether the risk of violence experienced by women is influenced by their monetary contribution to
the household. This phenomenon is measured by the variable IncomeSharei. Moreover, the model controls for
demographic characteristics, social norms and inter-generational transmission of violence indicators (Xki).

Violencei = δ IncomeSharei +βkXki +ui (1.7)

Figure 1.10 presents the principal findings stemming from Equation 1.7 for both the relative monthly in-
come, recorded in the ENDIREH survey, and the relative hourly income, predicted from the ENOE (the Mexi-
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can Labour Force Survey). Notably, the marginal effect of each outcome is very close to the zero value in both
instances. As a matter of fact, while the relative hourly income of women, predicted using LASSO, results in
a negative association significant to the 10% level between the relative hours and the overall Intimate Partner
Violence (IPV), the magnitude of this effect is almost negligible (see Table A8). Therefore, it cannot be deemed
a substantial impact. In the robustness checks section of the Appendix (section 1.A.3.3), Figure A6 shows that
the significant negative association between IPV and the hourly income share is solely sustained for those who
live over the Poverty line.

Figure 1.10: Suffered IPV the previous 12 months

(a) Reported Monthly Income Share (b) Predicted Hourly Income Share

Note: Probit regressions with dependent variables Intimate Partner Violence (IPV), Situational Couple Violence (SVC), and
Intimate Terrorism (IT). Point estimates (dots) along with their 95% confidence intervals (lines) are displayed. Number of

Observations of Regression (a) Reported Monthly Income Share: 14746; Number of Observations of Regression (b) Predicted
Hourly Income Share: 14320. Controlled by demographic characteristics, gender norm variables, and generational transmission of

violence. Coefficients’ numbers are represented in Table A7 for Regression (a) and Table A8 for Regression (b) in Appendix.

1.6 Conclusion and Discussion

Intimate Partner Violence is a global human rights issue that is still prevalent despite many efforts from govern-
ments and international organizations to eradicate it. This research explores in which form Mexican women’s
empowerment increases the risk of suffering IPV. It employs three main empowerment indicators: education
level, labour force participation, and income contribution, all of them relative to their spouses. By controlling
for individual and partner characteristics, the obtained results indicate that Mexican men see their wives’ ed-
ucation and employment as a threat to their male identity rather than what they actually earn. In particular,
men are more likely to exert violence with highly coercive controlling tactics when their spouse is employed.
Moreover, this study shows that despite the more progressive views on gender roles and the place of women
in modern Mexican society, men’s preferences of being the sole provider are still a hindrance to achieving it
without violence. Further research is needed to properly apply policy programs that support women’s empow-
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erment without the risk of increasing IPV.

This analysis contributes to the literature on IPV and its economic determinants in three different ways.
Firstly, all five regressions not only control for women’s demographic characteristics and employment status
and childhood characteristics, but they also integrate their partner’s counterpart, mitigating a possible bias.
For instance, the first regression that solely incorporates control variables already exhibits significant results
regarding gender differences in social norms. Strong beliefs on gender role differences are linked to a reduced
likelihood of experiencing Intimate Partner Violence (IPV) and Situational Couple Violence (SCV). Moreover,
the regression demonstrates that when women are required to seek permission from their husbands for cer-
tain activities, their likelihood of IPV increases primarily driven by Intimate Terrorism (IT). This examination
of gendered social standards is looked into further in the second regression of the analysis which shows that
the lower the education level of women compared to their spouses, the fewer intra-household conflicts. This
may be interpreted as women with more years of schooling than their spouses may differ from behaving in a
passive and compliant manner, while less educated women are less willing to enter into arguments that may
lead to major conflicts. Furthermore, in Appendix Section 1.A.3.1, Figure A3 displays women’s reactions to
IPV depending on their level of education. On the whole, the more educated, the greater share of women who
communicate their abuse situation, and know where to ask for help, but fewer actually take the necessary action
of asking for institutional help or reporting the abuse.

Secondly, this research contributes to knowing which type of violence is affecting the most Mexican
women. Johnson (1995) and Johnson and Ferraro (2000) sustain that there is a difference in the exerted vio-
lence depending on whether perpetrators get violent under a heated argument (SCV), or want to demonstrate
power and control against their victims (IT). The results from the classification of couples depending on their
employment status show that regardless of their partner’s employment status, working women are at a higher
risk of being victims of IT than their non-employed counterparts. These outcomes differ from Villarreal (2007)
and Terrazas-Carrillo and McWhirter (2015) findings, however, although their use of ENDIREH previous sur-
veys, they are not exactly comparable in measurement differences. Both studies agree that coercive controlling
attitudes are strongly related to IPV and also may affect women’s job performance. However, both use them as
predictors, and not part of the outcome, as this research does. These findings are consistent with Canedo and
Morse (2021) results in which the only type of Mexican women’s employment that didn’t increase the risk of
IPV after receiving cash transfers, was unpaid household employment. These results infer that although work-
ing women have a more progressive vision of the role of women in society, they find themselves systematically
rejected by their spouses, who would prefer that they stay at home.

Finally, this study delves into whether absolute income and women’s income share could be potential ex-
planatory variables. Aizer (2010) already found that with the tightening of the gender wage gap in the US,
there were fewer physical assaults that required hospitalization. However, in the case of Mexico, this can only
be confirmed with the predicted absolute hourly income of women, and the relative hourly income share with
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almost zero magnitude. Neither the reported absolute monthly income nor the relative monthly income shows
any significant association with any form of IPV. These findings pose further more sophisticated methods to
study the real effect of women’s monetary contribution on IPV. Figure 1.7 provides an insight into how there
was a greater share of women who faced their spouse’s disapproval of earning more when they were employed.
However, this was not reflected in the probit models. These findings may show that it is women’s employment
rather than how much she provides to the household, that has an increasing effect on violence intimate terror-
ism victimization. Although they are consistent with the resource theory and male backlash, they are more in
line with Kessler and McRae Jr (1982) argument in which they proved that men’s mental health was harmed
when their wives were active in the labour force, and with Pyke (1996) qualitative analysis in which some men
in her study sample affirmed using coercive controlling tactics and being violent against their wives when they
ceased being the sole earner of the household. Therefore, as previously discussed, Mexican men link their male
identity and worth to their ability to be the main provider of the family (Macmillan and Gartner, 1999; Jewkes,
2002; Pyke, 1996). Moreover, the income share coefficients are so low, that it cannot be analysed whether it
follows a U-shape as Anderberg and Rainer (2013) modelled.

Future policies in Mexico regarding women’s increase in labour force participation that take into considera-
tion these results may focus their strategies in the workplace, and not consider this violence as only an intimate
matter. Given those victims of IPV are more likely to be employed, the workplace is an important area for
awareness, intervention and protection. In fact, targeting Mexican immigrants in the US, Galvez et al. (2011)
identify common tactics used by IPV perpetrators to disrupt their partner’s job: on-the-job surveillance tactics,
such as constant messages and repeated calls; or on-the-job harassment tactics, like physically appearing in
her workplace and causing problems. Furthermore, since almost 90% of the male population is employed,
gender equality programs may contribute to changing machismo and marianismo views, allowing women to
participate in the labour force without the burden of social norms.
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1.A Appendix Chapter 1

1.A.1 Definition of variables

1.A.1.1 Suffered IPV the previous 12 months

In the last 12 months, has your partner...
Physical violence:
- Pushed you or pulled your hair?
- Slapped you?
- Tied you up?
- Kicked you?
- Thrown an object at you?
- Beaten you with his hands or an object?
- Tried to choke you or suffocate you?
- Hurt you with a knife?
- Fired a weapon on you?
Emotional violence:
- Shamed on you, or humiliated you?
- Ignored you, didn’t take you into account, or didn’t give affection?
- Told you that you are cheating on him?
- Made you feel fearful?
- Threatened to leave you, hurt you, take your children?
- Kept you at home and prohibited you to leave or receive visits?
- Stalked you, spies on you?
- Constant calls and messages to know where are you?
- Threatened you with a weapon?
- Threatened to kill you. hurt you or your children?
- Destroyed, thrown away, or hidden your things away?
- Stopped talking to you?
- Demands your passwords and checks your emails and phone?
- Turned your children and relatives against you?
Sexual violence:
- Threatened or blackmailed to have sexual intercourse?
- Made you do things you do not like when you have sexual intercourse?
- Used physical force to make you have sexual intercourse?
- Forced you to watch porn?
- Forced sexual intercourse without protection?
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Economic violence:
- Have been mad because the house chores are not perfect?
- Forbidden you to work or study?
- Taken over your money or spent it without your consent?
- Taken over your goods or properties?
- Spent the money you need to pay bills?
- Not given you money to pay bills or has threatened not to give you money for bills?
- Not given you money for home expenses, even if he has money?
- Demanded about how you spend your money?

1.A.1.2 Coercive Controlling Attitudes

Does your husband get mad at you because...
- You work or study?
- You make more money than he does?
- You don’t spend with him enough time and attention?
- You dedicate too much time to your job or because of your schedule?
- You are jealous?
- You are too possessive?
- You cry for everything?
- He thinks you cheat on him?
- He does not like the way you dress?
- You visit or are visited by friends and family?
- He doesn’t like your friends?
- You go out without asking permission?
- Other men talk to you?
- You agree on something and you don’t respect it?
- You are not obedient?
- You make your own decision in matters he believes are his responsibility?
- You have different or disagree in front of others?
- You consume alcohol or drugs?
- You don’t want to have sexual intercourse?
- You use contraceptives?
- He doesn’t like how you raise your kids?
- He considers you are a bad mother?
- A relative intervenes in the way you raise your kids?
- You tell him his responsibilities?
- You can not have kids?
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- He wants more kids?
- You are sick and he needs to take care of you?
- Without any reason?
- Other?

1.A.1.3 Perseverance of Gender Roles

- Women should be responsible for caring for children, elders and ill people?
- Men should earn more than women?
- Men and women are equally responsible to earn money?
- Men should be equally responsible for house chores and caring?
- Women have the same right to night party alone?
- Men should have better occupations?
- Working women do not care properly for their children?
- Women shouldn’t show their necklines to avoid molestation.
- It is a woman’s duty to have sexual intercourse with her husband even if she does not want too

1.A.1.4 Ask for permission

Should you ask for permission...
- To work?
- To go shopping?
- To visit relatives and friends?
- To buy something personal?
- To participate in a community activity?
- To make new friends?
- To vote for a party?

1.A.1.5 Inter-generational Transmission of Violence

When you were a child...
- Do you remember if, between the cohabiting adults, there were beatings...?
- Do you remember if, between the cohabiting adults, there were curses...?
- Did those adults beat you...?
- Do you remember if those adults cursed you...?
- Were you touched or forced to touch intimate parts without your consent?
- Were you forced to show/watch your intimate body parts?
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- Were you forced to watch porn?
- Did someone abuse you sexually?
- Were you sexually abused under threat?
- Were you sexually abused in exchange for money?
When your partner was a child (before his 15’s)...
- Do you know if he was beaten or insulted?...
- Do you know if his mother suffered physical aggression from her husband?

1.A.2 Machine Learning Techniques

1.A.2.1 K-mean clustering

K-mean clustering is an unsupervised machine learning algorithm with a very simple objective: group similar
data points together and discover underlying patterns (Dabbura, 2018). The algorithm partitions the data into
k disjoint clusters that include all data points aggregated together with the nearest mean (a centroid or cluster
centre). Therefore, the objective of the algorithm is to make the intra-cluster data points as similar (close) as
possible while also keeping the clusters as different (far) as possible.

In other words, the k-means clustering solves a two-step minimization problem whose objective function J

formulated as follows:

J =
m

∑
i=1

K

∑
k=1

wik∥xi −µk∥2

where wik is an indicator of cluster inclusion (i.e., wik = 1 if xi is in cluster k, and wik = 0 otherwise), and
µk is the centroid of xi’s cluster. The differences are commonly measured with the Euclidean distance since it
equates to the intra-cluster variance measurement. Therefore, the first step of the optimizing problem assigns
the data points to the closest cluster by minimizing J with respect to wik having µk fixed. Then, the second step
computes the optimal centroid of each cluster by minimizing J with respect to µk having wik fixed.

To achieve the creation of clusters in its practical application, the algorithm of the k-means clustering is the
following:

1) Define a target number k, which is the total number of clusters that is willing to be formed (i.e. define the
number of total centroids).

2) The k centroids are randomly selected across the data.

3) Every data point is allocated to each of the clusters by reducing the in-cluster distance:

3.1) Compute the sum of the squared distance between a data point and a centroid.

3.2) Assign each data point to the closest centroid (cluster).
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Figure A1: K-means Clustering (k = 2) Representation

Fictional representation of the resulting k-mean clustering for the spouses’ coercive controlling attitudes. The X-axis measures the
sum of the spouses’ coercive controlling attitudes while the Y-axis represents each spouse. The dots represent the data points in the

sample and the cross represents the centroid.

4) Compute a new centroid of each cluster by calculating the average of all the clusters.

5) Repeat steps 3 and 4 until the position of the clusters is optimized.

6) The optimization of the problem is achieved when one of these two conditions is satisfied

6.1) The centroids are stabilized (i.e., they don’t change their position after step 4), and thus the clustering
has been successful.

6.2) The pre-determined number of iterations (repetitions) has been achieved.

Figure A1 is a fictional representation of the k-mean clustering applied to the analysis data. It illustrates
how the k-mean clustering would look after the application of the algorithm. The X-axis measure the sum of the
coercive controlling attitudes from the respondent’s spouses, and the Y-axis represents each of them (here are
represented only 1000 of them). The coloured dots represent the data points, i.e. each coercive controlling value
for each spouse, and the crosses represent the centroids. It can be noticed that after the algorithm is applied, two
disjoint clusters are created, one that will represent those individuals with low numbers of coercive controlling
attitudes, and the other with a higher number of coercive controlling attitudes.

1.A.2.2 LASSO Algorithm

The Least Absolute Shrinkage and Selection operator (LASSO) is a supervised machine learning method that
improves the prediction accuracy of linear regression models (Tibshirani, 1996). It solves the minimization
problem of Equation (1.8):

n

∑
i=1

(
Yi −

(
β0 +

p

∑
j=1

Xi jβ j

))2

+λ

p

∑
j=1

|β j| (1.8)

The LASSO regression is composed of two main parts as shown in Equation (1.8). The first part
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∑
n
i=1

(
Yi −

(
β0 +∑

p
j=1 Xi jβ j

))2
represents the standard linear regression model where Y is the dependent

variable, X the regressors (or independent variables) and β the parameters to be estimated. Furthermore,
λ ∑

p
j=1 |β j|, is the L1 regularization part in which ∑

p
j=1 |β j| is the sum of the absolute value of the none inter-

cept beta coefficients, and λ is a tuning parameter, also named penalty parameter, or regularization parameter.

λ controls the strength of the penalty in the regression equal to the absolute value of the magnitude of the
coefficients. This means that some coefficients can become 0 and be eliminated from the model if they are not
strongly associated with the outcome variable. λ denotes the shrinkage in the following way:

- When λ = 0, no parameters are eliminated. The estimate is equal to the linear regression model.

- As λ increases, more and more coefficients are set to 0. For instance, when λ = ∞ all coefficients are
eliminated.

- As λ increases, the bias of the estimators β̂ increases

- As λ decreases, the variance of the estimators β̂ increases.

In order to find the optimal λ a range of λ ’s are tested using cross-validation. For instance, the data sample is
separated into a training set and a test set. Then the LASSO model is built in the training set and estimated with
the mean squared error calculated in the test set. This is also known as a supervised machine learning algorithm.

The LASSO regression minimization problem of Equation (1.8) is also equivalent to Equation (1.9) which
is also seen in the literature (Tibshirani, 1996).

min
n

∑
i=1

(
Yi −

(
β0 +

p

∑
j=1

Xi jβ j

))2

sub ject to
p

∑
j=1

|β j| ≤ t (1.9)

in which t is now the tuning parameter. Similarly, as t decreases towards 0, the β coefficients shrink to-
wards 0 forcing the least associated β coefficients to decrease all the way to 0. As a result, those β coefficients
that are not strongly associated with the outcome variable are shrunk to 0, i.e., are removed from the regression.

Therefore, the LASSO modelling becomes a suitable method for prediction or variable selection. It per-
forms well in high-dimensional datasets and allows for a great number of covariates, thus, it is also suited for
models with high levels of multicollinearity. With its shrinkage feature, it balances simplicity and accuracy
managing the risk of overfitting (Kumar, 2023).

The outcomes obtained through the application of the LASSO method to derive income values are visually
depicted in Figure A2. The initial row of histograms portrays the logarithm of monthly income as reported by
employed women who were interviewed, along with their estimations of their spouses’ monthly income. The
subsequent row of the figure displays the predicted hourly income of both women and men using the LASSO
technique. The primary distinctions apparent within the histograms stem from the inherent dissimilarity in
the income variable itself, where one is represented on a monthly basis (first row) and the other on an hourly
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basis(second row).

Figure A2: Logarithm of the income measurements

Histogram of the Logarithm of the income distribution for men and women. The first figure represents the reported monthly income
(SOURCE: ENDIREH 2016), and the second figure represents the LASSO predicted hourly income (SOURCE: ENOE 2016).
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1.A.3 Robustness Checks

1.A.3.1 Women’s response against IPV over Education

Figure A3: Women’s Response of IPV by Level of Education

Percentage of response for communicating, searching for help and reporting by women’s level of education.

1.A.3.2 Robustness Checks of Women’s Employment Status

Determinants of being employed for women

Figure A4: Women’s Employment Status

This graph Source: ENDIREH 2016
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Differences in Type of Employment for the different types of Couples

Figure A5: Women’s Employment Status

This graph Source: ENDIREH 2016
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1.A.3.3 Robustness Checks on Women’s Income Contribution

Relative Monetary Contribution Depending on the Poverty Conditions

Figure A6: Relative Monetary Contribution Depending on the Poverty Conditions

(a) Over the Poverty Line (b) Under the Poverty Line
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1.A.4 Tables of the main graphs

Table A1: Suffered Violence the previous 12 months: Control Vari-
ables

IPV SCV IT
Age -0.00144∗∗∗ -0.00123∗∗∗ -0.000214

(0.000368) (0.000322) (0.000267)

Partner age -0.00180∗∗∗ -0.00111∗∗∗ -0.000685∗∗∗

(0.000346) (0.000302) (0.000252)

Considers herself indigenous -0.00249 -0.00337 0.00162
(0.00717) (0.00628) (0.00522)

Considers himself indigeneous -0.00531 0.000222 -0.00437
(0.00712) (0.00624) (0.00523)

Lives in rural areas -0.0622∗∗∗ -0.0254∗∗∗ -0.0357∗∗∗

(0.00433) (0.00378) (0.00318)

Poor Household -0.000983 -0.00155 0.000557
(0.00389) (0.00340) (0.00280)

Marriage Age -0.000946∗∗∗ -0.000336∗∗ -0.000705∗∗∗

(0.000188) (0.000160) (0.000145)

Has children 0.00780 -0.00360 0.0132∗∗

(0.00741) (0.00639) (0.00576)

Health coverage (IMSS) 0.00565 0.00112 0.00406
(0.00450) (0.00390) (0.00330)

Seguro Popular 0.000727 -0.00544 0.00631∗

(0.00458) (0.00400) (0.00332)

Observations 60028 60028 60028
Standard errors in parentheses
∗ p < 0.1, ∗∗ p < 0.05, ∗∗∗ p < 0.01

Note: Probit regressions with dependent variables Intimate Partner Violence
(IPV), Situational Couple Violence (SVC), and Intimate Terrorism (IT). Base Line
Categories: Does not consider herself indigenous; Does not consider himself in-
digenous; Lives in urban areas; Does not live in a poor household; Does not have
children; Does not have IMSS health coverage; Does not have Seguro Popular
health coverage.

48



1.A. Appendix Chapter 1

Table A2: Suffered Violence the previous 12 months: Control
variables

IPV SCV IT
Head of the household -0.00877 -0.00943 0.000216

(0.0106) (0.00923) (0.00753)

Partner head of the household -0.0383∗∗∗ -0.0173∗∗ -0.0216∗∗∗

(0.00785) (0.00680) (0.00570)

Gender Role Attitudes -0.00371∗∗∗ -0.00298∗∗∗ -0.000219
(0.000994) (0.000869) (0.000717)

Ask for permission 0.0320∗∗∗ -0.00168 0.0264∗∗∗

(0.00147) (0.00136) (0.000922)

Childhood experience with IPV 0.0458∗∗∗ 0.0142∗∗∗ 0.0279∗∗∗

(0.00105) (0.000933) (0.000706)

Partner exp or witnessed IPV 0.107∗∗∗ 0.0512∗∗∗ 0.0607∗∗∗

(0.00456) (0.00396) (0.00325)

Partner exp and witnessed IPV 0.158∗∗∗ 0.0413∗∗∗ 0.111∗∗∗

(0.00602) (0.00500) (0.00463)

She beats children 0.0667∗∗∗ 0.0427∗∗∗ 0.0281∗∗∗

(0.00398) (0.00353) (0.00287)

He beats children 0.111∗∗∗ 0.0240∗∗∗ 0.0704∗∗∗

(0.00498) (0.00447) (0.00330)
Observations 60028 60028 60028
Standard errors in parentheses
∗ p < 0.1, ∗∗ p < 0.05, ∗∗∗ p < 0.01

Note: Probit regressions with dependent variables Intimate Partner Violence
(IPV), Situational Couple Violence (SVC), and Intimate Terrorism (IT). Base
Line Categories: She is not the head of the household; Her husband is not
the head of the household; The husband never experienced or witnessed IPV
during infancy; She does not exert violence against her children; He does not
exert violence against his children.
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Table A3: Suffered Violence the previous 12 months: Education Gap

IPV SCV IT
-2 Education Gap 0.0533∗ 0.0534∗∗ -0.000452

(0.0273) (0.0252) (0.0183)

-1 Education Gap 0.00564 -0.00113 0.00737∗∗

(0.00482) (0.00416) (0.00352)

1 Education Gap -0.00700 -0.00163 -0.00491
(0.00481) (0.00422) (0.00345)

2 Education Gap -0.0232 0.00239 -0.0264∗

(0.0210) (0.0192) (0.0141)

Demographic controls YES YES YES
Gender Role Characteristics YES YES YES
Transmission of violence YES YES YES
Observations 60028 60028 60028
Standard errors in parentheses
∗ p < 0.1, ∗∗ p < 0.05, ∗∗∗ p < 0.01

Note: Probit regressions with dependent variables Intimate Partner Violence
(IPV), Situational Couple Violence (SVC), and Intimate Terrorism (IT). Base Line
Categories: Education Gap = 0 (Same Level of Education). Education levels are
classified into three categories: primary or less education; secondary education
and tertiary education (graduate and post-graduate studies). The negative Educa-
tion Gap relates to those couples where women have a higher level of education
than their husbands.
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Table A4: Suffered Violence the previous 12 months: Employment
Status

IPV SCV IT
Both Employed 0.0352∗∗∗ 0.00571∗ 0.0295∗∗∗

(0.00394) (0.00344) (0.00286)

Only Women Employed 0.0559∗∗∗ 0.0154 0.0410∗∗∗

(0.0119) (0.0104) (0.00907)

Both Not Employed 0.00100 -0.00799 0.00773
(0.00845) (0.00733) (0.00611)

Demographic controls YES YES YES
Gender Role Characteristics YES YES YES
Transmission of violence YES YES YES
Observations 60028 60028 60028
Standard errors in parentheses
∗ p < 0.1, ∗∗ p < 0.05, ∗∗∗ p < 0.01

Note: Probit regressions with dependent variables Intimate Partner Violence
(IPV), Situational Couple Violence (SVC), and Intimate Terrorism (IT). Base-
line comparison: Couple Type 3: Only Men Employed (Traditional employment
standards).

Table A5: Suffered Violence the previous 12 months: Absolute Mon-
etary Contribution

IPV SCV IT
Log Monthly Income 0.00444 -0.00189 0.00674

(0.00602) (0.00530) (0.00436)

Log Partner Monthly Income 0.0108 0.00784 0.00139
(0.00684) (0.00599) (0.00508)

Demographic controls YES YES YES
Gender Role Characteristics YES YES YES
Transmission of violence YES YES YES
Observations 14746 14746 14746
Standard errors in parentheses
∗ p < 0.1, ∗∗ p < 0.05, ∗∗∗ p < 0.01

Note: Probit regressions with dependent variables Intimate Partner Violence
(IPV), Situational Couple Violence (SVC), and Intimate Terrorism (IT). The loga-
rithm of the Reported Monthly Income obtained directly from ENDIREH 2016.
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Table A6: Suffered Violence the previous 12 months: Absolute
Monetary Contribution

IPV SCV IT
Log Hourly Income -0.0361∗∗ -0.0136 -0.0235∗∗

(0.0158) (0.0137) (0.0115)

Log Partner Hourly Income 0.0132 0.00787 0.00567
(0.0111) (0.00975) (0.00784)

Demographic controls YES YES YES
Gender Role Characteristics YES YES YES
Transmission of violence YES YES YES
Observations 14320 14320 14320
Standard errors in parentheses
∗ p < 0.1, ∗∗ p < 0.05, ∗∗∗ p < 0.01

Note: Probit regressions with dependent variables Intimate Partner Violence
(IPV), Situational Couple Violence (SVC), and Intimate Terrorism (IT). The log-
arithm of the Predicted Hourly Income was calculated from ENOE 2016.

Table A7: Suffered IPV last year

IPV SCV IT
Monthly Income Share -0.0000424 -0.000145 0.000147

(0.000264) (0.000231) (0.000194)

Demographic controls YES YES YES
Gender Role Characteristics YES YES YES
Transmission of violence YES YES YES
Observations 14746 14746 14746
Standard errors in parentheses
∗ p < 0.1, ∗∗ p < 0.05, ∗∗∗ p < 0.01

Note: Probit regressions with dependent variables Intimate Partner Violence (IPV),
Situational Couple Violence (SVC), and Intimate Terrorism (IT). The logarithm of the
Reported Monthly Income obtained directly from ENDIREH 2016.
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Table A8: Suffered IPV last year

IPV SCV IT
Hourly Income Share -0.000791∗ -0.000405 -0.000393

(0.000441) (0.000387) (0.000313)

Demographic controls YES YES YES
Gender Role Characteristics YES YES YES
Transmission of violence YES YES YES
Observations 14320 14320 14320
Standard errors in parentheses
∗ p < 0.1, ∗∗ p < 0.05, ∗∗∗ p < 0.01

Note: Probit regressions with dependent variables Intimate Partner Violence (IPV),
Situational Couple Violence (SVC), and Intimate Terrorism (IT). The logarithm of the
Predicted Hourly Income was calculated from ENOE 2016.
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Chapter 2

Statistical Matching with Propensity Score and
Machine Learning

Abstract

Statistical matching, also known as data merging, data fusion, or synthetic matching, constitutes

a technique employed to integrate two or more datasets originating from the same population

without a common identifier. This approach offers a noteworthy advantage by amalgamating

complementary information from existing data sources that do not overlap. In the present paper,

I present a comprehensive overview of the prevalent statistical matching methods while delving

into the introduction of emerging machine learning tools. The primary focus lies in optimiz-

ing the selection of matching variables, wherein I introduce the utilization of propensity scores

and the genetic matching algorithm. Subsequent to the application of these distinct matching

methodologies, the results reveal that, on the whole, the propensity score does not yield a dis-

cernible enhancement in matching quality. Conversely, the genetic matching algorithm exhibits

significant improvements. Thus, the integration of advanced technology into the original statis-

tical matching framework results in a heightened quality of synthetic datasets, facilitating more

robust inferential analyses.

2.1 Introduction

Oftentimes, economic analysts encounter limitations due to the availability of information from a single data
source, restricting their ability to gain deeper insights into the research problem at hand. Consider, for instance,
the investigation of Intimate Partner Violence. While surveys may provide data on victim (perpetrator) demo-
graphics and crime characteristics, they might lack information on specific employment attributes relevant to
understanding the commission of such crimes. This scenario exemplifies a broader issue that spans various
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economic branches, necessitating the integration of data from diverse resources.

One solution to this problem is for researchers to collect new data through a bespoke survey or through
randomized control trials, the advantage of the latter being they give unbiased estimates of the causal effect of
a certain treatment. However, practical, financial, or ethical constraints might render this approach unfeasible.
An alternative solution is to link existing observational data through various statistical techniques. Commonly
employed methods fall under two categories: exact matching, which relies on a unique identifier to link individ-
ual respondents across distinct datasets1, and statistical matching, which leverages a set of common variables
among different data sources to link respondents with the same characteristics.

This work presents a thorough review of the statistical matching framework and its current practical im-
plementations. Additionally, I enhance the available statistical matching tools by integrating propensity score
estimation and machine learning techniques, comparing the resulting synthetic datasets. To achieve this, I uti-
lize the prepared synthetic data samples from D’Orazio (2017), derived from the European Union Statistics on
Income and Living Conditions Survey (EU-SILC). The synthetic samples were originally created to evaluate
hot deck matching techniques described in D’Orazio et al. (2006b), providing a baseline for my analysis.

The primary objective of this research is to assess whether the use of richer matching variables enhances
the overall matching accuracy. Therefore, to achieve a comprehensive analysis, I introduce different matching
variables. Initially, I combine propensity score matching (Rosenbaum and Rubin, 1983) with random forests
and boosted models of classification and regression trees (Lee et al., 2010) within the non-parametric hot deck
methodologies proposed by D’Orazio et al. (2006b). Next, I replicate the matching process by incorporat-
ing propensity scores that include relative weights obtained from the genetic matching algorithm (Diamond
and Sekhon, 2013), as well as a new matching variable constructed from the sum of these resulting weights.
Throughout the replication of D’Orazio (2017) paper, I ensure that all matching assumptions are satisfied, fo-
cusing solely on the performance of the matching variables.

The results reveal that the use of propensity scores as matching variables does not differ significantly from
D’Orazio (2017)’s approach of using common variables directly. Either they perform worse when used directly,
or when incorporating relative weights from the genetic matching algorithm. However, utilizing the direct sum
of weights from the genetic matching algorithm emerges as the superior matching variable, effectively pre-
serving the marginal and joint distributions of the imputed variables and, in some instances, outperforming the
baseline from D’Orazio (2017).

This study contributes to the statistical matching literature by introducing novel techniques for creating
matching variables with greater information content while controlling for relevance. The issue of dimension-
ality is a recurring challenge in the literature, often limiting authors to using a maximum of two matching

1Frequently unfeasible.
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variables in their algorithms (D’Orazio, 2017; Donatiello et al., 2014; Leulescu and Agafitei, 2013). Thus,
this paper makes a significant contribution by introducing a novel matching variable that incorporates more
information without exacerbating the dimensionality problem in the matching algorithm. This new technique
enhances the quality of synthetic datasets, thus facilitating more robust inference in subsequent analyses. Such
improvements in the statistical matching domain hold considerable relevance for policymakers, especially in
situations where budget constraints may hinder the collection of new surveys or the implementation of experi-
ments.

The paper is structured as follows: Section 2.2 introduces the statistical matching procedure. Section 2.3
discusses the historical evolution of statistical matching and prior research findings. Section 2.4 provides a
detailed review of all steps necessary for proper statistical matching. Section 2.5 introduces the new types
of matching variables, outlines the matching framework, and presents the minimization problem. Section 2.6
describes the dataset and presents the results. Section 2.7 concludes.

2.2 Statistical Matching Introduction

Figure 2.1 illustrates the intuition of a simple matching in which the two linkage sources have incomplete in-
formation. Consider two representative datasets containing a set of variables, X, common to both data sources,
but each dataset also contains other variables unique to that dataset (Y in one set, and Z in the other set). Using
matching techniques on these common variables it is able to link records from one dataset (donor file) with
another (recipient file) to form a single new dataset containing all variables X, Y and Z (matched file).

Figure 2.1: Scheme example of Survey Matching

On some fortunate occasions, surveys contain a code or a set of variables that uniquely identify the same
individuals from one survey to another. Therefore, common variables X are those identification variables and
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the matching is named exact matching or record linkage. An example is the Mexican Labour Force Survey
for Child Labour, which is a supplement to the Mexican Labour Force Survey. Within both surveys, there are
specific code variables enabling the same individual in both surveys to be tracked. Therefore, using a unique
identifier, it is possible to combine the information of both surveys for those individuals that are held in both
datasets. Although this technique would be ideal, it is rare in National Surveys to avoid individual response
fatigue emanating from length survey questionnaires. Moreover, data protection measures to protect individ-
ual confidentiality within survey data can lead to a less feasible exact match in other areas, making statistical
matching more necessary.

Statistical matching (also known as data fusion, or synthetic matching) is the technique used in the literature
that links records from different sources of information to create a database that allows for a complete analysis
when exact matching is not feasible. Its main characteristic is that the population of the two samples to match
does not overlap, and therefore, individuals are never jointly observed. Statistical matching uses the common
variables between both sets to create a new synthetic dataset that enlarges the information scope from the exist-
ing data sources. For instance, if a research aims to obtain information from two different surveys such as the
Mexican Time Use Survey and the Mexican National Survey on the Dynamics of Households Relationships,
since both surveys sampled completely different individuals, by using the common variables it is possible to
statistically match units with similar characteristics.2

2.3 Evolution of Statistical Matching

Statistical Matching arose from the need to analyze information that does not come from the same data source.
Its origins in economics date around the mid-’60s in the US. In particular, Budd and Radner (1969) report the
first documented case where this method is described as a plausible solution to a specific tax problem in the
Bureau of Economic Analysis (BEA) of the US Department of Commerce. To improve the precision between
the income amount and the addition of return tax income, the original base of the 1965 Income Supplement
of the Current Population Survey (CPS) and the 1964 Tax Model were used, whose samples contained dif-
ferent individuals from the same population. By creating a microdata file, the tax return was estimated for
those individuals who did not respond in the CPS. Simultaneously, Okner (1972) published another example
of this methodology. Using the 1966 Tax File and the 1967 Survey of Economic Opportunity the objective
of the matching was to create a comprehensive dataset that combined information on tax return and socio-
demographic characteristics. Okner (1972) is considered the main origin of statistical matching since it seg-
mented the two datasets using the different classifications of the common variables and selected randomly the
missing record for each equivalent cluster.

2In the statistical matching framework, two observation units are considered similar if they respond the same answers for the same
questions.
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From there, other authors began to use matching methodologies, however, with a lack of consensus on their
terminology and their respective definitions. It was not until Kadane (1978) that the matching problem was for-
malized and defined the concepts of Exact Matching (or record linkage) and Statistical Matching (or synthetic
matching). Radner (1980) published an article from the US Federal Committee on Statistical Methodology in
which they reported the basics of matching: definitions for both, exact matching and statistical matching; its
general procedures, a summary of its applications at the moment and the type of errors that can be found once
the matching has been carried out. This paper opened the doors to a new research path as Radner (1980) posed
theoretical and practical questions whose answers were awaiting more advanced technologies.3 These ques-
tions essentially covered the accuracy of statistical matching: 1) what are the important factors and conditions
that result in a sufficiently accurate statistical match; 2) which are the most optimal methodologies and the
relative precision between them; 3) how sensitive are the results obtained and 4) what is the best way to deal
with problems that arise in practice. Today, there is still no clear consensus on many of the answers to these
questions.

The theoretical answer to what conditions are necessary to proceed with the match was already discussed in
the literature. Within the statistical theory, Sims (1972) and Kadane (1978) analyzed the need for independence
between the variables aimed to be analyzed conditioned by the common variables used to make the match, the
well-known: Conditional Independence Assumption (CIA). In fact, Sims (1972) was very critical of Okner
(1972)’s methodology since the matching was proceeded assuming that the CIA was satisfied. Sims (1972) ar-
gued that when this condition does not hold, it is not possible to proceed with further inference of the synthetic
database.

With new techniques developed during the subsequent years, Rodgers (1984) expanded the definitions
proposed in Kadane (1978) and Radner (1980). In particular, Rodgers (1984) exposed the constrained and
unconstrained matching methods, and the key differences between them. Moreover, Rodgers (1984) remarked
on the usage of a proper distance function which determines the similarity between records, and pointed out
that not all common variables need to be used. Key variables will require an exact matching (such as gender,
geographical area, etc.) and other common variables may lack relevancy in the matching procedure. Rodgers
(1984) evaluated previous empirical tests in the literature since they fell short of theoretical and empirical jus-
tification and defended the importance of complying with the CIA so that the results obtained have sufficient
veracity. An important insight from Rodgers (1984) is that once the matching is done, it cannot be verified
whether the CIA holds and, an a priori analysis is necessary: either empirically with a base that contains all
the information, or through theoretical economic assumptions.

Following this reasoning, D’Orazio et al. (2006b) theoretically evaluates the results of statistical match-
ing under the CIA assumption. D’Orazio et al. (2006b) expands the analysis elaborating on the correct use

3At that time, exact and statistical matching was carried out manually or with very primitive computers.
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of auxiliary information (i.e. a dataset that contains all the variables X,Y,Z) in case CIA cannot be justified.
Furthermore, D’Orazio et al. (2006b) compiles and amplifies the theoretical framework on statistical matching
through the use of statistical tools. In line with the computational development of the time, it captures all
the possible parametric and non-parametric methodologies to achieve a good matching, either to create a new
synthetic data set (micro approach) or a contingency table (macro approach). Rodgers (1984)’s examples of
unconstrained and constrained matching is nested within the non-parametric micro approach, named “Nearest
Neighbour Distance Hot Deck", which is presented along two other non-parametric matching methods: “Ran-
dom Hot Deck" and “Rank Hot Deck".

Rässler (2012)4 complements D’Orazio et al. (2006b) theoretical framework by addressing the area of the
quality of the matching results. Aware of the limits of matching since all the variables are not jointly observed,
depending on the explanatory power of the common variables Rässler (2012) distinguishes 4 levels of validity
for the matching result. The first requires that the imputed target variable maintains its marginal distribution
and its joint distribution with the matching variables. The second level states that the correlation between the
target variables from both datasets is maintained. The third guarantees that the true joint distribution (X, Y, Z)
is represented in the synthetic dataset. And, finally, the fourth level claims that the true values of the imputed
target variable are reproduced in the synthetic file.5

Although the early literature had considered the importance of including a weighted variable to set the
matching framework (Rodgers, 1984; Rubin, 1986), Andridge and Little (2009) first introduced the use of
sample weights to apply matching with actual survey data. This innovation led D’Orazio et al. (2010, 2015)
to evaluate which approaches may be followed when the data used comes from complex survey designs and
was applied in D’Orazio (2017) through the StatMatch package included in the R interface6. Among others,
the StatMatch functions have been used for more comprehensive analysis of household living conditions (Do-
natiello et al., 2014)7, quality of life (Leulescu and Agafitei, 2013) 8, informal economy (Fernández and Villar,
2017b)9, education (Iztueta et al., 2017)10, and energy policies (Douenne et al., 2020)11, Zhang et al. (2018)12.

However, the matching approach has been utilized for diverse data types beyond survey data. For instance,
in the experimental literature, matching has been employed as the main method for causal inference. On the
whole, if there are two groups in an experiment, treatment and control, matching consists of finding those in-

4First edition of the book was Rässler (2002)
5The fourth level is empirically impossible to know, and the second and third levels require previous assumptions to be justified,

the first level can be estimated empirically.
6The StatMatch package was built in 2014, however, it was released in January 2017 with the inclusion of the uncertainty analysis

with categorical variables
7Combines information of household income and consumption expenditure.
8Matches information objective and subjective well-being
9Uses two different waves to obtain employment characteristics of informal workers

10Combines teachers and student-level data
11Combines energy taxes and household income characteristics in France
12Studies household energy distribution at neighbourhood scale.
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dividuals in the control group that are as similar as possible to those in the treatment group. Their objective
is to calculate the average treatment effect, or, the average treatment effect on the treated otherwise. Despite
this, there is still no consensus on how to classify this type of matching in the previous Statistical Matching
literature, due to the nature of its methodology, it could be catalogued as unconstrained matching, according to
the definitions of Radner (1980). This results from the fact that individuals in the control group (donor file) are
selected with replacement and only require a smaller size of the treatment group (recipient file). To this end,
propensity score matching has been widely used in the experimental literature.13

Propensity score matching is a matching method that leverages the probability of treatment assignment
based on observed baseline characteristics. Rosenbaum and Rubin (1983) introduced propensity score match-
ing as a way to identify individuals in a control group with similar characteristics to those in the treatment
group. Following this line of study, propensity score matching has evolved to find optimal matches both in the
quality of the result and in its computational cost. That is why the calculation of the propensity score using
a logit regression has incorporated the use of machine learning techniques that omit parametric restrictions
(Abadie and Imbens, 2011). Specifically, Lee et al. (2010) compare the quality of matches according to how
the propensity score has been calculated. Lee et al. (2010) use artificial data and compares seven different
scenarios to define the propensity score and considers a linear model, with quadratic terms and with interac-
tions. Furthermore, the analysis estimates the propensity score in six different methods: logistic regression,
classification and regression trees (CART), pruned CART, bagged CART, random forest, and boosted CART;
in three different cohort sizes, for a sample of 500 observations, 1000 and 2000. Lee et al. (2010) conclude that
the methods that perform better in most of the different scenarios are random forests and boosted CART.

On the statistical matching framework, Kum and Masterson (2010) introduced the propensity score estima-
tion to proceed with a constrained nearest neighbour distance matching. Kum and Masterson (2010) classified
some common variables as donation classes (or strata variables), that segment the data in different clusters. The
approach estimates three different propensity scores with a logistic model. The first uses the overall sample,
the second divides the sample into cohorts using strata variables and calculates the propensity score for each
of the divided cohorts, and the third propensity score incorporates even more segmentation in the sample. The
matching proceeds by first linking the third propensity score followed by the second and first one in case of
unpaired matches. As a result, the use of propensity score reduces the dimensionality of the distance mini-
mization problem and its computational cost. Kum and Masterson (2010) demonstrate their algorithm using
national statistical surveys from the US: the 2001 Survey of Consumer Finances and the 2002 Annual Demo-
graphic Survey. Rios-Avila (2014, 2018) replicated the same algorithm for two different studies in which both
of them used the American Time Use Survey. Moreover, using the Dutch Population Census of (2001), Waal
(2015) compares among propensity score estimation, unconstrained nearest neighbour distance and random hot
deck methods. It concludes that matching using propensity score estimation worsens the results in comparison
to using distance hot deck.

13King (2018) reports that more than 93000 observational studies have used propensity score matching.
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Another key dimension for matching is the distance function required to select the matches Rodgers (1984).
For propensity score matching, the distance function is usually the absolute value between the two propensity
score values as it is a single variable. But when matching is done considering multiple common covariates,
the most followed distance function in the literature is the Mahalanobis distance. However, the Mahalanobis
distance does not work optimally when all common covariates are categorical and not continuous. In that
case, it is recommended to use Manhattan distance (D’Orazio, 2017)14. Regarding this, Diamond and Sekhon
(2013) and Sekhon and Grieve (2012) introduce an improvement of the Mahalanobis distance through a ge-
netic matching algorithm named GenMatch. This algorithm minimizes the Mahalanobis distance by using a
weight matrix. Sekhon (2011) compares GenMatch results with propensity score matching results calculated
with logit regression using LaLonde (1986)15 data.16 Sizemore and Alkurdi (2019) compares Lee et al. (2010)
and Diamond and Sekhon (2013) machine learning techniques incorporated into the matching methods. Size-
more and Alkurdi (2019) reviews coarsened exact matching, propensity score matching estimated with logistic
regression, random forest and boosted CART, and genetic matching algorithm to obtain the most accurate av-
erage treatment effect on the treated across six different datasets. (Sizemore and Alkurdi, 2019)’s results show
that Genetic matching doesn’t perform optimally in high dimensional data, despite its computational power.
Besides, propensity score matching using random forest and boosted CART do not improve the results obtained
from propensity score matching estimated with logistic regression.

This paper aims to bring together all the advances in the different branches of literature, including the
different approaches for matching. It first compares the conventional non-parametric hot deck methods of
D’Orazio et al. (2006b) and D’Orazio (2017) with the logit propensity score matching approach inspired by
Kum and Masterson (2010), adding the estimation techniques of random forests and boosted CART (Lee et al.,
2010; Sizemore and Alkurdi, 2019). Subsequently, it compares the hot deck methods in D’Orazio (2017) with
the same propensity scores using the relative weights obtained from the genetic matching algorithm of Diamond
and Sekhon (2013) and incorporates a novel matching variable with an alternative use of the GenMatch relative
weights. By implementing the last developments from the experimental literature, more information could be
included in the matching. Therefore, the matches between the two different surveys are expected to be more
precise. As Sizemore and Alkurdi (2019) bring to light, results may change depending on the characteristics of
the datasets, and thus, this work contributes to the literature by analyzing the novel techniques in a statistical
matching framework.

14This study applies the Manhattan distance, as utilizing a single variable for matching is equivalent to employing the absolute
distance. See Appendix 2.B.1 for detailed definitions of Mahalanobis and Manhattan distance metrics

15LaLonde (1986) data set consists of a compiled dataset from the randomized job training experiment of the National Supported
Work Demonstration (NSWD) and the Current Population Survey (CPS). Dehejia and Wahba (1999, 2002) created an experimen-
tal sample from the original LaLonde (1986) data, that has been widely employed in the literature for propensity score matching
comparisons (Diamond and Sekhon, 2013; King et al., 2017; Ho et al., 2011; Schmidt and Martinello, 2019).

16Sekhon (2011) shows all the functions used that are included in the Matching package of the R interface

62



2.4. Practical Application of Statistical Matching

2.4 Practical Application of Statistical Matching

This section reviews all the required steps to correctly perform a statistical matching following the approaches
of D’Orazio et al. (2006b) and Rässler (2012). As outlined in Figure 2.2 it includes, a preliminary analysis of
both datasets, which implies the identification of target and common variables. Secondly, the harmonization of
both datasets through definitions, classifications and distributions. Thirdly, from the set of common variables,
selection of the matching variables. Therefore, depending on the explanatory power of the matching variables,
the selection of the matching approach requires assumptions to consider the relationship of the target variables.
Once the matching framework is determined, the most suitable matching method is applied, either using para-
metric methods or non-parametric methods (Hot Deck techniques). Finally, it includes an evaluation of the
quality of the results. To obtain accurate results, every step of the matching procedure needs to be addressed
carefully to avoid meaningless results.

Figure 2.2: Scheme of Statistical Matching application
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2.4.1 Analysis of the datasets

Consider two different datasets A and B. Among all the variables covered by A and B, interest lies in the
relationship between variables which are not jointly observed, the target variables. In other words, the main
goal of the matching is to obtain more information about the relationship between Y and Z, being Y included
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exclusively in A and Z included exclusively in B. Therefore, Y is defined as the target variable in A and Z is
the target variable in B. Common variables X, in contrast, are variables that appear in both sources A and B.
These variables should ensure coherence between both datasets A and B, since, one of the key assumptions of
statistical matching is that both datasets are independent samples of the same population. Therefore, apart from
the study of the metadata (survey design, stratification, sample units), a harmonization process of the common
variables should be followed in both surveys.

2.4.2 Harmonization and reconciliation

Common variables in both surveys should be akin in definitions, classifications and distributions so they are
comparable (D’Orazio et al., 2006b). Harmonization and reconciliation actions are essential to correct any
discrepancy between both datasets A and B. Firstly, common variables are re-coded to have homogeneous defi-
nitions and classifications in both datasets. Thus, some variables are aggregated from the individual level to the
household level, or some continuous variables are categorized. Moreover, it requires an adjustment for missing
data. For instance, if file A reports individual values from the age of 15 to 90 and file B reports the age from
12 to 85, the synthetic variable age will be defined for those individuals who are between 15 and 85 years old.

In the statistical content, each common variable should show similar marginal distributions across both
datasets. This is a key condition to validate whether both samples are independently and randomly selected
to represent the same population. The differences in the weighted frequency distributions of each common
variable are computed to assess the degree of similarity or dissimilarity.17 Those variables that cannot be har-
monized are discarded from the matching.

When dealing with survey data, the randomness of both target (Y and Z) and common variables X is
introduced by the sampling design. Thus, sample weights play a key role in the harmonization and matching
process since they compensate for missing values and measurement errors. Consider WAi the sample weights
for observation i in A, and WB j the sample weights of observation j in B. Two populations are considered
equivalent if ∑

n
i=1WAi is similar to ∑

m
j=1WB j, acknowledging that they are rarely equal for different national

statistical surveys. In case there are substantial differences, it is necessary to take a calibration step of one
of the sample weights. However, re-weighting techniques may be hard to implement and do not guarantee
satisfactory results (Leulescu and Agafitei, 2013).

17Similarity/Dissimilarity indicators are detailed in the quality evaluation subsection
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2.4.3 Selection of matching variables

Although there may be many variables X common in datasets A and B, not all of them have equal relevance
for the matching procedure. The choice of the matching variables depends on the harmonization process and
the predictive power over the target variables. Matching variables in A and B should be selected either by theo-
retic relevance or using statistical techniques (D’Orazio, 2017).18 For instance, denote XY ⊆ X as the common
variables in A that are more relevant to explain Y and XZ ⊆ X as the common variables in B that are more
relevant to explain Z. The group of common variables that are used in the matching procedure XM should be
such that: XY ∩XZ ⊆ XM ⊆ XY ∪XZ . In other words, the selected matching variables XM belong between the
intersection and union of those variables with a significant predictive power over target variables Y and Z. This
is a crucial step since directly influences the results of the matching, even more than the matching technique.
Moreover, the number of variables selected is a compromise between choosing too few, which misses essential
information and too many which increases the computational cost.

From the chosen set of matching variables XM, some are selected to proceed with an exact matching. These
variables segment the dataset into groups named matching classes, donation classes or strata, and the matching
is performed in each group. For example, if variable “gender=(male, female)" generates a donation class, then,
the matching is done separately for male observations and for female observations. Matching classes are deter-
mined by two main conditions: they should not create empty groups in either samples A or B, and the sample
containing the imputed variable should have groups with more or equal observations.

In this paper, I focus on the optimal selection of matching variables by implementing novel methodologies
that aim to optimize both the use of relative predicting power and the matching algorithm. Firstly, the intro-
duction of the propensity scores as a unique matching variable by Kum and Masterson (2010) is applied. This
propensity score is estimated using a logistic regression in which the regressors are the matching variables.
Kum and Masterson (2010) prove that matching using propensity score estimation preserves the prediction
power between the matching XM and target variables Y and Z, and do not alter the assumptions about the rela-
tionship of the target variables Y and Z. Moreover, the use of the propensity score reduces the computational
cost of the matching problem and the use of a higher list of matching variables does not affect it. Therefore,
the first analysis compares the use of original matching variables and propensity score matching variables es-
timated in three different formulas: logistic regression, random forest and boosted CART. The incorporation
of supervised machine learning techniques to calculate the propensity scores is used to examine whether the
matching improvements obtained in the experimental literature are reflected in this framework.

Moreover, another aspect to consider is the relative importance of the matching variables. Although they all
have a significant relevance among the set of common variables, some matching variables would have greater

18Depending on the nature of the common and target variables the following statistical techniques can be used: pairwise correla-
tions, Spearman’s rank correlations, Chi-square association measures, linear regressions, or CART techniques for non-linear relations
between target and common variables.
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predictive power than others. This analysis assesses this characteristic by the use of the importance weights
from the genetic matching algorithm of Diamond and Sekhon (2013). The more explanatory the variable
is, the higher value is obtained in the resulting weights from the genetic matching algorithm, and in case a
variable is insignificant with respect to the others, the resulting weight will be near the zero value. Thus, this
work addresses a second matching problem which examines whether there is an improvement from the use of
estimated propensity scores using these relative importance weights. Moreover, the procedure allows me to
examine, following the incorporation of importance weights calculated from the genetic matching algorithm,
whether further analysis of the relevance of each of the common variables is no longer necessary. This would
imply that all common variables can be used in the matching. Additionally, the procedure computes a new
matching variable with the sum of the relative important weights.

2.4.4 Approaches

There are two levels in which the different data sources are integrated: macro and micro-level. When the ob-
jective of the matching is to obtain an estimation of the joint distribution of the target variables Y and Z, it is
called the macro-approach. Therefore the matching estimates directly the parameters of interest, such as the
correlation coefficient between Y and Z or the contingency table of Y ×Z.

The micro-approach, on the contrary, creates a synthetic dataset in which both target and common vari-
ables (X, Y, Z) are included. The resulting dataset is called synthetic since its records are not directly obtained
from a population sample but from the appropriate use of other sources of information. This new dataset can
be built by the imputation of one of the target variables from one dataset to the other. For instance, consider
A = (X ,Y ) and B = (X ,Z). Without loss of generality, the observations of the variable Z are filled in sample A
which results as Â = (X ,Y, Ẑ) where Ẑ is the variable Z imputed in sample A and Â is the resultant synthetic
dataset. This way of imputations is termed the naive approach according to D’Orazio et al. (2006b) and is more
common among non-parametric matching methods. The resultant sample Â follows the same distribution as
A, and thus, needs the assumption that the hypothetical distribution of the real (X, Y, Z) is equivalent to the
distribution of A = (X ,Y ).

Another way to create this new dataset is through file concatenation (Rubin, 1986), that is, considering the
synthetic dataset is the general A∪B in which the variables Z of B are added in sample A and the variables
Y of A are added in B. This approach is more common when matching with parametric methods and assumes
that distributions of A and B are equivalent. A criticism of this method is that it creates the perception of
doubling the original number of the total observations (Moriarity and Scheuren, 2003), which D’Orazio et al.
(2006b) solves with the computation of new adapted weights (i.e. WA∪B). However, when dealing with data
originating from surveys, to create the new weights WA∪B, it is necessary to calculate what the assigned weight
of each unit in file A would be if it had been stratified within the same standards (or variables) as in file B.
And, analogously, the weights of the units of B if they had been collected according to the stratification of A.
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For this, it is necessary that the stratification variables of file A are equally defined in file B and vice versa. In
practice obtaining this information can be complicated, although it is still not clear which approach (naive or
concatenation) acquires better results (D’Orazio et al., 2006b).

2.4.5 Assumptions

Since the target variables Y and Z are not jointly observed, and the overarching aim is to learn about the re-
lationship between these as well as the joint (X, Y, Z) distribution, it is useful to discuss a priori assumptions
about the relationship between the target variables.

The first assumption to consider is the Conditional Independence Assumption (CIA) which claims the inde-
pendence between Y and Z conditional on X. In essence, it states that all the information that relates Y to Z is
contained in X. When this assumption holds, it is possible to estimate the joint distribution of (X, Y, Z). In other
words, the synthetic dataset is equivalent to collecting a new survey of the same population where all (X, Y,
Z) is contained. As a consequence, point parameters can be estimated such as the mean and covariance matrix
of the joint distribution (X, Y, Z), or the correlation between Y and Z. However, it also constitutes a problem
when it does. It makes no sense to proceed with a parametric analysis of these two variables combined with X,
since as it is stated, all the information is contained in X. Although this condition rarely holds, it reinforces the
validity of the choice of good predictive matching variables among the set of common variables to create an
accurate synthetic dataset.

To obtain point parameters of the overall distribution of (X, Y, Z), D’Orazio et al. (2006b) claims an alterna-
tive of using external auxiliary information when the CIA does not hold. This additional information (denoted
as C) should contain the joint distribution of (X, Y, Z) or at least (Y, Z) and it can be incorporated directly
into the matching process. Therefore, when choosing the concatenation approach, target variables Z and Y
are imputed respectively in A and B from sample C with the overall resulting synthetic data set A∪B∪C. In
contrast, when the naive approach is performed the matching becomes a two-step process, in which firstly the
target variable ZC included in C is imputed in sample A (with respect to Y, or X and Y when available) and,
thereafter, the values of ZB in sample B are filled in A respect to X and the previous imputed ZC.

However, these additional sources may not be compatible with the matching data sets A and B unless their
sample units are generated from the same population. In that case, the auxiliary information can be used to
evaluate the accuracy of the matching as in Ho et al. (2011). For instance, whether the correlation between Y
and Z in sample C is preserved in the synthetic data set.

When CIA and Auxiliary information is not available the assumption of statistical matching consists in
the uncertainty evaluation. The goal of statistical matching becomes the estimation of intervals of information
about the relationship between Y and Z instead of point estimates. For instance, the macro-approach finds an
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interval of plausible distribution parameters, and the micro-approach constructs a compilation of synthetic data
sets. Moriarity and Scheuren (2001, 2003) review Kadane (1978) and Rubin (1986) papers in which the notion
of uncertainty was introduced in the statistical matching framework. Both coincide in repeating the matching
for all the plausible values of the covariance of the target variables Y and Z such that the whole covariance
matrix of X, Y and Z is positive definite. The continuous case is analysed by Moriarity and Scheuren (2001,
2003); Kadane (1978); Rubin (1986); Rässler (2012). Simplified to correlations and denoting the correlation
between the target variables as ρY Z , all the plausible values that ρY Z can obtain are bounded by:

ρXY ρXZ −
√

(1−ρ2
XY )(1−ρ2

XZ)≤ ρY Z ≤ ρXY ρXZ +
√

(1−ρ2
XY )(1−ρ2

XZ) (2.1)

in which ρXY represents the known correlation between Y and X included in sample A, and ρXZ represents
the known correlation between X and Z included in B. These bounds reaffirm that the higher the correlations
between X and Y and X and Z, the shorter the interval between them and as a consequence the lower the un-
certainty.

For categorical data, the uncertainty is reflected in the probability distribution of the contingency table of the
target variables conditional on the common variables, i.e. YZ|X (D’Orazio et al., 2006a). Therefore, denoting
PY Z|X as the probability of the target variables Y and Z conditional on X, the probability interval is presented
with the Frechet-Hoeffding bounds (D’Orazio et al., 2017):

max(0;PY |X +PZ|X −1)≤ PY Z|X ≤ min(PY |X ,PZ|X) (2.2)

where PY |X is the probability of Y conditional on X included in sample A and PZ|X is the probability of Z
conditional on X included in B. Akin to the continuous case, these intervals can be sharpened by using logical
constraints (D’Orazio et al., 2006a). One type of constraint will be the structural zeros, i.e., with certainty, a
particular event cannot happen due to existing laws. For example, in a country in which child labour is pro-
hibited, it cannot be accepted to find surveyed individuals who are both nine years old and working. The other
type is the inequality constraint, which means that the particular event is unlikely to happen, however, requires
a subject matter expert to be validated. For example, the probability of being a blue-collar worker having a
PhD is lower than being a white-collar worker.

These intervals are distinct from the widely known confidence intervals due to the nature of the uncertainty.
While the uncertainty of the confidence intervals comes from the sample design, the uncertainty in the statistical
matching framework comes from the data generation process. In fact, Rässler (2012) links the uncertainty
intervals of the statistical matching with the ones of Manski (1995)’s identification problem. Manski (1995)
states that having partial identification of the data, all models are plausible and describe the bounds of the
interval with all the plausible estimates. Rässler (2012) applies the study of the upper and lower bounds of
Manski (1995)’s intervals and simplifies the continuous interval bounds of the covariance matrix of the target
variables Y and Z from Kadane (1978) and Rubin (1986) to the correlation bound of equation (2.1).
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2.4.6 Matching methods

To build the synthetic file, there are three different matching frameworks to consider: parametric, non-parametric
and mixed. Parametric matching performs similarly to an imputation method (Little and Rubin, 2002) and, usu-
ally, under a concatenation approach. This procedure fills the synthetic data A∪B by predicting the missing
variable Z in A and, the missing variable Y in B. The parametric model is obtained either by estimating the
conditional matching mean (the expectation of the missing variable given the observed variables) or the random
imputation of missing values of a predictive distribution. The first method fills the missing values directly from
the regression line, and the second obtains the mean and variance of the distribution and randomly selects the
values to fill. However, neither of them is always considered the most accurate matching method since esti-
mated values may not equal any observed value, or the distribution of target variables in the synthetic file may
be completely different from the original distribution due to the absence of relative variability in the covariates.

In contrast, non-parametric methods do not require the specification of any family of distributions or their
characteristics. Its procedure is denoted as hot deck imputation (Singh et al., 1993), whose methodology con-
sists of filling in the missing values in one of the samples with the observed ones from the other sample. There
are three main hot deck procedures described by D’Orazio et al. (2006b): nearest neighbour hot deck, random
hot deck and rank hot deck. These are reviewed in detail below since they will be evaluated in the matching
procedure used in this paper.

Finally, the mixed method combines both parametric and non-parametric procedures. It first proceeds with
a regression step that estimates the missing values followed by a nonparametric matching step using any of
the hot deck methods (Kadane, 1978; Moriarity and Scheuren, 2001, 2003). The estimation of the propensity
scores using logistic regression can be considered, to a certain extent, a mixed approach.

As stated above, the three hot deck methods are reviewed in detail here with an illustrative example repli-
cated from Rodgers (1984) and D’Orazio et al. (2006b) using two artificial and simplified datasets. Consider
two different files A and B. Define A = (X ,Y ) and B = (X ,Z) such that Y is the target variable included just
in A, Z the target variable included just in B and X are the common variables available in both datasets. For
this particular example, file A, Table 2.1, contains 8 observations and variable Y represents the logarithm of
personal earnings - ln(per earn). File B, Table 2.2, contains 6 observations and the variable Z, the logarithm
of property income - ln(prop inc). Moreover, both sets contain two common variables, X1 - gender and X2 -
age, and sample weights W A and W B. The objective of the statistical matching is to combine these two files
A = (X ,Y ) and B = (X ,Z) using a naive approach with hot deck techniques and thus, to obtain one synthetic
dataset containing all the variables (X1,X2,Y,Z,W ). To do so, one of the files, the donor file, allocates its units
of observations to the other file, the recipient file employing different matching methods. For this specific ex-
ample, file A with 8 records, is the recipient file and B, with 6 observations, is the donor file.19 Both common

19For explanatory reasons, I follow the example from Rodgers (1984), which does not affect the analysis since both population
samples are the same (24 individuals each). However, in common practice, the smallest sample is chosen to be the recipient file since
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2. Statistical Matching with Propensity Score and Machine Learning

variables X1 and X2 perform as matching variables and, in particular, variable X1 segments the data in two
matching classes of zeros and ones (i.e. individuals with X1 = 0 in A will match only with individuals in B
such that X1 = 0).

Table 2.1: File A

Unit XA
1 XA

2 Y W A

gender age ln(per earn) weights
A1 1 42 9.156 3
A2 1 35 9.149 3
A3 0 63 9.287 3
A4 1 55 9.512 3
A5 0 28 8.484 3
A6 0 53 8.891 3
A7 0 22 8.425 3
A8 1 25 8.867 3

Mean 0.50 40.38 8.97
SD 0.53 15.32 0.38

Source Rodgers’ (1984) Simplified Example of Statistical Matching

Table 2.2: File B

Unit XB
1 XB

2 Z W B

gender age ln(prop inc) weights
B1 0 33 6.932 4
B2 1 52 5.524 4
B3 1 28 4.224 4
B4 0 59 6.147 4
B5 1 41 7.243 4
B6 0 45 3.230 4

Mean 0.50 43.00 5.55
SD 0.55 11.58 1.57

Source Rodgers’ (1984) Simplified Example of Statistical Matching

2.4.6.1 Nearest Neighbour Distance Hot Deck

This technique inputs for the most similar value given a distance function d which identifies the similarities
between the observations. When matching variables are continuous, the literature recommends using the Ma-
halanobis distance function to find optimally the similarities, and when the matching variables are categorical,

the repetition of the donor records would modify the distribution of the imputed variable D’Orazio et al. (2006b). Tables B1 and B2
in the Appendix 2.B.2 show Tables 2.1 and 2.2 disaggregated from the weights, i.e. the 24 observations in each of them to reproduce
the matching as Rodgers (1984).
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2.4. Practical Application of Statistical Matching

it is best to use the Manhattan distance.20 In case only one matching variable is used for finding similarities,
then the absolute distance is valid. Depending on the imputation form, there are two different procedures that
can classify the matching: Unconstrained statistical matching and Constrained statistical matching. Uncon-
strained statistical matching finds the nearest neighbour with no restrictions in the imputation of records from
the donor file to the recipient file, i.e., elements from the donor file could be repeated or ignored depending
on how near they are from other elements of the recipient file. In essence, unconstrained statistical matching
solves the minimization problem of equation (2.3):

min
i=1,...,8
j=1,...,6

8

∑
i=1

6

∑
j=1

di j = min
i=1,...,8
j=1,...,6

8

∑
i=1

6

∑
j=1

|XA
2i −XB

2 j| (2.3)

where di j represents the distance function which finds the similarities between observation i in A and ob-
servation j in B. In this example, the minimization problem is equivalent to computing the absolute value
(which is the distance function) between the observation i of the matching variable age in sample A (XA

2i) and
the observation j of the matching variable age in sample B (XB

2 j), for each of the categories of variable X1.
Table 3 depicts the matching result. The first column shows which are the links between each record in A and
B and the second column reflects the exact matching of variable X1. Column (3) and (4) presents the variable
X2 from sample A and B, with the absolute distance between these two in column (5)21. Column (6) is the
target variable Y in the recipient sample A and column (7) is the imputed target variable Z from the donor file
B. Finally, column (8) shows the weight values from sample A. Therefore, the first entry in the synthetic dataset
is a match between observation A1 from the recipient file A (Table 2.1) and observation B5 from the donor
file B (Table 2.2). This entry’s matching variable X1 (gender) is 1, which is the same in both original datasets.
The value of age in the recipient file is 42 (XA

2 ), and the value of age in the donor file is 41 (XB
2 ), therefore the

absolute distance (di j) is 1. The variable Y (Z) is simply the observed values from the recipient (donor) files
for each matching observation 9.156 (7.243). The weights W A retain the value from the recipient file only.

There are two elements to consider in these results. Firstly, the records are imputed from sample B of
column (1). Some of the observations of sample B are repeated, such as record B5 which is linked with the
records A1 and A2 in sample A, and others are ignored, such as record B6. This occurs due to the selection
with replacement of the unconstrained matching. As a consequence, the distribution of the imputed variable Z
(column (7)) differs from the original sample B. For instance, the mean and standard deviation of the variable
Z in the original sample B are 5.55 and 1.57 (Table 2.2), while the mean in the synthetic dataset is 6.30 and the
standard deviation 1.06 (Table 2.3). The difference in distribution values of the variable Z informs about the
quality of the matching (Rässler, 2012).

In contrast, constrained statistical matching imposes that each record from the donor file is imputed only

20See Appendix 2.B.1 for more information about Mahalanobis and Manhattan distance.
21Variable XB

2 from the donor sample B is presented in the table for explanatory reasons. In practice, only variable XA
2 from the

recipient file A would be included in the synthetic dataset
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Table 2.3: Nearest Neighbour Distance Hot Deck: Unconstrained Match

Unit Match XA
1 = XB

1 XA
2 XB

2 di j Y Z W A

(1) (2) (3) (4) (5) (6) (7) (8)
A1 B5 1 42 41 1 9.156 7.243 3
A2 B5 1 35 41 6 9.149 7.243 3
A3 B4 0 63 59 4 9.287 6.147 3
A4 B2 1 55 52 3 9.512 5.524 3
A5 B1 0 28 33 5 8.484 6.932 3
A6 B4 0 53 59 6 8.891 6.147 3
A7 B1 0 22 33 11 8.425 6.932 3
A8 B3 1 25 28 3 8.867 4.223 3

Mean 0.50 40.38 43.25 4.88 8.97 6.30
SD 0.53 15.32 12.40 3.00 0.38 1.06

Source Rodgers’ (1984) Simplified Example of Statistical Matching

once during the match, i.e. in the synthetic dataset, every record from the recipient file will be matched with
one different record of the donor file. In case both recipient and donor files share the same size, then the
match will use all the elements of both files. As a consequence, for this type of match, it is essential that the
population size of the donor file should be greater or equal to the population size recipient file. Keeping on the
same example as above with sample A (recipient) and sample B (donor), the constrained matching between
these two files is represented as the following minimization problem:

min
i=1,...,8
j=1,...,6

8

∑
i=1

6

∑
j=1

(di j ∗wi j) (2.4)

subject to:
6

∑
j=1

wi j =W A
i = 3 for i = 1, . . . ,8, (2.5)

8

∑
i=1

wi j ≤W B
j = 4 for j = 1, . . . ,6, (2.6)

As it can be noticed, the sample weights of both samples are included in the minimization problem (Equa-
tion (2.4)) and in the constraints (Equations (2.5,2.6)). Being i an observation of the recipient file A and j an
observation of the donor file B, wi j defines the weight that the match between observation i and observation j

obtains. This weight, multiplied by the distance function di j, needs to satisfy the condition of Equation (2.5)
which states that every record from the recipient file A should be represented. For this reason, the sum is
equal to three, which is the value of the weights in sample A. The second condition that needs to be satisfied
(Equation (2.6)) is that the records of the donor file B should be as much represented as possible. Notice that
the lower or equal condition precludes the repetition of donor records.22

22In particular, when both donor and recipient files have the same amount of observations, the inequality is transformed into
equality.
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In this example, Sample A has eight records with weights of three on each. Therefore Sample A has a total
of 24 observations. Analogously, sample B has 6 records with weights of four per record. Thus, it also contains
a total of 24 observations. Since both files have the same number of observations, all of them should participate
in the minimization problem. Therefore, to solve the minimization problem of Equations (2.4, 2.5 and 2.6) is
equivalent to replicate each of the records depending on their sample weights of both files23 and compute the
distance function for all of them, as shown in equation (2.7):

min
i=1,...,24
j=1,...,24

24

∑
i=1

24

∑
j=1

di j = min
i=1,...,24
j=1,...,24

24

∑
i=1

24

∑
j=1

|XA
2i −XB

2 j| (2.7)

In this case, i represents each of the twenty-four observations in the recipient sample A, j represents each
of the twenty-four observations in the donor sample B and di j is the distance between observation i of the
recipient file and observation j of the donor file. As before, the distance function is the absolute value for the
variable age (X2). Table 2.4 represents the result from this constrained matching procedure.

Table 2.4: Nearest Neighbour Distance Hot Deck: Constrained Match

Unit Match XA
1 = XB

1 X2 XB
2 di j Y Z W

(1) (2) (3) (4) (5) (6) (7) (8)
A1 B2 1 42 52 10 9.156 5.524 1
A1 B5 1 42 41 1 9.156 7.243 2
A2 B3 1 35 28 7 9.149 4.243 1
A2 B5 1 35 41 6 9.149 7.243 2
A3 B4 0 63 59 4 9.287 6.147 3
A4 B2 1 55 52 3 9.512 5.524 3
A5 B1 0 28 33 5 8.484 6.932 3
A6 B4 0 53 59 6 8.891 6.147 1
A6 B6 0 53 45 8 8.891 3.230 2
A7 B1 0 22 33 11 8.425 6.932 1
A7 B6 0 22 45 23 8.425 3.230 2
A8 B3 1 25 28 3 8.867 4.223 3

Mean 0.50 40.38 43.00 6.46 8.97 5.55
SD 0.53 15.32 11.58 5.81 0.38 1.57

Source Rodgers’ (1984) Simplified Example of Statistical Matching

The first entry in the synthetic dataset is a match between observation A1 from the recipient file A (Table
2.1) and observation B2 from the donor file B (Table 2.2). As in the unconstrained case, the matching variable
X1 (gender) is 1, which is the same in both original datasets. The value of age in the recipient file is 42 (XA

2 ),
however, here the value of age in the donor file is 52 (XB

2 ), therefore the absolute distance (di j) is 10. The
variable Y (Z) is simply the observed values from the recipient (donor) files for each matching observation
9.156 (5.524). The weights W are not the same as the value from the recipient file only, since for this case is

23These tables are represented in Appendix section 2.B.2
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equal to 1, meaning that the link between A1 and B2 has been generated only once. However, the sum of the
weights of all times that A1 is involved in a match is equal to 3, the same as W A. Notice that this is repeated
for every record in A, satisfying condition (2.5). The equivalent happens for the donor records of B. The sum
of the weights of each observation in B is equal to 4, as stated in condition (2.6). Therefore, every element of
both files is represented in the synthetic dataset. As a result, it is worth noticing that the distribution of variable
Z in sample B (mean and standard deviation) is maintained in the synthetic file, although, the distance between
records is higher than the unconstrained case (6.46 compared to 4.88).

Comparing both approaches, the unconstrained matching problem is faster and easier to solve than the
constrained matching problem, since it lacks restrictions on the data. Moreover, it guarantees higher similarities
of the records. However, it does not preserve the distribution of the imputed variable as well as compared with
the constrained approach, making this difference more notable when the sizes of both samples highly differ.

2.4.6.2 Random Hot Deck

In the Random Hot Deck approach, both files A and B are stratified according to different categories from the
matching variables in XA and XB. Therefore, for each observation in a given group of A, an observation from the
same group in B is randomly selected and imputed in A. As a consequence, the choice of matching variables to
create the different donation classes becomes the main challenge (Waal, 2015). The random hot deck method-
ology applies categorical variables to create classes, such as gender, race, geographical area, etc. However, it
is possible to apply one single continuous variable homogeneous in XB and XA to randomly select from a set of
near observations. That is, fixing a priori a distance δ > 0, the donor units are chosen in a subset of the closest
records of the recipient. For instance, dAB(Xg,A,Xg,B) ≤ δ .24 Although this procedure is unconstrained when
data from complex sample surveys are used, donors can be selected with probability proportional to their sur-
vey weights as a way of maintaining the same distribution from the original to the synthetic dataset (weighted

random hot deck). This paper uses the weighted random hot deck technique for the analysis. However, for
the sake of a better understanding, and since all sample weights in A have the same value, I illustrate here the
original random hot deck. Moreover, for this example, only the variable gender X1 has been used to create two
different donation classes.

The results presented in Table 2.5 are compared with the unconstrained nearest neighbour from Table 2.3.
Firstly, the random hot deck method allows replication of records from the donor file B as in the unconstrained
nearest neighbour (such as B1 and B3), however, due to the randomness, all records are represented. There-
fore, despite the matching distance result being larger (column (5)), the distribution of the variable Z is better
preserved in the random hot deck case (column (7)).

24An example would be Xg being the variable age and δ the value 5, the donor chooses values whose distance from the recipient is
no greater than five years.
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Table 2.5: Random Hot Deck

Unit Match XA
1 = XB

1 XA
2 XB

2 di j Y Z W A

(1) (2) (3) (4) (5) (6) (7) (8)
A1 B2 1 42 52 10 9.156 6.932 3
A2 B3 1 35 28 7 9.149 4.223 3
A3 B4 0 63 59 4 9.287 6.147 3
A4 B5 1 55 41 14 9.512 7.243 3
A5 B1 0 28 33 5 8.484 6.932 3
A6 B6 0 53 45 8 8.891 3.230 3
A7 B1 0 22 33 11 8.425 6.932 3
A8 B3 1 25 28 3 8.867 4.223 3

Mean 0.50 40.38 39.88 7.75 8.97 5.73
SD 0.53 15.32 11.44 3.77 0.38 1.59

Realization of the Random Hot Deck with matching class Gender

2.4.6.3 Rank Hot Deck

The Rank Hot Deck technique follows the same logic as the Nearest Neighbour Distance: for each observation
in the recipient file A the nearest neighbour from the donor file B is selected according to a distance function.
It also distinguishes between unconstrained and constrained approaches depending on the imputation of the
observations. In this case, however, from the selected matching variables, only one is used to calculate the
distance.25 Moreover, the order of variables is taken into account for the matching (regardless of whether they
are continuous or categorical). All the observations in A and B are ranked separately according to the values of
the ordinal matching variable. Equation (2.8) represents the ranking of the recipient file A and Equation (2.9)
represents the ranking for the donor file B.

F̂A
X =

∑
8
i=1W A

i I(XA,i ≤ x)

∑
8
i=1W A

i
(2.8)

F̂B
X =

∑
6
j=1W B

j I(XB, j ≤ x)

∑
6
j=1W B

j
(2.9)

where F̂A
XA
(x) is the cumulative distribution of the matching variable and W A

i the weights of each observa-
tion in the recipient file A. Analogously, F̂B

XB
(x) is the cumulative distribution of the matching variable and W B

j

the weights of each observation in the donor file B. Table 2.6 and 2.7 represent Tables 2.1 (file A) and 2.2 (file
B) reordered following the distribution of the variable age (X2).

Thus, Equation (2.10) states the unconstrained minimization problem in which each element from A is as-
sociated with an element in B depending on the cumulative distribution function. In other words, the distance
between observations is calculated with the cumulative function and not the real values.

25The rest of the matching variables are used to create matching classes
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Table 2.6: Rodgers’ (1984) File A ranked by Age

Unit XA
1 XA

2 Y W A F̂A
X2
(x)

gender age ln(per earn) weights
A7 0 22 8.425 3 3/24
A8 1 25 8.867 3 6/24
A5 0 28 8.484 3 9/24
A2 1 35 9.149 3 12/24
A1 1 42 9.156 3 15/24
A6 0 53 8.891 3 18/24
A4 1 55 9.512 3 21/24
A3 0 63 9.287 3 24/24

Mean 0.50 40.38 8.97
SD 0.53 15.32 0.38

Table 2.7: Rodgers’ (1984) File B ranked by Age

Unit XB
1 XB

2 Z W B F̂B
X2
(x)

gender age ln(prop inc) weights
B3 1 28 4.224 4 4/24
B1 0 33 6.932 4 8/24
B5 1 41 7.243 4 12/24
B6 0 45 3.230 4 16/24
B2 1 52 5.524 4 20/24
B4 0 59 6.147 4 24/24

Mean 0.50 43.00 5.55
SD 0.55 11.58 1.57

min
i=1,...,8
j=1,...,6

8

∑
i=1

6

∑
j=1

di j = min
i=1,...,8
j=1,...,6

8

∑
i=1

6

∑
j=1

| F̂A
X (x)− F̂B

X (x) | (2.10)

Considering again gender as a class variable with exact matching, the unconstrained rank hot deck match-
ing result is shown in Table 2.8. The first thing to notice is that the distance function is no longer comparable
with the other hot deck techniques. However, the evaluation of the quality of the matching relies on terms of
distribution conservation of the imputed target variable Z. In this example, the unconstrained rank hot deck
performs better than the unconstrained nearest neighbour distance of Table 2.3, since the mean and standard
deviation of the imputed Z are more similar to the original distribution in Table 2.2. However, these results are
worse than the ones in Table 2.5 with the random hot deck method.

For the constrained case, the matching imposes the same restrictions as in the constrained nearest neighbour
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Table 2.8: Rank Hot Deck: Unconstrained

Unit Match XA
1 = XB

1 XA
2 XB

2 di j Y Z W A

(1) (2) (3) (4) (5) (6) (7) (8)
A7 B1 0 22 33 0.208 8.425 6.932 3
A8 B3 1 25 28 0.083 8.867 4.223 3
A5 B1 0 28 33 0.041 8.484 6.932 3
A2 B5 1 35 41 0 9.149 7.243 3
A1 B5 1 42 41 0.125 9.156 7.243 3
A6 B6 0 53 45 0.083 8.891 3.230 3
A4 B2 1 55 52 0.041 9.512 5.524 3
A3 B4 0 63 59 0 9.287 6.147 3

Mean 0.50 40.38 41.5 0.07 8.97 5.93
SD 0.53 15.32 9.72 0.04 0.38 1.41

Realization of the Unconstrained Rank Hot Deck ranked by Age and classified by Gender

distance method, i.e., records from the donor file in B just can be imputed ones. As a consequence, the
minimization problem reproduces the Equations (2.4), (2.5) and (2.6), but compares the distance with the
cumulative function of the matching variable age (X2) instead of their real values. Equations (2.11), (2.12) and
(2.13) state the minimization problem for the rank hot deck.

min
i=1,...,8
j=1,...,6

8

∑
i=1

6

∑
j=1

(di j ∗wi j) = min
i=1,...,8
j=1,...,6

8

∑
i=1

6

∑
j=1

| F̂A
X (x)− F̂B

X (x) | ∗wi j (2.11)

subject to:
6

∑
j=1

wi j =W A
i = 3 for i = 1, . . . ,8, (2.12)

8

∑
i=1

wi j ≤W B
j = 4 for j = 1, . . . ,6, (2.13)

Results of the matching are presented in Table 2.9. Checking only the marginal distribution of the imputed
variable Z, it seems that the constrained rank hot deck would obtain the same results as the constrained nearest
neighbour hot deck (Table 2.4), although they present different linkages. Moreover, both constrained cases
obtain exactly the same distribution of the variable Z as in the original file B (Table 2.2), since sample A and
sample B have the same population size (24 observations each). In practice, it is very unlikely to find two
different survey samples which represent exactly the same number of individuals. Therefore, despite using a
constrained approach, rarely the marginal distribution of the imputed variable will be conserved as well as the
ones in these examples. Moreover, not only the marginal distribution of the imputed target variable evaluates
the matching. Joint distributions of the target variable with the matching variables are also analysed to evaluate
it. The quality evaluation subsection reviews which are the most appropriate measures to validate a matching
performance.
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Table 2.9: Rank Hot Deck: Constrained

Unit Match XA
1 = XB

1 X2 XB
2 di j Y Z W

(1) (2) (3) (4) (5) (6) (7) (8)
A7 B1 0 22 33 0.208 8.425 6.932 3
A8 B3 1 25 28 0.083 8.867 4.223 3
A5 B1 0 28 33 0.041 8.484 6.932 1
A5 B6 0 28 41 0.291 8.484 7.243 2
A2 B5 1 35 41 0 9.149 7.243 3
A1 B6 1 42 45 0.041 9.156 3.230 3
A6 B6 0 53 45 0.083 8.891 3.230 1
A6 B2 0 53 52 0.083 8.891 5.524 2
A4 B2 1 55 52 0.041 9.512 5.524 2
A4 B4 1 55 59 0.125 9.512 6.147 1
A3 B4 0 63 59 0 9.287 6.147 3

Mean 0.50 40.38 43.00 0.09 8.97 5.55
SD 0.53 15.32 11.58 0.05 0.38 1.57

Realization of the Constrained Rank Hot Deck with records ranked by Age and classified by Gender

2.4.7 Quality evaluations of the Statistical Matching Results

Rässler (2012) defines 4 levels of validity for the matching result. The first requires the preservation of the
marginal distribution of the imputed target variable and its joint distribution with the matching variables (em-
pirically assessable). The second level states that the correlation between the target variables from both datasets
is also preserved, and the third guarantees that the true joint distribution (X, Y, Z) is represented in the synthetic
dataset (which can only be assured via previous assumptions: CIA and auxiliary information). The fourth level
claims that the true values of the imputed target variable should be reproduced in the synthetic file (which never
can be known). Therefore, here are presented the four indicators of the similarity between the distributions that
measure the differences between original and synthetic distributions. These indicators are included in the Stat-
Match package of D’Orazio (2017) and are described as follows:

The first one that is included is the total variation distance function (tvd), which is a dissimilarity indicator.
It compares the relative frequency of marginal and joint distributions.

∆or,syn =
1
2 ∑

j
|por, j − psyn, j| (2.14)

Where por, j represents the relative frequencies for the original distribution (0 ≤ por, j ≤ 1) and psyn, j for
the synthetic distribution. D’Orazio (2017) assumes that both distribution are considered equivalent when
∆1,2 ≤ 0.03 following the Agresti’s rule of thumb (Agresti, 2012).
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Following the same nomenclature, the second approach measures the overlap between both distributions
using:

Oor,syn = ∑
j

min(por, j, psyn, j) (2.15)

The resulting values range from 0 to 1 (1 meaning that both distributions are equal). This indicator is related
to the total variation distance since the overlap can be rewritten as Oor,syn = 1−∆or,syn.

The third measure, named the Bhattacharyya coefficient, is another measure for similarity within the values
0 and 1, with being 1 the equivalence of equal distributions (D’Orazio and D’Orazio, 2022). This measure is
defined in Equation (2.16).

Bor,syn = ∑
j

√
por, j × psyn, j (2.16)

The fourth and last indicator presented in D’Orazio and D’Orazio (2022) is Hellinger’s distance. It measures
the relative dissimilarity between both distributions in which the value 0 means that both distributions are equal.

dH,or,syn =

√
1
2 ∑

j
(
√

por, j −
√

psyn, j)2 (2.17)

Although there is not an official threshold which indicates the equivalence of two distributions, the literature
considers two different distributions equivalent when dH,or,syn ≤ 0.05 or 5% (Donatiello et al., 2014; Leulescu
and Agafitei, 2013). Therefore, the quality of results in this paper is presented using the Hellinger distance
indicator.

2.5 Introduction of new types of matching variables

2.5.1 Propensity Score Matching

The propensity score estimation is defined as the conditional probability of being assigned to treatment T given
a set of covariates or characteristics X :

e(Xi) = P(T = 1|X = Xi) (2.18)

The propensity score is used to identify a control group whose characteristics are similar to the treatment
group. For each participant in the treatment group, they are matched with another individual in the control
group sharing the same characteristics as measured by the propensity score. Usually, the propensity scores
are estimated using parametric regressions such as logit, probit or linear regressions. Rosenbaum and Rubin
(1983) state that if the propensity score is well specified then the distribution of characteristics, X, will be the
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same in the treatment and control groups. In fact, conditional on the true propensity score, the covariates and
the treatment assignment are independent (i.e. CIA holds for true propensity scores).

In the statistical matching framework, this technique has been used when the number of covariates is large
since it reduces the dimensionality problem by collapsing all the common variables into one unique variable:
the propensity score. For instance, in an example where, after the pertinent analysis, eight common variables
are selected as matching variables, in which the minimization problem finds the combined nearest distance
among the eight variables. If the data used for the matching is large enough (as in the case of national surveys),
the computational cost to create a synthetic dataset is immense. Therefore, when using the propensity score of
those eight variables as the unique matching variable, the cost of solving the problem is automatically reduced
(Kum and Masterson, 2010). In this paper, I evaluate three ways of estimating the propensity score: with logit
regression, random forest and boosted Classification and Regression Trees (CART). The logit regression model
predicts the assignment of belonging into the treatment or control group by the selected covariates:

logit(T = 1|X = xi) = β0 +β1X1 + · · ·+βkXk (2.19)

And thus, the estimated propensity score is:

ê(X = xi) =
exp(logit(T = 1|X = xi))

1+ exp(logit(T = 1|X = xi))
(2.20)

For the sake of comparison, logit is used instead of other parametric regressions, since it has been the stan-
dardized way of proceeding in the literature (Kum and Masterson, 2010; Lee et al., 2010). The other two are
explained in the subsection below.

2.5.2 Machine Learning: Classification And Regression Trees

Machine learning aims to predict missing outcomes without the need for further inference. However, although
it may seem that machine learning and econometrics are two disparate branches, their main components are
comparable for greater understanding (Athey and Imbens, 2019). The terms such as training sample, features or
weights in the machine learning literature, are equivalent to the terms estimation sample, covariates or regres-
sion parameters, respectively in the econometrics literature.26 We can find two types of prediction problems:
supervised learning problems, where both, regressors and the outcome, are observed; and unsupervised learn-
ing problems where covariates are grouped in clusters.

Classification And Regression Tree (CART) methods, included in the supervised learning problems, are
the evolution of decision tree methods developed by Breiman et al. (1984). They consist of a hierarchically

26For better understanding, the term feature from the machine learning literature is referred to as covariate, regressor or independent
variable.
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Height > 180cm

Yes

Male

No

Weight > 80kg

Yes

Male

No

Female

Figure 2.3: Scheme example of CART methods

organized structure which splits the dataset into disjoint subsets based on a particular value (or interval) of the
independent variable. For all the observations that belong to the same subset, the same prediction is made: the
mean, when the outcome is continuous (regression trees), and the mode for categorical outcomes (classification
trees). Therefore, the different CART methodologies have as an objective to find the covariates that give infor-
mation more efficiently after each split (i.e., the ones with the lowest variance within each subset), overcoming
the overfitting issue that would result from partitioning the subsets too many times.

Figure 2.3 depicts a simplified representation of the procedure of a simple decision tree. For instance, given
a population dataset, the algorithm classifies the gender of a particular individual (male or female) depending
on the values of two main variables: height and weight. As it is shown, the overall data is split firstly by the
covariate height which distinguishes between individuals taller and shorter of 1.80 meters. It results in two
disjoint subsets: one subset, those who are taller than 1.80, is composed of only men. Therefore, the algorithm
will finish here for this subset. However, the remaining subsample includes both genders and thus, requires
a further partition. This second split uses the covariate weight that distinguishes between individuals with
weights higher and lower than 80kg. As a result, there are two new disjoint subsets. The subset that classifies
those individuals who weigh more than 80kg is composed of only men, and the remaining subset is composed
of only women. Therefore, the algorithm stops here achieving a perfect split of the data using two covariates.

Among the different algorithms developed from CART methods, this study focuses on two main ones that
are applied in propensity score matching literature and gave the best performance (Lee et al., 2010; Sizemore
and Alkurdi, 2019): Random Forest and Boosted CART. Random forests (introduced in Breiman (2001)) is a
reiteration of the decision tree process wherein each tree the splitting covariates are randomly sampled with
replacement of the overall set of explanatory variables. This selection, by default, is the square root of the total
number of covariates. For instance, if the sample that has been analysed is segmented by 9 different variables,
the random forests algorithm would randomly take 3 of these covariates to relate them with the outcome. The
performance of the procedure improves as the number of repetitions and covariates increases.
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Boosted CART (Friedman, 2002) is similar to the random forest by using multiple tree iterations and em-
ploys an optimisation strategy which minimizes the error. The procedure starts with a prediction of a simple
tree model where an initial subsample of covariates is chosen. After that, it calculates the residuals of the
estimation sample (the difference between the real outcome and its prediction). Thus, on the new iteration,
those observations that were wrongly classified in the previous iteration, have a greater priority in the selec-
tion of the new splitting covariates. Therefore, for each new tree, predictors are improved by reducing the error.

2.5.3 Genetic Matching

The propensity score fails on the specification of the model when the distribution of the common variables is
significantly different after matching (Diamond and Sekhon, 2013), and thus, it can lead to bad matches in the
synthetic dataset. Diamond and Sekhon (2013) presents the iterative Genetic Matching (GenMatch) algorithm
that searches for the weight that minimizes the matching distance between covariates. The genetic match func-
tion uses the definition of the Mahalanobis distance but includes a positive definite weight matrix ω as follows:

∆(Xi,X j) = {(Xi −X j)
T (S−1/2)T

ωS−1/2(Xi −X j)}
1
2 (2.21)

where ∆(Xi,X j) is the Mahalanobis distance, Xi is the observation i in the matching variable X of one
sample which searches for the most similar value X j which is the observation j of the matching variable X on
the other sample. S−1/2 is the Cholesky descomposition of the variance of the covariates S (S= S−1/2(S−1/2)T ).

This weight matrix is a positive diagonal matrix that sets a value for each of the covariates depending on
the relevance of that variable for identification. For each iteration, the algorithm balances the covariates with
statistics tests (univariate p-test or univariate Kolmogorov-Smirnov test) and the weight matrix is adjusted to
prune those observations that are not significant from the tests. Using this algorithm, Diamond and Sekhon
(2013) not only finds a dynamic algorithm to solve the matching problem but also, with this weight matrix,
informs about which covariates are more meaningful. When the propensity score is added to the X matrix, the
weight matrix would show whether it is representative of the covariates. Since the resulting elements of the
diagonal of the weights ω matrix take into account the different measurement units of all the variables, they
can be applied through a direct multiplication to each observation, without the need to previously standardize
all the variables. Therefore, one way in which these weights are applied in this analysis is to calculate the
propensity scores as shown below.

P(T = 1|X = ωXi) = β0 +β1ω1,1X1 + · · ·+βKωK,KXK (2.22)

A second way these weights can be applied is by constructing a new value by adding each observation
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multiplied by these weights (2.23). The use of this sum to proceed with the matching is justified for the follow-
ing reasons. Firstly, given that its origin comes from an iterative algorithm that minimizes matches between
the different observations of two different samples, it guarantees that the weights relative to each variable are
optimal. Furthermore, as explained before, since it harmonizes the different units of measurement among all
the variables, this sum does not require prior standardizations for each of the variables, since the algorithm
itself takes this factor into account. Finally, the sum for each observation results in a unique value, as in the
propensity score case, which guarantees variability for matching.

SW =
K

∑
k=1

ωk,kXk (2.23)

2.5.4 Transformation of the minimization problem

To further understand how the new matching variables are implemented, in this subsection, I outline the min-
imization problem with the constrained nearest neighbour distance hot deck.27 Recall from the constrained
Equations (2.4), (2.5) and (2.6) in which a distance function searches the similarities between observations
taking into account the representation of each observation (using the sample weights) and makes sure that
the records of the donor file were imputed without replacement (Equation (2.6)). Moreover, the minimization
problem uses directly the matching variables with more predicting power. Here, the set of matching variables
is used to compute a unique matching value to solve the same problem.

Consider A= (XA,YA,WA), B= (XB,ZB,WB) where XA is the k-vector of matching variables in A, YA the vec-
tor of variables included just in A and WA the sample weights of A. Analogously, XB is the k-vector of matching
variables in B, ZB the vector of variables included in just B and WB the sample weights of B. Additionally, the
number of observations in each dataset is defined as |A|= n and |B|= m and A and B represent approximately
the same population, i.e. ∑

n
i=1WAi ≈ ∑

m
j=1WB j. Let be di j = (di j1, . . . ,di jk) the vector of absolute distances of

the common variables, such that di jp = |XAip −XB jp| where XAip is the common variable p of individual i in
file A and XB jp is the common variable p of individual j in file B.

Without loss of generality, denote A as the recipient file and B as the donor file. Therefore, following
Rodgers (1984) framework the minimization problem will be:

min
i=1,...,n
j=1,...,m

n

∑
i=1

m

∑
j=1

(di j ∗wi j) = min
i=1,...,n
j=1,...,m

n

∑
i=1

m

∑
j=1

((|XAi1 −XB j1|+ · · ·+ |XAik −XB jk|)∗wi j) (2.24)

27Weighted random hot deck and rank hot deck methods are not explained here, however, the procedure is alike
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subject to:
m

∑
j=1

wi j =WAi for i = 1, . . . ,n, (2.25)

n

∑
i=1

wi j ≤WB j for j = 1, . . . ,m, (2.26)

Where wi j ≥ 0 represents the weights between the match of individual i ∈ A and j ∈ B.

Following Kum and Masterson (2010) the dimensionality of the minimization problem (2.24) can be re-
duced to one single dimension by the use of propensity scores or the sum of GenMatch weights. For the
propensity score case, denote T = 1A the indicator of belonging to file A, therefore, Ti = 1 if i ∈ A and Ti = 0
if i ∈ B. Therefore, Si = P(T = 1|XAi) is the propensity score of individual i. In the case of the GenMatch
weights sum, define Si = ∑i ωi,iXAi as the sum of matching variables multiplied by their corresponding Gen-
Match weight of observation i in A. The minimization problem with propensity scores becomes:

min
i=1,...,N
j=1,...,N

N

∑
i=1

N

∑
j=1

|Si −S j| ∗wi j (2.27)

subject to:
m

∑
j=1

wi j =WAi for i = 1, . . . ,n, (2.28)

n

∑
i=1

wi j ≤WB j for j = 1, . . . ,m, (2.29)

2.5.4.1 Propensity score computation

In practice, when working with data, to obtain the propensity scores Equation (2.27), it is necessary to add one
step before applying the matching functions. For instance, to each of both files A and B the variable T is added
as described in Equation (2.30). This variable identifies whether observation i corresponds to file A or B. This
is the same reasoning as the observation i belongs to the treatment or control group in the propensity score
matching literature. Once variable T is created, both files A and B are appended creating a unique A∪B set.

Ti =


1 i f i ∈ A

0 i f i ∈ B

(2.30)

Continuing, the Genetic Matching algorithm from Diamond and Sekhon (2013) is applied to obtain the
vector including the diagonal values of covariate balance matrix ω in Equation (2.21).28 This matrix has two
different roles. The first one is used to obtain three different weighted propensity scores: estimated using a

28The function of use is GenMatch() from the package rgenoud in R created by Sekhon (2011).
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parametric logistic function, random forest and a boosted CART function derived from a general boosted mod-
elling function (as in Equation (2.22)).29 The second role is to add the factor between the matching variables
and the GenMatch weight matrix (as in Equation (2.23)). Once the propensity score and the rest of the values
are included in the set A∪B, this union set is separated into their original files A and B using the variable T.
Thereafter the three different hot deck techniques are applied to proceed with the matching.

2.6 Application of the matching techniques

2.6.1 Data

With the purpose of evaluating the three hot deck matching algorithms with the different matching variables,
the analysis uses the artificial sample data included in the StatMatch R-package from D’Orazio (2017). This
data set is inspired by the information usually covered in the European Union Statistics on Income and Living
Conditions Survey (EU-SILC) and includes two different samples with the purpose of analysing all the Statis-
tical Matching applications. Sample A has 3,009 observations which include the target variable (Y) income.
Sample B has 6,686 observations with labour market status as the target variable (Z). A rich set of common
variables, including age, gender and marital status is present in both datasets, as well as survey weights which
assure the representation of two equivalent populations.

2.6.2 Results

The objective of the first scenario is to replicate and compare the results of D’Orazio (2017) with more recent
matching techniques. As described in the data section, artificial data was created specifically for this type of
analysis in the paper. Therefore, the selection of target and common variables, as well as the harmonization of
the databases, are already determined. The definitions of all common variables are described in Table B3 in the
Appendix accompanied by the corresponding harmonization categories for each variable. Additionally, Table
B4 in the Appendix outlines the categorical distribution of each common variable, including the utilization of
the Hellinger distance as a dissimilarity measure among distributions. Since all common variables present a
Hellinger distance lower than 5%, it is verified that all the variables have equivalent distributions30. Further-
more, D’Orazio (2017) chooses sample A as the recipient file, so net income becomes variable Y and chooses
sample B as the donor file, with labour status becoming the imputed variable Z. Also, when taking into account

29Remaining in R, the first propensity score is estimated using the parametric glm() logit function. The second one, with the
cforest() computes the propensity score using random forest. Finally, the propensity scores estimation from boosted CART
function is obtained by the ps() function which is an application from the general boosted modelling function gmb() that computes,
particularly, propensity scores.

30As mentioned in Section 2.4.7 the rule of thumb agreed in the literature to consider two distributions equivalent is to present a
Hellinger distance lower than 5% (Donatiello et al., 2014; Leulescu and Agafitei, 2013)

85



2. Statistical Matching with Propensity Score and Machine Learning

the sample weights, both samples represent a similar number of population31, the calibration of the survey
weights is not required for this analysis.

For the choice of common variables to be used in the matching, D’Orazio (2017) presents two different
analyses for each of the target variables Y and Z. For net income (Y), which is a continuous variable, it is based
on the adjusted-R2 using Spearman’s rank correlation. In this case, the common variables with the greatest ex-
planatory power on the variability of net income are age and gender. For the case of labour status (Z), since it is
a categorical variable, Cramer’s V measure is used.32 The common variables that have the greatest explanatory
power on labour status are age and education level. Therefore, the variables with the overall best prediction
power for the two target variables are age, gender and education level. Thus, in a first analysis, these three
matching covariates are employed to calculate the three different propensity scores (with the logistic regres-
sion, random forest and boosted CART). In contrast D’Orazio (2017) uses age for the distance function in the
minimization problem and gender and geographic area as donation classes, justifying that when the segmen-
tation is given by gender and education level, there are two clusters with very few observations that can cause
matching errors.

2.6.2.1 Use of the propensity score matching variables

With the aim to create a synthetic dataset (micro-approach), D’Orazio uses three of the previously described
methods: constrained nearest neighbour hot deck, weighted random hot deck and constrained rank hot deck.
In the case of this paper, these three methods are used, keeping the donation classes’ sex and geographic area,
but changing the matching variable age for three different propensity scores: one calculated through logistic
regression, another through the random forest and the last one using boosted CART. Therefore, a total of twelve
different synthetic datasets are created: each of the three methods uses the four different matching variables.

To evaluate the quality of each of the twelve different procedures, the similarity of the marginal distribu-
tions of labour status and the joint distributions of labour status and sex, age, education and geographical area
are compared. Figure 2.4 represents the results for the marginal distribution of labour status (Z). The graph de-
picts 12 different bars which indicate each of the methods. The first group of four bars represents the matching
using the constrained nearest neighbour distance hot deck method (NND). The second group of four refers to
the weighted random hot deck method (RND) and the third group is for the matchings using the constrained
rank hot deck (RNK). Moreover, in each of the method groups, a different matching variable has been used.
The first one (DO) indicates that the matching variable used is age as in D’Orazio (2017). (LR) indicates the
use of the propensity score value estimated by a logit regression. (RF) indicates the propensity score computed

31The 3,009 observations of sample A represents a population of 5,094,952 individuals, and the 6,686 observations of sample B
represents a population of 5,157,582 individuals

32Cramer’s V measures how strongly two categorical fields are associated with the chi-square test of independence. In social
sciences, a Cramer’s V value above 0.35 is often considered a strong association, between 0.25 and 0.35 medium association and
between 0 and 0.25 indicates a weak association, Waal (2015)
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Figure 2.4: Marginal distributions

Note: Resulting Hellinger distances by measuring the dissimilarities of the marginal distributions of the target variable Z: labour
status. Each subgroup corresponds to a distinct methodology employed: Nearest Neighbour Hot Deck, Random Hot Deck, and
Rank Hot Deck. Within each method group, the first bar labelled as DO pertains to the resultant matching variable age used in

D’Orazio (2017), serving as the baseline reference for this analysis. The subsequent bars are the ones calculated using propensity
scores: LR - represents the matching variable calculated with Propensity Score estimated with Logistic Regression; RF - signifies
the matching variable derived from Propensity Score estimated with Random Forest; and BC - pertains to the matching variable

derived through Propensity Scores estimated using Boosted CART.

with random forest and (BC) boosted CART. These matching variables have been computed using solely the
selected matching variables in D’Orazio (2017): age, gender, education level, and geographical area.

The vertical axis indicates the level of dissimilarity percentage between the distribution of labour status (Z)
in the original sample and in the synthetic samples. The equivalence of the distributions is evaluated using
Hellinger’s distance, where a lower value indicates a higher degree of similarity, being 5% the highest value
of the Hellinger distance which indicates that the two distributions are equivalent. Figure 2.4 shows that all
12 synthetic datasets preserved the marginal distribution of the imputed labour force variable since all of them
have less than 3.5% of dissimilarity. In particular, it is noted that the most accurate method is the constrained
nearest neighbour distance using propensity scores with logit regression (NND.LR), which is equivalent to the
method used in Kum and Masterson (2010). Table B5, in the Appendix, shows the resulting Hellinger distance
values for each matching variable and hot deck methodology. For the purpose of comprehensive comparison,
I have additionally incorporated in Table B5 the resultant Hellinger distance when the propensity scores were
calculated using all common variables: age, age squared, gender, education, geographical area, household size,
marital status and urban area. The outcomes demonstrate similar results with improvements observed in the
RNK method while deteriorations within the NND method.

Figure 2.5 depicts the joint distribution between the imputed variable labour force and the variables used
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for the matching: gender, age, education level and geographical area. Overall, the twelve synthetic datasets
show equivalence in the joint distribution between labour status and both, gender and geographical area. When
comparing the joint distribution of labour force (Z) and the matching variable gender, D’Orazio (2017) obtains
better results by employing age in the minimization problem (in particular through the use of the rank hot deck
method). The results presented between labour status and geographic area neither show an improvement due to
the use of propensity scores. When the matching method is the random hot deck or rank hot deck, Figure 5 in-
dicates that both the synthetic files that have used random forest or boosted CART propensity scores (RND.RF,
RND.BC, RNK.RF and RNK.BC), do not produce equivalent joint distributions. For instance, their level of
dissimilarity is higher than the horizontal blue line which indicates differences in more than 5%.33

In the case of the variables age and level of education, the results differ more compared to the other two
previous variables. In fact, none of the joint distributions between education level and employment status could
be considered equivalent, and only the nearest neighbour distance and rank hot deck using the age variable,
(NND.DO and RNK.DO) have a value less than 5%. The horizontal black line shows the dissimilarity level
of 10%, for the case of the joint distribution of labour force and age, the graph shows how divergent these
distributions are from the original sample. This arises from the higher segmentation in both cases compared
to the case of the variables sex and geographic area. Despite these results, Figure 2.5 shows that the nearest
neighbour distance hot deck is the method that comes closest to better results.

2.6.2.2 Use of genetic matching algorithm weights

In the second phase of the analysis, the weight matrix of the genetic matching algorithm was integrated into
the matching procedure. These weights were applied in two different manners: firstly, for the computation
of the three different weighted propensity scores, and secondly, for the aggregation of the matching variables.
Following the Sekhon (2011) procedure, a balanced matrix using all the common variables was created: age,
age squared, gender, education, geographical area, household size, marital status and urban area. This Balance
matrix aims to evaluate whether the distribution discrepancies between common variables are minimized after
the matching. Therefore, by default, the Balance matrix is equal to the matching variables but can contain
additional variables that are transformed in various ways. After applying the genetic matching algorithm with
the set of common variables and the Balance matrix the relative importance weight matrix is obtained. The
diagonal elements for this matrix are shown in Table 2.10 ranked from the most relevant variable (gender) to
the least (marital status).

In alignment with the findings of D’Orazio (2017), the Weight matrix ω exhibits high importance to vari-
ables such as gender, age and geographical area as the most influential factors for the matching. In D’Orazio
(2017), these variables are designated as donation classes (gender, and geographical area) and matching vari-

33Tables B6 to B9 presents the exact numbers of the resulting Hellinger distance of the joint distributions of labour status and
gender (Table B6), age (Table B7), education level (Table B8), and geographical area (Table B9). These tables additionally include
the results when all common variables have been used for the computation of the propensity scores.
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Figure 2.5: Joint distributions

(a) Gender and Labour Status (b) Age and Labour Status

(c) Education and Labour Status (d) Area and Labour Status

Note: Resulting Hellinger distances by measuring the dissimilarities of the joint distributions of the target variable Z: labour status,
and the relevant matching variables: gender, age, education level, and geographic area. Each subgroup corresponds to a distinct

methodology employed: Nearest Neighbour Hot Deck, Random Hot Deck, and Rank Hot Deck. Within each method group, the first
bar labelled as DO pertains to the resultant matching variable age used in D’Orazio (2017), serving as the baseline reference for this
analysis. The subsequent bars are the ones calculated using propensity scores: LR - represents the matching variable calculated with
Propensity Score estimated with Logistic Regression; RF - signifies the matching variable derived from Propensity Score estimated
with Random Forest; and BC - pertains to the matching variable derived through Propensity Scores estimated using Boosted CART.
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Table 2.10: Diagonal elements of the Weight matrix ω

Variable ω

Gender 996.22
Age 909.39

Geographical Area 585.97
Household size 431.99
Education level 238.97

Urban area 215.54
Marital status 202.81

ables (age). Therefore, the GenMatch algorithm consistently displays its capability in identifying pivotal
matching variables that are crucial for the comprehensive matching process. Consequently, this analysis en-
compasses additional results stemming from the application of the GenMatch weights using solely the selected
matching variables.

Taking into account the three different matching methods and all different matching variables, the accuracy
of the fifteen34 different synthetic datasets are evaluated. Firstly, the evaluation centres around the marginal
distribution of the imputed variable labour status. Figure 2.6 depicts the Hellinger distance indicator of dissim-
ilarity. The nomenclature for each bar aligns with the earlier results in Figure 2.4, therefore, NND, RND and
RNK35, indicate the three different hot deck methods and DO, LR, RF, BC, SW indicate which is the variable
used for the matching. Notice that, the matching variable age used in D’Orazio (2017) remains the same (DO),
but the propensity scores are computed using the weight matrix ω (Logistics Regression - LR, Random Forest
- RF and Boosted CART- BC), and there is a new variable added, which is the sum of the common variables
with the weights (SW). It is worth noting that the results illustrate a desirable preservation of the marginal
distribution, as evidenced by Hellinger’s dissimilarity measure being under 3%. In fact, the outcomes display
relative improvement when compared to previous matchings conducted without the use of weights (Figure 2.4).
Table B10 presents the numerical outcomes displayed in Figure 2.6. It includes the results derived from using
exclusively the selected matching variables from D’Orazio (2017) (gender, age, education level, and geograph-
ical area) employed for the computation of the propensity score with the GenMatch weights and the sum of the
GenMatch weights matching variables. While the disparities indicated by the Hellinger distance measures are
not extensively pronounced, a discernible trend is observed. In general, the RNK method exhibits a marginal
deterioration, while the NND and RND methods display an improvement by reducing the number of variables
for the computation of the matching variable.

Figure 2.7 shows the Hellinger distance for the joint distribution between the imputed variable labour status
and the common variables gender, age, education level and geographical area. Although in this phase of the
analysis, all common variables have been used for the computation of the matching, we only evaluate these

34The 12 synthetic datasets considered above and the 3 synthetic datasets (denoted SW ) including the sum of matching variables
multiplied by the importance weights of GenMatch.

35Nearest neighbour distance, weighted random and rank hot deck methods
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Figure 2.6: Marginal distributions

Note: Resulting Hellinger distances by measuring the dissimilarities of the marginal distributions of the target variable Z: labour
status. Each subgroup corresponds to a distinct methodology employed: Nearest Neighbour Hot Deck, Random Hot Deck, and
Rank Hot Deck. Within each method group, the first bar labelled as DO pertains to the resultant matching variable age used in

D’Orazio (2017), serving as the baseline reference for this analysis. The subsequent bars are the ones calculated using propensity
scores: LR - represents the matching variable calculated with Propensity Score estimated with Logistic Regression; RF - signifies
the matching variable derived from Propensity Score estimated with Random Forest; and BC - pertains to the matching variable

derived through Propensity Scores estimated using Boosted CART. Finally, the last bar of each method group represents the
matching variable derived from the sum of the GenMatch Algorithm weights - SW.
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four since, as analyzed by D’Orazio (2017), they are the most explanatory of the target variables. When com-
paring the performance of these matches, in general, it is observed that the added use of relative weights ω

in the propensity scores does not significantly improve the precision of the match. For instance, despite the
similarity in the case of the variable gender and geographic area, (in which in both cases most of the methods
present less than a 5% discrepancy) for both age and education level, the level of divergence from the original
distribution using propensity scores are much worse. However, it should be noted that the use of the direct sum
of the variables with their relative weights (SW) produces better outcomes. In the case of the joint distribution
between education level and labour status, despite not being able to consider equivalence in the distributions,
the results are obtained with less dissimilarity. The resulting Hellinger distance is lower than 10%, which is
considered not excellent, but still valid (Donatiello et al., 2014). This is more clearly reflected in the case of
the joint distribution between age and labour status, which, unlike the others, regardless of the hot deck method
used, preserves the original distribution (Hellinger distance lower than 5%).

Lastly, for the purpose of comprehensive comparison, Tables B11 to B14 in the Appendix, present all the
numerical outcomes resulting from calculating the matching variables using the selected ones from D’Orazio
(2017): gender, age, educational level, and geographical area. The joint distributions of “labour status - gen-
der", and “labour status - geographical" area remain similar to the outcomes resulting from the computation of
the matching variables (LR, RF, BC, and SW) using all common variables. However, for the joint distributions
of “labour status - age", and “labour status - educational level" there is a notable improvement in the results for
the propensity score variables, although in some instances the Hellinger distance is still considered too high,
more than 10%.
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Figure 2.7: Joint distributions

(a) Gender and Labour Status (b) Age and Labour Status

(c) Education and Labour Status (d) Area and Labour Status

Note: Resulting Hellinger distances by measuring the dissimilarities of the joint distributions of the target variable Z: labour status,
and the relevant matching variables: gender, age, education level, and geographic area. Each subgroup corresponds to a distinct

methodology employed: Nearest Neighbour Hot Deck, Random Hot Deck, and Rank Hot Deck. Within each method group, the first
bar labelled as DO pertains to the resultant matching variable age used in D’Orazio (2017), serving as the baseline reference for this
analysis. The subsequent bars are the ones calculated using propensity scores: LR - represents the matching variable calculated with
Propensity Score estimated with Logistic Regression; RF - signifies the matching variable derived from Propensity Score estimated
with Random Forest; and BC - pertains to the matching variable derived through Propensity Scores estimated using Boosted CART.

Finally, the last bar of each method group represents the matching variable derived from the sum of the GenMatch Algorithm
weights - SW.
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2.7 Conclusion

Statistical matching serves as a useful tool in the academic literature when the need arises to combine infor-
mation from multiple sources to comprehend a specific phenomenon. This technique enables the estimation
of variables that are not observed together by utilizing a set of common variables. However, not all common
variables can be utilized due to concerns such as their lack of relevance or computational complexity. Conse-
quently, a subset of common variables is selected as the matching variables, with the aim of producing synthetic
datasets that best preserve the original distributions. In this study, particular attention is devoted to the selection
of matching variables and their impact on the quality of the matchings. To this end, new matching variables
are introduced, incorporating propensity scores and machine learning techniques, and are compared with the
direct use of variables as presented in D’Orazio (2017).

The results of the analysis indicate that, overall, the use of propensity scores to create matching variables
does not lead to a significant improvement in the quality of the matchings. However, the incorporation of the
sum of genetic matching weights demonstrates promising performance, outperforming the original matching
variable from D’Orazio (2017) in some cases. Thus, the sum of the weights proves to be a viable matching
variable for reproducing the statistical matching analysis using two real survey datasets. However, it is impor-
tant to acknowledge that the use of the Genetic Matching (GenMatch) algorithm entails a computational cost
drawback, particularly when handling large datasets such as those encountered in national representative sur-
veys. In such contexts, the results underscore the validity of employing a selection of matching variables rather
than the entirety of common variables. Yet, this approach leads to the compromise of one pivotal objective of
the analysis presented - namely, the avoidance of evaluating which are the selected matching variables for the
overall statistical matching.

In the next chapter, this technique is applied to create a synthetic dataset from the Mexican Time Use Sur-
vey and the Mexican National Survey on the Dynamics of Household Relationships. The primary objective is
to investigate whether Intimate Partner Violence is associated with the individual allocation of time to work,
housework, caregiving, or leisure activities.
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2.B Appendix Chapter 2

2.B.1 Definitions

2.B.1.1 Mahalanobis Distance

Mahalanobis distance is a metric that measures the distance between a point and a distribution while accounting
for the correlations between the different covariates or dimensions within the data. In mathematical terms, given
a point denoted as x and a probability distribution Q characterized by a mean µ and positive-definite covariance
matrix Σ, the Mahalanobis distance measures the separation between x and Q as in equation 2.31. The inclusion
of the term Σ−1 incorporates the bespoke correlations between the different dimensions or covariates within
the analytical dataset. Consequently, this metric demonstrates greater versatility than the Euclidean distance,
especially when handling data that exhibits diverse scales of correlations. Notice that when the covariance
matrix Σ reduces to the Identity Matrix, the Mahalanobis distance is equivalent to the Euclidean distance.

dM(x,Q) =

√
(x−µ)T

Σ−1 (x−µ) (2.31)

The Mahalanobis distance has been frequently applied within matching algorithms (D’Orazio et al., 2006b;
Lee et al., 2010; Sekhon, 2011; Diamond and Sekhon, 2013; Sizemore and Alkurdi, 2019), primarily due to
its versatile nature in accommodating correlations within covariates. However, this distant function exhibits
diminished effectiveness when a substantial majority of the selected covariates are categorical rather than con-
tinuous. In such scenarios D’Orazio (2017) recommends the utilization of the Manhattan distance instead.

2.B.1.2 Manhattan Distance

The Manhattan distance, also referred to as the Taxicab distance, is a metric that computes the distance between
two points or vectors by summing the absolute differences of their Cartesian coordinates. The inspiration be-
hind its name is drawn by the orthogonal grid layout of streets of the Manhattan Island, and the taxi routes
along avenues and streets. In other terms, and as the equation 2.32 shows, the distance dT between two vec-
tors p = (p1, p2, ..., pn) and q = (q1,q2, ...,qn) corresponds to the cumulative sum of the absolute difference
between two points along the coordinate axes. The Manhattan distance is commonly used in machine learning
algorithms due to the efficacy when dealing with high-dimensional datasets.

dT (p,q) =
n

∑
i=n

|pi −qi| (2.32)

Therefore, in instances where n = 1, such as the scenario of the matching method using propensity scores
(and subsequently, the summation of GenMatch weights), the distance dT is equal to the absolute difference
between the resultant matching variables.

95



2. Statistical Matching with Propensity Score and Machine Learning

2.B.2 Matching methods tables

Table B1: File A disaggregated

Unit XA
1 XA

2 Y W A

gender age ln(per earn) weights
A1 1 42 9.156 1
A1 1 42 9.156 1
A1 1 42 9.156 1
A2 1 35 9.149 1
A2 1 35 9.149 1
A2 1 35 9.149 1
A3 0 63 9.287 1
A3 0 63 9.287 1
A3 0 63 9.287 1
A4 1 55 9.512 1
A4 1 55 9.512 1
A4 1 55 9.512 1
A5 0 28 8.484 1
A5 0 28 8.484 1
A5 0 28 8.484 1
A6 0 53 8.891 1
A6 0 53 8.891 1
A6 0 53 8.891 1
A7 0 22 8.425 1
A7 0 22 8.425 1
A7 0 22 8.425 1
A8 1 25 8.867 1
A8 1 25 8.867 1
A8 1 25 8.867 1

Mean 0.50 40.38 8.97
SD 0.53 15.32 0.38

Source Rodgers’ (1984) Simplified Example of Statistical Matching
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Table B2: File B disaggregated

Unit XB
1 XB

2 Z W B

gender age ln(prop inc) weights
B1 0 33 6.932 1
B1 0 33 6.932 1
B1 0 33 6.932 1
B1 0 33 6.932 1
B2 1 52 5.524 1
B2 1 52 5.524 1
B2 1 52 5.524 1
B2 1 52 5.524 1
B3 1 28 4.224 1
B3 1 28 4.224 1
B3 1 28 4.224 1
B3 1 28 4.224 1
B4 0 59 6.147 1
B4 0 59 6.147 1
B4 0 59 6.147 1
B4 0 59 6.147 1
B5 1 41 7.243 1
B5 1 41 7.243 1
B5 1 41 7.243 1
B5 1 41 7.243 1
B6 0 45 3.230 1
B6 0 45 3.230 1
B6 0 45 3.230 1
B6 0 45 3.230 1

Mean 0.50 43.00 5.55
SD 0.55 11.58 1.57

Source Rodgers’ (1984) Simplified Example of Statistical Matching
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2.B.3 Summary statistics

Table B3: Coherence on the definition of variables

Variable Definition in Sample A and Sample B
HH.P.id unique unit identifier of the type aa.bb where aa identifies

the Household while bb identifies the household member
area5 large geographic area, factor with 5 levels:

‘NE’=North–East, ‘NO’=North–West, ‘C’=center, ‘S’=South, ‘I’=islands
urb Degree of urbanization, factor with 3 levels: ‘1’=densely populated area,

‘2’=intermediate area, ‘3’=thinly populated area
hsize integer, size of the household in which the person lives

hsize5 factor with 5 levels derived from hsize,
where the 5th level ‘≥ 5’ denotes 5 and more people in the household

age integer, the person’s age
c.age factor, age categorized in 5 classes
sex factor, the person’s gender: ‘1’=male, ‘2’=female

marital factor, the person’s marital status:
‘1’=never married, ‘2’=married, ‘3’=other (separated, widowed, divorced)

edu7 factor, the person’s highest education level attained,
follows the ISCED-97 categories: ‘0’=pre–primary education,

‘1’=primary education, ‘2’=lower secondary education,
‘3’= (upper) secondary education, ‘4’= post–secondary non tertiary education,

‘5’=first stage of tertiary education
(not leading directly to an advanced research qualification),

‘6’=second stage of tertiary education
(leading to an advanced research qualification)

ww numeric, the unit’s weight
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Table B4: Summary Distributions for Sample A and Sample B with the Hellinger Distance measurement

Variable Sample A Sample B Hellinger Distance (%)
Area 2.54%
NE 23.85108 26.93917
NO 20.61527 19.36315
C 21.37817 20.77327
S 23.64949 22.78076
I 10.50598 10.14366

Urban 0.82%
1 43.03618 43.89683
2 40.44337 40.34773
3 16.52045 15.75544

Household size 1.65%
1 17.459225 16.566937
2 41.092670 42.924071
3 23.451481 22.924596
4 14.253275 14.366363

>= 5 3.743348 3.218033
Age 1.29%

[16,34] 23.98236 23.46207
(34,44] 19.37460 20.16357
(44,54] 18.38099 17.26977
(54,64] 14.28559 14.73367
(64,104] 23.97646 24.37092

Sex 0.38%
1 48.17474 48.71864
2 51.82526 51.28136

Marital Status 0.96%
1 29.94446 29.30632
2 55.70804 55.41597
3 14.34750 15.27771

Education level 1.15%
0 2.6613821 2.9002045
1 18.5263947 19.3360287
2 31.1413802 31.1031554
3 33.5457835 32.7168462
4 2.8142158 2.7359128
5 10.9567272 10.9447791
6 0.3541165 0.2630734
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2.B.4 Table Results

Hellinger distance (%) differences comparison of matching variables derived from Propensity scores

Each column in the table corresponds to a distinct hot deck methodology: Nearest Neighbour Hot Deck
(NND), Random Hot Deck (RND), and Rank Hot Deck (RNK). Each row corresponds to the computation of
the variable utilized for the matching: Age variable from the study by D’Orazio (2017); Propensity Score de-
rived through Logit Regression; Propensity Score derived from Random Forest; Propensity Score derived via
Boosted CART. The cells categorized under the “Matching variables" columns signify that the chosen matching
variables from D’Orazio (2017) have been employed for the computation of the propensity scores. The cells
grouped in the “Common variables" columns denote that all common variables have been employed for the
computation of the propensity scores.

Table B5: Results for preserving labour status marginal distributions

Matching variables Common variables
Procedure NND RND RNK NND RND RNK

D’Orazio (2017) 1.55 1.44 0.59 1.55 1.44 0.59
PS Logit Regression 0.38 1.88 1.58 2.31 1.82 1.38
PS Random Forest 0.89 2.58 3.04 1.38 3.37 2.19
PS Boosted CART 0.7 1.87 3.63 2.12 0.51 1.69

Table B6: Results for preserving the joint distributions between sex and labour status

Matching variables Common variables
Procedure NND RND RNK NND RND RNK

D’Orazio (2017) 2.42 2.07 1.7 2.42 2.07 1.7
PS Logit Regression 2.85 2.11 2.41 2.7 2.09 2.55
PS Random Forest 2.39 3.22 3.35 2.14 5.11 2.63
PS Boosted CART 2.83 2.34 4 2.45 0.88 2.16

Table B7: Results for preserving the joint distributions between age and labour status

Matching variables Common variables
Procedure NND RND RNK NND RND RNK

D’Orazio (2017) 4.14 34 3.38 4.14 34 3.38
PS Logit Regression 10.03 18.14 20.28 26.96 32.29 32.24
PS Random Forest 14.05 31.1 34.53 26.67 34.39 35.15
PS Boosted CART 12.91 31.58 32.87 26.03 34.1 35.57
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Table B8: Results for preserving the joint distributions between education and labour status

Matching variables Common variables
Procedure NND RND RNK NND RND RNK

D’Orazio (2017) 7.9 15.81 6.77 7.9 15.81 6.77
PS Logit Regression 5.58 10.34 9.35 11.2 14.46 14.91
PS Random Forest 5.79 13.42 16.66 12.8 16.28 16.7
PS Boosted CART 6.49 14.44 15.54 11.29 15.48 16.75

Table B9: Results for preserving the joint distributions between area and labour status

Matching variables Common variables
Procedure NND RND RNK NND RND RNK

D’Orazio (2017) 3.85 3.93 3.91 3.85 3.93 3.91
PS Logit Regression 3.65 4.65 4.2 5.12 4.89 4.43
PS Random Forest 4.29 5.07 5.34 4.27 7 4.31
PS Boosted CART 3.86 5.83 5.45 4.42 3.83 4.55

Hellinger distance (%) differences comparison of Matching variables derived from Propensity scores
and GenMatch Weights Matching Variables

Each column in the table corresponds to a distinct hot deck methodology: Nearest Neighbour Hot Deck
(NND), Random Hot Deck (RND), and Rank Hot Deck (RNK). Each row corresponds to the computation of the
variable utilized for the matching: Age variable from the study by D’Orazio (2017); Propensity Score derived
through Logit Regression and the Genetic Matching (GenMatch) algorithm; Propensity Score derived from
Random Forest and the GenMatch algorithm; Propensity Score derived via Boosted CART and the GenMatch
algorithm; Summation of the Weights obtained from the GenMatch algorithm. The cells categorized under
the “Matching variables" columns signify that the chosen matching variables from D’Orazio (2017) have been
employed for the computation of the final computed variables. The cells grouped in the “Common variables"
columns denote that all common variables have been employed for the computation of the final computed vari-
ables.

Table B10: Results for preserving labour status marginal distributions

Matching variables Common variables
Procedure NND RND RNK NND RND RNK

D’Orazio (2017) 1.55 1.44 0.59 1.55 1.44 0.59
PS Logit Regression 0.79 2.36 1.97 2.25 0.51 0.9
PS Random Forest 0.83 1.5 2.05 1.61 1.71 0.94
PS Boosted CART 0.37 1.47 3.63 1.47 2.14 2.64

Sum GenMatch weights 1.14 1.81 1.98 1.02 2.78 0.88
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Table B11: Results for preserving the joint distributions between sex and labour status

Matching variables Common variables
Procedure NND RND RNK NND RND RNK

D’Orazio (2017) 2.42 2.07 1.7 2.42 2.07 1.7
PS Logit Regression 2.75 2.93 2.28 2.49 1.27 2.54
PS Random Forest 2.56 3.5 3.08 2.6 4.09 1.82
PS Boosted CART 2.71 3.25 3.87 1.7 3.85 3.36

Sum GenMatch weights 2.79 2.57 3.1 1.76 3.15 1.26

Table B12: Results for preserving the joint distributions between age and labour status

Matching variables Common variables
Procedure NND RND RNK NND RND RNK

D’Orazio (2017) 4.14 34 3.38 4.14 34 3.38
PS Logit Regression 4.64 7.51 17.7 25.17 34.06 35.21
PS Random Forest 13.59 32.47 34.36 27.11 32.23 34.97
PS Boosted CART 13.03 30.51 33.28 25.37 32.55 34.65

Sum GenMatch weights 3.49 3.49 4 3.7 4.54 4.04

Table B13: Results for preserving the joint distributions between education and labour status

Matching variables Common variables
Procedure NND RND RNK NND RND RNK

D’Orazio (2017) 7.9 15.81 6.77 7.9 15.81 6.77
PS Logit Regression 4.58 6.41 7.42 10.14 15.59 16.82
PS Random Forest 6.01 15.36 16.31 11.77 15.49 16.74
PS Boosted CART 6.53 13.58 15.46 10.45 15.88 16.83

Sum GenMatch weights 5.05 7.04 7.24 6.03 8.44 6.58

Table B14: Results for preserving the joint distributions between area and labour status

Matching variables Common variables
Procedure NND RND RNK NND RND RNK

D’Orazio (2017) 3.85 3.93 3.91 3.85 3.93 3.91
PS Logit Regression 3.39 5.12 4.05 4.51 4.16 4.17
PS Random Forest 3.57 5.09 4.29 4.43 5.81 3.72
PS Boosted CART 4.08 4 5.43 4.36 5.05 4.92

Sum GenMatch weights 3.68 4.48 4.3 3.87 4.8 3.38

102



This page is intentionally left blank.



Chapter 3

Intimate Partner Violence and Time Use in
Mexico

Abstract

This research investigates whether individuals exhibit differences in time allocation in their

routine activities according to their experience of intimate partner violence. Given the absence

of a singular survey encompassing all necessary information to address this research question,

a statistical matching methodology is employed, merging data from two national representative

surveys conducted in Mexico. Leveraging a sophisticated matching variable derived from the

Genetic Matching algorithm, two separate synthetic datasets are generated for women and men,

comprising all pertinent variables for the analysis. While the overall examination does not

reveal specific discernible patterns, noteworthy findings do emerge. For women, differences

in time allocation are observed concerning their working hours, on average, as well as the

time devoted to childcare and family gatherings. As for men, disparities in intimate partner

violence perpetration are detected in the allocation of time across various activities, particularly

among those working less than 40 hours per week. These insights shed light on the intricate

dynamics between intimate partner violence and individuals’ routine activities, may provide

valuable implications for understanding and addressing this multifaceted issue.

3.1 Introduction

Intimate Partner Violence (IPV) has emerged as a pressing social and public concern in Mexico and other
regions worldwide. According to the 2016 Mexican National Survey on the Dynamics of Household Rela-
tionships, nearly 44% of women reported experiencing at least one incident of IPV from a current or former
partner in their lifetime. Existing literature indicates gender-based differences in time allocation influenced by
social norms (Ahn et al., 2004; Aguiar and Hurst, 2007; Connelly and Kimmel, 2009; Sevilla-Sanz et al., 2010;
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Sevilla-Sanz and Fernandez, 2006), with deviations from these norms potentially leading to violence (Jewkes,
2002; Anwary, 2015; Aguiar and Hurst, 2007; Simister, 2013; Yount et al., 2014; Li and Wang, 2022; Svec
and Andic, 2018). In Mexican culture, masculine stereotypes depict men as responsible for productive work,
head of households, and a degree of control over both public and private spheres. Conversely, women’s work is
often relegated to domestic chores, remaining invisible and undervalued economically and socially (Inmujeres,
2004; Lamas, 2007; Terrazas-Carrillo and McWhirter, 2015). Consequently, Mexican women face heightened
vulnerability to violence when challenging gender norms, such as by engaging in the labour market (Angelucci,
2008; Canedo and Morse, 2021; Gupta et al., 2018) or resisting their husbands’ demands (Agoff et al., 2006,
2007).

The analysis presented here aims to address whether routine activities defined by gender roles are related
to indicators of intimate partner violence and whether individuals exhibit distinct time allocation behaviours in
the presence of violence. The findings presented in Chapter 1 of this thesis established that married Mexican
women who engaged in the labour market are more susceptible to experiencing IPV compared to their not-
employed counterparts. However, it remains unclear whether this association is solely linked to employment
itself, the potential reduction of time dedicated to traditional female activities such as housework or childcare,
or a potential absence of leisure time. Furthermore, the allocation of time among perpetrators of violence is
a relatively unexplored area. While Chapter 1 found no disparities in employment status as a determinant of
violence perpetration among married Mexican men, this paper aims to uncover other unidentified distinctions
in the weekly routine activities of perpetrators.

As no single dataset contains information on both time use and the incidents of IPV, this study employs
statistical matching tools from D’Orazio et al. (2006b). The data sources for fusion are the 2016 Mexican
National Survey on the Dynamics of Household Relationships (ENDIREH 2016) and the 2014 Mexican Time
Use Survey (ENUT 2014). Building upon the research contribution in Chapter 2, a leading-edge matching
variable derived from the Genetic Matching algorithm by Diamond and Sekhon (2013) is utilized to construct
two synthetic datasets: one for women and another for men. Each synthetic dataset incorporates relevant vari-
ables associating IPV indicators with various weekly activities, aggregated as work, housework, caregiving,
and leisure. The matching performance does not fulfil the Conditional Independence Assumption (CIA), indi-
cating that the independence between IPV and time use variables, given certain common variables, cannot be
guaranteed. To complement the validity of the matching, an exploration of uncertainty is presented.

The primary objective of this work is to identify behavioural patterns related to routine activities. Mele
(2009) associates lifestyle and daily activities with individuals’ vulnerability to victimization, particularly IPV,
which the author argues is often repetitive in nature. The empirical strategy of this study involves comparing
time allocation for the four main weekly activities in the presence or absence of violence. Moreover, the lit-
erature establishes employment status as a robust indicator associated with IPV in Mexico (Angelucci, 2008;
Villarreal, 2007; Terrazas-Carrillo and McWhirter, 2015; Canedo and Morse, 2021). Hence, this research ana-
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lyzes whether individuals exhibit different behaviours depending on the number of hours they work. The main
hypothesis posits that increased work hours lead to reduced time allocated to other activities like housework,
caregiving, or leisure. However, the presence of IPV may disrupt this time allocation pattern, as seen in Simis-
ter (2013).

The results, obtained after accounting for uncertainty, cannot be definitively conclusive for both synthetic
samples. Overall, there is no clear indication of specific patterns in individuals’ time allocation in the presence
of violence, regardless of gender. Nor is there evidence to support the importance of housework time in ex-
plaining the existence of violence. However, the findings suggest that female victims of IPV tend to work more
hours, on average. Moreover, upon comparing the time allocated to work with the time dedicated to the rest
of their activities, the evidence suggests that as victims’ working hours increase, they exhibit an inclination to
allocate more time to caregiving activities, particularly childcare. On the other hand, women working less than
full-time jobs (less than 40 hours a week) and experiencing IPV in the previous year, spend less time in family
meetings. These results align with previous findings that consider children (Mele, 2009) and family networks
(Lanier and Maume, 2009; Agoff et al., 2007; Tur-Prats, 2021) as key factors influencing the risk or protection
against IPV.

As for the men’s sample, the results provide varying and unclear insights into identifying perpetrators. The
only conclusive interpretation is that men who perpetrated violence in the previous year tend to spend more
time in caregiving activities, specifically childcare for children aged 0 to 14 years. The presence of children in
the household could potentially escalate intimate conflicts (Mele, 2009), either due to an increased burden of
domestic chores or the knowledge that victims may be less likely to leave. The rest of the results lack sufficient
clarity to discern the transmission of violence from job stress, as argued in Jewkes (2002) and Fox et al. (2004).
Likewise, there is inadequate information to fully understand the effects of alcohol and sports events, which
some studies associated with the perpetuation of IPV (Angelucci, 2008; Jewkes, 2002; Card and Dahl, 2011;
Dickson et al., 2016). Nonetheless, it is noteworthy that men who work less than 40 hours a week appear to be
more sensitive to changes in IPV.

A key contribution of this paper is through exploring novel technologies to address previously unanswer-
able questions. Existing research already employs statistical matching techniques from D’Orazio et al. (2006b).
For example, some studies examine household living conditions by comparing household income and con-
sumption expenditure (Donatiello et al., 2014; Tran and Osier, 2023; Serafino and Tonkin, 2017), quality of
life by measuring poverty estimates (Leulescu et al., 2011; Webber and Tonkin, 2013), working conditions
(Rezaei Ghahroodi, 2023), and objective and subjective well-being (Leulescu and Agafitei, 2013). Others in-
vestigate the informal economy by linking employment characteristics of informal workers (Fernández and
Villar, 2017a), or education indicators by combining teachers and student-level data (Iztueta et al., 2017). Most
of these studies acknowledge the challenges of finding extensive surveys that include sensitive data, such as
the one examined in this research. Thus, this study offers novel approaches to gain deeper insights into the
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phenomenon of intimate partner violence, potentially leading to more effective policies to address and combat
it.

The subsequent sections of the analysis are organized as follows. Section 3.2 reviews existing literature
linking gender roles with IPV. Section 3.3 presents the two data sources that will be statistically matched. Sec-
tion 3.4 provides an overview of the matching procedure, while Section 3.5 describes in detail the matching
performance. Section 3.6 presents the results obtained from the synthetic dataset. Section 3.7 concludes by
discussing the results and noting the limitations and opportunities for future research.

3.2 Literature Review

3.2.1 Gender Roles and Intimate Partner Violence

A substantial body of literature examines the gender disparities in time use between Europe and the US, with
studies by Ahn et al. (2004); Aguiar and Hurst (2007); Connelly and Kimmel (2009); Gimenez-Nadal and
Sevilla (2012); Gimenez-Nadal et al. (2012); Sevilla-Sanz and Fernandez (2006); Sevilla-Sanz et al. (2010)
shedding light on this topic. In general, men tend to allocate more time to work or leisure activities, while
women tend to spend a greater amount of time on housework and childcare responsibilities. These patterns of
time allocation are also influenced by marital status and the number of children. Similar findings emerge from
research conducted in Mexico, highlighting the influence of gender stereotypes on time distribution between
men and women (Romo, 2020; Lamas, 2007; Inmujeres, 2004). Men generally allocate more time to paid work
outside the home, often involving longer commutes. Women, regardless of their labour market participation,
dedicate significantly more time to unpaid work such as housework and caregiving compared to men. This
pattern further intensifies after marriage.

Consequently, it is not surprising that the breaking of these gender roles can lead to conflict and rejection
(Anwary, 2015). Resource theories and the male backlash theory interpret this violent rejection as an attempt
to restore the husband’s control over the empowerment of women (Guarnieri and Rainer, 2021). For instance,
existing literature explores how women’s employment destabilizes their role within the family and may pro-
voke violence (Gage and Thomas, 2017; Anderberg and Rainer, 2013; Canedo and Morse, 2021). Conversely,
other studies suggest that when men work less or remain unemployed, they may resort to violence to reestab-
lish dominance over their partners (Macmillan and Gartner, 1999; Dalal, 2011; Bhalotra et al., 2021b,a; Costa
et al., 2016; Tur-Prats, 2021). Chapter 1 of this thesis provides new evidence indicating that employed Mexican
women are more susceptible to experiencing IPV, especially when their partners are not employed.

Moreover, existing literature suggests that women may alter their individual preferences in time allocation
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to avoid further violence. The gender-deviance neutralization hypothesis posits that both men and women
adjust their contribution to household tasks based on their adherence to social norms. Bittman et al. (2003)
found that working married women reduce their housework time until their earnings equal those of their hus-
bands. Once they begin earning more, they increase their time spent on house chores to compensate for the
additional salary. Similarly, Simister (2013) examine data from various countries to investigate whether the
gender-deviance neutralization hypothesis holds true under the threat of IPV. Their findings indicate that when
women earn significantly more than their husbands, there is an increase in the husbands’ alcohol consumption,
leading to a higher risk of gender-based violence. In response, women may assume greater responsibility for
housework, as decreasing bargaining power to diminish their husbands’ violent tendencies.

In a similar line of research,Yount et al. (2014) evaluates the association between market work, subsistence
work, and non-economic work (house production and care work) with the exposure to lifetime, recent, and
chronic physical and sexual IPV in Egypt. Among their results, they showed that women exposed to IPV in
the past spend more time in domestic work. Market and subsistent work increased the chances of recent IPV,
while care work didn’t bring any significant changes. In addition, Li and Wang (2022) studies the relationship
between remunerated and non-remunerated work in rural China finding that similar or higher relative wages
increased wives’ psychological and physical violence that reduced when there was an equal distribution of the
housework. In fact, when husbands contributed more to housework, the odds of psychological violence de-
creased.

Interestingly, the association between leisure time and IPV has not been extensively studied. Fox et al.
(2004) and Jewkes (2002) suggest that an excess of work and lack of time for oneself can elevate the risk of
partner conflict. Consequently, it can be assumed that the more leisure time a couple enjoys, the less violence
may occur in the household. However, certain activities during leisure time have been linked to an increased
likelihood of IPV, such as alcohol consumption and sports mass media events. Drinking alcohol is a preva-
lent social activity in Mexico, often associated with the reinforcement of specific hegemonic masculinities
(Ibarraran-Bigalondo, 2020). Numerous studies have linked alcohol consumption to a rise in gender-based
violence (Foran and O’Leary, 2008; Jewkes, 2002; Simister, 2013; Angelucci, 2008; Orozco et al., 2012).
Angelucci (2008) provides evidence of the connection between increased income transfers, reduced alcohol
consumption, and a subsequent decline in physical abuse in Mexico.

Furthermore, Card and Dahl (2011) analyze police reports of violent incidents and establish a link between
domestic violence and the emotional cues associated with unexpected losses of football teams. Similarly,
Dickson et al. (2016) find that football derby matches of Celtics against Rangers in Glasgow increase the
chances of home violence reports, irrespective of the expected outcome of the match. In Mexico, apart from
football, other popular sports activities like boxing and wrestling involve a significant amount of violence
(Allen, 2017; Glenday, 2013). Although there is no direct evidence of how these activities relate to gender-
based violence, Melzer (2002) reveals that men engaged in activities with high levels of physical violence are
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also more prone to being physically violent at home.

3.3 Data

This paper utilizes two survey datasets: the 2016 Mexican National Survey on the Dynamics of Household
Relationships (Encuesta Nacional Sobre la Dinámica de las Relaciones en los Hogares, ENIDREH) and the
2014 Mexican Time Use Survey (Encuesta Nacional sobre Uso del Tiempo, ENUT). The ENDIREH 2016 sur-
vey specializes in collecting information about women’s experiences of violence in various spheres, including
school, work, community, family, and intimate relationships. Interviewers select one woman aged 15 years or
older from each household to conduct face-to-face interviews, ensuring a safe and secure environment for the
respondents. This survey also includes data on household and demographic characteristics for each member
of the household, enabling the identification of demographic characteristics of husbands and the occurrence of
intimate partner violence among married women.

The ENUT 2014 survey offers valuable insights into the time use of men and women aged 12 and over
during a week. Its primary objective is to comprehensively measure all forms of work individuals engage in,
both paid and unpaid, with a focus on highlighting the significance of domestic production and its contribution
to the economy. For this purpose, every individual in each household reports the number of hours and minutes
they dedicate to specific activities. The survey captures a wide range of activities, including paid work, house-
hold chores, caregiving, leisure, and other engagements. Since individuals may simultaneously participate in
activities such as housework and family care, the reported variables do not sum to a total of 168 hours per week
(24 hours per day for seven days).

Both ENDIREH 2016 and ENUT 2014 surveys are nationally representative and are administered by the
National Institute of Statistics and Geography in Mexico (INEGI). The harmonization and comparison of both
surveys are facilitated by INEGI which provides the same standards and methodologies. The sampling unit in
both surveys is the household, using the same sampling frame: the INEGI National Housing Framework 2012,
derived from cartographic and demographic information collected during the 2010 Population and Housing
Census. Both surveys employ a two-stage simple random sampling design, where the primary sampling unit
(PSU) is the geographic location, and the second is the households.

The selected individuals from both surveys are men and women aged between 15 and 64 years old, married
or living in a couple, who have provided responses to all key variables relevant to the research. The total sam-
ple consists of 46,033 married couples of men and women from the ENDIREH survey and 8,370 couples from
the ENUT. Table 3.1 presents the sample sizes and the population represented. Although there is a two-year
gap between the two surveys, the populations can be considered similar, as argued by Masterson (2011, 2010);
Rios-Avila (2014, 2016, 2018), who advocate using different survey years for matching as long as both surveys
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maintain some level of similarities.

Table 3.1: Comparison between ENDIREH 2016 and ENUT 2014 by sample size and population size

Household Level Individual Level Sample Level
ENDIREH ENUT ENDIREH ENUT ENDIREH ENUT

Sample Size 121,999 15,059 451,548 56,274 46,033 8,370
Population Size 33,002,969 32,130,805 122,746,883 120,205,418 24,853,462 35,772,654

Note: This table presents the sample and population size at the Household level, Individual level, and Selected Matching
sample level for ENDIREH 2106 and ENUT 2014 respectively. Despite the Population size differences, they still preserve
some level some level of similarity (Masterson, 2010, 2011; Rios-Avila, 2014, 2016, 2018).

In this research, the survey samples are divided into two subsets, one for women and the other for men.
This division enables separate analyses of the characteristics related to women’s likelihood of becoming victims
based on their activities and men’s likelihood of becoming perpetrators based on their engagement in specific
activities.

3.4 Statistical Matching: Overview of the Methodology

In this analysis, the primary objective is to conduct a data matching process between the ENDIREH and ENUT
surveys, as depicted in Figure 3.1. Embracing a micro-approach, the aim is to construct a novel synthetic
dataset that incorporates both target and common variables (X, Y, Z). Each survey will encompass specific
target variables, denoted as those variables solely observed within their respective surveys. Specifically, the
ENDIREH survey’s target variable pertains to intimate partner violence (IPV), while the ENUT survey focuses
on the use of time activities. Moreover, these surveys share a subset of variables that are common across
both datasets. To facilitate the matching procedure effectively, we designate the ENUT survey as the recipient
dataset due to its relatively lower number of observations, while the ENDIREH survey will serve as the donor
dataset.

To achieve the matching, I follow the steps described in Chapter 2.1. First, I harmonize and redefine the
common variables present in both surveys to ensure consistency and compatibility. Next, I select the matching
variables, which must meet two key criteria: they should exhibit good similarities between the surveys and be
predictive of at least one of the target variables. Once the matching variables are identified, I proceed with a
two-step procedure for the matching process. I combine matching methods presented in D’Orazio et al. (2006b)
with the sum of GenMatch weights from Diamond and Sekhon (2013), as introduced in the previous chapter.
Non-parametric linking methods such as the random hot deck, nearest neighbour distance hot deck, and rank
hot deck will be utilized, along with the matching variable derived from the sum of the GenMatch weights.
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Figure 3.1: Statistical Matching

Note: Graphic representation of the Statistical Matching procedure

Some matching variables can be selected to become strata variables, dividing the samples into subsets for
more targeted matching. This ensures that, for example, individuals living in rural areas will not be matched
with individuals from urban areas, enhancing the quality of the matching. After performing the matching, I
will assess the quality of the synthetic dataset and select the optimal one based on a dissimilarity measuring.
However, due to the unavailability of evidence to support the Conditional Independence Assumption (CIA), I
will incorporate an evaluation of uncertainty using Frechet bounds.

3.5 Statistical Matching: Application

3.5.1 Identification of the Target Variables

Intimate Partner Violence. The ENDIREH 2016 survey comprises 36 questions that address any experiences
of violence occurring in the previous year. The questions cover the main categories of Intimate Partner Vio-
lence (IPV), encompassing physical, emotional, sexual, and economic violence. Respondents are asked about
incidents such as being pushed, slapped, humiliated, forced into sexual intercourse, or having money spent
without consent, representing each category of violence. The respondents indicate the frequency of each vio-
lent tactic as "one time, few times, several times, or never," enabling the measurement of violent occurrences.
For this analysis, we define the Intimate Partner Violence variable as a binary dummy variable, assigning a
value of 1 for respondents who have experienced any type of violence at least once, and 0 for those who have
not. Consequently, women who respond affirmatively to any of the 36 questions are identified as victims of
IPV, and their partners as perpetrators. Statistics from the survey reveal that 29.16% of households experienced
some form of violence during the previous year.
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Time Use Variables. The ENUT 2014 survey records the duration, in hours and minutes, that individuals in
the household dedicate to various activities, which can be categorized as Work, Housework, Care, and Leisure.
The Work variable includes time spent on work-related activities and commuting. Housework accounts for the
time allocated to tasks involved in household consumption, food preparation, housecleaning, laundry, main-
tenance, shopping, payments, and household management. Care encompasses activities related to the care of
dependent relatives, children of different age groups (from 0 to 5 years old, and from 0 to 14 years old) and
other family members (from 15 to 59 years old, and relatives 60 years old or more). Lastly, the Leisure variable
encompasses time spent on recreational activities, sports, games, social gatherings, and media usage.

It is important to note that as these variables are based on self-reported beliefs about time allocation, si-
multaneous performance of different activities, such as cleaning while caring for a child, cannot be captured.
Moreover, frequently, the sum of total hours is decompensated and does not sum up to 168. To address this, a
readjustment of the time allocation is performed to ensure that the total hours do not exceed 168 hours per week,
following the approach of Pacheco and Florez (2014) and Romo (2020). Equation (3.1) shows the formula used
in which T ′λi is the adjusted allocation of time, T λi is the recorded one, and ∑l T λl is the total sum of activities.

T ′
λi = T λi ×

168
∑l T λl

(3.1)

Figure 3.2 displays the distribution of the four main activities by gender, revealing clear gender disparities
in time allocation among the Mexican population. Women exhibit a median of 0 working hours, while men dis-
play a median of more than 50 working hours per week. In contrast, women allocate more time, on average, to
housework and caregiving activities compared to men. Notably, no significant gender differences are observed
in leisure time allocation. These findings underscore the existence of distinct task specifications influenced by
social norms, as highlighted in previous reports by Romo (2020).

3.5.2 Common variables: Harmonization and reconciliation

To ensure the effectiveness of the statistical matching process, careful selection of common variables is es-
sential. These variables must be comparable in their definitions and distributions. Fortunately, the Mexican
Institute of Statistics (INEGI) maintains consistent criteria for many common questions across its surveys over
time, providing an advantage for the matching process. Table 3.2 presents the selected common variables
for this matching, organized into categories such as individual characteristics, household structure, housing
condition, and geographic characteristics. The selection of these variables involved a rigorous comparison of
their definitions (as shown in Table C1) and a harmonization process to ensure homogeneity (D’Orazio et al.,
2006b). Importantly, the same set of common variables was used for both the sample of women and the sample
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Figure 3.2: Gender differences in the allocation of time

Note: Boxplot distribution of the four main activities (Work, Housework, Care, and Leisure) by gender. The box spans the
interquartile range (25th percentile to 75th percentile), with the hinge of the box representing the median value. The whiskers extend

to 1.5 times the interquartile range, leaving the rest of the observations plotted in individual dots. Source: ENUT 2014.
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of men in this analysis. This uniform approach facilitates a robust and consistent matching procedure.

Table 3.2: Classification of Common of Variables

Common Variables
Individual Characteristics Indigenous, Head of the household, Age (grouped), Marital Status,

Level of education (grouped), Employment status, Student, Retired,
Homemaker, Partner employment, Partner indigenous,
Age gap (grouped), Education gap (grouped)

Household Structure Children under 18, Children under 16, Children under 12,
Children under 5

Housing Condition Number of Bedrooms (grouped)
Geographic Characteristics State, Rural

Note: Identification of the common variables in both surveys ENDIREH 2016 and ENUT 2014

3.5.3 Selection of matching variables

In the matching process, not all common variables are selected as matching variables (XM). Instead, the match-
ing variables are derived from the combination of the best predictors for the target variables Y and Z, repre-
sented as XY and XZ respectively. This selection follows the principle that XM lies between the intersection and
the union of XY and XZ , denoted as XY ∩XZ ⊆ XM ⊆ XY ∪XZ , with the additional requirement of similarities
among their distributions. Therefore, a common variable is considered a matching variable if it fulfils two
main conditions: firstly, the distribution of the variable in both datasets should exhibit similarity, which can
be quantified using the Hellinger distance. Secondly, the variable must possess a certain level of explanatory
power for the target variables, which varies depending on the nature of these target variables. This approach
ensures that only relevant and informative common variables are used in the matching process, enhancing the
accuracy and validity of the synthetic dataset construction.

3.5.3.1 Hellinger Distance

The Hellinger distance is a widely accepted measure in the literature to quantify the similarities between
distributions (D’Orazio et al., 2006b; D’Orazio, 2017; Donatiello et al., 2014, 2016; Leulescu et al., 2011;
Leulescu and Agafitei, 2013; Webber and Tonkin, 2013; Serafino and Tonkin, 2017; Iztueta et al., 2017;
Rezaei Ghahroodi, 2023). According to the established rule of thumb, distributions with a Hellinger distance
lower than 5% are considered similar, those between 5% and 10% may be ambiguous, and distances larger
than 10% are regarded as different. In this analysis, Figure 3.3 illustrates the Hellinger distances for the two
separate datasets of men and women. For the women’s data sample, variables such as Children under 5, 12, 16

and 18 years old, whether the head of the household is female if they live in rural areas, the state where they

live, and the education gap exhibit Hellinger distances below the 5% threshold, indicating similarity. Variables
Age group and level of education are slightly above the threshold but can still be considered for analysis if they
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prove to be good predictors of the target variables. However, variables whether they considered themselves or

their partner indigenous or not and type of employment should not be included as matching variables due to
their significant discrepancy. Similar variables are excluded from the sample of men.

Figure 3.3: Hellinger distance of the common variables

Note: Graphic representation for men and women of the Hellinger distance of the common variables between ENDIREH 2016 and
ENUT 2014. The variables are ordered from lower distance to higher.

3.5.3.2 Best Predictors of the Target Variables

The second criterion for selecting the matching variables involves determining which common variables serve
as good predictors for at least one of the target variables. Figure C2 and C3 in Appendix Section 3.C.3 present
the prediction results, summarized as follows:

Predictors of Intimate Partner Violence (IPV) variable: As IPV is a dichotomous variable, the selection
of the best predictors is based on Chi-square-based association measures (Cramer’s V) or proportional reduc-
tion of the variance measures. Figure C2 displays the best predictors for the various IPV variables in the case of
women. Common variables such as state, household size, rural status, age group, presence of children under

5, 12, 16, and 18, education groups, employment status, and homemaker status emerge as the most significant
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predictors for IPV. Similarly, for men, the best predictor variables include state, household size, rural status,

age group, presence of children under 5, 12, 16, and 18, education groups, and partner’s employment status.

Predictors of Time Use variables: As the variables of Work, Housework, Housecare, Leisure, Other, and
Sleeping are continuous, the adjusted R2 is computed for each couple response predictor. Figure C3 presents
the results of the best predictors. For women, the variables household size, age group, presence of children un-

der the age of 5, 12, 16, and 18, employment status, and homemaker status are found to be the most influential
predictors for the allocation of hours in working, housework, care, and leisure activities. In the case of men, the
best predictor variables are household size, age group, presence of children under 5, 12, 16, and 18, education

groups, and employment status.

3.5.4 Matching

3.5.4.1 Genetic Matching Algorithm

In this study, I extend the matching procedure proposed by D’Orazio et al. (2006b) by incorporating an addi-
tional step using the sum of the matching variables’ weights obtained from the Genetic Matching (GenMatch)
algorithm. The GenMatch algorithm is an iterative process that searches for a weight matrix of the common
variables to minimize the matching distance between the two datasets. Once the weight matrix (ωk,k) is derived
from GenMatch, I construct a new value, denoted as SWi, by summing the products of the weight value (ωk,k)
with the value of each common variable (Xki), as shown in Equation (3.2)1. The results derived in Chapter 2
demonstrated the efficacy of this technique in preserving both the marginal distribution of the target variable
and the joint distribution with the matching variables.

SWi =
K

∑
k=1

ωk,kXki (3.2)

The benefit of using the Sum of the Weights values lies in its ability to consolidate multiple pieces of in-
formation into a single value, enhancing the efficiency of the matching procedure compared to the approach by
D’Orazio et al. (2006b). However, it is important to consider that the GenMatch algorithm may face computa-
tional limitations when dealing with large datasets (Sizemore and Alkurdi, 2019). To mitigate this, it is crucial
to use an optimal number of variables, and the selected matching variables that are either continuous or should
not have an excessive number of categories. For instance, among the variables indicating whether children
under 5, 12, 16, and 18 are present in the household (assumed to provide similar information), I select the one
with the highest explanatory power on both Intimate Partner Violence (IPV)2 and time allocation3, which is

1For more detailed information about the Genetic Matching algorithm and the construction of the sum of weights, consult Chapter
2 of this thesis.

2See Figure C2 (a) and (b) in Appendix 3.C.3.1
3See Figure C3 (a) and (b) in Appendix 3.C.3.2
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children under 12. Moreover, although the household size and state demonstrate good predictive ability for IPV,
their 4 and 32 categories, respectively, could significantly increase the computational cost. Consequently, for
practicality, I restrict the final set of matching variables used in the GenMatch algorithm to a total of 6 variables
for each implementation. In particular, within this selection, only one variable is continuous (the variable age).

Table 3.3: Matching Variables

Women Men
Variable Weight (ω) Variable Weight (ω)
Homemaker 696.77 Partner Employment 847.45
Age 578.24 Employment 740.22
Children under 12 576.06 Children under 12 560.56
Education level 537.98 Rural 408.98
Rural 358.65 Education level 275.77
Employment 253.77 Age 9.93

Note: Resulting weights from the Genetic Matching (GenMatch) Algorithm in de-
scendent order of relevance.

Table 3.3 provides an overview of the selected matching variables along with their corresponding weights
obtained from the GenMatch algorithm. The algorithm’s implementation for the women’s sample assigns
greater relevance to the homemaker activity, followed by the age and having children under 12 years old. Addi-
tionally, within the men’s sample, the algorithm prioritizes the importance of their spouse’s employment, their
own employment and the presence of children. This indicates that both the employment status and the pres-
ence of children are commonly influential determinant variables across both the men’s and women’s samples.
However, it should be underlined that for men, the variable age obtained a considerably low weight (contrary to
women), indicating its relatively diminished significance in comparison to other variables. This suggests that if
an attempt were made to conduct the matching as performed in D’Orazio (2017) using the unique continuous
matching variable available age (baseline in Chapter 2), the preservation of the distributions in the resulting
men’s synthetic dataset could potentially deteriorate. Hence, the adoption of GenMatch weights stands as an
advancement compared to the initial Statistical Matching framework (D’Orazio et al., 2006b), despite its in-
herent limitations. It is noteworthy that the GenMatch algorithm took a total of 11 days to compute the weights
for both samples.

3.5.4.2 Hot Deck Methods

Upon constructing the matching variable, the statistical matching is finalized using three non-parametric proce-
dures proposed by D’Orazio et al. (2006b): Nearest neighbour distance hot deck, Random hot deck, and Rank
hot deck. The hot deck methods aim to impute values in the recipient file (ENUT 2014 in this study) using
information from the donor file (ENDIREH 2016) based on the similarities observed in the matching variables.
The choice of the specific hot deck method is determined by the metric used to measure the similarities among
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the matching variables, which distinguishes the three procedures4. In this research, I perform the matching
using all three hot deck methods and subsequently select the one that yields the most favourable qualitative
results for both the sample of women and the sample of men. Additionally, to enhance the matching process
for each sample, I designate two strata variables5: children under 12 years old and the indicator of individuals

living in rural or urban areas. These variables are chosen based on their lower Hellinger distance and their ex-
planatory power with respect to the target variables in both cases (as depicted in Figure 3.3 and Figures C2, C3).

3.5.5 Quality Evaluation and Selection of the Synthetic Datasets

To assess the quality of the matching, several validity checks are conducted. The first check involves comparing
the similarity of the distributions between the target variable IPV from the donor dataset (ENDIREH 2016) and
the synthetic dataset. Following established practices in the literature, the Hellinger distance measurement is
utilized, as illustrated in Figure 3.4. The results indicate that all three hot deck methodologies performed well,
as the Hellinger distances for both samples are below 5%. Particularly, the random hot deck method yielded
the most favourable results, with a Hellinger distance of less than 0.5%.

Figure 3.4: Hellinger distance of marginal distribution of IPV

Note: Hellinger distance of the marginal distribution of target variable IPV for each hot deck methodology for the sample of women
and men, separately.

To further evaluate the matching, the dissimilarities among the joint distributions of the target variable IPV
with the matching variables are examined, as shown in Figure 3.5. For the sample of women, the joint distribu-
tion with the strata variables rural and children under 12 demonstrates good preservation, while the remaining
matching variables display Hellinger distances exceeding 5% but remaining below 10%, which is considered
tolerable. In the case of the sample of men, the matching process overall better preserves the joint distributions
of the variables rural, children under 12, education level, and employment. However, age group and partner’s

4For a comprehensive understanding of the hot deck methods and their distinctions, refer to Chapter 2 Part 2.4.6.
5These variables partition the dataset into distinct clusters.
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employment status exhibit dissimilarities ranging from 5 to 10%. Therefore, based on the results of the validity
checks, the random hot deck method is determined to be the best performer overall for both women’s and men’s
matchings. Consequently, this method is selected for generating the synthetic datasets.

Figure 3.5: Hellinger distance of the joint distribution between IPV and matching variables

Note: Hellinger distance for the joint distribution for each sample of women and men separately.

3.5.5.1 Uncertainty Assumption

The theoretical proposition states that the Conditional Independence Assumption (CIA) holds if the target
variables - Intimate Partner Violence (IPV) and Time Use variables - are independent when conditioned on
the chosen matching variables. In a practical application, upholding the CIA is feasible if at least one of the
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matching variables closely resembles either of the target variables. However, in this context, none of the se-
lected matching variables can be considered a proxy for either IPV or Time Use variables. Therefore, given
the impossibility of verifying whether the CIA holds, two solutions proposed by D’Orazio et al. (2006b) are
employed to gain insights into the joint distribution of the target variables (IPV and Time Use) and the match-
ing variables. The first solution involves creating an Auxiliary dataset that includes all variables, especially
the target variables, to obtain information about their joint distribution. However, in this specific analysis, no
alternative survey containing both IPV and the allocation of hours to daily activities is available, rendering the
use of auxiliary information infeasible for evaluating the matching.

The second solution to address the limitation of the CIA involves deriving intervals of uncertainty based on
the available information. This approach involves constructing the probability distribution of the contingency
table YZX using the Fréchet bounds. Equation (3.3) defines the Fréchet bounds, where PY |X denotes the
probability of Y (Time Use variables) conditional on X (Common variables), and PZ|X represents the probability
of Z (IPV) conditional on X (Common variables).

max(0;PY |X +PZ|X −1)≤ PY Z|X ≤ min(PY |X ,PZ|X) (3.3)

To implement the Fréchet bounds method, the first step is to harmonize the weights of the two samples
using the survey weights of each dataset (Renssen, 1998; D’Orazio et al., 2006b; Donatiello et al., 2014). The
weights are harmonized with the joint distribution of all matching variables, including state, household size,

rural, age, children under 12, education level, employment status (for women and men), homemaker (only for
women), and partner employment status (only for men). In the second step, the time use variables for women
and men are categorized following economic criteria and aiming to achieve uniform distributions as much as
possible. Table C3 show the distribution of the different categories6.

The resulting contingency tables with the lower and upper Fréchet bounds are presented in Appendix Tables
C4 for women and C5 for men. These tables provide interval values that associate IPV with specific Time Use
activities. Therefore, the column of the CIA represents the contingency table of IPV and the specific Time Use
activity, and the Lower and Upper bound are the extreme values. For example, in Table C4, the frequency of
the cell corresponding to women who work 0 hours per week (Work = 0) and do not experience IPV (IPV = 0)
should lie between 38.19% and 38.31%, with the CIA estimate at 38.24%. Tables C4 and C5 also reveal the
average width of the uncertainty bounds, which, except for Women’s working time, appears wider than 5%
(7%, on average).

6The categorization follows the economic criteria and tries to achieve uniform distributions as much as possible, thus avoiding
cells or categories with little or none observations.

120



3.6. Results from the Synthetic Dataset

3.6 Results from the Synthetic Dataset

In a general context, when the Conditional Independence Assumption (CIA) holds, it ensures the robustness
and reliability of the outcomes within the synthetic dataset, encompassing the associated confidence intervals
(D’Orazio et al., 2006b). However, the subsequent results do not incorporate the customary confidence inter-
vals, nor do they attempt to allude to the significance of mean disparities. This is attributed to the prevailing
uncertainty linked with most of the Fréchet bounds presented in Appendix Tables C4 and C5.

3.6.1 Basic Means

Figure 3.6 presents a comparison of the average hours dedicated to work, housework, care, and leisure for
women and men in cases where there is intimate partner violence (IPV) and when there is none. Upon ex-
amination, there are minimal observable differences in activity allocation for both women and men. Among
women who experience IPV, there is a slightly higher average time spent on work and caregiving activities,
while slightly less time is dedicated to housework. For men, the only discernible distinction is that those who
perpetrate violence allocate slightly more time to caregiving tasks. However, overall, the variations in time allo-
cation between those experiencing IPV and those who do not, are not particularly pronounced for either gender.

Figure 3.6: Mean of Hour by IPV

(a) Women (b) Men

Note: Mean of hours of work, housework, care, and leisure for women and men, comparing if there was IPV the previous year or
not. Source: (a) Synthetic Dataset for Women and (b) Synthetic Dataset for Men.
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3.6.2 Differences in Time Use by Working Hours

The subsequent step in the analysis involves examining whether differences exist in the relationship between
the number of hours spent in paid employment and the allocation of time for other activities, specifically,
whether such differences are associated with the presence of IPV. Previous literature, as discussed in Chapter 1
of this thesis, has indicated that the employment status of Mexican women is linked to IPV. Thus, this analysis
aims to explore whether the number of hours spent in paid work affects women and men differently in terms of
time allocation for other weekly activities and whether these differences also relate to the occurrence of IPV.

To investigate this, I calculate the mean hours spent on housework, care activities, and leisure for every
10 hours spent working, separately for women and men. Figure 3.7 illustrates the association between hours
spent on housework and hours spent on work for both genders. The findings show that as the number of hours
spent working increases, the time dedicated to housework decreases for both women and men. However, it is
noteworthy that women who work an average of 60 hours or more per week still spend more time on housework
than men who do not work. Despite these observations, no significant differences in the occurrence of IPV can
be identified for either women or men based on the presented data.

Figure 3.7: Mean of Housework hours by Amount of working hours

(a) Women (b) Men

Note: The horizontal axis measures the hours of work in intervals of 10 hours. The vertical axis measures the mean of housework
hours dedicated to each interval of working hours. Source: (a) Synthetic Dataset for Women and (b) Synthetic Dataset for Men.

In Figure 3.8, the correlations between the hours spent working and the hours dedicated to caring for an-
other relative in the household are depicted. In this analysis, clear differences are observed in the time allocation
between situations with and without IPV. Generally, despite some fluctuations, women who are victims of IPV
tend to dedicate more time to caring activities compared to those who are not victims. Similarly, men who per-
petrate IPV also allocate more hours to care activities than those who do not engage in such behaviour. These
findings suggest that the presence of IPV is associated with differences in the time spent on caring activities for
both women and men.
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Figure 3.8: Mean of Care hours by working hours

(a) Women (b) Men

Note: The horizontal axis measures the hours of work in intervals of 10 hours. The vertical axis measures the mean of care hours
dedicated to each interval of working hours. Source: (a) Synthetic Dataset for Women and (b) Synthetic Dataset for Men.

Figure 3.9 presents a comparison of the time spent in leisure activities with the time spent working, focus-
ing on the differences in IPV status. For women victims of IPV who work between 10 and 30 hours per week,
the data shows that they spend less time in leisure activities compared to women who are not victims. A similar
pattern is observed in the case of men who perpetrate IPV. Specifically, among men who are actively employed
but work less than 20 hours per week, those who exert violence tend to have less leisure time compared to men
who do not engage in violent behaviours.

Figure 3.9: Mean of Leisure hours by working hours

(a) Women (b) Men

Note: The horizontal axis measures the hours of work in intervals of 10 hours. The vertical axis measures the mean of leisure hours
dedicated to each interval of working hours. Source: (a) Synthetic Dataset for Women and (b) Synthetic Dataset for Men.

Figures 3.10 and 3.11 provide a detailed analysis of the differences in correlations between the most rele-
vant activities within each category and the hours of work, focusing on IPV status for each gender. Among the
selected activities were hours dedicated to food production, cleaning the house, childcare for individuals aged
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0 to 14 years old, and time spent in family gatherings, mass media consumption, or physical exercise. These
activities have been selected as being the most representative of each aggregated activity as shown in Figure 3.2.

For women, there is a similar pattern in the hours spent on food production and cleaning as observed in the
overall time spent on housework. In the case of men, there is greater fluctuation in the time spent cleaning for
those who perpetrate violence. Specifically, men who work 20 to 40 hours a week and engage in more violent
behaviours spend less time cleaning compared to those who are less violent, while those who work 10 hours
or less per week and exert violence spend almost an hour more on cleaning than less violent counterparts. No
significant differences in IPV were observed for men working more than 40 hours.

Regarding childcare for children under 14 years old, both men and women exhibit similar behaviour as they
do in the overall caregiving time (Figure 3.8). Overall, despite the fluctuations, those experiencing IPV spend
more time in childcare compared to those who do not.

Finally, further analysis compares the time spent on work with common leisure activities: family gather-
ings, mass media consumption, and physical exercise. For women victims of IPV who work 30 hours or less per
week, fewer hours were dedicated to activities involving reuniting with family and friends (family gatherings).
Similarly, men who perpetrate violence and work 20 hours or fewer per week also spent less time participating
in family gatherings. Regarding mass media consumption, women working between 10 and 40 hours per week
tend to consume less media if they are victims of IPV. However, once they work more than 40 hours, they tend
to consume more media compared to those who did not experience IPV. Men, on the other hand, showed more
consistent behaviour in mass media consumption regardless of IPV status. Finally, the analysis of the time
spent on physical exercise revealed that men who either barely work 20 hours a week or work more than 80
hours a week tend to spend more time on physical activities if they have harmed their spouses. However, no
clear pattern of differences was evident for women in relation to physical exercise.

Overall, these findings highlight the complex relationships between working hours, leisure activities, and
IPV status for both women and men. The results suggest that employment and time allocation may play a role
in the dynamics of IPV, but additional research is needed to fully understand the underlying factors driving
these potential patterns.
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Figure 3.10: Mean of hours allocated in different activities by working hours a week

(a) Hours of Food Production

Women Men

(b) Hours of Cleaning

Women Men

(c) Hours of Childcare 0 to 14 years

Women Men

Note: The horizontal axis measures the hours of work in intervals of 10 hours. The vertical axis measures the mean of hours for the
different activities dedicated to each interval of working hours. Source: First column, Synthetic Dataset for Women and Second

column, Synthetic Dataset for Men.
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Figure 3.11: Mean of hours allocated in different activities by working hours a week

(a) Hours of Family Gathering

Women Men

(b) Mass Media Consumption

Women Men

(c) Physical Exercise

Women Men

Note: The horizontal axis measures the hours of work in intervals of 10 hours. The vertical axis measures the mean of hours for the
different activities dedicated to each interval of working hours. Source: First columns, Synthetic Dataset for Women and Second

columns, Synthetic Dataset for Men.
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3.7 Conclusion: Discussion, Limitations and Future Research

The analysis conducted in this study aimed to shed light on whether Intimate Partner Violence could be identi-
fied during routine activities and whether individuals behave differently in their time allocation in the presence
of violence. Due to the unavailability of a single survey containing all necessary information, I employed a
statistical matching methodology based on D’Orazio et al. (2006b), using a sophisticated matching variable de-
rived from the Genetic Matching algorithm to create separate synthetic datasets for women and men. Although
no specific patterns were identified overall, some handy findings emerged from the analysis.

Women who experienced IPV the previous year, tend to spend slightly more time in paid work, on average.
Moreover, as the amount of time women victims of IPV spend on paid work increases, they allocate more time
to care activities, especially childcare, compared to women who are not victims of IPV. Additionally, women
victims of IPV who work fewer than 40 hours per week also spend less leisure time, particularly in family
gatherings. These findings suggest that differences in IPV among women are closely related to the time they
spend with their families. These results are consistent with previous studies by Mele (2009) and Lanier and
Maume (2009), which indicated that childcare not only serves as a source of conflict but also acts as a barrier to
leaving a harmful relationship. Furthermore, women who work less than 40 hours per week and become more
economically dependent on their husbands are at a higher risk of experiencing IPV when they allocate less
time to family gatherings, highlighting the importance of social support in case of victimization. Interestingly,
contrary to expectations, there are no significant differences in how women allocate their time to housework in
the presence of IPV compared to when there is no violence. This suggests that compensating for housework as
a strategy to avoid violence, as proposed by Simister (2013), may not be a prevalent response among women
in this context.

Similar patterns are observed for men regarding the time they dedicate to work. The differences in time
allocation are most evident among men who work less than 40 hours a week. Notably, violent men in this
category spend more time in caring activities, and this difference becomes even more pronounced when they
care for children between the ages of 0 and 14 years. Additionally, there are notable differences in overall
leisure time, particularly in activities such as family gatherings and mass media consumption, as well as in
cleaning activities. However, it is important to note that these differences are highly fluctuating. One plausible
explanation for these results could be the limited representation of men who work less than 40 hours in the
sample (approximately 15% of the total sample of men). Due to this limited representation, it is essential to
explore other characteristics, apart from the hours spent working, that might contribute to male perpetration of
violence against their partners. This evidence highlights the need for further research to identify other factors
that may play a significant role in driving violent behaviours among men in intimate relationships.

This research has encountered several limitations that warrant acknowledgement. The first limitation arises
from the assumptions made in the statistical matching process and the validity of the synthetic datasets. Due
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to the absence of auxiliary information and the inability to verify the Conditional Independence Assumption
(CIA), an uncertainty analysis was performed. The average width of the contingency tables was 7%, with the
exception of the work categories of women (Table C4), which showed a narrower width, suggesting a better
match. However, despite these efforts, the results obtained from the synthetic datasets cannot be definitively
claimed as either statistically significant or indicative of causal relationships. The uncertainty surrounding
the matching process necessitates a cautious interpretation of the findings. Further research with alternative
matching methodologies and more robust uncertainty analysis would be required to strengthen the validity of
the results and draw stronger conclusions.

Another significant challenge encountered in this analysis pertains to the computational cost associated
with using large datasets. While the matching variable derived from the Genetic Matching algorithm provided
valuable information and improved matching outcomes, certain constraints had to be addressed to ensure a
feasible analysis. Notably, the common variables state and household size were excluded from the GenMatch
algorithm, despite their demonstrated explanatory power with the target variables and their similar distributions
in both the ENUT 2014 and ENDIREH 2016 surveys. The decision to exclude these variables was driven by the
need to limit the number of matching variables in the GenMatch, as state had 32 categories, and household size

had 4 categories, contributing to a considerable computational burden when dealing with large datasets. Con-
sequently, a careful and comprehensive preliminary analysis needs to be conducted to select the most relevant
matching variables, as the GenMatch algorithm becomes less flexible when subsequent changes are introduced.
It is essential to strike a balance between ensuring rigorous analysis and managing computational complexity,
especially when working with extensive datasets.

Furthermore, the research itself encountered certain limitations related to the data source, particularly with
the ENUT 2014 survey. One significant issue pertains to the time recording system used, which resulted in
overtime reports. Unlike the diary system, where individuals record their activities in a 24-hour diary with
30-minute intervals, the ENUT survey requires respondents to provide the total number of hours and minutes
spent on each activity. This difference in data collection methods introduces challenges in accurately capturing
and representing individuals’ daily routines. Moreover, the lack of distinction between primary and secondary
activities in the ENUT survey poses another limitation. As a result, it becomes difficult to identify which ac-
tivities were performed simultaneously or to account for overlapping activities. This lack of precision becomes
evident when summing up the reported hours for each activity, as the total does not always align with the
expected 168 hours in a week. These data limitations can introduce potential biases and inaccuracies in the
analysis and interpretation of results, warranting caution in drawing definitive conclusions.

In future research aiming to detect intimate partner violence from daily routines, it is crucial to explore
surveys that incorporate key day-to-day indicators to enhance the understanding of this complex issue. One
essential aspect to consider is measuring the time spent on specific activities that might be associated with
intimate partner violence, such as time spent drinking alcohol or the type of mass media consumption. Further-
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more, understanding the day-to-day social network of individuals is crucial. Future research should include
questions about the extent to which spouses spend time together during the week and who the individuals
are that they regularly interact with, such as relatives, friends, and co-workers. Examining patterns of social
interactions can shed light on potential sources of support, stress, or influence in the context of intimate part-
ner relationships. Overall, by incorporating these additional indicators and exploring day-to-day patterns in
intimate partner relationships, future research can provide a more comprehensive understanding of intimate
partner violence and potentially identify early warning signs or risk factors. This knowledge can be instrumen-
tal in developing effective interventions and support systems to address and prevent intimate partner violence
in Mexico and beyond.
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3.C Appendix Chapter 3

3.C.1 Hours dedicated to each activity by gender

Figure C1: Mean of Hours By Gender

(a) Hours of Work (b) Hours of Housework

(c) Hours of Care (d) Hours of Leisure

The box spans the interquartile range (25th percentile to 75th percentile), with the hinge of the box representing the median value.
The whiskers extend to 1.5 times the interquartile range, leaving the rest of the observations plotted in individual dots. Source:

ENUT 2014.
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3.C.2 Description of ENDIREH and ENUT common variables

Table C1: Definition of Variables

ENIREH 2016 ENUT 2014
Variable Definition Definition
State Federative Entity Key Entity
Bedroom Groups How many rooms are How many rooms are

they used to sleep in? used for sleeping,
(not counting the hallways) not counting corridors?

Indigenous According to your culture, According to your culture,
does (NAME) consider do you consider
yourself indigenous? yourself indigenous?

House Size Group How many people normally live How many people normally live
in this house, counting young in this house, counting small children
children and the elderly (also count and the elderly? (also count
domestic workers who sleep here)? domestic workers who sleep here)

Rural Domain: Rural Locality
Head of the Household How is (NAME) related to What is (NAME) related to

the head of household?: Head the head of the household?: Head
Age group How old is (NAME)? How old is (NAME)?
Under 18 How old is (NAME)? How old is (NAME)?
Under 16 How old is (NAME)? How old is (NAME)?
Under 12 How old is (NAME)? How old is (NAME)?
Under 5 How old is (NAME)? How old is (NAME)?
Marital Status Currently: Do you live with Currently: Do you live with

your partner in a free union? your partner in a free union?
Education groups Up to what year or grade did Up to what year or grade did

(NAME) pass in school? (Level) you pass in school?
Employment Did you work last week? During the past week,

did you work at least one hour?
Student Last week did you: Therefore, last week did

Are you a student? you spent time studying?
Retired Last week did you: Therefore, last week were

Are you retired? you retired?
Homemaker Last week did you: Therefore, last week did

Do you do housework? you do housework and childcare?
Partner Employment Did you work last week? During the past week,

did you work at least one hour?
Partner Indigenous According to your culture, does According to your culture,

(NAME) consider do you consider
yourself indigenous? yourself indigenous?

Age gap group How old is (NAME)? How old is (NAME)?
Education gap Up to what year or grade did Up to what year or grade did

(NAME) pass in school? (Level) you pass in school?
Definition of the common variables in both surveys: ENDIREH 2016 and ENUT 2014.
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Table C2: Categories of Common Variables

Variable Categories Label
State 32 1 = Aguascalientes; 2 = Baja California;

3 = Baja California Sur; 4 = Campeche; 5 = Coahuila;
6 = Colima; 7 = Chiapas; 8 = Chihuahua;
9 = Distrito Federal; 10 = Durango; 11 = Guanajuato;
12 = Guerrero; 13 = Hidalgo; 14 = Jalisco;
15 = Edo. de Mexico; 16 = Michoacan; 17 = Morelos;
18 = Nayarit; 19 = Nuevo Leon; 20 = Oaxaca; 21 = Puebla;
22 = Queretaro; 23 = Quintana Roo; 24 = San Luis Potosi;
25 = Sinaloa; 26 = Sonora; 27 = Tabasco; 28 = Tamaulipas;
29 = Tlaxcala; 30 = Veracruz; 31 = Yucatan; 32 = Zacatecas;

Bedroom Groups 4 1 = 1 Bedroom; 2 = 2 Bedrooms; 3 = 3 Bedrooms;
4 = 4 or more Bedrooms

Indigenous 2 1 = Yes; 2 = No
House Size Group 4 1 = 2 individuals; 2 = 3 individuals, 3 = 4 individuals;

4 = 5 or more individuals
Rural 2 1 = Rural; 2 = Urban
Head of the Household 2 1 = Yes; 2 = No
Age group 4 1 = 15-24; 2 = 25-44; 3 = 45-64; 4 = 65-99
Under 18 2 1 = Yes; 2 = No
Under 16 2 1 = Yes; 2 = No
Under 12 2 1 = Yes; 2 = No
Under 5 2 1 = Yes; 2 = No
Marital Status 2 1 = Married; 2 = Living together
Education Groups 3 1 = Primary; 2 = Secondary; 3 = Tertiary
Employment 2 1 = Employed; 2 = Not employed
Student 2 1 = Yes; 2 = No
Retired 2 1 = Yes; 2 = No
Homemaker 2 1 = Yes; 2 = No
Partner Employment 2 1 = Yes; 2 = No
Partner Indigenous 2 1 = Yes; 2 = No
Education gap 5 1 = -2; 2 = -1; 3 = 0; 4 = 1; 5 = 2
Label of the common variables’ categories after the harmonization process. Sources: ENDIREH 2016, and ENUT 2014.
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3.C.3 Predictors of Target Variables

3.C.3.1 Predictors of IPV

Figure C2: Cramer’s V on IPV

Cramer’s V value to analyse the most powerful determinants of IPV among all common variables for the sample of Women and
Men separately.

3.C.3.2 Predictors of Time Use Variables

Figure C3: Adjusted-R2

Adjusted-R2 value to analyse the most powerful determinants of Time Use variables (work, housework, care, and leisure) among all
common variables for the sample of Women and Men separately.
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3.C.4 Uncertainty Assumption

Table C3: Distribution of Categorical Time Use Variables

Activity Women Men
Work Hours Distribution Hours Distribution

0 52.76% (0, 40) 14.90%
(0, 20) 10.49% (40, 55) 31.01%
(20, 40) 11.70% (55, 70) 30.63%
(40, 60) 17.61% (70, . ) 23.46%
(60, . ) 7.44%

Total 100% 100%
Housework Hours Distribution Hours Distribution

(0, 20) 11.96% (0, 3.5) 24.92%
(20, 40) 41.02% (3.5, 8) 26.26%
(40, 50) 19.64% (8, 20) 24.21%
(50, . ) 27.38% (20, . ) 24.61%

Total 100% 100%
Care Hours Distribution Hours Distribution

0 27.20% 0 33.09%
(0, 14) 23.64% (0, 3) 18.33%
(14, 42) 24.43% (3, 8) 16.30%
(42, . ) 24.72% (8, 20) 15.52%

(20, . ) 16.76%
Total 100% 100%
Leisure Hours Distribution Hours Distribution

(0, 7) 22.83% (0, 8.5) 23.23%
(7, 14) 27.38% (8.5, 15) 25.20%
(14, 40) 44.48% (15, 24) 26.19%
(40, . ) 5.31% (24, . ) 25.38%

Total 100% 100%
Categorization of the Time Use Variables - work, housework, care, and leisure

- depending on their economic definitions and distribution that avoid empty
joint distributions with IPV.
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Table C4: Frechet Bounds: Women

Work IPV Lower Bound CIA Upper Bound Average Width
0 0 0.3819 0.3824 0.3831 0.0227
(0, 20) 0 0.0235 0.0348 0.0441
(20, 40) 0 0.0283 0.0443 0.0574
(40, 60) 0 0.0590 0.0790 0.0987
(60, . ) 0 0.0155 0.0288 0.0387
0 1 0.1572 0.1578 0.1584
(0, 20) 1 0.0108 0.0201 0.0314
(20, 40) 1 0.0099 0.0230 0.0390
(40, 60) 1 0.0183 0.0380 0.0581
(60, . ) 1 0.0054 0.0153 0.0285
Housework IPV Lower Bound CIA Upper Bound Average Width
(0, 20) 0 0.0366 0.0590 0.0741 0.0840
(20, 40) 0 0.1666 0.2270 0.2800
(40, 50) 0 0.0662 0.1151 0.1493
(50, . ) 0 0.1131 0.1683 0.2151
(0, 20) 1 0.0105 0.0256 0.0479
(20, 40) 1 0.0472 0.1002 0.1606
(40, 50) 1 0.0177 0.0520 0.1009
(50, . ) 1 0.0297 0.0765 0.1317
Care IPV Lower Bound CIA Upper Bound Average Width
0 0 0.1367 0.1516 0.1678 0.0733
(0, 14) 0 0.0801 0.1269 0.1632
(14, 42) 0 0.0906 0.1405 0.1831
(42, ) 0 0.1047 0.1503 0.1912
0 1 0.0383 0.0544 0.0694
(0, 14) 1 0.0194 0.0557 0.1025
(14, 42) 1 0.0287 0.0714 0.1212
(42, ) 1 0.0320 0.0728 0.1184
Leisure IPV Lower Bound CIA Upper Bound Average Width
(0, 7) 0 0.0788 0.1227 0.1558 0.0811
(7, 14) 0 0.0931 0.1480 0.1910
(14, 40) 0 0.1953 0.2582 0.3183
(40, ) 0 0.0191 0.0353 0.0455
(0, 7) 1 0.0206 0.0538 0.0976
(7, 14) 1 0.0242 0.0672 0.1222
(14, 40) 1 0.0577 0.1178 0.1807
(40, ) 1 0.0035 0.0138 0.0299

Frechet bounds for the Women’s synthetic dataset. The CIA column corresponds to the con-
tingency table of the two joint variables - IPV and time use variables - work, housework, care,
and leisure, respectively. In fact, the cumulative sum of all CIA values of each routine activity
amounts to 1 approximately.

135



3. Intimate Partner Violence and Time Use in Mexico

Table C5: Frechet Bounds: Men

Work IPV Lower Bound CIA Upper Bound Average Width
(0, 40) 0 0.0498 0.0736 0.0906 0.0836
(40, 55) 0 0.1090 0.1626 0.2061
(55, 70) 0 0.1116 0.1689 0.2164
(70, ) 0 0.0731 0.1239 0.1645
(0, 40) 1 0.0119 0.0290 0.0528
(40, 55) 1 0.0284 0.0718 0.1254
(55, 70) 1 0.0272 0.0747 0.1320
(70, ) 1 0.0218 0.0623 0.1132
Housework IPV Lower Bound CIA Upper Bound Average Width
(0, 3.5) 0 0.0897 0.1417 0.1829 0.0866
(3.5, 8) 0 0.0933 0.1450 0.1863
(8, 20) 0 0.0840 0.1320 0.1678
(20, ) 0 0.0866 0.1301 0.1629
(0, 3.5) 1 0.0235 0.0646 0.1167
(3.5, 8) 1 0.0247 0.0661 0.1178
(8, 20) 1 0.0240 0.0597 0.1077
(20, ) 1 0.0228 0.0556 0.0991
Care IPV Lower Bound CIA Upper Bound Average Width
0 0 0.1442 0.1829 0.2158 0.0678
(0, 3) 0 0.0648 0.1044 0.1342
(3, 8) 0 0.0485 0.0877 0.1164
(8, 20) 0 0.0443 0.0827 0.1108
(20, ) 0 0.0550 0.0911 0.1186
0 1 0.0400 0.0729 0.1116
(0, 3) 1 0.0164 0.0463 0.0859
(3, 8) 1 0.0146 0.0432 0.0824
(8, 20) 1 0.0122 0.0403 0.0787
(20, ) 1 0.0159 0.0434 0.0795
Leisure IPV Lower Bound CIA Upper Bound Average Width
(0, 8.5) 0 0.0827 0.1268 0.1621 0.0848
(8.5, 15) 0 0.0831 0.1333 0.1721
(15, 24) 0 0.0915 0.1433 0.1834
(24, ) 0 0.0974 0.1413 0.1763
(0, 8.5) 1 0.0222 0.0575 0.1016
(8.5, 15) 1 0.0232 0.0620 0.1122
(15, 24) 1 0.0236 0.0637 0.1156
(24, ) 1 0.0264 0.0614 0.1053

Frechet bounds for the Men’s synthetic dataset. The CIA column corresponds to the contingency
table of the two joint variables - IPV and time use variables - work, housework, care, and leisure,
respectively. In fact, the cumulative sum of all CIA values of each routine activity amounts to 1
approximately.
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Chapter 4

Severity of COVID-19 and Intimate Partner
Violence in Mexico

Abstract

This chapter investigates the association between the incidence of Intimate Partner Violence

(IPV) and the severity of the COVID-19 pandemic in Mexico. Using data from the 2021

Mexican National Survey of Households Relationships, I conducted regressions to examine

the likelihood of experiencing IPV in relation to the Age-Standardized Mortality Rate (ASMR)

of each Mexican municipality. This research provides a comprehensive analysis of the asso-

ciation between mortality rates and the probability of the four primary IPV forms (physical,

emotional, economic and sexual), as well as their frequency. The results reveal a significant

positive correlation between the severity of the virus and emotional, economic, and sexual IPV.

In contrast, there is a negative association between ASMR and the occurrence of physical ag-

gression. These findings suggest that as the COVID-19 death rate increased, more households

experienced heightened tensions and conflicts related to financial and employment uncertainty.

However, due to the fear of infection, perpetrators exhibited less physically harmful violence.

4.1 Introduction

The COVID-19 pandemic, caused by the SARS-CoV-2 virus, has brought about unprecedented disruptions to
global health, economic and social systems. After the first cases were detected in China in December 2019, the
World Health Organization (WHO) declared it a Public Health Emergency of International Concern due to the
rapid spread of the virus. Although vaccines have helped mitigate the virus lethality, the COVID-19 pandemic
persisted in various parts of the world until the 5th of May of 2023, when WHO declared an end to the COVID-
19 emergency. Over the course of three years, the pandemic resulted in hundreds of millions of confirmed cases
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and approximately 7 million related deaths (WHO1). This global health crisis extended beyond public health
concerns, profoundly inducing an economic and social disruption with a long-term effect on the livelihood of
millions. Among the far-reaching repercussions, it encompassed the closure of schools and businesses, the loss
of jobs, the rise of mental health issues and intra-household violence.

This research delves into the impact of Mexico’s experience with the COVID-19 pandemic on a less visible,
yet persistent pandemic: Intimate Partner Violence (IPV). Internationally, the emergence of the COVID-19 pan-
demic has sparked considerable speculation about its effect on women’s victimization (Peterman et al., 2020;
Gresham et al., 2021; Van Gelder et al., 2020; Pietromonaco and Overall, 2021). Lockdowns and changes in the
economic routines implemented to curb the virus’s spread have been linked to the confinement of victims with
their abusers, leading to heightened tension exacerbated by financial instability. In the context of Mexico, the
pandemic had multifaceted consequences. Pre-existing socio-economic disparities among the country’s mu-
nicipalities played a significant role in shaping the overall impact of COVID-19, resulting in a heterogeneous
distribution of the virus’s effects. Consequently, Mexico ranked among the countries with the highest recorded
death toll worldwide, with nearly 334,000 deaths by the end of the pandemic (Hong et al., 2021). Furthermore,
while the pandemic raged on, violence against women did not subside. Emergency calls related to domestic
violence surged by 12% from 2020 to 2021, and the country witnessed nearly 4,000 cases of women being
murdered, with over a third classified as femicides (UN Women, 2017).

While a substantial body of research has examined the pandemic’s impact on various aspects of Mexican
society, including employment dynamics and time allocation (Hoehn-Velasco et al., 2022), women’s mental
health and fertility (Silverio-Murillo et al., 2021), as well as domestic violence (Hoehn-Velasco et al., 2021a;
Valdez-Santiago et al., 2021; Silverio-Murillo et al., 2023), much of this work has focused on the early stages of
the pandemic, particularly the initial two months of lockdown. This study extends the analysis beyond this con-
finement timeframe, to fill the notable gap in evaluating the influence of COVID-19 severity, which extended
well beyond the confines of strict quarantine measures, particularly throughout 2021. Furthermore, a dearth
of literature exists examining the nexus between the pandemic and Intimate Partner Violence (IPV), partly due
to the limited data available - primarily comprising helpline calls and police reports, which are susceptible to
underreporting. This research uses the 2021 National Survey on the Dynamics of Household Relationships
(ENDIREH), offering comprehensive insights into IPV experiences, types, and frequencies.

This analysis leverages death data from the Mexican Secretariat of Health to calculate the Aged-Standardized
Mortality Rates (ASMR) from the onset of the pandemic until the end of March 2023. The ASMR serves as a
reliable indicator for assessing the pandemic’s severity across various regions (WHO, 2023), facilitating cross-
municipality comparisons regarding virus impact. To address the emerging concerns regarding the accuracy of
data provided by the Mexican Secretariat of Health, this study incorporates administrative death data from the
National Institute of Statistics (INEGI). This dataset not only allows for the assessment of direct COVID-19

1Up to date data from https://covid19.who.int/
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deaths but also enables control for excess mortality (Knaul et al., 2021; Calixto-Calderón et al., 2021; Pam-
plona, 2020; Singer, 2020). Consequently, by integrating all available data sources, this paper enhances the
robustness of the examination of the association between mortality rates and IPV and its primary forms, in-
cluding physical, emotional, economic and sexual violence.

Through Ordinary Least Squares (OLS) regression models, the results reveal a positive correlation between
COVID-19 mortality rates and the likelihood of IPV, particularly concerning emotional, economic and sex-
ual violence. Financial and economic insecurity is the primary explanatory mechanism for these findings.
In regions marked by higher COVID-19 fatalities, health emergencies were declared, imposing corresponding
confinement measures. Consequently, this led to a temporary economic standstill, thereby intensifying tensions
within couples. However, the study also observes a negative correlation between the pandemic’s severity and
the frequency of physical aggressions. This finding may be attributed to the fear harboured by both victims and
perpetrators of contracting the virus and being hospitalized. Consequently, individuals may have altered their
behaviour to avoid this risk, which in turn resulted in a decrease in physical violence.

The chapter is structured as follows. Section 4.2 provides an overview of the COVID-19 pandemic’s time-
line in Mexico and how it relates to IPV victimization, examining changes in IPV rates before and after the
pandemic. Section 4.3 reviews various virus-related mechanisms that may connect the severity of COVID-
19 with IPV. It also summarizes the existent evidence on the relationship between COVID-19 severity and
violence. Section 4.4 details all the data sources employed in the analysis. Section 4.5 defines the relevant
variables of interest and presents primary descriptive statistics to provide an initial understanding of the data.
Section 4.6 presents the main findings of the analysis. Section 4.7 discusses the results and exposes the main
limitations of the study. Finally, section 4.8 concludes.

4.2 Institutional Setting

4.2.1 The COVID-19 pandemic in Mexico

The first case of COVID-19 infection in Mexico was confirmed on February 28th, 2020, nearly two months
after the World Health Organization’s confirmation of the first case in Wuhan, China. Initially, Mexico’s Pres-
ident Andrés Manuel López Obrador understated the seriousness of the virus. However, on March 30th, 2020,
the Mexican Federal Government proclaimed a nationwide health emergency, over a month subsequent to the
emergence of the first case. By the end of May 2020, the COVID-19 outbreak was triggered by collapsing
hospitals, struggling to provide treatment to all patients while imperiling healthcare workers who faced the risk
of getting infected (Singer, 2020; Knaul et al., 2021).
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As outlined by Felbab-Brown (2020), the pandemic’s impact on Mexico was exacerbated by an already
weakened healthcare system resulting from the austerity policies implemented under López Obrador admin-
istration. These policies led to a 3.3% reduction in healthcare expenditures, culminating in the dismissal of
medical professionals and shortage of essential medications. Among the critical medical resources that faced
cuts, the most substantial were ventilators and medical beds, with an uneven allocation between private and
public hospitals. Adding to these challenges, in January 2020, the Government discontinued Seguro Popular,
the prevailing health insurance option for informal sector workers lacking access to public social security.2

Instead, the Government established the Institute of Health for Wellbeing (INSABI), with the aim of provid-
ing centralized cost-free social protection on a national scale. However, this initiative encountered operational
inefficiencies that were exacerbated by the onslaught of the pandemic. In addition, in 2019, over half of the
Mexican population workforce (56.2% of total workers) was engaged in informal employment, and this pro-
portion grew following the overture of lockdown measures (Ibarra-Olivo et al., 2021; Hoehn-Velasco et al.,
2022). As a consequence, a substantial portion of the population found themselves less shielded against the
virus’s transmission.

The sole nationwide measure employed was the implementation of a national lockdown, spanning from
March 31st to May 30th, 2020 (Atondo and Atondo, 2021). Despite its short phase, this lockdown increased
rates of poverty, extreme poverty, and inequality, based on the Gini index (Salas et al., 2020; Huesca et al.,
2021). For instance, the country faced a recession with a decline of almost 8% in GDP in 2020 with little
aid from the Mexican government to most affected groups (Hoehn-Velasco et al., 2022). As a result, Mexican
individuals faced changes in employment, income, and time use during the recession.

Moreover, although complete control over the virus transmission was lacking, the national confinement
strategy transitioned into a region-specific “traffic light" system for reopening, controlled by the federal gov-
ernment of each of the 32 states. As detailed by Hoehn-Velasco et al. (2021b), every 14 days each state revised
its epidemiological risk of transmission to inform state-level responses. Each federal government considered
ten indicators encompassing the territorial spread of the virus, medical response capacity, and epidemic sever-
ity. Each indicator was measured in points ranging from 0 to 4. Consequently, a state fell within the “green
traffic line" category when they reported from 0 to 8 points. This category enabled the state to reinstate regular
economic and labour activities, including the reopening of schools and social activities. When a state accu-
mulated between 9 and 15 points, the state fell within the “yellow traffic line" designation. This permitted
economic activity to proceed, albeit with a reduction in social activities to 60% of their normal capacity and
the closure of schools. For states reporting points between 16 to 31, the state fell within an “orange traffic line"
phase. This category involved allowing essential economic activities, or, for non-essential occupations, the
workplace reduced its own intensity levels. This phase also enhanced extreme protection to vulnerable individ-
uals, school closure and social activities reduced to 30% of its capacity. Lastly, states with the highest alert level

2Mexico’s public health insurance is provided through institutions like the Mexican Institute for Social Security (IMSS) and the
Institute for Social Security of State Employees (ISSSTE), which cater to salaried public and private sector employees.
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were assigned the “red traffic light" with 32 to 40 points. These states were confined to the lockdown with the
only function of essential economic activities. The traffic light system remained in effect until April 30th, 2022.

Figure 4.1: Daily and cumulative COVID-19 death cases

The shaded grey bars in the chart represent the daily crude death counts, while the red line depicts the cumulative crude deaths over
time. The two vertical shaded lines indicate the period of lockdown. Data source: Mexican Health of Secretariat.

According to Knaul et al. (2021), the arrival of COVID-19 vaccines in Mexico did not occur until May 2021,
and even then, the distribution was marked by deficiencies, insufficiencies, and glaring inequitable access. This
situation exacerbated existing economic disparities among the states, with wealthier regions receiving more ex-
tensive vaccine coverage than their economically disadvantaged counterparts.3 Moreover, the transparency of
data during the vaccine campaign reported by the Mexican Health Secretariat was questionable, characterized
by contradictory information and frequent alterations to the campaign timeline. The most recent available data
from the Mexican Health Secretariat, as of January 25th, 2022, indicates that over 83 million Mexicans had
received at least one vaccine dose.4

Therefore, the inefficient coping strategies employed by both the national and federal governments in com-
bating the coronavirus resulted in an uncontrollable escalation of COVID-19 casualties. Mexico found itself
among the most devastatingly affected countries globally, with an excess of 330,000 cumulative deaths at the
beginning of 2023. Furthermore, in the face of the potential economic repercussions, some decentralized fed-
eral governments faced allegations of lacking transparency in reporting positive COVID-19 cases and deaths,
presumably to avoid shifting the traffic light status.5

3To illustrate this situation, whereas almost 80% of Baja California’s population had received at least one vaccine dose, only 21%
of Chiapas’s population had similar access.

4Source: https://www.gob.mx/salud/prensa/034-en-mexico-83-3-millones-de-personas-vacunadas-contra-covid-19?idiom=es
5One of the states embroiled in significant controversy over its handling of the virus and resistance to changing the green traf-
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As illustrated in Figure 4.1, the months covered by the lockdown imposition - represented as the vertical
shaded lines - primarily coincided with the initial outbreak of the pandemic, during which case numbers were
at their lowest in comparison to the subsequent periods. Following the implementation of quarantine measures,
the virus has given rise to a minimum of five distinct waves, with the first three proving to be the most severe
and consequential covering the 2020 and 2021 years.

Figure 4.2: Covid daily confirmed cases and deaths differences in each State

Total crude death counts in each Mexican state, spanning from the onset of the pandemic until March 31st , 2023. Source: Mexican
Health of Secretariat.

Figure 4.2 displays the total deaths related to COVID-19 in each of the Mexican states. One immediately
noticeable observation is that the impact of the virus did not manifest uniformly across all Mexican states. Clear
disparities are evident, with entities such as Ciudad de Mexico, Baja California, and Veracruz experiencing a
notably higher rate of spread in contrast to others such as Campeche, Durango, and Zacatecas. Consequently,
it is plausible that the pre-pandemic socio-economic distinctions among these various states have significantly
contributed to the overall impact of COVID-19.

4.2.2 Intimate Partner Violence in Mexico Before and After the COVID-19 Pandemic

Mexico has garnered notoriety for its persistently elevated incidence of violence against women, a phenomenon
predating the COVID-19 pandemic (UNODC, 2018).6 The official initiation of the war on drugs on December
11th, 2006, marked a pivotal juncture in the country, initiating the adoption of a militarized approach to pub-

fic light status was Chiapas. https://www.eleconomista.com.mx/estados/Chiapas-y-el-Covid-19-un-tratamiento-fuera-de-la-realidad-
20210211-0110.html
https://vlex.com.mx/vid/chiapas-covid-19-tratamiento-857475281

6https://politica.expansion.mx/mexico/2022/03/07/datos-sobre-la-violencia-contra-las-mujeres-mexico
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lic security - a model that persists nearly two decades later. Subsequently, from 2007, instances of violence
and homicides involving firearms in Mexico escalated to a point where public spaces ceased to be safe for
both men and women (Data Cívica, 2019).7 However, neither the confines of homes were safe for women. Ac-
cording to Equis (2020), between 2000 and 2018, 57% of women’s murders occurred within the family context.

Notwithstanding the concerning statistics, it is imperative to recognize that homicides merely represent the
tragic conclusion of a broader issue. Pre-pandemic data drawn from the 2016 Mexican National Survey of
the Dynamics of Households Relationships (ENDIREH) unveils that 44% of women aged 15 and older have
encountered at least one incident of Intimate Partner Violence (IPV) during their lifetimes. The reported break-
down of this violence indicates that 40.1% is characterized as emotional violence, 20.9% as economic violence,
17.9% as physical violence, and 6.5% as sexual violence (Castro, 2019; Equis, 2020).

These outcomes did not ameliorate with the onset of the pandemic. As reported by the United Nations
(UN Women, 2017), Mexico has been grappling with an alarming prevalence of femicides8, and witnessed an
estimated average of approximately 10.5 to 11 feminicides per day. The Executive Secretariat of Public Secu-
rity of the National System reported that in 2021 alone, there were 1006 registered femicides - an unprecedented
high in the nation’s history - alongside the 2747 female deaths that were categorized as “intentional homicides".
Concurrently, there was a 12% increase in emergency calls (from 260,067 in 2020 to 291,333 calls in 2021)
and the National Shelter Network provided assistance to 45,490 women and children who were survivors of
male violence (UN Women, 2017).

Additionally, data derived from the 2021 Mexican National Survey of the Dynamics of Households Rela-
tionships (ENDIREH) reveals that, while the overall incidence of Intimate Partner Violence (IPV) has decreased
since 2016, a persistent 40% of women aged over 15 still report experiencing some form of violence - whether
physical, emotional, sexual, or economic - from a partner or ex-partner. Moreover, as illustrated in the upper
map of Figure 4.3 (a), the prevalence of intimate partner violence across a woman’s lifetime does not exhibit
a uniform distribution among the 32 states. The southern region of the country emerges as more perilous for
women, with the exception of the state of Chiapas. Figure 4.3 (b) presents the average proportions of women
who endured any of the four violence types during the 12 months preceding October 2021. The distribution of
intimate partner violence (IPV) showcases a more consistent pattern across states, with rates ranging between
20% and 25%. Notable exceptions include Baja California and Chiapas, reporting percentages between 10%
and 15%, and Aguascalientes, Colima, Michoacan, Querétaro, and Guerrero, registering percentages between
25% and 30%.

7Notably, in 2007, the recorded count of female homicides was 1089, remarkably lower than the 3824 homicides in 2019 (Equis,
2020).

8As defined by Mexican law, encompasses a range of circumstances, including killings of women subjected to sexual violence,
mutilation, acts of necrophilia, family violence context, or by a current or former intimate partner (UNODC, 2018).
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Figure 4.3: Intimate Partner Violence Prevalence from current or previous relationship

(a) Percentage of women who ever experienced IPV in 2021

(b) Percentage of women who experienced IPV in the previous 12 months

The first map (a) shows the lifetime experience of Intimate Partner Violence (IPV) from a current or former relationship. The second
map (b) shows the IPV experience suffered during the previous 12 months. Source: ENDIREH 2021.

4.3 Literature Review

4.3.1 Mechanisms that relate COVID-19 stressors with Intimate Partner Violence

Beyond the direct effects of the imposed lockdown, there are other determinants that either directly or indirectly
could have affected the existing IPV. Current literature has studied the mechanisms by which the COVID-19
pandemic could affect the occurrence of Intimate Partner Violence (Peterman et al., 2020; Gresham et al.,
2021; Van Gelder et al., 2020; Pietromonaco and Overall, 2021; Opanasenko et al., 2021). Using a sample of
U.S. National Institutes of Health, Gresham et al. (2021) found that IPV victimization is positively related to
COVID-19 stressors and vulnerabilities. Those stressors and vulnerabilities include economic insecurity, social
isolation and virus-related shocks:

Economic hardship and financial stress. The economic shock from the COVID-19 pandemic was shaped
differently depending on past economic vulnerabilities and socioeconomic conditions of each region or state
(Peterman et al., 2020; Masferrer et al., 2022). Economic insecure populations are associated with weaker
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health services which may facilitate the prevalence of the COVID-19 disease. The unavoidable increase in
unemployment or decrease in income may have a huge impact on poorer households. A reduction in wealth
is translated to a reduction in essential goods and fewer resources to reduce stress which may lead to couple
conflicts (Jewkes, 2002). Even for those who chose to expose themselves to getting infected to keep up with
their economic activity, there is increased stress due to the uncertainty of economic insecurity and general well-
being. Fox et al. (2004) find that in the US the men’s perceptions of financial well-being, relative income, and
the number of debts are negatively associated with the likelihood of exerting violence against their wives.

Moreover, these economic and unemployment shocks can lead to shifts in who is the main provider be-
tween partners. There is an extended literature that evaluates the link between IPV with the relative gain/loss
of women’s economic power in the household. Some evidence shows that the lack of women’s economic
independence may increase their victimization (Anderberg et al., 2015; Villarreal, 2007). Conversely, other
papers show that male partners increase the use of violence when their female partners are active in the labour
force Canedo and Morse (2021). Finally, regarding the employment status of men, Bhalotra et al. (2021b) find
that unemployed men are more likely to become aggressive against their partners when they are working, i.e.,
women become the main provider of the household.

In this context, Mexico is an interesting scenario to analyse. Firstly, there is already mixed evidence of how
women’s employment status affects the likelihood of IPV. While Villarreal (2007) finds that, overall employed
women suffer less physical and sexual violence than non-employed women, Canedo and Morse (2021), target-
ing women with lower financial capabilities, are more likely to suffer from IPV when they work. Therefore,
women’s unemployment shock from the pandemic could lead to an unclear violent scenario.

Secondly, using the Mexican Labour Force Survey (ENOE), Hoehn-Velasco et al. (2022) compare the effect
of the nationally imposed lockdown on men’s and women’s employment. During the months of quarantine,
both genders suffered from job loss in the formal and informal sectors. After the opening of isolation restric-
tions, men became employed faster than women, however, the job recovery happened mostly in the informal
sector and without a full recovery of income levels before the pandemic. Therefore, from one side, the relative
contribution of women’s income to the household is very similar before and after the pandemic, which may
have zero or negative effects on their risk of victimization. However, on the other side, the overall financial
insecurity from the swift between formal to informal employment with lower earnings may increase couples’
conflict.

Finally, Hoehn-Velasco et al. (2021b) evaluates the deep effects of the lockdown on the Mexican labour
market and geographic differences. States with higher contact restrictions (known as red zone) produced 1%
more employment losses (or reductions) than the rest of the orange, yellow and green zones. However, they
do not find geographically significant differences in employment for those states that had higher COVID-19
cases or deaths during the first months of the pandemic. As is shown in Figure 4.1 the most severe pick of the
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pandemic happened between the end of 2020 (November) and the beginning of 2021 (February). Therefore,
there may be significant differences across the different zones towards the Mexican employment in the long
run that were not captured in Hoehn-Velasco et al. (2021b).

Lockdown and social distance measures. Although imposed quarantines reduced the speed of virus
infection, many authors presaged the increase of domestic violence by naming it the shadow pandemic (Pe-
terman et al., 2020; Pietromonaco and Overall, 2021; Van Gelder et al., 2020; Gresham et al., 2021; Agüero,
2021; Bettinger-Lopez and Bro, 2020; Lersch and Hart, 2022). All the literature agrees with the hypothesis
that “Stay-at-home" restriction policies confined victims to their abusers, increasing the likelihood of suffering
more violent incidents. In a recent systematic review of 32 studies, Kourti et al. (2023) shows that COVID-19
actually increased intimate partner violence cases in every analysed country, especially during the first weeks
of the COVID-19 lockdown. Among those research studies, Piquero et al. (2020) finds a significant change
in the trends of domestic violence during the lockdown period in Dallas (US). Incidence in domestic violence
increased the two first weeks after the confinement order was implemented, and decreased thereafter. Similar
results were found in Nix and Richards (2021).

However, other evidence shows either no significant association between the lockdown period and the re-
ports of IPV (Agüero et al., 2022; Reingle Gonzalez et al., 2020; Piquero et al., 2021; Jetelina et al., 2021;
Silverio-Murillo et al., 2023; Peitzmeier et al., 2022) or a negative association (Lersch and Hart, 2022; Hoehn-
Velasco et al., 2021a; Valencia-Londoño and Nateras-González, 2020). Other papers find mixed evidence
depending on the measurement of IPV (Bullinger et al., 2021; Peitzmeier et al., 2022; Silverio-Murillo et al.,
2023). For instance, in the city of Chicago (US), Bullinger et al. (2021) compares the 911 calls of domestic vio-
lence, the crimes reported to the police, and the arrests made. They find an increase in 911 calls, but a decrease
in reports and arrests. Finally, using an online survey in the State of Michigan (US), Peitzmeier et al. (2022)
finds no increase in IPV occurrence between the months of March and June 2020, however, finds an increase
in the severity of the violence among those who were already victims. This finding is worth noticing since
it suggests that the COVID-19 pandemic anxiety did not produce abusive behaviours in those who otherwise
would have never become abusive, however, it may increase the harshness to those who already were abusive.
This research addresses this question in the case of Mexico.

During the lockdown in Mexico, Hoehn-Velasco et al. (2021a) and Valencia-Londoño and Nateras-González
(2020), found a decrease in reported cases of gender-based violence. Although in the first three months of 2020,
there was an increase in emergency call reports compared to the same time period in 2019, during the quaran-
tine months, there was a decrease in calls. The authors argue this phenomenon happened because of two main
reasons: Firstly, there was a decreased exposure of women to high-risk environments like public spaces, where
there are high rates of violence against women. Secondly, limited operation of the public identities in charge
of collecting violence reports. Moreover, Silverio-Murillo et al. (2023) using data from Mexico City, finds a
17% increase of hotline calls regarding emotional violence, while during the same period, the police reports of
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domestic violence decreased a 22%. Despite the surge in IPV-related calls during the confinement period, this
increase was not statistically significant.

Silverio-Murillo et al. (2023) confirms the methodological limitations in the existing literature coming from
the nature of the data. To capture either Intimate Partner Violence or Domestic Violence, researchers mainly
used police and helpline reports, which already were susceptible to being underreported before the pandemic
(Anderberg et al., 2015). During the months of confinement, victims of violence may be even less willing to
report since they are sheltered with their perpetrators who can closely monitor their activities and communi-
cations (Piquero et al., 2020; Peterman et al., 2020; Hoehn-Velasco et al., 2021a; Kourti et al., 2023; Jetelina
et al., 2021). My paper contributes to the literature by using National survey data specialized on Intimate
Partner Violence which may capture better the violence than police-reported cases or arrests. Therefore, this
survey data may bring a better understanding of what really happened and in the case of violence, which type
of violence was the most predominant in Mexico.

Virus-specific types of violence. Not only does the imposed lockdown have a direct impact on victims
of IPV, but also has an indirect effect still persistent after the post-quarantine months (Peterman et al., 2020).
Mental health detriment, sleep difficulties, substance abuse, and behavioural problems among others can in-
crease the risk of IPV (Gresham et al., 2021). Moreover, perpetrators may use unused coercive tactics directly
related to the virus contagion: depriving sanitary material to prevent the spread of the virus (masks, tests, etc.),
or blaming the victims for transmitting the virus. Finally, the lack of access to health services and support
organizations inhibited many people to ask for help (Van Gelder et al., 2020). For instance, victims may be
hesitant to seek help for fear of contracting the virus (Peterman et al., 2020) or because of the little response
from the authorities (Van Gelder et al., 2020).

Furthermore, access to legal systems of safety support becomes limited, compounding the pre-existing
challenges that victims face when searching for help. Stanley and Granick (2020)’s report explains how police
officers may be less likely to assess cases of IPV since they become hesitant to enter private homes out of risk
of disease exposure. This assumption is illustrated in Bullinger et al. (2021); Silverio-Murillo et al. (2023)
with the difference between help-line calls and police arrests. As a consequence, violent offenders have conve-
nient access to a victim, with the absence of a guardian making them unpunished for their abusive behaviour
(Piquero et al., 2020). Therefore, in areas where the severity of the COVID-19 virus is higher we may expect
worse functioning systems discouraging victims from reporting, and, as a consequence, shielding their perpe-
trators.
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4.3.2 Severity of COVID-19 on IPV

During pandemic times the health system breaks from its normal functionalities to focus on the cure of the
major virus. Front-line healthcare workers are often the first point of formal contact of seeking help from the
victims (García-Moreno et al., 2015; Spangaro, 2017). However, in regions in which hospitals are saturated
with COVID-19 patients this form of detection of Intimate Partner Violence (IPV) gets lost. Moreover, preex-
isting inequalities among the different regions highlight the imbalanced resources from the health institutions
to battle the virus, and consequently, the level of response when a victim of violence is seeking help. Therefore,
the prevalence of COVID-19 may indicate different behaviours in IPV.

For instance, Lersch and Hart (2022) assumes that COVID-19 positive cases and COVID-19 deaths may
increase reported domestic violence from the opportunity theory (i.e. perpetrators have more opportunity
scenarios to exert violence). In order to analyse that, they use domestic violence reports from the Annual
Uniform Crime Reports of the Florida Department of Law Enforcement (FDLE), and the percentage of con-
firmed COVID-19 that died during the calendar year 2020 from the population of 2020 estimated by the FDLE
crime data. However, despite their initial supposition, their evidence shows no significant association between
COVID-19-positive cases and domestic violence and a significant negative association between COVID-19
death rates with domestic violence. The paper neither finds any significant association between the COVID-
19 positive cases and deaths with the variation of domestic violence from 2019. This paper, however, uses
police-reported incidents to measure domestic violence, which may not represent the actual number of domes-
tic violence incidents.

In the context of Mexico, Masferrer et al. (2022) link the severity of COVID-19 with previous insecurity in
Urban Mexico municipalities to understand whether the pre-existing vulnerabilities had an impact on the sever-
ity of the virus. Among their findings, they show that pre-pandemic intentional homicide rates were negatively
associated with age-standardized crude deaths, whereas robbery was positively associated. Although Jewkes
(2002) relates that street crime transfers to the intimate sphere, the literature lacks research which aims to link
the severity of COVID-19 in Mexico with surveyed experiences of intimate partner violence, which can highly
differ from the police-reported incidents.

4.4 Data

To investigate the correlation between COVID-19 severity with Intimate Partner Violence (IPV) I use various
sources provided by the National Institute of Statistics and Geography of Mexico (INEGI) and the Mexican
Secretariat of Health. Data concerning IPV was extracted from the Mexican National Survey on the Dynamics
of Household Relationships 2021 (Encuesta Nacional Sobre la Dinamica de las Relaciones en los Hogares,
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ENDIREH 2021). ENDIREH is a nationally representative survey conducted by INEGI that since 2006 has
gathered data on violence against women every five years. This survey contains information regarding house-
hold and individual characteristics for each household member and features a comprehensive questionnaire
regarding women’s experience of violence. Within each household, a woman aged 15 or older is selected to
respond, indicating whether they have ever encountered abuse in various settings, including their school, work-
place, community, home or intimate settings. The selected sample comprises women over 15 years old who can
be either married, co-living with their partner, separated, divorced, or single with a boyfriend or ex-boyfriend.
Women who are married to husbands residing abroad, widowed individuals and single women who never had
a partner were excluded from the analysis. This exclusion was based on the lack of a clear mechanism of how
they might become victims of IPV during the pandemic. Consequently, out of a total of 110,127 surveyed
women, 77,704 were selected for the analysis.

The COVID-19 severity variable was assessed using the data of confirmed COVID-19 deaths, which was
obtained from The Mexican Secretariat of Health. This authority regularly releases data encompassing positive
and negative tests, suspected cases and COVID-19-related deaths9. This dataset allows for disaggregation by
age (in 5-year intervals), municipality, state and gender. The data collection was finalized on March 31st , 2023,
with comprehensive information available by municipality and age. It is noteworthy that, although COVID-
19-related deaths continued to occur in 2022 and 2023, as depicted in Figure 4.1, the numbers have notably
decreased in comparison to the levels observed in 2020 and 2021.

The data merging process between ENDIREH 2021 and the Mexican Secretariat of Health followed these
steps. Out of the total 2457 Mexican municipalities, ENDIREH 2021 sampled data from individuals residing
in 1262 different municipalities. This means that roughly half of the total municipalities are represented in the
analysis, accounting for 51% coverage. Figure D1 in the Appendix shows a visual representation of the sam-
pled municipalities from ENDIREH 2021. Despite it might seem like many municipalities are missing from the
analysis, Figure D1 provides confidence that essential information is not overlooked. Additionally, out of the
total 2457 municipalities, 31 didn’t report any COVID-19-related deaths, which amounts to 390 observations
in ENDIREH 2021. Consequently, the analysis of the association between mortality rates and Intimate Partner
Violence was focused on individuals from municipalities where at least one COVID-19 death was registered.10

Finally, besides the challenge of data availability until the end of 2021, there have been concerns raised
regarding the accuracy of COVID-19-related data provided by the Mexican Secretariat of Health. The primary
critique revolves around unreported cases. To be classified as a COVID-19 death, a prior positive COVID-19
test is required. Consequently, there may be instances where deaths caused by the COVID-19 virus are not
included in the official dataset because the individuals were not previously tested. This potential gap in the

9https://datos.covid-19.conacyt.mx/
10The Appendix Section 4.D.4 includes results obtained by assigning a value of 1 to municipalities without any recorded COVID-

19 deaths. While the outcomes show similar findings, the model’s goodness of fit (measured by the R2) is lowered compared to the
results presented in the main analysis.
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data could introduce bias and potentially lead to inaccurate estimations of the relationship between COVID-
19 severity and IPV incidents, as highlighted by Knaul et al. (2021). To address this potential issue, I have
employed a sensitivity analysis approach by incorporating individual and regional controls into the model.
Additionally, to bolster the robustness of the analysis, I have replicated it using official deceased data for the
year 2021 from the Mexican Institute of Statistics (INEGI). This administrative dataset not only encompasses
demographic information of the deceased, including gender, age, and location but also records the date and
causes of death. However, it’s important to note that this administrative dataset contains all deaths registered
during 2021, which doesn’t necessarily mean that all of them occurred in 2021. It includes deaths that occurred
before 2021 and might miss other deaths that occurred in 2021. Therefore, while the INEGI dataset provides
valuable information, the data obtained from the Mexican Secretariat of Health has been retained as the leading
source of official COVID-19-related deaths.

4.5 Measurements

4.5.1 Intimate Partner Violence

The Mexican National Survey of Households Relationships 2021 (ENDIREH, 2021) incorporates a collection
of 38 questions pertaining to experiences of violence involving any partner or ex-partner, which occurred from
October 2020 onward.11 These questions are categorized into the four primary domains of Intimate Partner
Violence (IPV): physical, emotional, sexual, and economic violence. The Appendix section 4.D.1 provides
a detailed list of all 38 questions included in the survey, organized by each category. As illustrative exam-
ples of physical violence, the survey includes questions such as “Has your partner/ex-partner pushed you?" or
“Has your partner/ex-partner slapped you?". For emotional violence the survey encompasses questions such
as “Has your partner/ex-partner shamed you or humiliated you?". In terms of sexual violence, the ENDIREH
2021 survey features, among 6 other questions, “Has your partner/ex-partner threatened or blackmailed you to
have sexual intercourse?". Lastly, questions related to economic violence tactics include “Has your partner/ex-
partner forbidden you to work or study?" or “Has your partner/ex-partner spent your money without your
consent?".

For each of these questions, respondents can provide answers indicating whether they experienced the spe-
cific violent tactic “one time, few times, several times, or never". For the first part of the analysis, the variable
Intimate Partner Violence (IPV) is represented as a binary variable: IPV = 1 if the respondent answers “one
time", “a few times" or “several times" to any of the 38 questions that embed the four forms of IPV, and IPV = 0
if the respondents answer “never" to every question. In aggregate, 22.5% of the sample has experienced at least
one form of IPV from October 2020 until November 2021. In particular, emotional violence emerges as the

11The survey was conducted during October and November of 2021.
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most prevalent form of violence, affecting 20.13% of the respondents, encompassing nearly 90% of the overall
IPV. This form of violence is far followed by economic violence (8.95%), physical violence (5.64%), and sex-
ual violence (2.24%).

Figure 4.4: Forms of Intimate Partner Violence

(a) Emotional IPV (b) Economic IPV

(c) Physical IPV (d) Sexual IPV

The chart displays the distribution of percentages for each form of Intimate Partner Violence (IPV), which includes physical,
emotional, sexual, and economic violence in each Mexican state. These experiences of violence occurred during the period from

October 2020 to November 2021.

Figure 4.4 provides an overview of the geographic disparities among the different types of violence. In
general, Guerrero and Querétaro stand out as the states with the highest rates of IPV, while Chiapas and Baja
California exhibit the lowest rates. Regarding emotional violence (Figure 4.4 (a)), the majority of the states fall
within a range of percentages between 18% and 22%. However, the states of Guerrero, Michoacan, Colima,
Querétaro, Aguascalientes and Durango report percentages exceeding 22%, indicating higher prevalence in
these regions. These same states also exhibit elevated percentages concerning economic violence (Figure 4.4
(b)), and physical violence (Figure 4.4 (c)) with Guerrero notably exceeding in both categories.12 Finally, in
terms of sexual violence (Figure 4.4 (d)), although most states report percentages between 2% and 3%, Aguas-

12The state of Guerrero reports 13% of economic violence and 8.2% of physical violence experiences in the 12 months preceding
October 2021.

152



4.5. Measurements

calientes stands out with a higher rate of 3.04%.

In the second part of the analysis, I created an index variable from the 38 questions about IPV included in
ENDIREH 2021. This variable assigns a score of 1 unit for each one time response, two points for few times,
three points for several times, and 0 points for never answers to each question. This index variable reflects
the frequency of partner/ex-partner abuse, with higher values indicating more frequent abuse. It has a Cron-
bach’s alpha coefficient of 0.92.13 I applied this scoring method separately for the four forms of IPV. Table 4.1
summarizes the frequencies for all forms of IPV. Overall, among the 17,487 women in the ENDIREH 2021
sample who had experienced at least one tactic of violence, the average frequency of violence was 8.5. This
could result from various different tactics or from a few tactics being used repeatedly.14 Consistent with the
existence of violence, emotional violence is the most frequently reported by victims, while sexual violence is
the least frequent. However, the gap in frequency between economic and physical violence is much narrower
than found in previous studies.

Table 4.1: Intensity of IPV

Mean Std.Dev. Min Max Obs
Overall IPV 8.45 11.09 1 113 17,487
Physical IPV 1.12 2.66 0 27 17,487
Emotional IPV 5.27 6.18 0 44 17,487
Sexual IPV 0.42 1.65 0 21 17,487
Economic IPV 1.65 2.97 0 21 17,487

The table presents the distribution of violence frequency for each form
of Intimate Partner Violence (IPV), including physical, emotional, sex-
ual, and economic violence, as well as the overall IPV. The data is based
on women who have experienced at least one form of violence. Source:
ENDIREH 2021.

4.5.2 Age-Standardized Mortality Rate

While studies like (Hong et al., 2021; Lersch and Hart, 2022) incorporate the incidence (positive COVID-19
cases) or the case fatality rates (ratio of COVID-19 deaths to the COVID-19 incidence) measures as well, this
analysis specifically focuses on mortality rates (i.e., the COVID-19 related deaths). This decision is driven by
several key reasons. Firstly, the mortality rate metric offers a more nuanced perspective on epidemic surveil-
lance, shedding light on pre-existing inequalities in health infrastructures and their capacity to mitigate fatal
outcomes of the virus. Secondly, the count of COVID-19 deaths played a pivotal role in the implementation of

13The Cronbach’s alpha coefficient measures the internal consistency of a set of survey questions, indicating whether these ques-
tions measure the same characteristic. High Cronbach’s alpha values, typically above 0.7, suggest that the respondents’ answers are
consistent(Frost, 2023)

14For example, if a victim shows a frequency of IPV with a value of 6, it could mean that the perpetrator used 6 different violent
tactics one time, or used 2 violent tactics several times, and so on.
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traffic light policies, which, in turn, led to lockdown measures with economic and social consequences.

Therefore, the Age-standardized Mortality Rate (ASMR) serves as the key indicator to measure the severity
of the COVID-19 virus’s impact across various regions (WHO, 2023). As defined by the World Health Orga-
nization, the ASMR is a weighted average of mortality rate for each age group, with the weights determined
by the proportion of individuals corresponding to each age group. This measure is utilized to compare mortal-
ity rates across different entities, be it countries (Hong et al., 2021; Mattiuzzi et al., 2023; Moradzadeh et al.,
2021), or municipalities (Masferrer et al., 2022) by adjusting for age-related variations in the population age
distribution. The calculation of the ASMR is represented as follows:

ASMRm = 10,000×
14

∑
k=1

wk
dk,m

pk,m
(4.1)

where ASMRm represents the age-standardized mortality rate, for municipality m, and k corresponds to the
14 age groups.15 wk signifies the proportion of the standard population of Mexico within the kth age group,
dk,m denotes the number of deaths in the kth group within municipality m, and pk,m reflects the population in the
kth age group of municipality m. I estimate the age standard population using the Mexican official population
projections of 2021 (Conapo, 2018). Using the age standard population of Mexico as the population reference
allows for comparisons of COVID-19 severity - mortality rates - across various regions of the country, either at
the municipal or state level (Hong et al., 2021). Figure 4.5 illustrates the regional differences in ASMR from
the date of the first recorded COVID-19-related death (March 18, 2020) through the end of March 2023. It
is important to note the heterogeneity among the Mexican municipalities. Given the concerns regarding the
potential under-reporting of COVID-19 deaths by the Mexican Secretariat of Health (Knaul et al., 2021), the
map presented in Figure 4.5 enhances the robustness of the analysis. Despite the visible heterogeneous ASMR
distribution, it is notable that the northwest and central regions of the country were the most affected areas, in
stark contrast to the relatively unaffected region around the state of Chiapas.

4.5.2.1 Excess of Mortality

As mentioned in the Data section, concerns have been raised about the transparency of COVID-19 death data
reported by the Mexican Secretariat of Health (Knaul et al., 2021). Therefore, I obtained official death data for
the year 2021 from the Mexican Institute of Statistics (INEGI). This dataset covers various recorded causes of
death, including COVID-19 and the COVID-19 vaccine-related deaths. Additionally, it provides information
on comorbidities, which are underlying conditions highly correlated with COVID-19. In fact, another branch
of the literature highlights the strong correlation between the risk of COVID-19 death with pre-existing comor-
bidities among the Mexican population (Calixto-Calderón et al., 2021; Pamplona, 2020; Singer, 2020).

15These age groups consist of 13 intervals from 0 to 65 years, in 5-year increments, and a final group encompassing ages from 65
to 99 years.
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Figure 4.5: COVID-19 Death rates

The map depicts the Age-Standardized Mortality Rates in each Mexican municipality, covering the period from the onset of the
pandemic until March 31st , 2023. The values in the legend should be interpreted as X cases per 100,000 population (for example,

200 deaths per 100,000). Source: Mexican Health of Secretariat (CONACYT).

Therefore, from the INEGI 2021 death dataset, I created the following three variables. The first variable
identifies individuals whose cause of death was registered as COVID-19 or COVID-19 vaccine-related. This
variable accounts for directly related deaths resulting from the virus. The second variable includes individu-
als whose cause of death was registered as either COVID-19 or any of the following comorbidities: asthma,
cardiovascular disease, Chronic Kidney disease, Diabetes mellitus, Chronic Obstructive Pulmonary Disease,
Immunosuppression, Hypertension, or obesity (Calixto-Calderón et al., 2021). This variable controls for the
possibility of a death caused by COVID-19 that may not have been registered as such or deaths strongly at-
tributed to COVID-19. Finally, the third variable encompasses all deaths, regardless of the cause, to account
for those indirect deaths that the pandemic circumstances may have caused. For instance, these indirect deaths
could result from factors such as the shortage of facilities and overfull of patients, the delayed detection of
other diseases, or postponed surgeries, leading to irreversible harm to patients. Since data on the municipality
and age of the deceased are available, all variables are aged-standardized using the Equation (4.1).

Figure 4.6 displays the Mexican maps depicting the different categories of registered deaths from INEGI
2021 - (a) COVID-19-related deaths, (b) Comorbidities-related deaths, and (c) all deaths. To facilitate a com-
parison with Figures 4.5 and 4.6 (a), the scales for COVID-19 deaths have been kept consistent. Figure 4.5
shows higher overall mortality rates across the entire country compared to those depicted in Figure 4.6 (a). It’s
worth noting that the ASMR data from the Mexican Secretariat of Health covers all COVID-19-related deaths
from 2020 to March 2023, whereas the INEGI death data covers the registered deaths in 2021. This time dis-
crepancy may explain the differences in the data. However, the affected areas remain consistent between the
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Figure 4.6: Deaths Registries per Municipality

(a) COVID-19 (b) COVID-19 and Cormobidility

(c) All Deaths

The map illustrates the Age-Standardized Mortality Rates for COVID-19, COVID-19 and Comorbidity, and all deaths in each
Mexican municipality during the registered year 2021. The values in the legend should be understood as X cases per 100,000

population (for instance, 200 deaths per 100,000). Source: Administrative Death data from INEGI.

two datasets.16

The other two maps in Figures 4.6 (b) and (c) illustrate that excess mortality is also associated with COVID-
19 deaths. Comorbidity-related deaths in 2021 exhibit a similar pattern to COVID-19-related deaths, with
higher prevalence in states where fewer COVID-19 deaths are registered. Lastly, Figure 4.6 (c) representing all
registered deaths in 2021, reveals that the southern region of the country generally has higher mortality rates
than the northern region. These variations across municipalities depicted in Figure 4.6 (a), (b) and (c) provide
a robust basis for the analysis.

16Indeed, the consistency between the two datasets provides robust evidence that 2021 experienced higher mortality rates during
the pandemic, indicating it was one of the most severe periods of the outbreak.
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4.5.3 Individual and Regional Characteristics

Finally, the analysis incorporates control variables at both the individual and regional levels. From the same
ENDIREH 2021 survey, I collect demographic characteristics such as marital status, age bracket, educational
attainment, ethnicity, residence in a rural area, and the presence of children in the household are collected.
Table 4.2 provides an overview of the distribution of each variable. A significant proportion of women in
the sample are aged between 25 and 44 years old (45%) and 45 to 64 years old (30%). More than half of
the respondents have educational levels up to secondary education, including those who completed secondary
studies or preparatory education, while 21% pursued graduate studies. Moreover, a substantial majority of the
surveyed sample is married (almost 70%), has at least one child alive (over 80%) and resides in urban areas,
accounting for more than three-quarters of the sample.

Table 4.2: Individual Characteristics

Percentage
Age Group
15-24 15.30%
25-44 44.91%
45-64 30.41%
65-97 9.38%
Education Level
Primary 24.77%
Secondary 54.23%
University 21.01%
Marital Status
Married 69.92%
Separated or Divorced 13.39%
Single 16.69%
Number of Children
0 Children 18.53%
1 Child 15.49 %
2 Children 25.83%
3 Children 20.92%
More than 4 Children 19.23%
Rural Area 24.43%
Observations 77,704

Distribution of individual characteristics
within the sample. All variables are catego-
rized. Source: ENDIREH 2021.

This analysis includes regional characteristics to provide valuable insights into the potential relationships
between regional socioeconomic conditions and prior Intimate Partner Violence (IPV) rates. Therefore, the
analysis incorporates the average percentages of IPV in 2016 and the GDP per capita in 2019 for each Mexican
state. Both of these indicators were sourced from the Institute of Statistics of Mexico (INEGI). Although the
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data is collected at the state level, Figure 4.7 illustrates that there are notable regional differences within the
country. Firstly, regarding the percentage of IPV in 2016 (Figure 4.7 (a)), the north-central region of the coun-
try exhibits higher percentages of violence, particularly in states like Aguascalientes and Estado de Mexico.
Additionally, in terms of 2019’s GDP per capita (Figure 4.7 (b)), the northern states tend to have higher GDP
figures compared to the southern states, with the exception of Campeche (coloured in Figure 4.7 (b) in green),
which ranks as the richest state in the country. For instance, the correlation between lower GDP per capita and
higher registered deaths in 2021 (Figure 4.6 (c)) underscores the pre-existing socioeconomic inequalities that
affected the health system’s capacity to mitigate excess mortality during the pandemic. Moreover, by compar-
ing both maps (a) and (b), it can be inferred that prior to the pandemic, the wealthiest and poorest states of
Mexico generally had lower rates of IPV. However, states with GDP per capita values closer to the median are
the ones with higher percentages of IPV. This suggests an inverted U-shaped relationship between state GDP
and IPV.

Figure 4.7: Regional Characteristics

(a) Percentage of IPV in 2016

(b) GDP per capita in 2019

Regional Characteristics of the 32 States of Mexico. Map (a) shows the percentage of Intimate Partner Violence (IPV) experienced
in each state in the year 2016. Map (b) illustrates the disparities in GDP per capita among the Mexican states. Source: INEGI.
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4.5.3.1 Individual and Regional Characteristics and IPV

Conducting an OLS regression analysis to assess the association between various forms of Intimate Partner
Violence (IPV) and individual and state-level characteristics is a valuable preliminary step. This approach
allows for a comprehensive understanding of the key determinants that correlate with different forms of IPV and
their relationships with individual and regional characteristics in 2021. By controlling for specific population
segments that may be more vulnerable to experiencing IPV, regardless of how their vulnerability evolved during
the pandemic, this analysis provides a more nuanced perspective on the complex factors contributing to the
prevalence of IPV. Following Equation 4.2, IPVis represents the type of IPV (overall, physical, emotional,
sexual or economic) for each individual i of the sample who lives in state s. Xi are the individual characteristics
of the individual i, and Rs are the regional characteristics of each state s.

IPVis = α0 +α1Xi +α2Rs +uis (4.2)

The results presented in Figure 4.8 shed light on the initial findings (Table D1 offers a detailed view of
each coefficient’s magnitude). Focusing on the column representing Overall IPV, it is noticeable that separated
and single women are significantly less likely to experience IPV compared to their married counterparts. Fur-
thermore, there is an inverse relationship between age and the likelihood of experiencing any type of violence.
Women with a university degree, in comparison to those with only primary education, exhibit a slightly lower
susceptibility to becoming victims of IPV. Similar results are found for those women living in rural areas. Ad-
ditionally, an increase in the number of children is associated with a higher likelihood of experiencing IPV.
Interestingly, the association between IPV in 2016 and IPV in 2021 presents a positive and significant coeffi-
cient, however, with a very low magnitude which is not visually discernible in Figure 4.8

When examining the four distinct forms of IPV, Figure 4.8 illustrates that women who are single, over
45 years old, and possess graduate-level education are significantly less likely to be victims of physical IPV.
Moreover, the patterns for emotional and economic IPV closely resemble those of overall IPV, with the key
distinction being that emotional IPV tends to have larger coefficients with respect to economic IPV. Notably,
GDP per capita only exhibits a negative significant association with economic IPV. Finally, in stark contrast
to the other types of violence, separated women are significantly more likely to experience sexual violence
compared to their married counterparts.
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Figure 4.8: IPV experience on Individual and Regional Characteristics

OLS regression of all forms of Intimate Partner Violence (IPV), including physical, emotional, sexual, and economic violence, as
well as overall IPV, against individual and regional characteristics. The baseline categories include married women, those aged 15 to

24 years old, residents of urban areas, and those with only primary education.

4.6 Results

4.6.1 Severity of COVID-19 on the prevalence of IPV

The initial part of this analysis studies the association between the severity of COVID-19 across the different
municipalities with the incidence of Intimate Partner Violence (IPV) during the year 2021. In order to achieve
a normally distributed variable, the Age-Standardized Mortality Rate (ASMR) is log-transformed before being
integrated into the regression analysis. The OLS regression models, as outlined in Equation (4.3), follow a
progressive approach. Initially, the IPV experienced by individual i within municipality m is regressed against
the logarithm of the ASMR for the same municipality with no additional controls. Subsequently, the second
model incorporates individual-level controls denoted as Xi. Finally, the third and last model extends the analysis
by including state-level regional controls, labelled Rs, for each state within the country.

IPVim = β0 +β1log(ASMRm)+β2Xi +β3Rs +uim (4.3)

160



4.6. Results

Table 4.3 provides an overview of the results obtained from the three models as previously described. Each
column corresponds to one of the models described above. In Column (1), the results of Equation 4.3 are
presented, reflecting the simple regression model that examines the association between the probability of ex-
periencing IPV and the Log-ASMR, without accounting for any control variables. Column (2) presents the
results of Equation 4.3, where the analysis includes controls for individual characteristics. Notably, the results
of Column (2) consistently demonstrate a significant positive association between IPV and the logarithm of
ASMR, albeit with a relatively higher coefficient magnitude compared to the results in Column (1). Finally,
Column (3) showcases the outcomes when both individual and regional controls are included. The resulting
coefficient magnitude is slightly smaller than the one in Column (2). Therefore, it is important to consider
the potential influence of omitted variable bias when introducing individual-level controls. Despite this, the
results in Column (3) indicate that individuals residing in municipalities at the 25th percentile of the logarithm
of ASMR would have encountered a 0.015 increase in the likelihood of experiencing IPV if they resided in
municipalities with a 75th percentile of the logarithm of ASMR.

Table 4.3: Experience of Overall IPV

(1) (2) (3)
Log Age-Standardized Mortality Rate 0.0154∗∗∗ 0.0228∗∗∗ 0.0219∗∗∗

(0.00428) (0.00464) (0.00465)

Individual Characteristics NO YES YES

Regional Characteristics NO NO YES

Constant 0.141∗∗∗ 0.196∗∗∗ 0.134∗∗∗

(0.0218) (0.0241) (0.0337)
Observations 77314 77314 77314
Adjusted R2 0.001 0.021 0.024
Standard errors in parentheses
∗ p < 0.1, ∗∗ p < 0.05, ∗∗∗ p < 0.01

OLS regressions with Intimate Partner Violence (IPV) as the dependent variable. Each col-
umn represents a different regression model with the inclusion of controls (i.e., in column
no controls are included; in column 2 individual characteristics are included as controls; in
column 3 both individual and regional characteristics are included as controls). Individual
characteristics include marital status, age group, rural settlements, education level, and num-
ber of children. Regional characteristics include state percentage of IPV in 2016, and state
GDP per capita in 2019.

The natural progression in this research involves a more detailed examination of the distinct forms of In-
timate Partner Violence (IPV) and their correlations with COVID-19 mortality rates. The 2021 ENDIREH
survey classifies the different IPV questions into four different forms: physical, emotional, sexual and eco-
nomic IPV. The aim of this analysis is to identify which form of violence is the most prevalent and explore its
association with the severity of COVID-19. To achieve this, I employ an OLS model, as expressed in Equation
(4.4). In this model, I regress IPV f ormim, which represents each form of IPV (physical, emotional, sexual,
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and economic)for individual i in municipality m, against the logarithm of Age-Standardized Mortality Rate
(ASMR) specific to each municipality. Furthermore, I account for individual characteristics (Xi) and state-level
(Rs) characteristics as control variables.

IPV f ormim = β0 +β1log(ASMRm)+β2Xi +β3Rs +uim (4.4)

Table 4.4 presents the results obtained from the regressions outlined in Equation 4.4. Each column corre-
sponds to each form of violence. Emotional and economic violence exhibit significant positive associations
with ASMR, both achieving p-values below 0.01. Intriguingly, sexual violence also demonstrates a significant
positive correlation, albeit at a 10% significance level, while physical violence shows a positive association
but lacks statistical significance. Therefore, these findings suggest that the mortality rates of the COVID-19
pandemic may have contributed to a slight increase in the prevalence of the most common forms of IPV, specif-
ically emotional and economic violence, along with sexual violence. However, there is no significant evidence
that relates the pandemic to the physical form of violence. This implies that perpetrators may have resorted to
tactics that do not carry the risk of hospitalisation and viral infection.

Table 4.4: Experience of the distinct types of IPV

Physical Emotional Sexual Economic
Log Age-Standardized Mortality Rate 0.00189 0.0209∗∗∗ 0.00166∗ 0.00893∗∗∗

(0.00185) (0.00431) (0.000931) (0.00286)

Individual Characteristics YES YES YES YES

Regional Characteristics YES YES YES YES

Constant 0.0739∗∗∗ 0.107∗∗∗ 0.00732 0.0736∗∗∗

(0.0145) (0.0315) (0.00752) (0.0196)
Observations 77314 77314 77314 77314
Adjusted R2 0.010 0.022 0.005 0.022
Standard errors in parentheses
∗ p < 0.1, ∗∗ p < 0.05, ∗∗∗ p < 0.01

OLS regressions with Intimate Partner Violence (IPV) as the dependent variable. Each column represents a
distinct form of violence: physical, emotional, sexual and economic violence. Individual and regional char-
acteristics are included in every regression. Individual characteristics include marital status, age group, rural
settlements, education level, and number of children. Regional characteristics include state percentage of IPV
in 2016, and state GDP per capita in 2019.

4.6.2 Frequency of Intimate Partner Violence

This section of the analysis aims to assess whether the severity of COVID-19 is linked to changes in the fre-
quency of IPV among those who were already experiencing IPV. Evidence in Peitzmeier et al. (2022) indicates
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that, while the lockdown period didn’t lead to new IPV conflicts, families with pre-existing IPV experienced an
escalation in both, frequency and severity. The preceding analysis demonstrated a positive correlation between
IPV and COVID-19 mortality rates, significant with all forms except physical violence. Consequently, this
section of the analysis aims to explore whether, in addition to the observed positive correlation between IPV
and log-ASMR, victims of IPV saw an uptick in the frequency of these violent incidents. Furthermore, this in-
vestigation seeks to identify which specific form of IPV becomes more prevalent in light of COVID-19-related
deaths.

IPVintensityim = β0 +β1log(ASMRm)+β2Xi +β3Rs +uim (4.5)

Therefore, within the sample of women who experienced at least one act of IPV during the previous year,
I conduct an OLS regression model as outlined in Equation (4.5). In this model IPVintensityim represents the
frequency of general IPV and its four specific types - overall, physical, emotional, sexual, economic - for indi-
vidual i in municipality m, regressed agaisnt the log-ASMR and individual and regional control variables. The
results presented in Table 4.5 reveal a contrasting picture compared to the existence of IPV. The association
between most forms of IPV is negative. However, emotional and economic IPV appears to have a positive as-
sociation, although not statistically significant. Moreover, physical violence is significantly negative associated
with log-ASMR, suggesting that in municipalities with a more severe impact of the COVID-19 virus, victims of
violence experienced fewer physical aggressions. These results align with the previous findings, supporting the
assumption that perpetrators may have refrained from using physical aggression to avoid possible hospitaliza-
tion, and consequently, the risk of virus infection. Table D4 in the Appendix provides these results, including
all control coefficients. It is noteworthy to mention, that in contrast to the IPV existence results, separated
women experienced a higher frequency of all forms of IPV compared to their married counterparts.

4.6.3 Excess Mortality

The final stage of this research evaluates the excess mortality resulting from COVID-19. Apart from the
uncertainties surrounding the reported cases by the Mexican Secretariat of Health, there are other indirect
factors that may have contributed to the fatal outcomes during the pandemic. These factors include hospital
closures, which prioritized COVID-19 patients, and lockdown measures, which limited mobility, exercise, and
access to fresh air, among others. These secondary consequences of COVID-19 could, in turn, have affected the
likelihood of the existence of Intimate Partner Violence (IPV). These types of deaths are classified into three
broad groups, each group being a subset of the next: direct COVID-19 deaths, deaths resulting from COVID-19
or comorbidity-related health issues, and all registered deaths in general. The OLS regression model employed
for this analysis is described as follows:

IPVim = β0 +β1log(DeathTypem)+β2Xi +β3Rs +uim (4.6)
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Table 4.5: Frequency of the distinct types of IPV

Overall Physical Emotional Sexual Economic
Log Age-Standardized Mortality Rate -0.0689 -0.148∗∗∗ 0.0822 -0.0101 0.00746

(0.181) (0.0461) (0.0971) (0.0268) (0.0501)

Individual Characteristics YES YES YES YES YES

Regional Characteristics YES YES YES YES YES

Constant 6.148∗∗∗ 1.943∗∗∗ 2.640∗∗∗ 0.151 1.415∗∗∗

(1.167) (0.326) (0.687) (0.184) (0.335)
Observations 17404 17404 17404 17404 17404
Adjusted R2 0.045 0.036 0.035 0.018 0.070
Standard errors in parentheses
∗ p < 0.1, ∗∗ p < 0.05, ∗∗∗ p < 0.01

OLS regressions with the frequency of Intimate Partner Violence (IPV) as the dependent variable. Each column repre-
sents a distinct form of violence: overall, physical, emotional, sexual and economic violence. Individual and regional
characteristics are included in every regression. Individual characteristics include marital status, age group, rural settle-
ments, education level, and number of children. Regional characteristics include state percentage of IPV in 2016, and
state GDP per capita in 2019.

where IPVim indicates whether a woman i residing in municipality m has experienced Intimate Partner
Violence (IPV) in the past year, and log(DeathTypem) denotes the natural logarithm of the type of Age-
Standardized Death Rate in municipality m (comprising deaths from COVID-19, deaths from COVID-19 or
comorbidities, or all death). Table 4.6 presents the outcomes for each regression specified in Equation (4.6).
Despite the difference in magnitudes observed, the association between the incidence of IPV and the different
recorded deaths consistently maintains its positive and statistically significant relationship. The dissimilarity in
magnitude might be attributed to differences in the timing of data recording between the Mexican Secretariat
of Health database and the National Institute of Statistics database, as mentioned in the measurement section.
Nevertheless, it is crucial to highlight that these findings affirm the robustness of the influence of the COVID-19
outbreak on the prevalence of IPV in Mexico.
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Table 4.6: Experience of IPV: Robustness Checks on the Type of Death

ASMR COVID-19 COVID-19 and All deaths
Comorbidity

Log Death Type 0.0219∗∗∗ 0.00656∗∗∗ 0.0158∗∗∗ 0.0137∗∗

(0.00465) (0.00249) (0.00598) (0.00669)

Individual Characteristics YES YES YES YES

Regional Characteristics YES YES YES YES

Constant 0.134∗∗∗ 0.166∗∗∗ 0.0785 0.0831
(0.0337) (0.0365) (0.0524) (0.0581)

Observations 77314 74448 75387 75387
Adjusted R2 0.024 0.024 0.024 0.024
Standard errors in parentheses
∗ p < 0.1, ∗∗ p < 0.05, ∗∗∗ p < 0.01

OLS regressions with Intimate Partner Violence (IPV) as the dependent variable. Each column
represents a distinct death measurement: Column 1 represents the Log Age-Standardized Mortality
Rate (ASMR) calculated by the Mexican Secretariat of Health. Column 2 represents the Log Age-
Standardized COVID-19 deaths registered in the death administrative 2021 data (INEGI). Column 3
represents the Log Age-Standardized COVID-19 and Comorbidity deaths, and column 4 represents
the Log Age-Standardized All death data. Individual and regional characteristics are included in every
regression. Individual characteristics include marital status, age group, rural settlements, education
level, and number of children. Regional characteristics include state percentage of IPV in 2016, and
state GDP per capita in 2019. The variations in sample sizes are due to the different municipalities
that account for registered deaths in each case.
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4.7 Discussion

The objective of this study is to explore the relationship between COVID-19 severity and Intimate Partner
Violence (IPV), with a primary contribution being the utilization of specialized survey data on gender-based
violence. In contrast to the findings of previous studies like (Lersch and Hart, 2022; Hoehn-Velasco et al.,
2021a; Valencia-Londoño and Nateras-González, 2020), this research’s findings demonstrate that in munici-
palities where the COVID-19 virus had a higher mortality rate, there were more incidences of IPV. As pointed
out by Silverio-Murillo et al. (2023), the nature of the IPV data plays a crucial role in determining the results.
Previous studies relied on IPV data from police reports or police arrests, which may not fully capture the reality
experienced by victims but rather reflect their willingness to take legal action against their perpetrators. In this
context, it is not surprising that in a more protected environment, possibly created in the setting of a specialized
victimization survey, women who are victims of violence become more inclined to acknowledge and report
their experiences with IPV.

The positive and significant correlation between IPV and mortality rates can be explained by various mech-
anisms, with economic hardship and financial stress stemming from the COVID-19 outbreak playing a crucial
role. Research by Masferrer et al. (2022) highlights the positive association between pre-existing economic vul-
nerabilities and the severity of the virus’s impact on different Mexican municipalities. In areas where the virus’s
mortality rates were particularly high, emergency alerts were activated, leading to widespread safety measures
such as the suspension of non-essential jobs, school closures, and increased care of vulnerable individuals, as
noted by Hoehn-Velasco et al. (2021b). Consequently, areas with a higher number of COVID-19-related deaths
faced a greater risk of employment loss, as indicated by a 1% increase compared to areas with fewer deaths.
This collective economic burden and uncertainty in households increased the likelihood of conflict among cou-
ples (Fox et al., 2004), providing an explanation for the observed positive correlation between IPV incidence
and COVID-19 mortality rates.

Furthermore, this research offers insights into the specific types of violence that increased during the pan-
demic. The results indicate significant correlations with emotional, economic, and sexual violence, but not
physical violence. This trend remains consistent when considering the frequency of IPV. In areas with higher
COVID-19 mortality rates, there was a decrease in the frequency and use of physically abusive tactics. Several
plausible explanations for these findings have been suggested (Jetelina et al., 2021). First, the reduced physical
victimization may result from perpetrators being less inclined to exert violence which may lead victims to seek
medical attention during the pandemic. Second, it’s possible that perpetrators, satisfied with the level of control
they impose, may not feel the need to employ as many physically abusive tactics. This theory aligns with the
evidence that separated women experienced a higher frequency of all forms of IPV compared to their married
counterparts. Additionally, as proposed by Piquero et al. (2020) snd Nix and Richards (2021), victims may have
initially experienced more aggressive IPV during the early weeks of lockdown but adjusted their behaviour to
maintain a more pleasant environment, knowing they had limited escape options. However, separated women
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may suffer escalated aggressions when perpetrators perceive a loss of control over them (Ornstein and Rickne,
2013; Rezey, 2020). Further research could delve into the distinct mechanisms through which the pandemic af-
fected IPV victims based on their marital status. This could help identify policies and interventions that protect
women regardless of their relationship status.

4.7.1 Limitations

This research has some limitations that should be considered. Firstly, there are concerns regarding the accuracy
and access to COVID-19 reports from the Mexican Secretariat of Health. Criticisms have been raised regard-
ing potential data manipulation to avoid changes in the emergency status, which might have led to unreported
COVID-19-related fatalities. Moreover, the official website does not permit the downloading of the COVID-19
public data for researchers outside Mexico. Consequently, the only way to collect the COVID-19 death data
was by manually copying the numbers from the interactive CONACYT webpage. The dataset available only
included data updated to the day of the research, preventing the clustering of deaths around specific dates rele-
vant to the study. Nonetheless, Figure 4.5 illustrates significant data heterogeneity, and when comparing results
with the administrative death database from the National Institute of Statistics (INEGI),17 the substantial posi-
tive correlation persists, although potential omitted variable bias should be acknowledged.

The second limitation of this research has been the absence of 2019 or 2020 data on Intimate Partner Vio-
lence (IPV). While this research employs survey data that provides a more nuanced understanding of violence
against women, there has been a lack of information about the IPV situation since 2016, resulting in a 5-year
gap between the past two ENDIREH surveys. Although the aim is to identify possible mechanisms to compre-
hend the increase in IPV stemming from the COVID-19 outbreak, having more recent IPV data could assist
in isolating the pandemic’s causal impact on this form of violence and mitigating potential confounding factors.

4.8 Conclusion

The inadequate management of the SARS-CoV-2 pandemic placed Mexico among the countries with one of
the highest recorded death tolls worldwide, with nearly 334,000 deaths by the end of the pandemic. The
pre-pandemic socioeconomic disparities among the 32 states of the country played a significant role in the
overall impact of COVID-19, resulting in a heterogeneous distribution of the virus’s severity. Previous studies
have explored the effects of these disparities on employment, mental health, domestic violence, and violence
in public spaces. However, most of them focused on the initial two-month period of the national lockdown.
This research makes a unique contribution to the literature by analyzing a longer time frame, encompassing

17This administrative dataset contains all deaths registered during 2021, which does not necessarily mean that all of them occurred
in 2021. For instance, it includes deaths that occurred before 2021 and might miss other deaths that occurred in 2021.
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the deadliest phase of the pandemic. Its objective is to examine whether there is an association between the
severity of COVID-19 and the likelihood of experiencing intimate partner violence (IPV). Additionally, this
study utilizes survey data, which provides a more accurate reflection of victims’ experiences compared to po-
lice records or arrests. The analysis reveals a positive correlation between the severity of COVID-19 and the
incidence of IPV, particularly emotional, economic, and sexual IPV. This finding is likely explained by the fact
that areas with higher COVID-19 death counts experienced more extensive government measures, such as eco-
nomic stagnation and job losses, which might heightened tensions within couples. Furthermore, the analysis
shows that in areas most affected by the virus, victims experienced less frequent physical aggression. Some
researchers interpret this result as perpetrators being deterred by the fear of sending their victims to hospitals
and exposing them to COVID-19 infection.

4.D Appendix Chapter 4

4.D.1 Definition of variables

4.D.1.1 Suffered IPV the previous year

From October 2020, has your partner...

Physical violence:
- Pushed you or pulled your hair?
- Slapped you?
- Tied you up?
- Kicked you?
- Thrown an object at you?
- Beaten you with his hands or an object?
- Tried to choke you or suffocate you?
- Hurt you with a knife?
- Fired a weapon on you?

Emotional violence:
- Shamed on you, or humiliated you?
- Ignored you, didn’t take you into account, or didn’t give affection?
- Told you that you are cheating on him?
- Made you feel fearful?
- Threatened to leave you, hurt you, take your children?
- Kept you at home and prohibited you to leave or receive visits?
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- Stalked you, spies on you?
- Constant calls and messages to know where are you?
- Threatened you with a weapon?
- Threatened to kill you, hurt you or your children?
- Destroyed, thrown away, or hidden your things away?
- Stopped talking to you?
- Demands your passwords and checks your mail and phone?
- Turned your children and relatives against you?
- Have been mad because the house chores are not perfect?

Sexual violence:
- Threatened or blackmailed to have sexual intercourse?
- Made you do things you do not like when you have sexual intercourse?
- Used physical force to make you have sexual intercourse?
- Forced you to watch porn?
- Forced sexual intercourse without protection?
- Sent messages with sexual content or insults with the aim of hurting
- Published information of you with the aim of hurting

Economic violence:
- Forbidden you to work or study?
- Taken over your money or spent it without your consent?
- Taken over your goods or properties?
- Spent the money you need to pay bills?
- Not given you money to pay bills or has threatened not to give you money for bills?
- Not given you money for home expenses, even if he has money?
- Demanded about how you spend your money?
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4.D.2 Additional Graphs

Figure D1: Municipalities Represented in ENDIREH 2021

Source: ENDIREH 2021.
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4.D.3 Complete Regressions

Table D1: IPV experience on Individual and Regional Characteristics

Overall Physical Emotional Sexual Economic
Married or co-living

Separated or divorced -0.0782∗∗∗ -0.00122 -0.0791∗∗∗ 0.0169∗∗∗ -0.0129∗∗∗

(0.00445) (0.00248) (0.00428) (0.00159) (0.00304)

Single -0.0999∗∗∗ -0.0316∗∗∗ -0.0798∗∗∗ -0.00206 -0.0991∗∗∗

(0.00478) (0.00266) (0.00459) (0.00171) (0.00327)

Aged 15-24

Aged 25-44 -0.0652∗∗∗ -0.0167∗∗∗ -0.0627∗∗∗ -0.00741∗∗∗ -0.0216∗∗∗

(0.00493) (0.00274) (0.00473) (0.00176) (0.00337)

Aged 45-64 -0.128∗∗∗ -0.0390∗∗∗ -0.122∗∗∗ -0.0206∗∗∗ -0.0540∗∗∗

(0.00549) (0.00306) (0.00528) (0.00196) (0.00376)

Aged 65-99 -0.194∗∗∗ -0.0603∗∗∗ -0.183∗∗∗ -0.0384∗∗∗ -0.0962∗∗∗

(0.00746) (0.00415) (0.00717) (0.00267) (0.00510)

Lives in rural areas -0.0354∗∗∗ -0.00998∗∗∗ -0.0355∗∗∗ -0.00401∗∗∗ -0.0186∗∗∗

(0.00366) (0.00203) (0.00351) (0.00131) (0.00250)

Primary Education

Secondary Education 0.000842 -0.0120∗∗∗ 0.00615 -0.00338∗∗ -0.00832∗∗∗

(0.00407) (0.00226) (0.00391) (0.00146) (0.00278)

University Education -0.0209∗∗∗ -0.0289∗∗∗ -0.0154∗∗∗ -0.00753∗∗∗ -0.0125∗∗∗

(0.00512) (0.00285) (0.00492) (0.00183) (0.00350)

Number of children 0.0128∗∗∗ 0.00752∗∗∗ 0.0115∗∗∗ 0.00293∗∗∗ 0.00677∗∗∗

(0.000996) (0.000554) (0.000957) (0.000356) (0.000681)

% IPV in 2016 0.00597∗∗∗ 0.000701∗∗∗ 0.00548∗∗∗ 0.000760∗∗∗ 0.00280∗∗∗

(0.000417) (0.000232) (0.000401) (0.000149) (0.000285)

logGDP -0.00273 -0.00251 -0.000560 0.000391 -0.00487∗∗

(0.00312) (0.00174) (0.00300) (0.00112) (0.00214)

Constant 0.188∗∗∗ 0.0793∗∗∗ 0.157∗∗∗ 0.0106 0.0935∗∗∗

(0.0201) (0.0112) (0.0193) (0.00718) (0.0137)
Observations 77704 77704 77704 77704 77704
R2 0.023 0.010 0.021 0.005 0.022

Standard errors in parentheses
∗ p < 0.1, ∗∗ p < 0.05, ∗∗∗ p < 0.01
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Table D2: Experience of Overall IPV

(1)) (2)) (3))
Log Aged-Standardized Mortality Rate 0.0154∗∗∗ 0.0228∗∗∗ 0.0219∗∗∗

(0.00428) (0.00464) (0.00465)

Married

Separated or divorced -0.0788∗∗∗ -0.0790∗∗∗

(0.00475) (0.00474)

Single -0.0974∗∗∗ -0.100∗∗∗

(0.00527) (0.00505)

Aged 15-24

Aged 25-44 -0.0665∗∗∗ -0.0666∗∗∗

(0.00547) (0.00542)

Aged 45-64 -0.131∗∗∗ -0.131∗∗∗

(0.00653) (0.00641)

Aged 65-99 -0.197∗∗∗ -0.198∗∗∗

(0.00769) (0.00761)

Lives in rural areas -0.0235∗∗∗ -0.0245∗∗∗

(0.00545) (0.00518)

Primary Education

Secondary Education -0.00130 -0.00130
(0.00410) (0.00401)

University Education -0.0251∗∗∗ -0.0240∗∗∗

(0.00525) (0.00523)

Number of children 0.0136∗∗∗ 0.0133∗∗∗

(0.00105) (0.00104)

% IPV in 2016 0.00529∗∗∗

(0.000854)

logGDP in 2019 -0.0127∗∗

(0.00559)

Constant 0.141∗∗∗ 0.196∗∗∗ 0.134∗∗∗

(0.0218) (0.0241) (0.0337)
Observations 77314 77314 77314
Adjusted R2 0.001 0.021 0.024
Standard errors in parentheses
∗ p < 0.1, ∗∗ p < 0.05, ∗∗∗ p < 0.01
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Table D3: Experience of the distinct types of IPV

Physical Emotional Sexual Economic
Log Aged-Standardized Mortality Rate 0.00189 0.0209∗∗∗ 0.00166∗ 0.00893∗∗∗

(0.00185) (0.00431) (0.000931) (0.00286)

Married

Separated or divorced -0.00104 -0.0798∗∗∗ 0.0169∗∗∗ -0.0131∗∗∗

(0.00262) (0.00432) (0.00188) (0.00322)

Single -0.0315∗∗∗ -0.0800∗∗∗ -0.00206 -0.0992∗∗∗

(0.00276) (0.00469) (0.00160) (0.00342)

Aged 15-24

Aged 25-44 -0.0171∗∗∗ -0.0640∗∗∗ -0.00757∗∗∗ -0.0225∗∗∗

(0.00292) (0.00522) (0.00172) (0.00318)

Aged 45-64 -0.0397∗∗∗ -0.124∗∗∗ -0.0211∗∗∗ -0.0554∗∗∗

(0.00340) (0.00630) (0.00197) (0.00388)

Aged 65-99 -0.0609∗∗∗ -0.187∗∗∗ -0.0388∗∗∗ -0.0982∗∗∗

(0.00423) (0.00715) (0.00230) (0.00489)

Lives in rural areas -0.00911∗∗∗ -0.0253∗∗∗ -0.00324∗∗ -0.0140∗∗∗

(0.00246) (0.00485) (0.00139) (0.00315)

Primary Education

Secondary Education -0.0123∗∗∗ 0.00399 -0.00360∗∗ -0.00900∗∗∗

(0.00248) (0.00393) (0.00165) (0.00288)

University Education -0.0291∗∗∗ -0.0185∗∗∗ -0.00791∗∗∗ -0.0136∗∗∗

(0.00280) (0.00526) (0.00197) (0.00362)

Number of children 0.00758∗∗∗ 0.0120∗∗∗ 0.00298∗∗∗ 0.00706∗∗∗

(0.000609) (0.00101) (0.000310) (0.000692)

% IPV in 2016 0.000654∗∗ 0.00480∗∗∗ 0.000698∗∗∗ 0.00248∗∗∗

(0.000299) (0.000800) (0.000168) (0.000479)

logGDP in 2019 -0.00323 -0.0102∗∗ -0.000430 -0.00918∗∗∗

(0.00240) (0.00501) (0.00129) (0.00311)

Constant 0.0739∗∗∗ 0.107∗∗∗ 0.00732 0.0736∗∗∗

(0.0145) (0.0315) (0.00752) (0.0196)
Observations 77314 77314 77314 77314
Adjusted R2 0.010 0.022 0.005 0.022
Standard errors in parentheses
∗ p < 0.1, ∗∗ p < 0.05, ∗∗∗ p < 0.01
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Table D4: Frequency of the distinct types of IPV

Overall Physical Emotional Sexual Economic
Log Aged-Standardized Mortality Rate -0.0689 -0.148∗∗∗ 0.0822 -0.0101 0.00746

(0.181) (0.0461) (0.0971) (0.0268) (0.0501)

Married

Separated or divorced 6.664∗∗∗ 1.066∗∗∗ 3.179∗∗∗ 0.658∗∗∗ 1.761∗∗∗

(0.440) (0.109) (0.236) (0.0640) (0.121)

Single -0.926∗∗∗ -0.162∗∗ 0.357∗∗ 0.186∗∗∗ -1.308∗∗∗

(0.256) (0.0685) (0.156) (0.0431) (0.0474)

Aged 15-24

Aged 25-44 0.0746 -0.0241 0.0570 0.00239 0.0394
(0.281) (0.0702) (0.158) (0.0371) (0.0632)

Aged 45-64 -1.260∗∗∗ -0.198∗∗ -0.862∗∗∗ -0.102∗∗ -0.0988
(0.315) (0.0836) (0.171) (0.0458) (0.0776)

Aged 65-99 -4.047∗∗∗ -0.367∗∗∗ -2.476∗∗∗ -0.408∗∗∗ -0.795∗∗∗

(0.419) (0.118) (0.225) (0.0648) (0.119)

Lives in rural areas -0.477∗∗ -0.103∗ -0.306∗∗ -0.0162 -0.0518
(0.238) (0.0588) (0.130) (0.0354) (0.0626)

Primary Education

Secondary Education -0.532∗ -0.384∗∗∗ 0.131 -0.124∗∗∗ -0.155∗∗

(0.274) (0.0678) (0.146) (0.0422) (0.0673)

University Education -1.623∗∗∗ -0.747∗∗∗ -0.403∗∗ -0.233∗∗∗ -0.240∗∗∗

(0.327) (0.0714) (0.190) (0.0496) (0.0748)

Number of children 0.429∗∗∗ 0.122∗∗∗ 0.173∗∗∗ 0.0440∗∗∗ 0.0895∗∗∗

(0.0602) (0.0159) (0.0316) (0.00923) (0.0155)

% IPV in 2016 0.0487∗∗ -0.0113∗ 0.0368∗∗∗ 0.00560 0.0176∗∗

(0.0221) (0.00625) (0.0131) (0.00343) (0.00697)

logGDP in 2019 0.183 0.0256 0.190∗ 0.0252 -0.0577
(0.191) (0.0542) (0.111) (0.0314) (0.0518)

Constant 6.486∗∗∗ 2.183∗∗∗ 2.675∗∗∗ 0.189 1.440∗∗∗

(1.261) (0.352) (0.724) (0.195) (0.350)
Observations 17404 17404 17404 17404 17404
Adjusted R2 0.045 0.036 0.035 0.018 0.070
Standard errors in parentheses
∗ p < 0.1, ∗∗ p < 0.05, ∗∗∗ p < 0.01
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Table D5: Experience of IPV: Robustness Checks on the Type of Death

ASMR COVID-19 COVID-19 and Comorbidility All deaths
log_Death 0.0219∗∗∗ 0.00656∗∗∗ 0.0158∗∗∗ 0.0137∗∗

(0.00465) (0.00249) (0.00598) (0.00669)

Married

Separated or divorced -0.0790∗∗∗ -0.0804∗∗∗ -0.0804∗∗∗ -0.0804∗∗∗

(0.00474) (0.00480) (0.00475) (0.00475)

Single -0.100∗∗∗ -0.102∗∗∗ -0.101∗∗∗ -0.101∗∗∗

(0.00505) (0.00516) (0.00512) (0.00513)

Aged 15-24

Aged 25-44 -0.0666∗∗∗ -0.0637∗∗∗ -0.0635∗∗∗ -0.0634∗∗∗

(0.00542) (0.00558) (0.00553) (0.00554)

Aged 45-64 -0.131∗∗∗ -0.128∗∗∗ -0.127∗∗∗ -0.127∗∗∗

(0.00641) (0.00653) (0.00644) (0.00646)

Aged 65-99 -0.198∗∗∗ -0.194∗∗∗ -0.193∗∗∗ -0.193∗∗∗

(0.00761) (0.00772) (0.00761) (0.00766)

Lives in rural areas -0.0245∗∗∗ -0.0304∗∗∗ -0.0309∗∗∗ -0.0317∗∗∗

(0.00518) (0.00539) (0.00533) (0.00530)

Primary Education

Secondary Education -0.00130 0.00175 0.00206 0.00210
(0.00401) (0.00408) (0.00406) (0.00406)

University Education -0.0240∗∗∗ -0.0215∗∗∗ -0.0208∗∗∗ -0.0208∗∗∗

(0.00523) (0.00533) (0.00530) (0.00529)

Number of children 0.0133∗∗∗ 0.0132∗∗∗ 0.0131∗∗∗ 0.0130∗∗∗

(0.00104) (0.00105) (0.00104) (0.00104)

% IPV in 2016 0.00529∗∗∗ 0.00579∗∗∗ 0.00599∗∗∗ 0.00600∗∗∗

(0.000854) (0.000812) (0.000793) (0.000804)

logGDP in 2019 -0.0127∗∗ -0.00433 -0.000934 -0.000965
(0.00559) (0.00520) (0.00515) (0.00515)

Constant 0.134∗∗∗ 0.166∗∗∗ 0.0785 0.0831
(0.0337) (0.0365) (0.0524) (0.0581)

Observations 77314 74448 75387 75387
Adjusted R2 0.024 0.024 0.024 0.024
Standard errors in parentheses
∗ p < 0.1, ∗∗ p < 0.05, ∗∗∗ p < 0.01
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4.D.4 Robustness Checks

Table D6: Experience of IPV: Robustness Checks

Original Including 0 COVID-19 deaths
Log Aged-Standardized Mortality Rate 0.0219∗∗∗ 0.0163∗∗∗

(0.00465) (0.00381)

Married

Separated or divorced -0.0790∗∗∗ -0.0790∗∗∗

(0.00474) (0.00473)

Single -0.100∗∗∗ -0.100∗∗∗

(0.00505) (0.00504)

Aged 15-24

Aged 25-44 -0.0666∗∗∗ -0.0659∗∗∗

(0.00542) (0.00540)

Aged 45-64 -0.131∗∗∗ -0.130∗∗∗

(0.00641) (0.00636)

Aged 65-99 -0.198∗∗∗ -0.196∗∗∗

(0.00761) (0.00757)

Lives in rural areas -0.0245∗∗∗ -0.0266∗∗∗

(0.00518) (0.00518)

Primary Education

Secondary Education -0.00130 -0.00153
(0.00401) (0.00400)

University Education -0.0240∗∗∗ -0.0240∗∗∗

(0.00523) (0.00522)

Number of kids 0.0133∗∗∗ 0.0131∗∗∗

(0.00104) (0.00103)

% IPV in 2016 0.00529∗∗∗ 0.00542∗∗∗

(0.000854) (0.000841)

logGDP in 2019 -0.0127∗∗ -0.0111∗∗

(0.00559) (0.00550)

Constant 0.134∗∗∗ 0.154∗∗∗

(0.0337) (0.0335)
Observations 77314 77704
Adjusted R2 0.024 0.024
Standard errors in parentheses
∗ p < 0.1, ∗∗ p < 0.05, ∗∗∗ p < 0.01
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