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Abstract

Surveys of industry practice over the last decade suggest that Behaviour Driven Development is a
popular Agile practice. For example, 19% of respondents to the 14th State of Agile annual survey
reported using BDD, placing it in the top 13 practices reported. As well as potential benefits,
the adoption of BDD necessarily involves an additional cost of writing and maintaining Gherkin
features and scenarios, and (if used for acceptance testing,) the associated step functions. Yet
there is a lack of published literature exploring how BDD is used in practice and the challenges
experienced by real world software development efforts. This gap is significant because without
understanding current real world practice, it is hard to identify opportunities to address and
mitigate challenges. In order to address this research gap concerning the challenges of using
BDD, this thesis reports on a research project which explored: (a) the challenges of applying
agile and undertaking requirements engineering in a real world context; (b) the challenges of
applying BDD specifically and (c) the application of BDD in open-source projects to understand
challenges in this different context.

For this purpose, we progressively conducted two case studies, two series of interviews, four
iterations of action research, and an empirical study. The first case study was conducted in an
avionics company to discover the challenges of using an agile process in a large scale safety-
critical project environment. Since requirements management was found to be one of the biggest
challenges during the case study, we decided to investigate BDD because of its reputation for
requirements management. The second case study was conducted in the company with an aim
to discover the challenges of using BDD in real life. The case study was complemented with an
empirical study of the practice of BDD in open source projects, taking a study sample from the
GitHub open source collaboration site.

As a result of this Ph.D research, we were able to discover: (i) challenges of using an agile
process in a large scale safety-critical organisation, (ii) current state of BDD in practice, (iii)
technical limitations of Gherkin (i.e., the language for writing requirements in BDD), (iv) chal-
lenges of using BDD in a real project, (v) bad smells in the Gherkin specifications of open-source
projects on GitHub. We also presented a brief comparison between the theoretical description
of BDD and BDD in practice. This research, therefore, presents the results of lessons learned
from BDD in practice, and serves as a guide for software practitioners planning on using BDD
in their projects.
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Chapter 1

Introduction

This chapter introduces the background on Behaviour Driven Development (BDD), the motiva-
tion that guided this research, the thesis statement, and the research questions pursued during
this Ph.D. This chapter is divided into five sections. Section 1.1 provides a background for
the research; whereas, Section 1.2 provides the description of the motivation for investigating
the challenges of applying an agile process, specifically, Behaviour Driven Development to the
development of a project in a large-scale avionics company. Section 1.3 describes the thesis
statement and the research questions answered during this research. Section 1.4 discusses the
research contribution, and Section 1.5 presents an overview of each chapter in this thesis.

1.1 Background

Typical requirements engineering activities comprise elicitation, analysis, documentation, and
review [Dick et al., 2017, Fricker et al., 2015, Kassab, 2015]. A variety of methods have been
developed to elicit requirements from and with stakeholders including, prototyping, interviews,
focus groups, etc. Similarly, a variety of methods for analysing and documenting requirements
have also been proposed in both the peer-reviewed and grey literature, including, for example,
business process modeling, gap analysis, requirements templates, user stories, etc. In general,
the purpose of these activities and methods is to (i) facilitate communication between the stake-
holders; (ii) establish a shared vision of the project among stakeholders; and (iii) inform project
management and planning.

Nuseibeh and Easterbrook [2000] and many other researchers [Macaulay, 2012, Rost and
Glass, 2011, Fricker et al., 2015, Lehtinen et al., 2014, Iqbal et al., 2020] argue that inadequate
requirements are a major cause of project failure. A recent survey [The Standish Group, 2019]
on the success of IT projects and project management best practices shows that 83.9% of IT
projects partially or completely fail. The top factor in the failure of projects, according to the
survey, is incomplete requirements.

These challenges are exacerbated in large-scale complex IT systems because of factors such

1
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as organisational structure, size and nature of the project, the number of teams involved, and
involvement of non-agile units [Inayat et al., 2015b, Kalenda et al., 2018]. A large number
of stakeholders’ involvement also affects the ability to communicate effectively in large-scale
development context [Fucci et al., 2018].

To address these challenges, several researchers [Paasivaara et al., 2018, Abrar et al., 2019,
Venkatesh and Rakhra, 2020, Kalenda et al., 2018] have suggested the use of agile methods for
the development of large-scale systems because of their flexibility, and emphasis on commu-
nication and coordination. Despite the attempts to adopt agile methods in large-scale systems
development, and their perceived benefits and success in small-scale projects, requirements man-
agement, shared understanding and communication among stakeholders consistently appear in
the literature as challenges of agile requirements engineering in a large-scale development en-
vironment. [Inayat et al., 2015a, Vilela et al., 2017, Uludag et al., 2018, Dikert et al., 2016].
Kalenda et al. [2018] argue that “scaling of requirements management cannot be avoided when

scaling agile”. Kasauli et al. [2021] identify six themes related to the challenges of agile require-
ments engineering in large-scale systems during their multi-method study involving interviews,
focus groups, and cross-company workshops. Four out of the six themes focus on the challenges
related to requirements management, shared understanding, and communication. The remain-
ing two themes focus on the process and organisational aspects of a project. In a Systematic
Literature Review by Dikert et al. [2016], requirements management, communication, and coor-
dination are among the top challenges of agile requirements engineering in a large-scale context.
The recent studies list requirements management and shared understanding of a project among
the major challenges in the application of agile methods in large-scale environment [Dikert et al.,
2016, Uludag et al., 2018, Steghöfer et al., 2019, Kalenda et al., 2018, Kasauli et al., 2018b].

The nature of the challenges reported in the literature implies that mere adoption of an agile
process does not solve the challenges pertaining to the requirements engineering of large-scale
systems. A systematic mapping study by Curcio et al. [2018] also identified requirements man-
agement in large-scale systems development as a research gap. It is, therefore, important to
investigate the challenges related to requirements management, communication, and shared vi-
sion in a large-scale development context.

Although it was originally conceived for acceptance testing purposes [North et al., 2006],
Behaviour Driven Development (BDD) has recently gained popularity and appeared as an agile
method that promotes flexibility and shared vision through ease of communication and require-
ments management [Oliveira and Marczak, 2018, Wang and Wagner, 2018, Moe, 2019]. The
annual industrial survey reports on the state of agile from the last eight years show a gradual
increase in the popularity of BDD [CollabNet VersionOne, 2013, 2014, 2015, 2016, 2017, 2018,
2019, 2020]. The survey reports show that more than a fifth of teams are incorporating BDD.

BDD is a test-first approach which focuses on writing acceptance tests for requirements spec-
ification before writing production code [Oliveira and Marczak, 2018, Irshad et al., 2021, Smart,
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2014]. Advocates of BDD argue that the focus on requirements specification in BDD helps
in avoiding waste of effort i.e., building something that is not required [Oliveira and Marczak,
2018, Smart, 2014]. A recent survey shows that practitioners believe that BDD provides ease of
understanding by employing a ubiquitous language (i.e., Gherkin) for expressing requirements
specification in the form of agile user stories [Binamungu et al., 2020].

Gherkin uses a structured natural language to describe requirements specifications in the
form of features and scenarios. A feature in BDD is an agile user story, describing a single
functional behaviour; whereas, a scenario is a specific example of the feature being performed
with a system. Existing literature on BDD [Oliveira and Marczak, 2018, Dees et al., 2013, Smart,
2014, Irshad et al., 2021] recommends writing features and scenarios in a way that focuses
on a required functionality instead of delving into how that functionality is achieved. Smart
[2014] argues that the use of natural language and obscuration of technical details help the
non-technical stakeholders understand what is going to be built. According to opinions of BDD
practitioners reported in a survey study [Oliveira and Marczak, 2018], requirements specification
in BDD bridges the communication gap between technical and non-technical people, encourages
communication, and creates a shared understanding of a project across team(s).

1.2 Motivation

Despite the benefits, the BDD process itself requires an investment of time and effort to produce
and maintain BDD-related artefacts in addition to all other project-related artefacts as a soft-
ware project evolves. For example, Storer and Bob [2019] observe that the adoption of BDD
necessitates simultaneous maintenance of both Gherkin specifications and corresponding step
functions as system requirements and implementation evolve. More generally, the results of a
survey focusing on challenges of BDD by Binamungu et al. [2018b], show that the area which
needs most attention in the context of BDD is maintenance of BDD specifications. Six out of ten
themes of the challenges discussed in the survey are related to the maintenance of BDD speci-
fications. These themes include, for example, difficulty in locating faults in large BDD suites,
duplication detection, and difficulty in changing BDD suites. The survey demonstrates that the
cost of maintaining BDD specifications is a significant concern for practitioners working in the
software industry. The practitioners also believe that the change in BDD requirements becomes
difficult as the requirements of a system evolve [Binamungu et al., 2018b].

The results of a survey study [Irshad et al., 2021] on the use of BDD in large-scale system
development show that large-scale system development requires more time and effort because
of the factors that define large-scale system’s context. These factors include communication
overhead between multiple teams and a large number of stakeholders, cross functional depen-
dencies, parallel development, and effort estimation issues. The results of the survey show that
the practitioners believe that the use of BDD in a large-scale context could be costly because of



CHAPTER 1. INTRODUCTION 4

the effort required to perform detailed analysis and model a large number of scenarios.
Several researchers [Storer and Bob, 2019, Binamungu et al., 2018b, Irshad et al., 2021,

Binamungu et al., 2020] have pointed out the maintenance of BDD specification as one of the
research opportunities. The existing research has explored various aspects of the challenges re-
lated to the maintenance of BDD specifications e.g., size of a project [Irshad et al., 2021], tool
support [Storer and Bob, 2019], quality of BDD specifications [Binamungu et al., 2020], expe-
rience of applying BDD [Binamungu et al., 2018b] etc. However, to the best of our knowledge,
no study has investigated the technical limitations of Gherkin and BDD specifications writing
styles which could also create maintenance issues in BDD specifications.

Several researchers [Binamungu et al., 2020, Oliveira et al., 2019] argue that writing a good
BDD test suite is a challenging task. The studies [Binamungu et al., 2020, Oliveira et al., 2019],
however, are focused on the quality of BDD specifications. For example, as a result of a survey
from BDD practitioners by Oliveira et al. [2019] has proposed a question-based checklist to
assess the quality of BDD specifications. The maintenance issues emerging from underlying
technical limitations of Gherkin and the ways people write requirements are still undiscovered.

In summary, challenges evident in industry concerning the use of BDD in large-scale systems
development, coupled with the lack of research on this topic in available literature is the biggest
motivation for this research. A case study in the early phases of this research identified require-

ments management in large-scale systems for teams adopting agile process as a real concern.
We, therefore, chose to focus on studying the challenge from their perspective and conducted an
action research case study to explore the application of BDD to a project. In order to generalise
and compare the observations from the second case study, an experiment was conducted that
extended the scope to include open-source projects on GitHub. This research helped in discov-
ering technical limitations of Gherkin and studying bad smells (i.e., structural inflexibilities) in
BDD requirements specifications due to the ways people write BDD requirements.

1.3 Thesis Statement

Ultimately, the focus of this research was to explore the practice of Behaviour Driven Devel-
opment in a real-world software development context. Therefore, the thesis statement for the
research described here is as follows:

The practice of Behaviour Driven Development, its associated artefacts, and the intrin-
sic nature of the associated Gherkin language, incurs significant additional overhead for
software engineers in terms of on-going maintenance in real-world software engineering
environment.

However, the research presented in this thesis was developed in stages. The research was
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initially motivated by the lack of case study research concerning the challenges of applying ag-
ile methods generally in large scale safety critical systems. Therefore, a study was developed
in partnership with a large avionics company to explore this concern. The company was tran-
sitioning to the use of agile methods within their software development teams, so this process
provided an opportunity to understand both the benefits and challenges of applying agile as per-
ceived by the practitioners. Semi-structured interviews were conducted with members of several
teams at different stages of the transition to explore the challenges faced during the application
of an agile method within the company. The following research question was the focus of the
first semi-structured interview study:

RQ1: What are the challenges of adopting agile methods in large-scale software development
activities, particularly in regulated environments?

During this first study, the engineering and management of requirements in large-scale sys-
tems emerged as a key challenge. Based upon the findings of the initial study and in agreement
with the case study partner, we decided to explore the application of Behaviour Driven Develop-
ment (BDD) to requirements engineering within the company’s software development process
due to its association with agile methods and growing popularity in the industry. We conducted
an action research case study in the same company with the aim of exploring the challenges of
applying BDD to the development of a project in the company. The study was focused on the
following research question:

RQ2: What are the challenges of adopting Behaviour Driven Development for the purposes of
requirements engineering and acceptance testing in the early phases of a software project?

The action research case study yielded the discovery of technical limitations of Gherkin
(i.e., the language for writing BDD specifications) along with the challenges of applying BDD.
However, the study was restricted to a single project in an organisation. We extended the scope
of our research and decided to investigate open-source BDD projects on GitHub. The purpose of
the study was to identify existing writing practices in BDD specifications that could potentially
create maintenance issues in BDD specifications. The following research question was the focus
of that study:

RQ3: What are the specification writing practices in the existing open-source BDD projects
that could result in maintenance challenges in behaviour driven development software
projects?

1.4 Research Contribution

The research presented in the thesis makes several contributions to the body of knowledge. The
contributions include:
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Exploratory Case Study of Agile Software Development for Safety-Critical Systems Projects
This study significantly extends the existing evidence base for the application of agile software
development within safety-critical systems engineering by investigating the challenges from the
perspective of practitioners. We conducted four semi-structured interviews with employees of
the company in a variety of roles in different software projects and with diverse experiences.
The extent of the material generated from these interviews allowed us to gain significant insight.
Specifically, we reported on how some teams within the company have employed an agile soft-
ware process (Scrum) within a Waterfall process for the wider systems engineering project. We
elaborated on this integration by describing how the teams have made necessary customisations
to Scrum to fit within this process.

We described the successes that the teams have experienced in employing and adapting indi-
vidual agile practices, such as, planning poker, continuous integration, automated static analysis,
and code reviews, as well as, discussing where the use of agile software development has led to
drawbacks. We also investigated the practices that the teams have not employed, such as pair
programming and user stories, and discussed the rationale for this from the teams’ perspective.
Where appropriate, we related these insights to the available literature. The work, therefore, pro-
vides a substantial case study based on evidence from an industry of the real-world challenges of
employing agile software development for safety-critical systems and establishes a foundation
for future research in addressing these challenges.

Participatory Action Research Case Study of Behaviour Driven Development The action
research case study contributed to the body of research in four ways. First, this study was an
industrial study. Since there is a lack of empirical studies exploring the challenges and technical
limitations of applying Behaviour Driven Development (BDD) in a large-scale organisation, the
study significantly extended the evidence base for the empirical studies on the application of
BDD.

Second, the action research explored the technical limitations of BDD. The action research
study was a walk through of the application of BDD to a project. It explored the technical
limitations of BDD in representing some of the requirements for example: lack of support for
concurrent execution of actions by multiple actors. During the action research, we also discov-
ered that BDD is helpful in the validation of requirements and evaluating their consistency.

Third, the semi-structured interviews presented an overview of the challenges experienced
by the practitioners during the application of BDD to a project. Through the semi-structured
interviews, we were able to highlight the real-life challenges in the application of BDD due
to the factors like experience of the team members, workflow, number of stakeholders, and
organisational structure and culture.

Fourth, the overall study enabled us to present a comparison between BDD in theory and
BDD in practice. We learned that the theoretical description of BDD and its steps do not take the
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real-life factors into consideration e.g., organisational structure and culture; and team’s experi-
ence and familiarity with BDD. The outcomes of the steps involved (in the theoretical framework
of BDD) are based upon assumptions and ideal circumstances. The comparison between the the-
oretical framework of BDD and BDD in practice helped us in understanding the practicality of
the recommended steps in BDD.

Empirical Study of BDD Characteristics in Open Source Projects The study presents the
state of BDD in open-source projects on GitHub. The purpose of the study was to give a bird’s-
eye view of BDD in practice. The study presents: (i) an overview of the open-source Behaviour
Driven Development projects; (ii) a comparison between the BDD and non-BDD projects; (iii)

the evolution of different (BDD) projects related artefacts. The study uses the projects’ meta-
data to present an overview and the growth of different project-related artefacts by analysing
the commit history of the projects. The study also draws the statistical relationships between
various project-related artefacts.

Online Experiment to Explore the Nature of Bad Smells in Open-Source BDD Project’s
Specifications To the best of our knowledge, there is not a single study that has investigated
the open-source BDD projects to identify the existing BDD specifications writing practices and
patterns that could adversely affect the maintainability of BDD requirements specifications. This
study is a foundation stone of the evidence base for the empirical studies on the discovery of
existing bad smells in open-source BDD projects’ specifications.

First, we analysed the existing literature on bad smells (i.e., structural inflexibilities of
project artefacts) in software engineering. Then, the bad smells, which appeared applicable
to BDD requirements specifications, were identified. Next, we performed a feasibility assess-
ment of the identified bad smells to pick out the bad smells for which a further investigation was
possible within the time limit of this Ph.D. We selected a number of applicable bad smells for
further investigation and discussed the rest of the applicable bad smells as an opportunity for
the future.

This study discussed the impact of each of the finally selected bad smells on BDD speci-
fications. The study also presented the percentage of their existence in the open-source BDD
projects. Through this study, we have attempted to identify the existing BDD specification writ-
ing practices and patterns that must be avoided.

1.5 Thesis Overview

The objective of this research was to investigate the limitations and challenges during the use of
agile, specifically, Behaviour Driven Development (BDD) in practice.
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Chapter 2: presents the description of the research methods that were used during this Ph.D
research. The research methods include a systematic literature of the relevant studies, ex-
ploratory case study, action research and interviews within a large-scale avionics company, and
an online experiment.

Chapter 3: serves as a background for Chapter 4. It examines the relevant literature related to
the use of agile process in large-scale safety-critical systems. The chapter includes a Systematic
Literature Review on the challenges of applying agile methods in a large-scale safety-critical
systems development context. The chapter presents the challenges reported in the literature on
the use of agile methods for the development of large-scale safety-critical systems.

Chapter 4: is an exploratory case study on the use of agile in a large-scale avionics company.
The case study identifies the challenges in the use of an agile process in large-scale safety-critical
systems development. The chapter includes a discussion on the organisational hierarchy, team
structure, and overall context. The chapter also presents the results from the semi-structured
interviews in the form of the challenges related to the use of agile process in the company.

Chapter 5: serves as a background for Chapters 6, 7 and 8. The chapter discusses the concept
of Behaviour Driven Development (BDD). The chapter presents an overview of the literature on
Behaviour Driven Development (BDD). The chapter also discusses the BDD process.

Chapter 6: is an action research case study for the incorporation of BDD into a project at the
company. The chapter discusses the incorporation of BDD; the technical limitations of Gherkin;
the context of the study; and the results from the post hoc semi-structured interviews which were
conducted to learn from people’s experience of using BDD. The chapter presents a summary of
the technical limitations of Gherkin and the challenges faced by the team in using BDD. The
chapter also presents a comparative analysis of BDD in theory and BDD in practice.

Chapter 7: gives an overview of the open-source BDD projects on GitHub. The chapter
discusses the development process of a tool for retrieving the metadata from the open-source
BDD projects on GitHub. The chapter presents the bird’s-eye view of the open-source BDD
projects; their comparison with non-BDD projects; and the growth and evolution of different
BDD-related project artefacts.

Chapter 8: discusses different types of applicable bad smells in BDD specifications. The
chapter presents a summary of the existing bad smells in the open-source BDD projects on
GitHub. The chapter also discusses the implications of such bad smells on BDD specifications.
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Chapter 9: presents the conclusions to the research questions discussed in Section 1.3. The
chapter also discusses the limitations of this research work and the suggestions for future re-
search.



Chapter 2

Research Methodology

This chapter describes the research methods used during the course of this Ph.D research. These
research methods include literature review, case study, action research and (online) experimen-
tation. Section 2.1 provides the justification for the choice of each research method. Section
2.2 through to Section 2.5 describes the use of literature review, case study, action research and
(online) experiment in detail. Section 2.6 presents the summary of the chapter.

2.1 Justification of the Research Approach

Figure 2.1 shows the flow of the progress of this research, the relationship between the research
questions and the research methods used during this research. The first stage of the research was
a systematic literature review in the broad area of agile methods in safety-critical systems. This
revealed that a body of the academic literature considers agile methods in their traditional form
unsuitable for the development of large-scale safety-critical systems mainly due to the rigour,
production of heavy documentation and following of strict procedures required to develop these
systems. Following this, it was decided to investigate whether these issues could be confirmed
in a real industrial setting. A case study was conducted in a large avionics company to report
their experience of using the Scrum agile method. During the case study, requirements manage-
ment in agile development of large-scale safety-critical systems appeared as a major concern.
This concern was further investigated with the help of a literature review on Behaviour Driven
Development (BDD) followed by an action research case study on the use of BDD for the devel-
opment of a project at the (same) company. The choice of BDD was influenced by its apparent
popularity for requirements management and enhanced communication. During the study, we
learned that the language used for describing BDD scenarios (i.e., Gherkin), provides a lot of
freedom which could potentially allow developers to write specifications that are functionally
correct but structurally problematic. The lessons learned from the action research study were
limited to an early phase of a single case study; therefore, we decided to extend the scope of the
study to open-source BDD projects on GitHub.

10
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The choice of research methods during the course of this Ph.D was driven by the circum-
stances as the programme of studies progressed. The research was based on the knowledge
gained from the literature review. The analysis of recent and past literature helped us in laying
the foundation of this Ph.D research. The analysis of the relevant literature not only helped us
in identifying the research gap but enabled us to construct the objectives of this research. The
literature review helped in identifying the lack of empirical research in the area we were initially
interested in i.e., application of agile methods in large-scale safety-critical systems. The curios-
ity behind the question “What happens in real life?” made us want to conduct our research in an
industrial setting. The aim was to report the challenges of applying agile methods to large-scale
system development.

The author was fortunate to find an industrial partner for his research. The industrial partner
was a large avionics company in the UK, and they were already experimenting with an agile
method (i.e., Scrum) for the development in several of their projects. We had an appointment
based access to the employees of the company (i.e., the industrial partner). Due to the confi-
dential nature of the organisation’s projects, we did not have direct access to the projects, the
site of the development or any project related documentation. The data we collected focused on
opinions and experiences of applying Scrum in their own context in the form of semi-structured
interviews.

The second case study with the same company was focused on learning the impediments in
applying Behaviour Driven Development (BDD) to the development of a project at the company.
The project team at the company was unfamiliar with the use of BDD, so action research was the
best suited approach. Action research is an “on the spot” process which aims at taking correc-
tive actions for bringing improvement in a situation [Chu and Ke, 2017]. Following the action
research method, we were able to incorporate BDD in the development process of a project by
constantly suggesting improvements based upon ongoing evaluations and observations. Con-
ducting the action research allowed us to observe the limitations of using the Gherkin language
for BDD in practice

Our choice of an online experimentation was driven by the need to extend the scope of
the study and the desire to generalise the findings to other projects. We took the motivation
from a few existing studies [Kalliamvakou et al., 2016, Chong and Lee, 2018, Ortu et al., 2018,
Munaiah et al., 2017, Cosentino et al., 2017, Borle et al., 2018, Vendome et al., 2017] and
decided to investigate a random sample of open-source projects on GitHub to understand BDD
in practice.

2.2 Literature Review

A literature review is performed to identify the “state of the art” in a field of interest [Walli-
man, 2017]. A literature review also helps in identifying the gap in research and provides an
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understanding of how new work will extend the state of the art [Walliman, 2017]. According
to Snyder [2019], a literature review is a way of synthesising research findings and uncovering
areas where more research is needed.

Snyder [2019] categorised the literature reviews as (i) systematic review: aims to identify all
empirical evidence to answer a particular research question or hypothesis, (ii) semi-systematic
review: explores how research within a selected field has progressed over time, (iii) integrative
review: assesses or critiques the literature on a research topic in order to propose new theoretical
frameworks or suggest improvements to existing frameworks.

The literature reviews during this research were performed in progressive steps. As this Ph.D
research progressed, the focus of the literature review also progressed. The initial focus of the
literature review was on application of agile in large-scale and safety-critical systems. Then, on
the basis of the first case study, the focus of a second literature review narrowed to Behaviour
Driven Development (BDD). Two literature reviews formed different sections of Chapter 3 and
Chapter 5.

We relied on the online libraries for doing the literature review. The first part of the literature
review (i.e., Chapter 3 ) was a systematic literature review. Whereas, an exhaustive search for
literature was performed, and a semi-systematic protocol was adopted for the next part (i.e.,
Chapter 5).

2.2.1 First Literature Review

According to Shokraneh [2019], irreproducibility of the research is a major concern in all fields
of science. The literature reviews, if not documented properly, are seldom reproducible. In
order to make the literature review reproducible, the author of this document used the systematic
literature review guideline by Kitchenham et al. [2009].

The Kitchenham et al. [2009] guideline for a Systematic Literature Review (SLR) describes
a process for conducting a repeatable literature review, which also provides the guidelines on
identifying, evaluating and interpreting the relevant research on a particular area of interest. The
guidelines also propose methods for conducting a well planned study and provide recommenda-
tions for measuring the quality of a literature review and validity of its results.

The systematic literature review was focused on the use of agile methods in regulated en-
vironments, in particular, safety-critical systems development. It was helpful in understanding
the current state of issue(s) and solutions related to the application of agile in large-scale safety-
critical systems.

2.2.2 Second Part of the Literature Review

The first part of the literature review provided a background for the first case study. The result
from the first case study suggested that requirements engineering in the large-scale systems was
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an issue and needed further investigation. Therefore, our second literature review was focused
on agile requirements engineering, specifically, Behaviour Driven Development (BDD). BDD
is an agile method which is based upon requirements, their elaboration and their management.
The second literature review served as the background knowledge for the second case study.

During an initial review of the literature, we identified a lack of empirical research on BDD.
Snyder [2019] recommends a semi-systematic review of the literature where the intention is to
present a narrative overview of the research area. We, therefore, adopted this approach prior to
conducting our own empirical research on BDD.

2.3 Case Study

Thomas [2015] defines the case study as a research which concentrates on a person, group,
institution, country, an event or a period of time. Ridder [2017] calls it investigation of “a real-

life phenomenon in-depth and within its environmental context”. Unlike experimentation, the
case study research does not have a controlled environment. Instead, the environmental context
is a part of the case study research investigation [Ridder, 2017]. Thomas [2015], while defining
the case study, says “it is not a method in itself... rather it is a focus on one thing”. According
to the author, the results from a case study should not be generalised since the purpose of a
case study is to investigate a phenomenon in relation to a single entity (i.e. person, group, an
organisation etc).

The case study approach was used twice during the course of this Ph.D research. The case
study was a suitable method in our context because we wanted to learn from a real life example
of the use of an agile method in an industrial setting, conduct the study in an uncontrolled
environment, and report the experience and opinions of the people using the method in a real
project. The first case study explored the use of agile process in a large-scale environment;
whereas, the second case study explored the use of Behaviour Driven Development (BDD).
Both case studies were conducted in a large avionics company in the United Kingdom (referred
to as “the company”∗) throughout this document.

The company as a whole was engaged in a variety of projects for external customers, typi-
cally comprising both hardware and software development for safety-critical systems. Although
they had a previous collaborative relationship with the supervisor of the author, their selection as
a research partner was driven by mutual interests. The company was already exploring the use
of agile in a large-scale regulated environment which made them an ideal case for the research.

Negotiations led to a non-disclosure agreement signed between the parties involved in the
research due to the sensitive nature of the work at the company. An unstructured interview was
conducted with two employees at senior positions in the company as a preliminary step. The
interview was focused on understanding the overall structure, processes and the workflow in the

∗name of the company redacted because of the non-disclosure agreement between the research partners



CHAPTER 2. RESEARCH METHODOLOGY 15

organisation. This interview formed the basis of the objectives and the design of both (i.e., first
and the second) case studies.

The guidelines by Hancock and Algozzine [2017] and Yin [2011] were followed for execu-
tion of the case study research process which involved following activities:

• Selecting a design: Objectives are defined and case study design (i.e., exploratory, ex-
planatory, or descriptive [Yin et al., 2003]) is selected.

• Data collection: Procedures and protocols for data collection are defined and executed.

• Analysis: First, the collected data is organised in a logical and a manageable format. After
that, interpretation is performed on the data.

• Reporting: The reader is given a comprehensive view of the focal issue and the findings
of the case study.

The first case study was an exploratory study. The objective of the case study was to un-
derstand and explore the application of agile in the context of an industrial, large-scale regulated
environment. A series of semi-structured interviews was conducted to collect qualitative data,
and the focus of the interviews was on the discovery of challenges and impediments in the ap-
plication of agile. The data was analysed using Wengraf [2001] guideline.

The second case study was also an exploratory study. Its objective was to explore the use of
BDD in an industrial setting. Four iterations of action research were performed before conduct-
ing the semi-structured interviews. The use of action research method not only aligned the BDD
workflow with an ongoing development process but was also instrumental in formulating the
interview questions for the second case study. The focus of the interviews was on the discovery
of impediments in the application of BDD.

2.3.1 Semi Structured Interviews

Different sources of information for collection of evidence during a case study [Yin et al., 2003]
include documents, email correspondence, notes, direct observations etc. Interviews are also
considered one of the important means for collection of evidence in a Case Study [Holstein et al.,
2002, Yin et al., 2003]. Interviews are generally categorised under qualitative research methods,
and they are used to explore practices, views and beliefs. Research data from interviews often
comprises of lengthy explanations.

Interviews do not have a single standard definition, and a number of different methods to
conducting them have been proposed. According to Wang [2015], an interview is interactional
communication process between two parties, where one of the parties asks pre-determined ques-
tions. Walliman [2017] considers interviews as one of the methods for collecting qualitative data
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from people’s experiences and recollections. According to Gubrium and Holstein [2001], “in-

terviews give access to observations of others”. We can say that interview is a form of an
interaction which lets the interviewee narrate the account of his/ her experience in his/ her own
words.

Semi-structured interviews are in-depth interviews where respondents are asked about facts
and their opinions on a matter of interest [Yin et al., 2003]. In these types of interviews, the
respondents may be considered as “informants” [Yin et al., 2003] because they can provide
insight and refer to corroboratory sources of evidence. Unlike structured interviews, where
the interviewer asks a set of pre-determined questions, semi-structured interviews are flexible
and their use encourages reciprocity between the interviewer and the participant [Kallio et al.,
2016]. Semi-structured interviews give the freedom of expression to the participants, and open
ended questions prompt discussion which helps the interviewer to explore a particular theme
and improvise new questions during the interview.

Use of the semi-structured interviews helped us to explore, investigate and learn the practices
and the behaviours followed in the company, particularly, the company’s experience of using
the software development methods studied during this research. Two sets of semi-structured
interviews in the company were conducted during the course of this research to gather opinions
in the form of qualitative data. The first series of interviews was conducted during the first
case study to explore and learn the use of agile methods in the company. The second series of
interviews was conducted during the second case study to learn the company’s experience of
using Behaviour Driven Development (BDD).

Figure 2.2 provides a visual summary of our semi-structured interview process. Wengraf
[2001]’s guidelines were used for preparing the questions for the interviews. After carefully
reviewing the questions and getting them validated from an independent expert, mock interviews
were conducted to estimate the average duration of the interview and adjust the sequence of the
questions.

2.3.2 Wengraf’s Method

Wengraf [2001] provides a guideline for the development and analysis of a semi-structured
interview questions. Figure 2.3 is a graphical representation of the Wengraf’s model. The
model is a hierarchical approach consisting of four steps. First step is to determine the Goal
(i.e., Research Purpose) of the interview. The next step is to determine “What do you need to

know?” in order to reach the Goal of the interview. To achieve this, RP is refined as one or
more objectives called Central Research Questions (CRQs) that encompass the broader aspects
of the research purpose. The description of the information required to understand each aspect
is documented in the form of a separate objective at this stage.

In the third step, each CRQ is divided into a number of Theory Questions (TQ), specific
propositions to be investigated during the conduct of the study. Theory questions “... are for-
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Figure 2.2: The interview process
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Figure 2.3: RP -> CRQ- > TRQ -> IQ: Wengraf’s semi-structured interview model

mulated in the theory-language of the research community” [Wengraf, 2001]. The information
required to answer each proposition is further divided into a set of interview questions in the
fourth step. In this step, the set of suitable interview questions (IQs) for each TRQ are devel-
oped. The interview questions (IQs) are “... formulated in the language of the interviewee”

[Wengraf, 2001]. This approach provides a logical hierarchy and rationale behind every inter-
view question.

Analysis of the gathered data is also performed by using Wengraf [2001] guideline by an-
swering the questions backwards with the help of the following formula 2.1 where IM is the
interview material, ATQ is the answer to each theory question which will answer the Central
Research Questions.

IM−> AT RQs−> ACRQ (2.1)

Answers (IM) to the Interview Questions (IQ), related to a single Theory Question (TQ) are
combined to form a story. This story answers a Theory Question. Then, the answers to each
Theory Question related to a single Central Research Question (CRQ), are combined to answer
the CRQ. The descriptive answer of each CRQ is then combined to describe the purpose of the
research.

Once the interview instrument was developed, mock interviews were conducted to estimate
the duration of the interviews. Next, the interviews were conducted, transcribed, and the tran-
scriptions were validated with the interviewees in case they wanted to add or omit anything.
The analysis was performed using the Wengraf [2001] guidelines through which we reached the
“Goal” of the interview. The guidelines also assisted in drawing the context of the interviews.

2.4 Action Research

Action research is also called learning by doing [Riley and Moltzen, 2011]. It involves conduct-
ing research alongside implementing actions or changes within an environment where circum-
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stances require flexibility [Somekh, 2005]. Action research enables the practitioners to study
and improve aspects of practice [Tran, 2009, Koshy, 2005]. Understanding the context, plan-
ning, and implementing a corrective action are the main purposes of being engaged in action
research [Koshy, 2005]. Action research is suitable in settings where practitioners seek to “se-

lect a new initiative, study its practical implications, consider ways of implementing the ideas,

and evaluate and make decisions” [Koshy, 2005]. Gunbayi [2020] categorises the action re-
search into three types i.e.,

• Technical Action Research: The researcher puts an action into practice, and the practi-

tioner follows the instructions of the researcher.

• Participatory Action Research: The researcher and practitioner put an action into prac-

tice together.

• Emancipatory Action Research: The practitioner is given new knowledge and skills to

gain a critical perspective towards the practitioner’s own practices.

The need for action research arose at the start of the second case study when the company
wanted to employ a development process which could help them with better management of re-
quirements. Our intention was to enable the team to employ BDD and study the impact of BDD
on their development processes. Participatory action research design was adopted to collaborate
with the practitioners in order to align BDD with their development processes. Participatory
action research is suitable in the situations where the focus is on capacity building [MacDonald,
2012]. It involves the use of self-reflective cycles to achieve a social change [Savin-Baden and
Wimpenny, 2007]. The work proceeded in four phases of action research, with data gathered
throughout.

We followed the participatory action research guideline described by Kindon et al. [2007].
According to Kindon et al. [2007], (participatory) action research is an iterative method with
five main steps: (i) Diagnosis, (ii) Planning, (iii) Action, (iv) Analysis, (v) Reflection. Please
note that from this point onwards wherever we use the term “action research”, it will mean
“participatory action research”.

Diagnosis concerns the identification of the underlying problem which cultivates an organisa-
tion’s desire for change [Baskerville, 1999]. According to Danley and Ellison [1999], diagnosis

in participatory action research identifies the gaps in knowledge and skill of the team members.
The first case study (as described in Chapter 4) in this thesis provided the information which

helped in diagnosing the problem i.e., requirements management in large-scale systems is a
challenge. The company wanted to deliver earlier and improve its project development process
by using a method which could help them with their requirements management process.
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Planning in action research describes the planning process of the actions that could resolve
the issues identified during diagnosis. According to Kemmis et al. [2013], planning includes
identification of the stakeholders, provision of monitoring the action, shared concerns, possibili-
ties and limitations. Chevalier and Buckles [2019] refer to planning as a blueprint for systematic
action.

Planning activities were undertaken in collaboration with representatives from the company
throughout the action research. This took place either through email or in-person meetings.
For example, after a considerable number of email exchanges and several meetings between the
author and the company representatives, it was mutually decided to explore Behaviour Driven
Development (BDD) for development of a project because of its apparent popularity for require-
ments management, and communication through requirements specifications.

Action in this context describes the implementation of the plan for improvement. According
to Mertler [2009], action (in this context) is also a process of data collection. The new state or
change that arises (as a result of this phase) serves as an input (i.e., data) for the next phase (i.e.,
analysis) in action research.

The action in our context was primarily focused on requirements elicitation, refinement and
documentation of requirements of the project we agreed to work upon with the company. For
example, the development team at the company already had an existing set of user stories before
we decided to collaborate with them. In order to incorporate BDD, these user stories were
converted into BDD requirements (feature) format as a part of the action taking during the first
iteration of action research.

Analysis involves understanding and interpretation of the data collected during or as a result
of the action. According to Johnson [2008], “...as you collect your data, analyse them by look-

ing for themes, categories, or patterns that emerge. This analysis will influence further data

collection [and analysis] by helping you to know what to look for”.
Qualitative data in form of observations were collected during the four iterations of the ac-

tion research. For example, during the conversion of the existing requirements into the BDD
requirements (feature) format in the first iteration of action research, discrepancies in the exist-
ing set of requirements were observed. Removal of those discrepancies revealed a number of
limitations of Gherkin. These observations were documented. In addition, more qualitative data
in the form of observations regarding BDD and the use of Gherkin were collected during the
interviews.

Reflection, in this context, implies the corrective actions needed on the basis of the observa-
tions made during analysis. According to Mertler [2009], reflection is a corrective action needed
at the end of a particular action research cycle to make improvements to present context (of the
action research) to reach better results.
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Corrective actions, on the basis of analysis, were suggested at the end of each of the four
iterations. These suggestions became the basis for planning for the next iteration. For example,
as a corrective action during the first iteration of action research, we suggested removal of the
structural anomalies in the existing set of requirements, which led to the need for breaking up
the requirements into smaller requirements.

2.5 Online Experiment on GitHub

The design, nature and environment of an experiment is dependent upon the aim of the study
[Juzgado and Moreno, 2001]. The aim of our study was to conduct an experiment using uncon-

trolled historical data of open-source projects. To be able to include and access a large number
of projects’ data, it was decided to use an online platform.

Online platforms are increasingly being used by researchers and analysts for conducting on-
line experiments and collection of data for different purposes [Newman et al., 2021]. Examples
of these online platforms include: Prime Panels†, Study Response‡ and Prolific Academic§. In
spite of GitHub¶ being an online version control system, the meta-data associated with projects
has drawn interest of the researchers. Many studies [Kalliamvakou et al., 2016, Chong and Lee,
2018, Ortu et al., 2018, Munaiah et al., 2017, Borle et al., 2018, Cosentino et al., 2017, Vendome
et al., 2017, Bao et al., 2019, Sharma et al., 2017, Goyal et al., 2018, Qi et al., 2017] have been
conducted that used project related meta-data from GitHub to study the patterns, behaviour of
the developers, practices and various other phenomena such as communication patterns [Ortu
et al., 2018], effects of test driven development [Borle et al., 2018], and software license usage
[Vendome et al., 2017].

GitHub provides a number of resources like GitHub API, through which project related meta-
data can be collected for analysis. Project related information on GitHub includes number of
commits, contributors, development languages, issues, pull requests etc. Researchers and data
miners analyse this meta-data to draw various statistical results [Munaiah et al., 2017, Borle
et al., 2018].

The scope of the case study (discussed in Chapter 6) was limited to a single project. The
focus of this case study was on finding challenges of BDD. To extend the scope of our inves-
tigation, we decided to conduct an online experiment using open-source projects on GitHub.
The purpose of the study was to develop an understanding of the practice of Behaviour Driven
Development in open source software projects. The study used evidence available through the
history of changes made to relevant artefacts in project version control repositories, i.e. Gherkin
feature files.

†https://www.cloudresearch.com/products/prime-panels
‡http://www.studyresponse.net
§https://www.prolific.co
¶https://github.com

https://www.cloudresearch.com/products/prime-panels
http://www.studyresponse.net
https://www.prolific.co
https://github.com
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Extending the scope of our research to open-source projects on GitHub exposed us to a
large number of open-source projects, ranging from new to established projects. Investigation
of open-source projects helped us in studying the overall practice of BDD and investigating the
relationship between various project artefacts. The term “experiment” was inspired from similar
studies [Sharma et al., 2017, Ortu et al., 2018, Bao et al., 2019] that used GitHub to collect meta-
data. We replicated the steps which were common their [Sharma et al., 2017, Ortu et al., 2018,
Bao et al., 2019] experiment design i.e., (i) defining the aim of the experiment, (ii) devising an
exclusion/ inclusion criteria (iii) data extraction and (iv) drawing the results. The aim of the
experiment was to study the application of BDD in open-source projects on GitHub.

2.6 Summary

This chapter presented an overview of the research methods used during the course of this Ph.D
research. The research methods included two literature reviews, each followed by an exploratory
cases study. In addition to the exploratory case study, the second literature review was followed
by action research and experimentation.

The first literature review was a systematic literature review, conducted to understand the
challenges of applying agile methods to the development of large-scale safety-critical systems.
Whereas, the second literature review was a semi-systematic literature review. Its purpose was to
understand and explore the state of the art research on BDD. Each literature review was followed
by an exploratory case study on the same topic. Whereas, action research was used for aligning
the BDD process with the development process of the project, investigated during the second
case study.

The online experiment, using open-source projects on GitHub, was an extension of the in-
vestigation on BDD. Analysis of meta-data from the open-source project on GitHub helped in
understanding the BDD in practice, and studying different project related artefacts and relation-
ship between them.



Chapter 3

Systematic Literature Review on Agile
Methods for Large Scale Safety Critical
Systems

This chapter presents a systematic literature review on the use of agile methods for development
of large-scale safety-critical systems. It also provides a theoretical background for Chapter
4. The focus of systematic literature review was on the challenges of using agile method for
development of large-scale safety-critical systems.

Section 3.1 consists of sub-sections which provide an introduction of the concept of agile
software development of safety-critical systems. Section 3.1.1 presents a brief overview of agile
software development followed by an introduction on safety-critical systems in Section 3.1.2.
Section 3.1.3 presents a background on agile software development of safety critical systems.
Section 3.2 describes the literature review process and protocol. Section 3.3 consists of sub-
sections that divide the selected studies into major themes including: studies advocating the use
of agile for safety-critical systems development, studies focusing a particular aspect of agile
development of safety-critical systems, and studies that suggest tailoring in agile methods. The
challenges found in literature on agile development of large-scale safety-critical systems were
also divided into major themes that are discussed in Section 3.4. Section 3.5 consists of the
discussion on the findings of the literature review. Section 3.6 discusses threats to validity of
this study. Section 3.7 presents a summary of this chapter.

3.1 Agile Development and Safety-Critical Systems

This section provides an overview of agile software development and its relationship to safety
critical system development. It serves as an introductory background for the systematic literature
review and builds an understanding of the context.

23
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3.1.1 Agile Software Development

Agile software development emerged in the late 1990s and is considered to be a response to
the failure of existing plan based software development processes, such as Waterfall [Bening-
ton, 1983, Vijayasarathy and Butler, 2016, Wang et al., 2012] and the Rational Unified Process
[Software, 2003, Tanveer, 2015] to accommodate the highly volatile nature of requirements for
software development projects. A common critique of these methods is that the lifecycle of
software delivery is far slower than the pace of change in the problem domain [Schwaber and
Beedle, 2001, Tanveer, 2015, Koronios et al., 2015, Abrahamsson et al., 2017]. For example, a
typical iteration in the Rational Unified Process is between six and twelve months, during which
time, the requirements for the project or the technology available in the market place may have
changed considerably.

Proponents of an agile approach to software development [Beck et al., 2001a, Abrahamsson
et al., 2017] instead advocate for a process model that is based on continual review of progress
and requirements through continued close collaboration with the customer. Schwaber and Bee-
dle [2001] and Abrahamsson et al. [2017] explain that this approach is derived from empirical
process engineering, in which, rather than attempting to design a software process apriori, pro-
cess engineers closely monitor and make small, frequent changes to the production process. As
a consequence of this approach, a team practising agile software development will still begin
work with a broad understanding of the long term objectives for their project, but will avoid
detailed planning for all except the most immediate project activities.

Agile methods are a family of software process models that share this common agile philos-
ophy. Examples of agile methods include Lean [Poppendieck and Poppendieck, 2003, Dingsøyr
and Lassenius, 2016], Crystal [Cockburn, 2004], Feature Driven Development [Palmer, 2002],
Extreme Programming (XP) [Beck and Andres, 2005] and Scrum [Schwaber and Beedle, 2001].
A unifying characteristic of these process models is that they are iterative and concurrent. Soft-
ware development takes place within short iterations of typically two or three weeks, but some-
times as short as a single day, punctuated by deliveries to a customer for immediate feedback
and review. In further contrast to plan-based methods, within each iteration, multiple software
development activities may occur concurrently, including requirements analysis, design, imple-
mentation and testing. Each agile method is itself further characterised by a set of practices
undertaken to support development work and manage the complexity of the concurrent software
process. Examples include backlog grooming, planning poker, sprint planning daily standups
and retrospectives from Scrum [Schwaber and Beedle, 2001]; spike prototyping, automated unit
testing and refactoring in extreme programming, and value-chain mapping in Lean [Poppendieck
and Poppendieck, 2003, Dingsøyr and Lassenius, 2016].

The software industry, as a whole, is witnessing a gradual transition from traditional plan-
driven process models to agile software development [Chapman, 2016, Chapman et al., 2017,
Glas and Ziemer, 2009, Paige et al., 2011, Wils et al., 2006]. A 2018 survey of software indus-
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try practitioners found that 97% of respondents reported using agile methods [CollabNet Ver-
sionOne, 2019]. In addition, the survey found that 78% of respondents reported that the teams
in their organisation continued to use a mix of agile and plan-based methods and practices.
Advocates of agile software development contend that plan-driven software processes lack the
flexibility to respond to rapidly changing business requirements [Beck and Andres, 2005, Beck
et al., 2001a, Schwaber and Beedle, 2001].

Agile software development addresses this demand for flexibility by emphasising the organ-
isation of work into small co-located teams, short development cycles punctuated by deliveries
of software releases to customers for review and feedback, encouraging frequent informal com-
munication amongst software team members and the exclusion of practices that do not demon-
strably contribute value to the project customer, often including formal documentation [Black
et al., 2009, Rayside et al., 2009]. Such values are embodied in a number of agile methods, such
as Feature Driven Development [Palmer, 2002], Extreme Programming (XP) [Beck and Andres,
2005] and Scrum [Schwaber and Beedle, 2001]. Each agile method may also be characterised by
a number of agile methods, such as daily standup in Scrum or pair programming in XP. Methods
may also be customised by the addition of supplemental practices, or practices themselves may
be customised to meet the demands of the project context.

According to industry surveys, Scrum and XP are the most frequently reported methods
employed by software teams for organising an agile software development process [Wang et al.,
2012, CollabNet VersionOne, 2019]. Schwaber and Beedle [2001], and Lei et al. [2017] state
that the Scrum process works well for small teams of between three and nine members. Key
roles within Scrum include the Scrum master, responsible for facilitating team activity and the
product owner, responsible for managing the relationship between the customer and the team.
The Scrum process comprises of short iterations called sprints, typically lasting 1-3 weeks. Each
sprint begins with a planning meeting during which new requirements are transferred from the
product backlog to the sprint backlog. The sprint begins once the requirements are agreed upon
for the sprint backlog. Communication between team members is maintained through a daily
meeting, called a stand-up, during which each team member briefly reports progress, plans and
any issues that have arisen. At the end of a sprint, the team holds a review meeting during which
progress is compared against the goals of the sprint.

The XP process, as described by Beck et al. [2001a] and Wang et al. [2012], has a similar
focus on short iterations punctuated by releases to the customer. Similar practices to Scrum are
also advocated for project management, such as a daily stand-up meeting and release planning
for an iteration. However, in contrast to Scrum, XP practices focus on the lower level activities
associated with software engineering. For example, XP advocates the use of user stories devel-
oped in user story workshops for requirements gathering; test driven development for both new
features and bug fixes; and refactoring as an explicit practice to maintain code quality. Other
practices are also recommended to foster team communication through pair programming. For
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example, Schwaber and Beedle [2001] argue that the two methods are complementary and can
co-exist in a single team with Scrum providing a wrap around for the practices within XP.

3.1.2 Safety-Critical Systems

Sometimes a certain characteristic of a software system is mandated by law or an organisational
policy. These characteristics are so important for the operation of a software that without them,
often the software system is deemed unusable. Such characteristics are considered critical to
the business and consequently, the software. These software systems are referred to as critical

systems. Regulations play a key role in constraining the specification, design, assurance and
maintenance of a wide variety of critical software systems. Examples include: railway/ aircraft
operating and control systems, electric power grid systems, first responder communications sys-
tems etc.

According to Pal and Karakostas [2021] critical software systems are “software whose failure

would impact safety or cause large financial or social losses”. Development of critical systems
have to demonstrate compliance to a regulation if their malfunction or unintended use involves
a risk of resulting in an outcome which is prohibited by law or a regulation [Heeager, 2014]. For
example, the UK government’s recent guidelines∗ on standalone medical apps and softwares
which involve diagnosis, treatment or management of patients state that “Standalone software

and apps that meet the definition of a medical device are required to be CE, CE UKNI or UKCA

marked in order to demonstrate that they are acceptably safe to use and perform in the way the

manufacturer/developer intends them to”.
Safety-critical systems are one of the examples of critical systems. According to Knight

[2002], “Safety-critical systems are those systems whose failure could result in loss of life, sig-

nificant property damage, or damage to the environment.”. Examples include nuclear systems,
medical devices, air traffic control, avionics, railway control systems and automotive control
systems. Due to the involvement of physical risks, development of safety-critical system devel-
opment is typically undertaken within respect to particular generic or domain specific standards
or other regulatory constraints [Heeager and Nielsen, 2018]. Such standards may impose con-
siderable structure on the software development process including the selection and ordering
of activities. Furthermore, standards may specify artefacts that must be produced during the
development to show conformance. For example, DO-178C is a standard for development of
airborne software. Similar standards exist for other domains, such as IEC 62304 for develop-
ment of Medical devices, ISO 26262 for automotive and IEC 61513 for nuclear.

The purpose of following these regulatory standards is to demonstrate that a sufficient amount
of rigour was applied during the development to ensure that the computer system is safe to use

∗https://www.gov.uk/government/publications/regulatory-status-of-software
-including-apps-used-in-the-diagnosis-treatment-and-management-of-patients
-with-coronavirus-covid-19

https://www.gov.uk/government/publications/regulatory-status-of-software-including-apps-used-in-the-diagnosis-treatment-and-management-of-patients-with-coronavirus-covid-19
https://www.gov.uk/government/publications/regulatory-status-of-software-including-apps-used-in-the-diagnosis-treatment-and-management-of-patients-with-coronavirus-covid-19
https://www.gov.uk/government/publications/regulatory-status-of-software-including-apps-used-in-the-diagnosis-treatment-and-management-of-patients-with-coronavirus-covid-19
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[Lee et al., 2014]. For example, under the law of negligence† in the United Kingdom, the manu-
facturers (of safety-critical systems) owe a duty of care to ensure that the computer systems they
supply are not likely to cause physical injury [Davis, 1995]. This implies that an uncertified
safety-critical computer system (i.e., a safety-critical computer system which does not fulfil the
legal requirements of safety) lacks the demonstration of element of duty of care as mandated
by the law. Depending on the regulatory framework, supplying a safety-critical system which
lacks the appropriate certification could place considerable legal liabilities on the vendor of the
computer system [Myers et al., 2012, Lee et al., 2014].

Bell [2017] provides a historical perspective on the development of the field of safety critical
systems. He argues that the field emerged as a distinct discipline in the 1970s, with initial focus
on hardware. For nearly a decade, the focus of the experts of safety-critical systems was on
hardware and mechanical components. As the role of software became increasingly important
in the chemical process sector in early 1980, increasing attention was paid to the role of safety
in programmable electronic systems [Parry, 1993]. From 1980-1990 guidelines (i.e., HSE PES
guidelines) related to the safe use of programmable electronic systems were published, leading
to the publication of IEC 61508 (regulatory standard for functional safety) in 1998.

Achieving certification for safety-critical systems may require performing additional activi-
ties during the development e.g., hazard analysis. Certification could also require production of
significant amount of documentation as a means of demonstrating compliance with the regula-
tory framework. Due to the additional activities involved in the development of the safety-critical
systems, it takes considerably longer to complete safety-critical system development [Kasauli
et al., 2018a].

Several researchers [Winkler et al., 2012, Notander et al., 2013, Hatcliff et al., 2014] ar-
gue that there is a dominance of traditional approaches and sequential models in safety-critical
systems development. NASA’s Software Safety Guidebook [NASA] specifically recommends
against using agile methods for safety-critical software development because of their “low rigour”.
Since traditional development models tend to deliver the product near the end of the project, the
customers have to wait a long time before they can use the system [Myklebust et al., 2015,
Abrahamsson et al., 2017]. There are two main problems with delivering a system after a long
period of time. Firstly, the needs and wants of the customer change with the change in needs
of the business; therefore, the delivered system may no longer fulfil the current business needs.
Secondly, late delivery delays feedback, increasing the cost of fixing mistakes [Myklebust et al.,
2015]. Therefore, there is increasing demand to adopt more frequent delivery cycles, or use of
processes that enable more frequent delivery, such as those derived from agile principles.

Agile methods are based upon agile principles whose main focus is to replace heavy-weight
time consuming procedures with light-weight activities and subtract the element of delay. Quick
delivery, strong communication and accommodation of change are the core values of agile. Ag-

†https://www.legislation.gov.uk/ukpga/2006/29/notes/division/3/1

https://www.legislation.gov.uk/ukpga/2006/29/notes/division/3/1
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ile methods are widely praised for their benefits such as ability to adapt to changes [Mohammad
et al., 2013, Khan and Beg, 2013, Paetsch et al., 2003, Coram and Bohner, 2005], quick devel-
opment in short releases and progress visibility.

Despite the benefits, Agile methods are criticised for reasons such as inadequate support for
large-scale and safety-critical projects, lack of “proper” documentation, and discipline [Martins
and Gorschek, 2016, VanderLeest and Buter, 2009]. Development of safety-critical software re-
quires detailed analysis in each phase that consists of long and careful procedures [Kasauli et al.,
2018a]. Heavy documentation and certification is a mandatory part of the process in safety-
critical system development [Notander et al., 2013, Heeager and Nielsen, 2018]. Therefore, it is
important to know if or not agile methods are suitable for use in regulated environments.

3.1.3 Agile Software Development for Safety-Critical Systems

Like any other software systems organisation, the developers of safety-critical systems also faced
the pressure of delivering earlier and faster. To the best of our knowledge, the first study which
recognised this issue and proposed the use of agile methods for the development of safety-critical
system was the study by Boehm [2002]. The author, while theoretically arguing the suitability
of agile methods for the development of safety-critical systems, proposed using a hybrid (i.e.,
Agile-Planned) approach for the development of safety-critical systems.

This idea of using agile methods for development of safety-critical systems faced a wide
criticism during the last 20 years. Studies by Lindvall et al. [2002] and Turk et al. [2014]
were amongst the earliest studies that criticised agile methods and discussed the challenges of
using agile methods for development of safety-critical systems. Lindvall et al. [2002] presented
a theoretical analysis of the empirical evidence discussed in an eWorkshop on importance of
highly skilled developers in agile teams. Eighteen Agile experts participated in the eWorkshop
who acknowledged the widespread criticism of agile methods and argued that agile methods are
unsuitable for the development of the safety-critical systems. Turk et al. [2014] conducted a
theoretical analysis of the limitations of agile methods. Their findings seem to coincide with
Lindvall et al. [2002]. According to the authors, the quality control mechanisms offered by agile
are not adequate for the development of safety-critical systems.

Both studies [Lindvall et al., 2002, Turk et al., 2014], however, highlighted the criticism of
agile development without citing any other study which implies that these studies were among
the initial studies on this topic. This assumption was confirmed when we were unable to find
studies published before the above mentioned studies on the challenges of agile development of

safety-critical systems.
To understand the reason behind this criticism, we need to understand the context i.e., the

regulatory standards. The development of safety-critical systems is constrained by the regulatory
standards. Regulatory standards can be classified by their scope i.e., generic vs. domain specific
[Gruber et al., 2010, Notander et al., 2013]. However, Notander et al. [2013] divide the regu-
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latory standards into two categories (i) means-prescriptive: the software development method
is either required or recommended and (ii) objective-prescriptive: defines what objectives the
resulting system artefacts must satisfy without stating how the objectives are achieved.

According to Notander et al. [2013], means-prescriptive standards dictate traditional life
cycles, making the accommodation of agile software development much more difficult. On
the other hand, objective-prescriptive standards, such as DO-178C may offer fewer restrictions.
Since objective-prescriptive standards such as DO-178C do not prescribe the development life
cycle, it is important to know if we can use agile methods to develop safety-critical systems - if

they are suitable then what practices are applicable and which of them are unsuitable for the

development of a safety-critical project?.
There are several experiences of applying agile methods to safety-critical systems reported in

the literature [Stålhane et al., 2012, Myklebust et al., 2016, Wang and Wagner, 2016b, Hanssen
et al., 2016]. These studies focused different themes and reported different challenges related
to the use of agile methods for development of safety-critical systems. For example, Myklebust
[2008] identified a conflict between quality assurance activities practiced by agile and the quality
assurance requirements mandated by the regulatory standards. Shenvi [2014] and Kuchinke
et al. [2014] argued that the agile methods’ lack of support for the documentation mandated by
the regulatory standards makes agile a weaker candidate for the development of safety-critical
systems.

We also came across studies that advocated use of agile methods. For example, Gary et al.
[2011] demonstrated successful use of an agile method for the development of image guided
surgical toolkit, a safety-critical system. Fitzgerald et al. [2013] also illustrated a successful
application of an agile method in a large scale regulated environment.

During the initial informal review of the literature at the start of this Ph.D research, we
discovered that the extent of the use of agile methods in regulated environments in literature
is unclear, and the researchers seem to have diverse opinions on the topic. Therefore, in order
to have a holistic view of the problems and challenges of using agile in safety-critical systems
context, we decided to conduct a systematic literature review with a focus on challenges of using

agile methods for the development of safety-critical systems.

3.2 Literature Review Process

In order to conduct the Systematic Literature Review (SLR), we developed a search protocol
and an inclusion/exclusion criteria to find the relevant literature on the challenges of applying

agile in safety-critical systems published between the years 2000 and (March) 2021.
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(((agile) AND regulated) AND software)
(agile and safety standards)
agile large-scale mission critical systems
(agile* challenges* large-scale safety-critical)
(agile challenges in large-scale safety-critical)
agile in safety-critical systems
conflicts between agile and regulatory standards
agile success factors and regulatory standards

Figure 3.1: Search strings

Database URL Number of Matches
ACM http://dl.acm.org/ 2480
IEEExplore http://ieeexplore.ieee.org/Xplore/home.jsp 2711
Scopus https://www.scopus.com 198
Science Direct http://www.sciencedirect.com/ 9752
Web of Science http://apps.webofknowledge.com 178

Total 15319

Figure 3.2: Literature sources for the literature review

Search String Strategy

The search strings described in Figure 3.1 were formed following the Population, Interven-
tion, Comparison, Outcomes and Context (PICOC) criteria suggested by Petticrew and Roberts
[2008]. Keywords were identified from the purpose of the SLR i.e., what major challenges in

the application of agile methods in safety-critical systems are reported in the literature. The
synonyms of important search terms were used to improve the search. The search strings were
formed by using AND and OR Boolean operators. The databases were iteratively searched i.e.,
keywords and search terms were changed and refined.

Preliminary Searches

Figure 3.2 lists the repositories used for searching the studies using various combinations of
search strings. At the time of the search, the databases listed in Figure 3.2 were among the top
10 databases for searching software engineering research according to google.com.

Inclusion/Exclusion criteria

The following criteria were used to accept or reject the studies.
Include:

1. Study must be accessible in full text.

2. Study highlights the focus on the application of agile in regulated environment.

3. Study which explicitly or implicitly reports challenges, success factors and limitations of
application of agile in regulated environment.

google.com
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4. All studies from 2000 to March 2021.

Exclude:

1. Study which does not focus on the use of agile in regulatory environment.

2. Study which is older than year 2000. The studies older than the establishment of the agile
manifesto were excluded.

3. Study which is not from the field of computer science e.g., Biology etc.

4. Non English language studies.

Identification of primary studies

Selection of primary studies for this SLR is performed in number of steps.

1. First step was to use keywords to search and identify potential sources. 15319 Studies
were identified using search strings from different online repositories, listed in Figure 3.2.

2. All BibTex files were exported to a tool called Jabref.

3. After filtering the search results and removing 5407 duplicates, there were 9912 studies.

4. The studies that were older than the establishment of agile manifesto i.e., older than the
year 2000, were removed. 733 Studies were removed, and the remaining studies were
9179.

5. Another 5841 irrelevant studies i.e., the studies from non-computer science/software en-
gineering fields e.g., Biology etc., were removed.

6. There were 89 duplicates that were not detected by Jabref and were removed manually.

7. Studies removed on the basis of keywords, title and abstract were 3140 and the remaining
studies were 109.

8. After applying inclusion/exclusion criteria, 52 studies were selected, and 57 studies were
removed because they did not meet the inclusion/exclusion criteria.

Snow ball sampling

Snowball sampling (also called backwards Snowball sampling) refers to checking the reference
lists of the included studies for additional references [Jalali and Wohlin, 2012]. We used the
backward snowball sampling technique and included four more studies.
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Category Properties
General Information Author, Year, Title, Date of publication
Aim of the Study Purpose of research
Methodology Experiment, Case Study, Tool Proposal, Theoretical Argumentation
Sample size Can the results be generalised?
Result Outcome
Critical analysis Evaluation of the quality of the study
Challenges reported Limitations about application of agile
Success factors reported Benefits, Strengths

Figure 3.3: Data extraction properties

Data extraction and synthesis strategy

A spreadsheet was created for the extraction of properties of the 56 finally selected studies in the
SLR. Figure 3.3 lists the properties which were extracted from the studies. The data was then
synthesised by performing thematic analysis on the extracted data using guidelines by Cruzes
and Dybå [2011].

Thematic analysis

Two thematic analyses were conducted during the SLR.

1. Thematic analysis of the selected studies,

2. Thematic analysis of the challenges of agile identified from the studies.

Thematic analysis of the selected studies: The selected literature included studies based
upon theoretical argumentation, experience reports, case studies, interview surveys, review pa-
pers, experimentation, toy examples, industrial assessment and systematic literature reviews. We
observed that the selected studies were not homogeneous i.e., studies differ from each other with
respect to sample space, research methods, publishing venues, rigour, outcomes and focus of the
study. Due to the heterogeneous nature of studies, we decided not to draw collective statistical
inferences from the studies such as frequency of a reported challenge. Instead, we decided to
group the studies into following themes based upon the primary focus of each study.

• studies advocating the use of agile methods,

• studies which focus a particular aspect of agile development of safety-critical systems

• suggested tailoring in agile methods.

Thematic analysis of the challenges of agile identified from the studies: The purpose of
this SLR was to get an overview of the challenges and the limitation of the agile methods, when
used in regulated environments. Each of the 56 studies was read, and the properties described in
the Figure 3.3 were extracted for each study. These properties were documented in a single excel
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sheet. One of the fields in the excel sheet was Challenges reported, under which the challenges
reported in each study were listed.

We realised that some of the challenges were inter-related; whereas, others were just gen-
eral statements and perceptions e.g., Adoption of agile in safety-critical systems is very slow.
Therefore, we decided to group the findings into themes and sub-themes. These themes were
based upon the nature of the challenges identified from the studies e.g., challenges specific to
the regulatory standards were grouped together.

3.3 Thematic Analysis of the Selected Studies

As discussed before, the selected studies had diverse perspectives, and it was important to devise
a mechanism which could present an overall picture. Therefore, we decided to group the selected
studies into themes based upon the overall narrative of each study. This section presents a brief
overview of the 56 selected studies. Each of the following sub-sections explain these themes in
detail.

3.3.1 Advocates of Agile Methods

We found studies that used various research methods to demonstrate that agile methods could
be used for the development of safety-critical systems. These studies demonstrated that agile
methods could be used for the development of safety-critical systems. These studies did not
report any challenges of using agile for safety-critical system development, however, argued
that agile needs to be tailored according to the demands of the project.

For example, Fitzgerald et al. [2013] conducted a case study at QUMAS (a leading supplier
of regulatory compliance management solutions). The authors discussed the perceived tension
points of agile e.g., time to market, lack of formal planning, adherence to regulatory standards,
verification and validation and lack of attention to documentation. The authors, through this
study illustrated how an agile approach was implemented successfully in a regulated environ-
ment. The study demonstrated a successful application of agile and reported no limitations of
agile. However, the authors argued that agile needs to be tailored for use in regulated environ-
ments.

Mango [2016] discussed a project at NASA in which agile software development process
was used to develop the ground and flight application software in a space exploration rocket.
Although the issues were not reported in this study, the key message in the study was that agile
has to be tailored in for use in regulated environment.

The study by Huang et al. [2012] was a case study which discussed the use of flexible
style of agile systems engineering for complex hardware and software projects. The authors
incorporated innovations in a project and presented the lessons learned which included need for
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interactive design reviews. The authors recommended tailoring of the agile process according
to the requirements of a project.

Rasmussen et al. [2009] presented a comparison of two medical device projects i.e., one
developed using agile and the other without use of agile. Both projects required FDA approval.
According to the findings of the study, use of agile appears to be beneficial but agile needs to be
tailored to fit into the context of regulated environment.

The aim of the case study by Gary et al. [2011] was to challenge the assumption that ag-
ile methods are inappropriate for the development of safety-critical software and demonstrate
that agile methods are flexible enough to incorporate right amount of ceremony i.e., heavy doc-
umentation and incorporation of activities mandatory for safety-critical system development.
The authors elaborated on their experience of using agile for the development of IGSTK (image
guided surgical toolkit). They adopted ten of the best practices from agile including constant
communication, continuous building and testing, and focus on the current set of requirements.
Through the development of IGSTK, the team demonstrated that agile can be used for the devel-
opment of the safety-critical systems. However, the authors did not elaborate on the challenges
in the application of agile.

Browning and Heath [2009] discussed the case of Lockheed Martin’s production system
for F-22 aircraft. The authors studied the relationship between the lean implementation and
production cost. According to the authors, elimination of tasks does not guarantee cost reduction
because Lean/Agile is affected by other factors such as novelty, complexity and instability. The
study presented eleven propositions e.g., if implemented at the wrong time, even lean practices

can be wasteful. However, the propositions were not validated with empirical evidence.
Stelzmann [2012] and Kruchten [2013] investigated the context in which use of agile meth-

ods is feasible. Stelzmann [2012] investigated the context in which agile is feasible by interview-
ing 20 people. The author deemed agile to be unsuitable for the development of safety-critical
systems. However, the author did not provide details of the underlying reasons behind the re-
ported challenge. Kruchten [2013] further elaborated on the issue in an experience report which
discussed the context in which agile methods could be used. The author discussed a project
where the development team thought that a solid architecture will emerge after iterations and
refactoring, but it did not. According to the author, detailed documentation clashes with agile
which also implies that agile is not suitable for safety-critical systems with high level of critical-
ity. The authors also acknowledged that adaptations must be made to agile methods for use in
safety-critical system development.
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3.3.2 Studies Focusing a Particular Aspect of Agile Development of Safety-
Critical Systems

We identified several studies which focus a particular aspect of the agile development of safety-
critical systems such as:

• documentation [Shenvi, 2014, Kuchinke et al., 2014, Hajou et al., 2014, Heeager, 2014,
Rottier and Rodrigues, 2008, Carpenter and Dagnino, 2014, Wang et al., 2017a],

• conflicts between evolutionary design offered by agile and upfront design required by the
regulatory standards [Abdelaziz et al., 2015, Rottier and Rodrigues, 2008, Carlson and
Turner, 2013, Ge et al., 2010], recertification challenges [Gallina et al., 2018, Myklebust
et al., 2014b],

• conflicts between agile practices in XP and the requirements of the regulatory standards
[Jonsson et al., 2012, Mehrfard et al., 2010, Mehrfard and Hamou-Lhadj, 2011, Paige
et al., 2008],

• conflict between testing activities in agile and the requirements of the regulatory standards
[Jonsson et al., 2012, McBride and Lepmets, 2016, Kuchinke et al., 2014, Baron and
Louis, 2021, Heeager and Nielsen, 2018, Hajou et al., 2014, Carlson and Turner, 2013,
Notander et al., 2013, Górski and Lukasiewicz, 2012, Doss and Kelly, 2016],

• lack of use of formal methods in agile development [Wolff, 2012],

• developers’ behaviour towards development of safety-critical systems [Lenberg et al.,
2020],

• need for software estimation methods in agile process [Rottier and Rodrigues, 2008, Hajou
et al., 2014, Alleman et al., 2003, Koski and Mikkonen, 2015].

These studies argue the unsuitability or challenges of incorporating agile methods in their tradi-
tional form for the development of safety-critical systems.

Documentation

We found various studies [Shenvi, 2014, Kuchinke et al., 2014, Hajou et al., 2014, Heeager,
2014, Rottier and Rodrigues, 2008, Carpenter and Dagnino, 2014, Wang et al., 2017a] which
use different research methods to point out agile methods’ lack of support for the documen-
tation requirements of safety-critical systems. Shenvi [2014] performed a theoretical analysis
of three regulatory standards for medical software including ISO 13485, IEC 62304, US FDA
QSR 820 and argued that agile is weak on documentation aspects, therefore, not favoured by
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the regulatory agencies. Results of a survey conducted with four groups of academic develop-
ers [Kuchinke et al., 2014] also suggest that agile methods are short on documentation when it
comes to regulatory environments. Hajou et al. [2014] conducted a systematic literature review
with a primary focus on the challenges faced by the pharmaceutical industry. The authors high-
lighted the lack of evidence and “not much research” in the area. After discussing the dynamics
of pharmaceutical environments, the authors listed five challenges identified from the analy-
sis of 49 selected studies. The compatibility of documentation with agile practices was one of
those challenges. The authors argued that there is no room for creating less documentation or
performing less quality assurance activities.

Heeager [2014] presented two case studies to demonstrate the implementation of a hybrid
approach in the regulatory environment. The results of the study implied that agile methods in
their original form do not support the documentation needed by the regulatory standards and ag-
ile needs to be adapted for the regulatory environments. Study by Rottier and Rodrigues [2008]
was their experience report of a project that was developed using agile (Scrum) by a medical
device company. The authors reported various organisational and process challenges in adop-
tion of agile. Their findings included the conflicts between minimal documentation in agile and
extensive documentation required by the regulatory standards. The study suggested that Scrum
needs to be adapted for the development of medical device software. However, the nature of
adaptations remained unclear in the study. Carpenter and Dagnino [2014] reviewed the relevant
literature in space based system engineering and argued that Test Driven Development (TDD),
Extreme Programming and Scrum are suitable agile practices. Whereas, the non-applicable agile
practices included evolutionary requirements, minimal documentation and refactoring.

Wang et al. [2017a] intended to improve the safety related communication by improving the
safety related documentation in a Scrum development environment. The authors investigated
three types of safety related documentation patterns in the agile development i.e., safety epic,
safety story and the agile safety plan. Safety story and safety epic were found to be beneficial
in improving the safety related communication. According to the authors, although the agile
safety plan provides an overview of the process, there is a gap between the high level plan
and the concrete development; therefore, the agile safety plan has a little positive effect on the
communication.

Evolutionary Design offered by Agile

Several studies [Abdelaziz et al., 2015, Rottier and Rodrigues, 2008, Carlson and Turner, 2013,
Ge et al., 2010] highlighted the conflict between evolutionary design offered by agile and up-
front design required by the regulatory standards. For example, Abdelaziz et al. [2015] in a
study based upon theoretical argumentation, argued that the evolutionary design offered by ag-
ile conflicts with the regulatory standards because the standards require upfront design (offered
by the traditional models) which serves as an input for the hazard analysis. According to Rottier
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and Rodrigues [2008], hazard analysis is a mandatory part which needs to be accomplished at
product definition and then updated at major milestones. Risks cannot be identified on the fea-
tures that are not yet well-defined. Carlson and Turner [2013] presented non-software agile case
studies for lessons that are potentially applicable to the aircraft systems’ integration process.
The authors presented five case studies and the lessons learned from them. Lessons learned
from three out of the five case studies emphasise on the need of an early architecture.

The study by Ge et al. [2010] is based upon a toy example which used theoretical argu-
mentation for the construction of a model and then illustrated the model with help of a the toy
example. The authors pointed out the difficulty in using agile with the regulatory standards
by discussing the overall characteristics of the regulatory standards and the activities mandated
by the standards e.g., need for an upfront design and production of heavy documentation. Ac-
cording to the authors, detailed design and plan serve as an input to hazard analysis which in
turn produces the safety requirements and initiates certification process. The authors proposed
construction of an upfront design which is sufficient for hazard analysis. The approach allowed
modular construction of the safety-arguments. However, evaluation of the model revealed that
the model is unable to assess the quality of the safety argument.

Need for Recertification

Gallina et al. [2018], in a study based upon theoretical argumentation, elaborated on the issue
by pointing out the need for recertification with the change in requirements. According to the
authors, regulatory standards require early validation of a process plan which includes the re-
quirements definition. Whereas, the concept of continuous improvement in agile encourages
accommodation of change in the software which consequently requires re-validation of the plan
by a regulatory authority. According to the authors, the re-validation of the plan incurs rework,
additional cost and time.

On the contrary Myklebust et al. [2014b] performed a theoretical assessment of Scrum and
the documentation required by the standard IEC61508 with the help of five experts (i.e., docu-
ment writers). The study aimed at optimising the effort spent in the documentation by identifying
the documents that can be auto-generated, combined, reused, and needed to be reproduced in
case of recertification. Their analysis suggests that only five documents are needed to be repro-
duced when performing recertification using IEC61508. According to the authors, the existing
conflicts between Scrum and IEC61508 are not a consequence of the standard’s certification
requirements “... but are related to what the individual assessor will accept as a proof of con-

formance (PoC) for an activity” [Myklebust et al., 2014b].

Inapplicable Practices

Jonsson et al. [2012] presented a theoretical analysis of agile practices in the context of software
development in the railway sector regulated by the EN50128 regulatory standard and validated



CHAPTER 3. SLR ON AGILE METHODS IN SAFETY CRITICAL SYSTEMS 38

the findings with two researchers. The authors argued that XP’s practice of using simple cards to
document requirements (stories) is unlikely to be accepted in a regulated environment because
the regulatory standards dictate that the requirements must be placed in a document or a tool.
The authors argued that XP recommends waiting until the end of the development to create
the design and architecture related document; whereas, these documents are created early in the
regulated environments to enable verification and validation. Theoretical mapping of XP and the
FDA regulations [Mehrfard et al., 2010, Mehrfard and Hamou-Lhadj, 2011] also show that XP
needs to be extended before its use with FDA regulations. According to Mehrfard et al. [2010],
Mehrfard and Hamou-Lhadj [2011], XP does not support FDA activities e.g., documentation
and design review. Paige et al. [2008] conducted a case study and developed a high integrity
software using XP. According to the authors, agile processes are not designed to be used for the
development of safety-critical systems. The authors pointed out that agile methods need to be
modified for the use in safety-critical systems development.

Testing

Jonsson et al. [2012] argued that EN50128 (regulatory standard for railway software) requires
the implementer and tester to be separate people; whereas, in Test Driven Development (TDD),
the developers write the tests themselves. McBride and Lepmets [2016] also emphasised on the
importance of an independent testing body. In a study based upon theoretical argumentation,
the authors discussed the potential problem of confirmation bias which can appear due to the
agile practice of allowing the development teams do the testing. The authors emphasised on
the importance of an independent testing body. The results of a survey conducted with four
groups of academic developer by Kuchinke et al. [2014] also showed that there is a lack of
quality assurance guidelines (required by regulatory standards) in agile, and there is a need to
train the developers in order to help them understand regulatory compliance. Baron and Louis
[2021] reviewed the relevant literature on certification of safety-critical avionics software. The
authors argue that the way agile principles are interpreted is not compatible with the certification
process. According to the authors, adaptations are necessary to ensure that compliance is still
met.

Heeager and Nielsen [2018] conducted a Systematic Literature Review (SLR) to identify the
disputes in agile development of safety-critical systems. The results of the study suggested that
requirements, documentation, life-cycle and testing are the four problem areas in agile develop-
ment of safety-critical systems. Hajou et al. [2014] also pointed out the lack of fundamentals
in agile methods on which the quality of the safety-critical systems should be based. Accord-
ing to the authors, agile methods lack the method of ensuring quality assurance required by the
regulatory standards.The authors argue that the regulatory complexity cannot be altered as it is
a mandatory element of the pharmaceutical environment; therefore, the existing agile methods
need to be tailored to meet the need of the regulatory environment. However, the exact adapta-
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tions remain unclear in the study. According to Carlson and Turner [2013], incremental testing
is effective and speeds up the iteration pace. A strong change process is needed.

Notander et al. [2013] interviewed five engineers from four different domains with a focus on
challenges in flexible safety-critical software development. The authors identified four themes
in terms of the challenges to the flexible development i.e., (i) Human Factors: there is a need for
investment in training people to understand special nature of safety-critical system development,
(ii) Requirements and verification: need to improve quality assurance activities in agile (for
safety-critical environment), (iii) agile development: common belief is that pure agile conflicts
with the requirements of safety standards, (iv) Variants and components: how to use reusable
components to optimise the process. They report the lack of evidence as their own experience
from reading the literature.

The case study by Górski and Lukasiewicz [2012] discusses several agile models in the field
of safety-critical systems. Their analysis of the literature shows that none of the models was
validated properly, and a lack of explicit guidance on the application of agile in the regulated
environments still exists. The authors proposed an approach called assurance argument patterns.
According to the authors, the agile methods should be regarded as complementary to the plan
driven practices instead of being a replacement. Extensive testing and good identification of
requirements are vital, and communication with domain experts and potential users is crucial.
The authors argued that the safety assurance should be incremental.

Doss and Kelly [2016] presented a proposal about the research on integration of assurance
case with Scrum. The authors [Doss and Kelly, 2016] argued that there is a reluctance to adopt
agile methods within safety-critical system development, and used this argument as a basis for
the study. The authors [Doss and Kelly, 2016] proposed to apply 4 + 1 safety assurance princi-
ple [Kelly, 2014] to the Scrum process and interview the practitioners to investigate the current
concerns and opportunities voiced by the safety-critical systems professionals regarding the use
of agile development methods, integration of incremental assurance case development and eval-
uation within the existing “Scrum” methodology. They also proposed to investigate the changes
that the Scrum process has to undertake in order to become compliant with the safety standards.
As a results of this study, the authors [Doss and Kelly, 2016] proposed additional activities for
Scrum to enable its use in the development of safety-critical software.

Use of Formal Methods

Wolff [2012], in a study based upon theoretical argumentation on the use of formal methods in
agile development of the safety-critical systems, highlighted the reliance of agile methods on
the informal evaluation techniques as a major problem. The author argued that the informal
methods are insufficient for establishing the quality of a safety-critical system; therefore, agile
is rarely used in regulated environments.
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Developers’ Behaviour

Lenberg et al. [2020] discussed developers’ behaviour towards development of safety-critical
systems. The authors conducted interviews with six software engineers. They identified four
themes which linked behaviour of the developer to the safety-critical systems development i.e.,
(i) awareness and alignment, (ii) norms over standards, (iii) domain knowledge, and (iv) organi-
sational trust and stress. Their analysis suggested that the safety-critical development “ imposes

stress on the software engineers and that to reduce such pressure it is critical to enhance the

organisational trust”. The authors pointed out the non-compatibility of the regulatory standards
with the approach proposed by agile.

Estimation

We already discussed the study by Rottier and Rodrigues [2008]. The study was an experience
report of a project that was developed using agile (Scrum) by a medical device company. The
authors point out the disparity between using an agile method in the software department versus
using a waterfall process throughout the rest of the organisation. The authors also argue that
the estimations in agile process are often problematic and un-realistic. Hajou et al. [2014] also
pointed out the need for a method for estimation of software development projects when using
agile methods.

Alleman et al. [2003] acknowledged that there is no schedule variance process for XP; there-
fore, XP is unable to forecast the future cost and schedule. The authors described the experience
of using the earned value analysis in conjunction with the agile development on a mission crit-
ical government project. Earned value analysis is a way of predicting future schedule and cost
variance. This study demonstrated that the earned value management (EVM) system can be
used with XP i.e., XP complies with the EIA748 (standard for EVM). Selected practices and
activities of XP are used in this study [Alleman et al., 2003], but the rationale for selecting a
practice is not provided.

Study by Koski and Mikkonen [2015] presented an overview of the major issues which were
faced during a multi-million euros mission critical information system project for emergency
services. The scope, duration and the price were fixed by the signed contracts, but the costumer
was willing to collaborate with the developers in an iterative and incremental development envi-
ronment. XP as a model was followed for the development. The authors acknowledged that the
fixed price contracts and the traditional way of estimation do not anticipate the cost of change
clearly. They also suggested few improvements for the future which include:

• Direct access to real customer for discussion, feedback and validation

• Keeping the feedback loop as short as possible with the ability to scale the loop when
required
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• Creating an environment which supports collaboration among all the players e.g., testers,
development teams, managers etc.

• Improving automated testing

However, the recommendations were not validated by the authors.

3.3.3 Suggested Tailoring in Agile Methods

Several researchers [Stålhane et al., 2012, 2013, Hanssen et al., 2016, Wang and Wagner, 2016b,
Wang et al., 2017b, Lukasiewicz and Górski, 2016, 2018, McHugh et al., 2013, 2014, Trektere
et al., 2016, Clarke et al., 2014, Özcan-Top and McCaffery, 2018, Stephenson et al., 2006,
Cordeiro et al., 2007] have extended agile methods to propose various new frameworks e.g.,
SafeScrum [Stålhane et al., 2012], AgileSafe [Lukasiewicz and Górski, 2016] etc. The following
sub-sections discuss these frameworks in detail.

Adaptations to Existing Agile Process

There seems to be a major consensus on the need for adaptations in agile methods in order to
enable them for the use in the development of safety-critical systems. Several researchers [Sid-
dique and Hussein, 2014, Wils et al., 2006, Axelsson et al., 2016, Goncalves et al., 2015, Martins
and Gorschek, 2016] have suggested adaptations to the agile process. For example, Siddique and
Hussein [2014] interviewed twenty one practitioners from twenty one different organisations to
present an insight into the choice of development methodology in large and complex software
projects in Norway. The findings suggested that the agile methodologies are not the preferred
choice of the large-scale safety-critical systems development organisations. Based upon the
data gathered from the interviews, the authors suggested the use of hybrid models (i.e., agile
combined with waterfall).

The study by Wils et al. [2006] is an industrial assessment report. The authors reported
the findings of their study conducted at Barco (a major Belgian avionics equipment supplier).
Barco adopted XP to benefit from strengths offered by the agile methods. The company wanted
to improve the time-to-market and respond quickly to the change in requirements. It turned out
that XP did not bring the expected improvements because the project was dependent upon hard
to control external factors e.g., automated testing was taking too long, hardware co-development
etc. Following recommendations are made by this study:

1. Add more communication and feedback to the process.

2. Limit amount of changes at the later stages

3. Auto generate documents, use version control, and keep track of the dependencies and the
changes in the documents.
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4. Use agile document preparation practice for the documents that cannot be auto generated
e.g., RaPiD7.

5. Use automated testing, pair programming reviews.

Axelsson et al. [2016] presented an overview of the topics discussed at a seminar in Stock-
holm in 2014 on the current state of agile, its applications to the safety-critical systems and
the consequences of innovations in large organisations. Need for quality assurance activities
expected by regulatory standards, thorough design reviews, and compliant documentation is
highlighted in the study. The authors also acknowledged the lack of evidence and practical
guidance on agile, therefore, emphasised on the need for more research in the area.

Study by Goncalves et al. [2015] is an experience report about an academic project in which
five scrum teams i.e., around 70 students, worked together on a micro-satellite system and suc-
cessfully delivered the project in four sprints of four weeks each. They used Scrum and its best
practices to produce a prototype as a proof of concept. However, the study [Goncalves et al.,
2015] does not report the limitations.

Martins and Gorschek [2016] performed a systematic literature review of requirements en-
gineering in the domain of safety-critical systems. One of their main conclusions was the dom-
inance of the traditional approaches i.e., the well-established methods (both in terms of analysis
techniques and overall project management) are widely used. Whereas, the newer approaches
are often introduced and then abandoned i.e., the “early mortality of new approaches”. While
agile and lean methodologies were not the primary focus of their study, one of their suggested
research questions for the research community, based on their analysis of existing work, was:
“to what extent may the lean and agile requirements engineering approaches improve the inte-

gration amongst safety, requirements, test and certification teams?”. They pointed towards the
need to investigate the use of agile methods for the development of safety-critical systems.

SafeScrum

Stålhane et al. [2012] performed a theoretical assessment of conformance of Scrum with IEC
61508 certifiable environments. The analysis was performed in two iterations by three experts
in the area of software development, certification, and agile development respectively. Based
on their assessment, the authors proposed an extended version of Scrum and called it “Safe-

Scrum”. The authors performed a manual analysis of Scrum and IEC61508, and found fifteen
issues where adaptations were needed. These issues were mostly related to documentation and
planning.

In the later years, more studies [Stålhane et al., 2013, Hanssen et al., 2016] were conducted
to perform evaluation of SafeScrum. Stålhane et al. [2013] performed a theoretical analysis of
the challenges of using SafeScrum with three different regulatory standards i.e., IEC 61508,
IEC 60880 and IEC 50128. The authors argued that agile (e.g., Scrum) is not well adapted
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for safety-critical systems. According to the authors, the regulatory standards are developed
for the plan driven approaches, which makes the accommodation of change difficult. However,
the authors contradict themselves later by saying “... IEC 61508 and IEC 60880, EN 50128

explicitly allows iterative development...”. This means that although the regulatory standards
allow iterative development, the existing agile methods in their traditional form are unsuitable
for development of safety-critical systems.

The aim of the study by Hanssen et al. [2016] was to report the lessons learned from the
trial run of SafeScrum in a company. The company used SafeScrum in one of their projects
which required IEC 61508 compliance. The authors gathered the data by observing the sprint
reviews, analysis of the documentation, and conducting the interviews and discussions with the
scrum team. During this study, the authors learned that the quality assurance offered by Scrum
is insufficient for a regulated environment. Based upon the analysis of IEC 61508 (regulatory
standard), the discussion with an independent assessor and working with the scrum team, the
authors identified the necessary additional tasks for the quality assurance and the need for a QA
role in agile. The authors argued that the scrum quality assurance is thought to be embedded in
the process itself e.g., Pair programming etc. According to the authors, the Quality Assurance
mechanisms in Scrum and agile are insufficient for the regulated domain. Also, agile has a qual-
ity assurance mechanisms but no explicit QA role, which is against the “independent testing”

required by the regulatory standards Hanssen et al. [2016].
Wang and Wagner [2016a], Myklebust et al. [2014a] proposed adaptations to SafeScrum.

Wang and Wagner [2016a] theoretically integrated a novel systematic safety analysis technol-
ogy STPA into SafeScrum. The authors argued that the current safety analysis technologies
are inadequate for agile. Myklebust et al. [2014a] presented a theoretical description of change
impact analysis in safety-critical software when using SafeScrum. The authors provided rec-
ommendations for integrating SafeScrum with the change impact process in safety-critical soft-
ware. However, a critical evaluation of those recommendations was not discussed in the study.
A similar study is performed by Stålhane and Myklebust [2015].

S-Scrum

Wang and Wagner [2016b] extended SafeScrum by integrating SafeScrum with a safety analy-
sis and verification approach based upon STPA (System-Theoretic Process Analysis), a safety
guided design technique by Leveson [2016]. The authors referred to this extended version as
S-Scrum. The authors [Wang and Wagner, 2016b] validated their model using a toy example of
airbag system. The authors argued that safety should be approached from the agile standpoint
rather than combining agile with a plan driven approach. They also pointed out the difficulty in
using agile methods in the regulated environments due to the activities mandated by regulatory
standards e.g., need for an upfront design.

Wang et al. [2017b] applied and validated the S-Scrum method proposed earlier. The study
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was conducted in three episodes i.e., Scrum was used in the first episode, S-Scrum in second
and optimised S-Scrum was used in the last episode of the study. The authors suggested few
additional activities and improvements to optimised S-Scrum.

AgileSafe

Lukasiewicz and Górski [2016] proposed a new methodology called AgileSafe for the devel-
opment of safety-critical systems. The approach employed evidence-based arguments which
followed recommendations on assurance cases from IEC 15026 regulatory standard. The objec-
tive was to help the SMEs (Small/medium size enterprises) developing safety-critical systems
and increase their profit. The authors argued that accommodation of change will result in the
changes in safety evidence collected during the development which may affect the scope and the
structure of the certification process. Therefore, change in safety-critical environment is a com-
plicated and potentially costly operation. The authors claimed that their approach was validated
but there was no evidence for it nor the results of the validation were reported in the study. A
concrete justification for the need of this new approach was also not provided.

Lukasiewicz and Górski [2018] further extended the method by proposing AgileSafe Use
Case - a two step approach. In the first step, the system was decomposed into the use cases and
the regulatory constraints for the use cases were identified. In the second step, the AgileSafe
was improved by updating the knowledge base of the method through identifying patterns, and
practices emerged from the system under development. The authors demonstrated the use of the
method with the help of a case study of continuous glucose monitoring-enabled insulin pump
system. According to the authors, in order to the improve AgileSafe use case knowledge base,
the user should be an expert on agility in addition to being a person with good knowledge of the
standards and the safety aspects of the software development. This implies that the use of agile
methods requires considerable training and investment.

Agile-V Model

The study by McHugh et al. [2013] is focused on use of agile methods for development of med-
ical device software. The authors proposed the Agile-V model by integrating agile practices
applicable to development medical software with a plan driven V model. They conducted inter-
views and then mapped findings of the interviews with the literature by conducting a systematic
literature review. Accommodation of change in the requirements was identified as a main issue
with the plan driven life cycles during the interviews. Participants of the interviews suggested
different measures to counter this problem including detailed upfront planning and preventing
the customer from introducing the changes once the project enters the development phase.

Another study [McHugh et al., 2014] was conducted as an extension of the previous study. In
this study, the authors conducted an experiment for implementing and validating the model. The
authors argued that no agile method is sufficiently comprehensive in producing the regulated
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deliverables. The authors of the study demonstrated that the hybrid model works better than a
plan driven model in a safety-critical environment but failed to report the shortcomings of the
framework they had proposed.

MDevSPICE R©

Clarke et al. [2014] introduced MDevSPICE by describing it as a framework to facilitate the
production of a medical device software. The framework was developed by Regulated Soft-
ware Research Centre (RSRC) in Ireland. In this study, however, the authors did not describe
the framework itself but discussed the regulatory standards the framework could meet. In an-
other study Lepmets et al. [2015] described MDevSPICE as a framework that “... integrates

generic software development best practices with medical device standards’ requirements en-

abling consistent and thorough assessment of medical device processes”. The authors described
the MDevSPICE framework which consists of a process reference model, a process assessment
model, an assessment method, and training and certification schemes. According to the authors,
the model was validated by five different organisations. However, the authors did not elaborate
on the limitations of the framework.

Trektere et al. [2016], in their study, demonstrated that MDevSPICE could be tailored by in-
troducing agile practices into the framework. The authors theoretically argued the development
of mobile medical applications using MDevSPICE, which combined agile with the reduced V-
model. The authors did not discuss the limitations of the approach. Özcan-Top and McCaffery
[2018] performed a theoretical mapping of MDevSpice with the Scrum and XP activities to
assess the extent to which the regulatory requirements defined in MDevSPICE meet the activ-
ities of Scrum and XP. The study showed that using XP and Scrum practices for development
of a medical device software may meet nine processes in MDevSPICE. The authors described
14 additional processes in order to show conformance to medical regulations. This shows that
tailoring is essential for agile methods if they are to be used in the medical device software do-
main. According to the authors, XP (as compared to Scrum) showed a limited support for the
development of medical device software.

Other Frameworks

Stephenson et al. [2006] proposed a four steps framework to introduce agility in the safety-
critical systems development by using the following as input:

• The original agile security architecture definition.

• Component-based safety modelling techniques such as Cecilia/OCAS and HiP-HOPS.

• Recommended practice documentation ARP 4754 [Landi and Nicholson, 2011] and ARP
4761 [SAE, 2017].
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• Expertise within the safety analysis community.

The authors performed a theoretical analysis of the model with respect to increments, testing,
infrastructure, guidance and training, independence, and integration. However, the analysis
lacks detail.

Cordeiro et al. [2007] used theoretical argumentation for the construction of a model. The
authors conducted an experiment to validate the model. However, the limitations of the model
were not reported in the study. The results of the study implied that agile methods need to be
adapted to the needs of a project.

Commonalities and Differences

Further analysis showed that we can group the research suggesting tailoring of agile methods for
safety-critical systems development into two i.e., (i) research which suggests combining agile
methods with another method, (ii) research which suggests integration of safety aspects and
improvements in various activities of agile methods.

The research which suggests combining other methods includes using a hybrid method (i.e.,
agile combined with waterfall) [Siddique and Hussein, 2014]. Other researchers propose com-
bining other traditional methods with agile for example; McHugh et al. [2013] propose Agile-V
model by integrating agile practices applicable to development medical software with a plan
driven V model. Trektere et al. [2016] propose combining MDevSPICE framework in a setting
where an agile method is already in use in combination with V-model. The study by Özcan-
Top and McCaffery [2018] shows that using XP and Scrum practices may meet some of the
processes described by MDevSPICE. However, the authors described 14 additional processes to
show conformance to medical regulations.

The second group of studies suggests improvements in existing agile methods and integra-
tion of safety aspects. For example, Wils et al. [2006] recommend improvements such as auto-
mated testing in XP. Axelsson et al. [2016] suggested the need for quality assurance activities
expected by regulatory standards. Stålhane et al. [2012] integrate safety aspects in Scrum and
call it SafeScrum. The authors suggest improvements in documentation and planning. However,
Wang and Wagner [2016a] and Myklebust et al. [2014a] suggest integration of STPA and change
impact process in safety-critical software development, respectively, into SafeScrum which im-
plies that SafeScrum is not sufficient for the development of safety-critical systems on its own.
In a later work, Wang et al. [2017b] suggest further improvements in their earlier work in which
they combined STPA with SafeScrum (and named it S-Scrum). Lukasiewicz and Górski [2018]
propose AgileSafe which employs evidence-based arguments that follow recommendations on
assurance cases from IEC 15026 regulatory standard. According to the authors, the use of the
method requires considerable prior experience in agile.
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3.4 Discussion Based Upon Thematic Analysis of the Chal-
lenges Identified from the Studies

In this section, we analyse the challenges found during our Systematic Literature Review (SLR)
in the light of the evidence presented in the studies selected in this SLR. The challenges reported
in the selected studies are divided into themes using Figure 3.1. Each theme listed in Figure 3.1
either describes the nature of the challenge or focuses a particular aspect of a project.

3.4.1 Statements and Perceptions

Some of the arguments made in some of the selected studies listed in Figure 3.1 seem to be the
“general perceptions” of the researchers. In this section, we have discussed and analysed the
evidence presented in the studies in support of such arguments and the statements.

Our experience from reading the literature is that agile is unsuitable for the development of

safety-critical systems used to be a perception because of the non-ceremonial facade of agile
methods. If we look at the research published during the last decade in this area, we notice a
gradual transition from traditional plan-based software development life cycles to the use of agile
methods. Attempts to employ agile methods in the development of safety-critical systems are
being made in the regulated environments e.g., avionics [Goncalves et al., 2015, Wils et al., 2006,
VanderLeest and Buter, 2009], railways [Jonsson et al., 2012], medical device software [Trektere
et al., 2016, McHugh et al., 2014, Shenvi, 2014, Rottier and Rodrigues, 2008] etc. Studies show
that agile is not unsuitable for the development of safety-critical system but needs to be adapted
according the requirements of the projects [Trektere et al., 2016, McHugh et al., 2014, Carpenter
and Dagnino, 2014, Huang et al., 2012, Stålhane et al., 2013, Górski and Lukasiewicz, 2012,
Mehrfard and Hamou-Lhadj, 2011, Shenvi, 2014, Mehrfard et al., 2010, Cordeiro et al., 2007,
Jonsson et al., 2012, Rottier and Rodrigues, 2008, Alleman et al., 2003, Goncalves et al., 2015,
Wils et al., 2006]. However, the exact nature of adaptations remains unclear.

Slow adoption of agile in regulated environments is also a perception. There is no evidence to
support this argument in the studies reporting this observation [McHugh et al., 2014, Kuchinke
et al., 2014, Doss and Kelly, 2016, Stephenson et al., 2006]. As discussed before, we can clearly
see a rise in the number of publications on the use of agile in the regulated context in the last
ten (10) years. We cannot say anything conclusive about the pace of adoption of agile in the
regulated environment unless a point of reference and the difference between fast and slow, in
this context, are defined.

Many of the selected studies argue that agile needs to be tailored for its use in regulated
environments [Trektere et al., 2016, Wang and Wagner, 2016b, McHugh et al., 2014, Myklebust
et al., 2014a, Huang et al., 2012, Stålhane and Myklebust, 2015, Ge et al., 2010, Abdelaziz
et al., 2015, Stålhane et al., 2013, Górski and Lukasiewicz, 2012, Lukasiewicz and Górski,
2016, Cordeiro et al., 2007, Fitzgerald et al., 2013, Rasmussen et al., 2009, Hajou et al., 2014,
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Table 3.1: Challenges reported in selected studies

Theme Challenges References
Statements
and
Perceptions

Agile is not suitable for
safety-critical systems
and systems with high
level of criticality.

[Siddique and Hussein, 2014, Kruchten, 2013,
Stelzmann, 2012, Stålhane et al., 2013, Górski
and Lukasiewicz, 2012, Paige et al., 2008,
Mehrfard and Hamou-Lhadj, 2011, Shenvi,
2014, Wolff, 2012, Rottier and Rodrigues,
2008, Doss and Kelly, 2016, Wils et al., 2006,
Fitzgerald et al., 2013, Hajou et al., 2014,
McBride and Lepmets, 2016]

Adoption of agile in
regulated environments
is very slow

[McHugh et al., 2014, Kuchinke et al., 2014,
Doss and Kelly, 2016, Stephenson et al., 2006]

Agile has to be tailored
in order to be used in
regulatory
environments.

[Gallina et al., 2018, Baron and Louis, 2021,
Gallina et al., 2018, Baron and Louis, 2021,
Trektere et al., 2016, McHugh et al., 2014,
Carpenter and Dagnino, 2014, Heeager, 2014,
Siddique and Hussein, 2014, Huang et al.,
2012, Stålhane et al., 2013, Górski and
Lukasiewicz, 2012, Mehrfard and
Hamou-Lhadj, 2011, Shenvi, 2014, Mehrfard
et al., 2010, Cordeiro et al., 2007, Jonsson
et al., 2012, Rottier and Rodrigues, 2008,
Alleman et al., 2003, McHugh et al., 2013,
Wils et al., 2006, Rasmussen et al., 2009,
Hajou et al., 2014, Mango, 2016]

Lack of evidence and
guidance to support the
use of agile in
regulatory
environments; and
Slow adoption of agile
in regulated
environment

[Wang and Wagner, 2016b, Notander et al.,
2013, Carpenter and Dagnino, 2014, Heeager,
2014, Siddique and Hussein, 2014, Huang
et al., 2012, Axelsson et al., 2016, Ge et al.,
2010, Abdelaziz et al., 2015, Shenvi, 2014,
Jonsson et al., 2012, Browning and Heath,
2009, McHugh et al., 2013, Stephenson et al.,
2006, Carlson and Turner, 2013, Fitzgerald
et al., 2013, Stålhane et al., 2012, Wang and
Wagner, 2016a, Hajou et al., 2014, McBride
and Lepmets, 2016]
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Table 3.1: Challenges reported in selected studies

Theme Challenges References
Organisational
culture and
training

Lack of investment in
training people (e.g.,
developers) i.e., to
develop understanding
of the criticality
involved in regulated
systems.

[Notander et al., 2013, Kuchinke et al., 2014,
Jonsson et al., 2012, Rottier and Rodrigues,
2008, Carlson and Turner, 2013, Hajou et al.,
2014, Carlson and Turner, 2013, Koski and
Mikkonen, 2015, Jonsson et al., 2012, Lenberg
et al., 2020]

Project
management

Agile vs Fixed
Contracts and
traditional way of
estimating of system
development projects.
Agile is unable to
forecast future cost and
schedule.

[Rottier and Rodrigues, 2008, Alleman et al.,
2003, Koski and Mikkonen, 2015, Hajou et al.,
2014]

Documentation
Non-compatibility of
certification
documentation with
agile practices and
methods.

[Trektere et al., 2016, Notander et al., 2013,
McHugh et al., 2014, Heeager, 2014, Siddique
and Hussein, 2014, Kruchten, 2013, Mehrfard
and Hamou-Lhadj, 2011, Kuchinke et al., 2014,
Shenvi, 2014, Mehrfard et al., 2010, Jonsson
et al., 2012, Koski and Mikkonen, 2015,
Myklebust et al., 2014b, Hajou et al., 2014]

Certification is
expensive, and
certification procedure
is usually performed on
a complete system.
“Many releases” makes
certification lengthy,
and it also significantly
increases cost.

[Notander et al., 2013, Lukasiewicz and
Górski, 2016, Jonsson et al., 2012]

Regulatory
standards

Standard lack guidance
on specific context.
Terms used are
ambiguous.

[Stålhane et al., 2013, Mehrfard et al., 2010]
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Table 3.1: Challenges reported in selected studies

Theme Challenges References
Standards dictate a
sequential plan driven
approach.

[Trektere et al., 2016, Wang and Wagner,
2016b, Notander et al., 2013, Ge et al., 2010,
Abdelaziz et al., 2015, Stålhane et al., 2013,
Mehrfard et al., 2010, Jonsson et al., 2012,
Rottier and Rodrigues, 2008, Stålhane et al.,
2012, Hajou et al., 2014]

Agile lacks quality
assurance activities
required by regulatory
standards i.e., tight
collaboration between
development teams and
test teams is in contrast
to independent test
teams

[Wang and Wagner, 2016b, Notander et al.,
2013, Siddique and Hussein, 2014, Axelsson
et al., 2016, Ge et al., 2010, Abdelaziz et al.,
2015, Górski and Lukasiewicz, 2012, Kuchinke
et al., 2014, Shenvi, 2014, Fitzgerald et al.,
2013, Wang and Wagner, 2016a, Hajou et al.,
2014, Hanssen et al., 2016, McBride and
Lepmets, 2016, Myklebust, 2008]

Design and
architecture

Many safety analysis
techniques e.g., FTA,
FMEA need upfront
architecture which is
unlike agile.

[Wang and Wagner, 2016b, Ge et al., 2010,
Abdelaziz et al., 2015, Rottier and Rodrigues,
2008, Stephenson et al., 2006]

Agile offers
evolutionary design vs
traditional upfront
design. There is a need
for explicit guidelines
on how to do periodic
design reviews.

[Kruchten, 2013, Huang et al., 2012, Axelsson
et al., 2016, Ge et al., 2010, Abdelaziz et al.,
2015, Mehrfard and Hamou-Lhadj, 2011]
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Mango, 2016]. Several studies [Ge et al., 2010, Górski and Lukasiewicz, 2012, Cordeiro et al.,
2007] have also proposed models and adaptations to the agile process to enable its use in the
safety-critical system development, but very few were validated.

Most of the selected studies recommend the use of a hybrid approach i.e., agile practices
shall be combined with a plan driven life cycle [Trektere et al., 2016, Wang and Wagner, 2016b,
McHugh et al., 2014, Myklebust et al., 2014a, Huang et al., 2012, Stålhane and Myklebust,
2015, Ge et al., 2010, Abdelaziz et al., 2015, Stålhane et al., 2013, Górski and Lukasiewicz,
2012, Lukasiewicz and Górski, 2016, Cordeiro et al., 2007]. For example, Trektere et al. [2016]
combined agile with reduced V-model and the authors [Stålhane et al., 2013] suggested use of
an extended version of Scrum i.e., SafeScrum. Lukasiewicz and Górski [2016] proposed a new
methodology called AgileSafe that uses evidence based arguments. Mehrfard et al. [2010] ex-
tended XP to meet FDA requirements. Despite of researchers’ advocacy for a hybrid approach,
the nature of “tailoring” and the criteria for such tailoring are unclear.

The above are few of the many examples of different adaptations to the agile methods to
enable their use in regulated environments. Every other study proposes a different hybrid ap-
proach which raises two questions i.e., What adaptations need to be made to agile methods in
order to enable their use in regulated environments? (ii) What is the criteria for making such
adaptations? The lack of knowledge on how to implement a hybrid approach is also pointed out
by Heeager [Heeager, 2014]. Mehrfard and Hamou-Lhadj [2011] argue that the trade-off that
balances agility and auditability, needs to be investigated.

Lack of evidence and guidance to support the use of agile in safety-critical systems is
reported by many studies [Wang and Wagner, 2016b, Notander et al., 2013, Carpenter and
Dagnino, 2014, Heeager, 2014, Siddique and Hussein, 2014, Huang et al., 2012, Axelsson et al.,
2016, Ge et al., 2010, Abdelaziz et al., 2015, Shenvi, 2014], but none of the selected studies
provides any evidence to support this argument. For example, low percentage of empirical re-
search is interpreted as “lack of evidence” by McHugh et al. [2013]. To support their argument,
the authors [McHugh et al., 2013] refer to a statement made by VanderLeest and Buter [2009].
This is a weak deduction because unless someone can define what number of empirical studies
is considered “sufficient”, this argument has no basis.

We believe that the “lack of evidence and guidance to support use of agile in regulatory

environments” is a general perception among the researchers. We also believe that most of
the available literature lacks detailed guidance on specific issues. One of the reasons could be
the confidential nature of regulated systems projects due to which the researchers are unable to
publish the project related details.

3.4.2 Organisational Culture and Training

Resistance to change the ways of working has been reported by several studies [Martins and
Gorschek, 2016, Miler and Gaida, 2019, Cinite and Duxbury, 2018]. People feel more confi-
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dent about using a development method which they have the past experience and guidance for
[Islam and Storer, 2020b]. A “successful” method of the past is, sometimes, used as a stan-
dardised method for the future projects as well. The fear of failure, and lack of confidence
and guidance on how to apply a method often impede its application [Islam and Storer, 2020b].
The researchers [Notander et al., 2013, Kuchinke et al., 2014, Jonsson et al., 2012, Rottier and
Rodrigues, 2008, Carlson and Turner, 2013, Hajou et al., 2014] agree that one of the biggest
challenges behind the adoption of agile process in the companies is the resistance to its adop-
tion.

According to Shimoni [2017], using a new process is like moving from the known to the

unknown which could produce frustration and anxiety that manifests resistance. According to
Erwin and Garman [2010], not believing in the effectiveness of a new process is one of the
reasons behind change resistance in a company. This finding coincides with the findings of
various other studies on the use of agile in safety-critical system development [Hajou et al.,
2014, Carlson and Turner, 2013, Koski and Mikkonen, 2015, Jonsson et al., 2012, Lenberg
et al., 2020].

The analysis of the existing literature [Jonsson et al., 2012, Rottier and Rodrigues, 2008,
Carlson and Turner, 2013, Hajou et al., 2014, Carlson and Turner, 2013, Koski and Mikkonen,
2015, Jonsson et al., 2012, Lenberg et al., 2020] reveals that the risks which prevent the com-
panies from experimenting with a new process like agile include: the lack of guidance on the
practical use of agile in safety-critical system development, consequences of “improper” devel-
opment of safety-critical systems, and the time and effort involved in their development. Intro-
duction of a new process such as agile, into the companies developing safety-critical systems,
requires convincing and educating people about its potential benefits [Notander et al., 2013,
Kuchinke et al., 2014, Jonsson et al., 2012, Rottier and Rodrigues, 2008, Carlson and Turner,
2013, Hajou et al., 2014, Carlson and Turner, 2013, Koski and Mikkonen, 2015, Jonsson et al.,
2012, Lenberg et al., 2020].

According to Miler and Gaida [2019], the adoption of an agile process requires changing
the mindset. Miler and Gaida [2019] emphasise that the agile way of working is a particular

attitude or a way of thinking of the entire team. According to Notander et al. [2013], the organ-
isations must invest in agile trainings and focus on changing people’s attitude towards the agile
procedures. This also includes educating the customer about working in a collaborative agile en-
vironment [Jonsson et al., 2012]. One of the recommendations made by Kuchinke et al. [2014]
is training the developers to support validation and maintenance of the safety-critical systems in
an agile context.

3.4.3 Project Management

This section presents an analysis of the potential contracting issues with the projects developed
using agile methods. Please note that this section does not discuss the role of the customer. Focus
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of this section is specifically on the issues related to the contracting process of agile projects.
The development life cycle of a project that is initiated and developed internally by an or-

ganisation is usually controlled internally. The project related decision making takes place at
the organisation’s own expense e.g., schedule negotiation, delays, change accommodation etc.
Adding more work automatically increases the cost and the schedule of the project. Normally,
when the projects are initiated and developed within the organisation, there is no external organ-
isation to sign a contract with. However, outsourcing or having an external customer typically
involves signing contracts at organisational level.

Outsourcing a software development task to a sub-contractor often requires a clear definition
of what is required [Turk et al., 2014]. The sub-contractor has to submit a clear plan for com-
pletion. The agreed plan for completion with formally agreed terms and conditions between the
parties, takes shape of a formal contract.

The traditional contracting environment, including the government contracts, follows a linear
model [Alleman et al., 2003]. It involves a step-wise completion of tasks, usually, without
the possibility of going back to the previous phase [Mergel et al., 2018]. Any change in the
functionality usually results in re-negotiation of the contract [Gerster and Dremel, 2019]. Also,
in a traditional model, the customer has to wait too long before the product delivery is made
[Mergel et al., 2018]. Agile software development approaches, however, “... involve creating,

testing, and improving technology products incrementally in short, iterative sprints” [Mergel
et al., 2018].

Agile approaches seem like a perfect solution for accommodation of change and early de-
livery, but there are problems with contracting a project which is to be developed using an agile
development model. Estimation of effort is one of the biggest challenges in agile [Rottier and
Rodrigues, 2008]. “It appears difficult to estimate effort through the ‘unstructured nature’ of ag-

ile methods. The amount of effort for delivering a feature seems to be underestimated” [Alleman
et al., 2003]. Also, since agile does not follow a formal plan, there is no alternative to reporting
progress-to-plan [Alleman et al., 2003].

We have noticed a lack of research on the topic of “agile contracts for the development

of safety-critical systems”. Very few [Russo et al., 2018, Turk et al., 2014, Baron and Louis,
2021] have discussed this issue briefly and suggested adaptations to the contracting process to
incorporate agile development of safety-critical systems. Russo et al. [2018] recommend using
Function Point Analysis techniques like Simple Function Points (SiFP) for effort estimation in
an agile project. They suggest Sprint-based contracts for calculating the economic value of the
effort determined by the Function Point Analysis. Baron and Louis [2021] seem to agree with
Russo et al. [2018] and also recommend using iteration-based contracts. Turk et al. [2014] has
suggested dividing a contract supporting agile development into two parts i.e., (i) fixed part: the
activities that must be carried out by the sub-contractor. It includes the criteria for accepting or
rejecting the modification; (i) variable part: the requirements that can vary within the scope and



CHAPTER 3. SLR ON AGILE METHODS IN SAFETY CRITICAL SYSTEMS 54

boundaries defined in the “fixed part”.

3.4.4 Documentation

According to the researchers [Trektere et al., 2016, Notander et al., 2013, McHugh et al., 2014,
Heeager, 2014, Siddique and Hussein, 2014, Kruchten, 2013, Mehrfard and Hamou-Lhadj,
2011, Kuchinke et al., 2014, Shenvi, 2014, Mehrfard et al., 2010, Jonsson et al., 2012, Koski
and Mikkonen, 2015, Myklebust et al., 2014b, Hajou et al., 2014], agile methods do not support
heavy documentation, especially the documentation mandated by the regulatory standards. The
agile principle [Beck et al., 2001a] “working software over comprehensive documentation” is
commonly quoted as the basis of this conflict between agile methods and the regulatory stan-
dards. This principle is often interpreted as “documentation is discouraged in agile” [Ramesh
et al., 2010, Turk et al., 2005, Baron and Louis, 2021].

Agile gives priority to the important stuff, and the delay caused by the unnecessary things
such as documentation could be the reason behind the interpretation of this agile principle. Since
the pace of change in business is faster than the pace of updating the documents [S. Bose, 2010],
updating the document, every time a change occurs, causes delay. The issue becomes more evi-
dent in the case of safety-critical systems certification which involves production of comprehen-
sive documentary evidence. Heavy documentation makes the work “less agile” [Jonsson et al.,
2012]. The formal way of requirement specifications is also not considered “agile friendly”

[Rayside et al., 2009, Martins and Gorschek, 2016].
Several researchers [VanderLeest and Buter, 2009, Wils et al., 2006, Jonsson et al., 2012]

also draw a contrast between the iterative nature of agile and the certification artefacts which re-
quire looking at the system in its entirety. For example, DO-178C requires early completion and
approval of the Plan for Software Aspects of Certifications (PSAC). Later changes require up-
dating the PSAC and its re-approval by an FAA Designated Engineering Representative (DER)
[VanderLeest and Buter, 2009]. According to VanderLeest and Buter [2009], late introduction
of change in requirements in agile is no worse than waterfall. This problem is also reported by
Wils et al. [2006], Jonsson et al. [2012].

In reality, the agile principle “working software over comprehensive documentation” pro-
motes quick development and accommodation of change. Agile is not against documentation
and this principle is often misinterpreted [Baron and Louis, 2021]. Agile only discourages the
wasteful documentation [Baron and Louis, 2021]. Whereas, in a safety-critical system devel-
opment context, certification is a part of the working software without which, a safety-critical
system is unusable.

We believe that the agile principle “working software over comprehensive documentation”

has been misinterpreted for a long time. There is evidence of use of agile in the development
of airborne software [Chapman, 2016, Glas and Ziemer, 2009, Paige et al., 2011, Rayside et al.,
2009, Turk et al., 2005, Black et al., 2009, Ramesh et al., 2010, Cawley et al., 2010]. Even
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formal specification, with few adaptations, is compatible with agile [Rayside et al., 2009, Black
et al., 2009]. A study by Baron and Louis [2021] discusses the internal surveys of over a hun-
dred industrial certification audits by a technical authority. The study [Baron and Louis, 2021]
is focused on the continuous integration of certification requirements in the software develop-
ment process. Baron and Louis [2021] argued that with agile, it is possible to maintain concise
records that ensure traceability. The authors recommend automating the documentation process.
According to Chapman [2016], automated documentation can reduce delay.

Chapman [2016] suggests building a high integrity deployment pipeline. The author de-
scribes this pipeline which implements an agile environment using four points. The first point
discusses the use of principled requirements engineering [Jackson, 2000], focusing initially on
non-functional requirements development of architecture, specification and associated satisfac-
tion arguments. The second point involves use of formal language for requirements. Third point
describes use of an evidence engine, “... combining static verification, continuous regression

testing, automated generation of documents and assurance evidence, and a cloud of virtual-

ized target platforms for integration and deployment testing”. The fourth point describes use of
well planned early iterations while the plans for later iterations are left open to accommodate
changes.

3.4.5 Regulatory Standards

Before discussing the applicability of agile in the regulatory environment and the potential con-
flicts between them, we need to understand the difference in the nature of the regulatory stan-
dards. Usually, the regulatory standards are classified by their scope i.e., generic vs. domain spe-
cific, but a better and a logical categorisation is provided by Notander et al. [2013]. The authors
[Notander et al., 2013] divide regulatory standards into two categories (i) means-prescriptive,
(ii) objective-prescriptive.

A means-prescriptive standard, e.g., ISO61508, focuses on the achievement of certain high-
level safety goals and typically provides the lists of methods and suggestions that the developers
would be forced to include in their development process. An objective-prescriptive standard on
the other hand, e.g., RTCA/DO-178C, defines the (low-level) objectives that should be reached,
but does not provide a description of how to reach them. High-level safety goals are achieved
when the objectives are fulfilled [Stålhane et al., 2013].

According to Notander et al. [2013], the means-prescriptive standards dictate traditional life
cycles, and the accommodation of agile is much more difficult in means-prescriptive standards.
Whereas, the objective-prescriptive standards do not put any restrictions on the use of agile
methods.

Several studies [Trektere et al., 2016, Abdelaziz et al., 2015, Stålhane et al., 2013, Mehrfard
et al., 2010, Jonsson et al., 2012, Stålhane et al., 2012, Wang and Wagner, 2016b, Notander et al.,
2013, Ge et al., 2010, Stålhane et al., 2013, Rottier and Rodrigues, 2008, Hajou et al., 2014], in



CHAPTER 3. SLR ON AGILE METHODS IN SAFETY CRITICAL SYSTEMS 56

Agile Principle DO-178C Principle
Individuals and Interactions Processes and Tools
Working Software Comprehensive Documentation
Evolving Requirements via Customer Collaboration Rigorous Requirements Specification
Responding to Change Following a Plan

Figure 3.4: Potential conflicts between agile principles and DO-178C (Reproduced from [Coe
and Kulick, 2013])

this systematic literature review, used the statement “standards favour plan-driven approaches”

as one of the motivations for their studies, but none of them provides any empirical evidence for
this assertion. However, some of the above studies [Abdelaziz et al., 2015, Stålhane et al., 2013,
Mehrfard et al., 2010, Jonsson et al., 2012] discuss the potential conflicts between agile methods
and different regulatory standards.

Means-prescriptive standards need no further discussion since they dictate the processes and
the methods, and there is no possibility of incorporating other development methods than the
prescribed ones. However, we do need to take a look at the objective-prescriptive standards e.g.,
DO-178C and see if there are conflicts between agile methods and the objective-prescriptive
standards.

DO-178C [RTCA], is a regulatory standard for airborne software. Since it is an objective-
prescriptive standard, it does not favour a particular software development life cycle [Cawley
et al., 2010, Wils et al., 2006]. DO-178C provides a list of (total 71) objectives which need to
be met during the development of airborne software [Coe and Kulick, 2013].

Coe and Kulick [2013], in Figure 3.4, provide a list of potential conflicts between agile
and DO-178C [RTCA] certification requirements. Same conflicts were identified by other re-
searchers [Chapman, 2016, Glas and Ziemer, 2009, Ramesh et al., 2010, Turk et al., 2005, Mar-
tins and Gorschek, 2016, Wils et al., 2006, Cawley et al., 2010, Coe and Kulick, 2013, Cawley
et al., 2015, Marques and Cunha, 2013, Chenu, 2009, Boehm and Turner, 2003, Vuori, 2011].

The conflicts between the agile process and regulatory standards imply that agile methods
in their pure form and the regulatory standards do not go hand in hand [Stålhane et al., 2013].
Therefore, agile needs to be tailored and used in combination with other approaches e.g., Agile-
Planned [Boehm, 2002, Coe and Kulick, 2013, Boehm and Turner, 2003]. Cawley et al. [2010]
argue that the agile in combination with traditional approaches (e.g., waterfall) is the most used
and recommended approach.

Researchers [Chapman, 2016, Martins and Gorschek, 2016, Wils et al., 2006, Cawley et al.,
2010, Coe and Kulick, 2013, Cawley et al., 2015, Marques and Cunha, 2013, Chenu, 2009,
Boehm and Turner, 2003, Vuori, 2011] have also proposed various adaptations to agile for its
use in safety-critical systems development, but the methods proposed in the literature have failed
to gain acknowledgement at the industrial level despite having some evidence of success [Van-
derLeest and Buter, 2009]. One of the main reasons behind early mortality of these methods
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could be the lack of empirical evidence to prove generalisability of these methods. Lack of val-
idation of studies is also reported by Martins and Gorschek [2016] in their systematic literature
review and recognised as the main reason behind early mortality of new the proposed methods.
Since the recommendations suggested by these studies are not validated nor the effectiveness
of these recommendations is reported, we are unable to analyse the usefulness of the results of
these studies.

Stålhane et al. [2013] point out the ambiguity in the language of the regulatory standards.
According to Stålhane et al. [2013], many important terms are used loosely in the standards e.g.,
Phase, Risks etc. A word in one standard means one thing and another in the other standard.
Different interpretations of a term can often mean different things. A study by de la Vara et al.
[2016] also reports this issue. According to de la Vara et al. [2016], the text in the safety stan-
dards can be ambiguous and inconsistent. The terminology varies across standards e.g., “work

products” in ISO 26262 vs. “data item” in DO-178C [de la Vara et al., 2016]. The inconsis-
tencies can hinder the comparison of the standards “...especially since there is often incomplete

conceptual overlap between safety-critical domains” [de la Vara et al., 2016]. Ambiguous ter-
minologies is one of the reasons behind the newer version of regulatory standard for airborne
software i.e., DO-178C [Spitzer et al., 2017]. Various terminologies e.g., “guidelines” were
unclear in DO-178B which were clarified and rephrased in DO-178C.

Several studies [Wang and Wagner, 2016b, Notander et al., 2013, Siddique and Hussein,
2014, Axelsson et al., 2016, Ge et al., 2010, Abdelaziz et al., 2015, Górski and Lukasiewicz,
2012, Kuchinke et al., 2014, Shenvi, 2014, Fitzgerald et al., 2013, Wang and Wagner, 2016a,
Hajou et al., 2014, Hanssen et al., 2016, McBride and Lepmets, 2016, Myklebust, 2008] point
out the conflict in the quality assurance activities of agile and the quality assurance requirements
mandated by the regulatory standards. Agile does not draw a distinction between the testers and
developers. The testing is performed by the developers in the agile teams [Wang and Wagner,
2016b, Notander et al., 2013, Siddique and Hussein, 2014, Axelsson et al., 2016]. Whereas, the
regulatory standards require the testing team to be independent. This not only conflicts with
the regulatory standards, but it is very difficult for an independent team to perform the testing
without the inherited knowledge of the project [Islam and Storer, 2020b].

3.4.6 Design and Architecture

Traditional methods favour end to end planning; therefore, a lot of effort is spent in creating
a long-term view while following traditional development life cycles. In the traditional devel-
opment life cycles, the accommodation of change is hard and expensive. The later the need
for change is discovered, the expensive it is to accommodate those changes. With a sequential
approach, the point of design review (the stage where the potential changes to the design are
reviewed) comes very late.

Agile methods, on the other hand, believe in taking small steps. Agile methods are flexible
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because of their notion of dynamic planning. Agile offers evolutionary design while the reg-
ulatory standards mandate an upfront design which also serves as an input for hazard analysis
[Ge et al., 2010, Abdelaziz et al., 2015, Rottier and Rodrigues, 2008] in safety-critical systems.
If we look at the requirement of an upfront design, waterfall seems more suitable lifecycle for
regulated environments but Fitzgerald et al. [2013] believe that long-term view is a perception
which is often not fulfilled. We need to look at different dynamics of safety-critical systems,
including hazard analysis before considering agile methods.

Researchers [Myklebust et al., 2014a, Ge et al., 2010, Fitzgerald et al., 2013] argue that the
design should be “sufficient enough” to enable the hazard analysis. The question is: how much
upfront work is “sufficient” for a particular project [Ge et al., 2010, Chapman, 2016]?

Different hazard analysis techniques require different level of input information [Ge et al.,
2010, Abdelaziz et al., 2015]. “FMEA or HAZOP analysis, engineers not only need to know the

system structure, but also the information of the effect of a failure on other components, which

sometimes comes from a detailed design of components” [Ge et al., 2010, Abdelaziz et al., 2015,
Stephenson et al., 2006].

However, most of the information comes from experience of the safety engineers [Ge et al.,
2010, Abdelaziz et al., 2015]. Considering iterative nature of agile development, we could sup-
pose that we start with a minimum architectural layout and then update the hazard analysis at the
major milestones. This approach is considered inappropriate by Rottier and Rodrigues [Rottier
and Rodrigues, 2008] because the risk assessment (i.e., the second stage of safety engineering)
cannot be performed on the system components which are not well defined.

From the above information, we can infer that the (i) level of detail required in the design to
proceed with the hazard analysis in agile is not clear; and (ii) since the output of popular hazard
analysis techniques (e.g., FTA, HAZOP, FMEA etc) also involves creativity and experience of
the safety engineers, a complete upfront design does not guarantee a thorough hazard analysis.

3.5 Discussion

Several studies which use various research methods, on the use of agile in regulated environ-
ment, have been conducted in the past years. In a recent survey of the field, Heeager and
Nielsen [2018] reviewed 51 studies published over two decades (2001 – 2018). Heeager and
Nielsen found that of those studies, 10 were based on case studies and a further 5 were consid-
ered to be experience reports, such as Gary et al. [2011]. Another experience report not listed
by Heeager and Nielsen [2018] is the work by Chenu [2012].

Relatively few studies have developed conclusions based on detailed interviews with practi-
tioners. Of the existing research, McHugh et al. [2013] conducted interviews with practitioners
working on the development of medical devices. Notander et al. [2013] interviewed five engi-
neers at four different companies to understand the impact of increasing demands for flexibility
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on established safety-critical development. Siddique and Hussein [2014] interviewed 21 indi-
viduals, each in different companies in Norway, to understand the practical choices made by
software engineers in choosing a development method. Reporting on then on-going interview-
based research, Stelzmann [2012] proposed a classification scheme for different safety-critical
contexts in which agile software development is being considered or applied. Hajou et al. [2015]
conducted 14 interviews with software developers in the pharmaceutical industry to understand
the reasons for the lack of adoption of agile software development in that context. In particular,
the authors concluded that the perceived risk of agility mitigated against its adoption.

A common theme in the work on applying agile software development in a safety-critical
context has been the need for adaptation of agile methods and practices to fit within the con-
straints of safety standards. For example, McHugh et al. [2013] suggested that incorporating
agile methods with existing plan-driven methods is the most favourable choice in the software
organisation they studied. To facilitate this, McHugh et al. propose a hybrid V model which
incorporates aspects of agile methods and activities from plan-driven methods.

A more extensive investigation of the integration of agile software development with safety-
critical systems has been developed in the SafeScrum method [Stålhane et al., 2012]. The orig-
inal motivation for this work was the integration of the Scrum method with the IEC 61508, a
high level standard for safety-critical systems. The key intuition in the approach is that safety
requirements change far less frequently and are far more certain than product requirements. To
accommodate this, the SafeScrum method (a) focuses only on software development within the
overall system engineering process; and (b) maintains separate Scrum backlogs for functional
and safety requirements.

Later work on SafeScrum extended the assessment of its compatibility with a variety of other
safety standards, such as in the petrochemical industry [Myklebust et al., 2016]. Other authors
have also considered extensions to the original SafeScrum method, including the integration of
change impact analysis into the agile change request lifecycle [Stålhane et al., 2014], safety
analysis [Wang and Wagner, 2016b] and configuration management [Stålhane and Myklebust,
2015].

A limitation of much of the work on SafeScrum is the lack of case studies or experience
reports, evaluating the method through industrial experience. However, Hanssen et al. [2016]
undertook a two year case study of applying SafeScrum to the development of a fire detection
system. As a consequence of the case study, the authors discovered the need to augment Safe-
Scrum with an embedded quality assurance role within the development team. The duration of
Hanssen et al.’s case study demonstrates the difficulty of conducting real world evaluations of
methods for safety-critical systems. Equally, the work demonstrates the importance of doing so
in order to identify necessary adaptations to theoretical process models.

The published research [Jonsson et al., 2012, McHugh et al., 2013, Wils et al., 2006, Chenu,
2012, Cordeiro et al., 2007, Wang and Wagner, 2016b] shows that there have been multiple
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attempts to use agile methods in safety-critical environments. Many of these studies have dis-
cussed challenges and benefits of the use of agile methods in safety-critical system development.
However, much of the published literature on the application of agile software development to
safety-critical systems work is speculative, suggesting considerable uncertainty amongst prac-
titioners concerning how best to proceed in applying and adapting agile software development
in the context of safety-critical systems development. Also, the nature of adaptations to the
agile process [Siddique and Hussein, 2014, Wils et al., 2006, Axelsson et al., 2016, Goncalves
et al., 2015] differs from each other, showing that the researchers have been unable to reach
a consensus on the number and nature of additional activities in agile for the development of
safety-critical systems.

3.6 Threats to Validity

This section discusses the threats to validity of this systematic literature review. In this section,
we have discussed three types of validity threats i.e., construct, reliability, and external validity.

Construct validity threat

Construct validity is the appropriateness of the operationalisation of concepts being studied.
Construct validity threats for this systematic literature review on challenges related to the use of
agile methods in safety-critical system development may include:
Limited representation of studies: The selected sample of studies may not represent the wide
variety of industries, domains, or safety-critical systems in which agile methods are applied.
Limited representation of studies can potentially undermine the generalisability of the results.
Ambiguous definition of agile and safety-critical systems: The concepts and definitions of
“agile methods” and “safety-critical systems” may differ across the diverse range of published
literature. These terms may be interpreted in various ways which can introduce ambiguity.
Bias towards certain methodologies or perspectives: The inclusion/exclusion criteria used
during the study selection process may introduce a bias towards certain agile methodologies or
perspectives on safety-critical systems. This bias could limit the range of challenges or lead to
an over-representation of certain opinions.
Measurement bias: Different studies may have used different criteria to measure and report
the challenges related to the application of agile methods in safety-critical system development.
The inconsistencies amongst the selected studies in terms of studied samples, methods, analysis,
and conclusions can make it difficult to compare and synthesise the findings accurately.

Reliability Validity Threat

Reliability validity threats for the results from this systematic literature review may include:
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Inter-rater reliability: The involvement of more than one reviewer in the study selection pro-
cess could lead to different interpretations of the findings and exclusion/inclusion criteria. This
can introduce inconsistencies and potentially biased results.
Data extraction errors: Erroneous or partial data extraction from the selected studies can com-
promise the reliability of a systematic literature review. Discrepancies in the extraction process
can impact the validity and reliability of the findings. Moreover, different opinions on the quality
of a study can lead to inconsistencies in the evaluation of the selected studies.

External Validity Threat:

There may be a risk of publication bias, where studies with significant or positive results are
more likely to be published or easily accessible compared to studies with negative results. In
this case, if the systematic literature review only includes published studies, it may not capture
the complete range of challenges related to the application of agile methods in safety-critical
system development. This bias can impact the general understanding of challenges related to
the use of agile methods in safety-critical systems.

Addressing Threats to Validity

To address these threats, we ensured a comprehensive search strategy that included multiple
online databases. The concepts of agile methods and safety-critical systems were clearly defined
at the start of the review and the search string used for searching the online databases was
extracted from these concepts. The exclusion/inclusion criteria were defined clearly, so that
the study selection process is transparent and replicable. An exclusion criteria was defined to
identify the studies with non-significant results.

There were multiple reviewers involved in the selection process (i.e., the author of this the-
sis, his supervisor, and another colleague). A consensus was reached together with improved
inter-rater reliability. Additionally, conducting regular meetings and discussions among review-
ers to clarify any uncertainties or inconsistencies enhanced the reliability of the study selection.
Careful attention was paid to the data extraction process, ensuring that all relevant studies were
included accurately. Documenting the selection and assessment processes in detail further sup-
ported the reliability and reproducibility of the systematic literature review. By doing so, we
enhanced the construct validity of the review and provided more robust insights into the chal-
lenges in this context.

3.7 Summary

This chapter provides a theoretical background for the next chapter. This chapter consists of
a systematic literature review on the use of agile development for large scale safety-critical
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systems. Fifty-six studies were selected for the literature review. From the literature review, we
concluded that the software industry is in transition from the traditional development life cycles
to flexible and earlier development. Increasing demand for earlier delivery of a working software
has encouraged the organisations to consider agile methods for development. However, agile
methods need to be adapted according to the need of the system under development. For this
purpose, different researchers have suggested different adaptations for example, hybrid model.

Despite the attempts to use agile methods for the development of large scale safety-critical
systems, there is a lack of empirical research and guidance on the said topic. The published
research literature suggests uncertainty amongst the research community over the use of agile
methods for the development of safety-critical systems. Therefore, as a next step, we decided to
explore the use of agile methods for the development of safety-critical systems in an industrial
setting. The next chapter contains the details of our exploratory study in the industry.



Chapter 4

A Case Study of Agile Software
Development for Safety-Critical Systems
Projects

A key finding from the previous chapter was lack of empirical research in the use of agile meth-
ods in large scale safety-critical systems. This led us to explore the use of agile in safety-critical
systems in a real world setting. This chapter explores the introduction of agile software de-
velopment within an avionics company engaged in safety-critical system engineering. There is
increasing pressure throughout the software industry for development efforts to adopt agile soft-
ware development in order to respond more rapidly to changing requirements and make more
frequent deliveries of systems to customers for review and integration. This pressure is also be-
ing experienced in safety-critical industries, where release cycles on typically large and complex
systems may run to several years on projects spanning decades. However, safety-critical system
developments are normally highly regulated, which may constrain the adoption of agile software
development or require adaptation of selected methods or practices. To investigate this potential
conflict, we conducted a series of interviews with practitioners in a company, exploring their ex-
periences of adopting agile software development and the challenges encountered. This chapter
also explores the opportunities for altering the existing software process in the company to bet-
ter fit agile software development to the constraints of software development for safety-critical
systems. Please note that the contents of this chapter were published in a journal paper∗.

This chapter is structured as follows: Section 4.1 provides an overview of the objectives of
this chapter. Section 4.2 describes the research method for this study including the design of the
semi-structured interview instrument and validation of the findings in a review workshop with
the company. Section 4.3 provides an overview of the company, and how it approaches sys-
tems engineering, giving an understanding of the context in which agile software development
is employed. Section 4.4 summarises the use of agile software development, including specific

∗https://www.sciencedirect.com/science/article/abs/pii/S0951832018308597
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practices, to date within the company, and how these have been fitted into the existing software
development process. Section 4.5 discusses the challenges discovered from the interviews. Sec-
tion 4.6 discusses the threats to validity of this study. Section 4.7 presents the summary of this
chapter.

4.1 Objectives of the Exploratory Case Study

The practice of adapting and customising methods and practices to suit local needs has been
reported for other software domains [Fitzgerald et al., 2006, Wang and Wagner, 2016b, Conboy,
2009]. However, there has been a very little reported in the literature of the experience of
practitioners who have applied necessary adaptations to agile methods or practices in the context
of safety critical system development i.e., empirical research on application of agile methods for
the development of safety-critical systems. Therefore, there are many open questions about the
selection of particular adaptations and their efficacy in different contexts.

To continue to address this gap, we conducted a series of semi-structured interviews with
software engineers working for a large avionics company in the United Kingdom (referred to
as ‘the company’). The company as a whole is engaged in a variety of projects for external
customers, typically comprising both hardware and software development for safety critical sys-
tems. The purpose of the study was to learn about the company’s experiences in the application
of agile software development to safety-critical systems projects and to gain a deeper insight
into the difficulties experienced. Therefore, the objectives within the context of the exploratory
case study in this chapter were:

• Explore agile methods and practices employed in the context of software development for
safety-critical systems.

• Explore the challenges in employing agile methods and practices in the context of software
development for safety-critical systems.

Addressing the first objective provides an understanding of the use of agile software devel-
opment within the company. Addressing the second objective allows for an exploration of the
impact of agile software development from the perspectives of the practitioners. We also seek to
understand what challenges they encountered when employing different practices within agile
methods, which practices were rejected and adapted, and the rationale for doing so. Due to the
exploratory nature of the research, a case study approach was taken [Runeson and Höst, 2009].
An initial interview with stakeholders at the company was conducted as a scoping exercise. Fol-
lowing this, a semi-structured interview instrument was developed following Wengraf’s (2001)
method to ensure traceability between research questions and data gathered. Findings from this
stage were validated in a full-day workshop with wider group of participants.
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4.2 Interviews

The company that is the focus of this study is a large multi-national that develops products in
the avionics sector. The company is engaged in a number of projects concerning the design and
development of safety-critical systems, comprising both hardware and software. As discussed
above, the company had begun to experiment with the use of elements of the Scrum process
and other agile practices. During this period, the researchers were invited to conduct interviews
with a number of the company’s employees who had been involved in this transition process.
The purpose of this study was to explore and understand the application of agile software de-
velopment to the development of software for safety-critical systems from the perspective of
practitioners. The study sought to identify both: the benefits recognised by practitioners in us-
ing agile methods and practices in this context and the challenges and limitations experienced.
We conducted a series of interviews with practitioners at the company.

Since this was an exploratory study, and the researchers did not have prior experience of the
company’s work, the first stage of the research process was an unstructured interview (Interview
0) with two senior employees of the company. One of these participants, who also participated
in all the following interviews, was the team lead of a systems team, which was responsible for
elaborating requirements and disseminating these to other teams within a larger project. The
other participant was the Head of Software Engineering, who was responsible for the overall
software development function of the company. The interview meeting continued for 90 min-
utes. This interview was conducted in person, with one of the researchers taking extensive notes
during the interview. A memo was prepared summarising the answers to the questions asked.
This memo was validated by one of the interviewees during a follow-up discussion. The answers
to this initial interview provided guidance to help scope the next stage of our research.

Following this stage, semi-structured interviews were used to gather data. This approach
offers freedom of expression to the participants, and open-ended questions prompt discussion
aiding the interviewer to explore a particular theme. Following McHugh et al. [2013], Wen-
graf’s guidelines were used to construct the interview instrument [Wengraf, 2001]. Figure 4.1
illustrates how Wengraf’s method was applied to the design of the semi-structured interviews.

The Research Purpose (RP), in this case: “Learn about application of agile software de-

velopment to software development for safety-critical systems and to gain a deeper insight into

difficulties experienced when developing avionics systems using agile methods and practices.”.
In the current work, the RP is refined into two CRQs. Each CRQ is divided into a number of
Theory Questions (TQ), specific propositions to be investigated during the conduct of the study.
For example, CRQ1 is refined into two TQs, including “TQ1.1 What agile methods are employed

in practice?”. To answer each TQ, a number of interview questions that will be presented to the
participants are defined. The figure shows a sample of interview questions for TQ1, with the full
interview instrument available for review [Islam and Storer, 2020a]. This approach provides a
traceable hierarchy and rationale behind every interview question.
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Participant and Role Experience of Agile
P1: Lead software
engineer

Using agile and practices within current team;
experience of using agile on previous projects

P2: Lead software
engineer

Experience of using agile software development
in previous projects; Considering the use in
current project

P3: Deputy lead software
engineer

Using waterfall

P4: Lead software
engineer

Using waterfall

P5: Systems team lead Using a hybrid model (water-scrum-fall)

Figure 4.2: Summary of Interview Participants

Once an initial version of the interview instrument was prepared, it was validated by an
independent academic expert who did not have any involvement in the research. The validator
was contacted by email to arrange a teleconference during which all questions in the interview
instrument were reviewed. The validator advised altering the order of questions to facilitate
the interview process but did not recommend changing the content of any questions. A series
of mock interviews were also conducted with non-participants in the study to familiarise the
researchers with the structure of the interview instrument and to test the timing and duration of
the interviews.

Four interviews were conducted during four sessions. Our intention was to gather data from
multiple perspectives within the company, creating a broader understanding of the context of
this chapter. Interviews were conducted with five practitioners (Participants P1-P5) with differ-
ent experiences, expertise, and roles. These experiences included acting as a project manager,
requirements engineer, software developer and a member of an integration team. The fifth par-
ticipant, P5, was a systems team lead and participated in all the interviews. The first four inter-
viewees were working on three different projects within the company. The first team had some
experience of employing agile software development within their projects whereas the second
software team was considering its use because they wanted to be able to deliver more frequent
releases. In both cases, the participants interviewed had used an agile method and associated
practices in their previous projects within the company. However, the third software team was
reluctant to adopt agile software development and wanted to retain their existing plan based
process, which resembled Waterfall [Benington, 1983]. The third team felt that they worked
effectively within this process and although aware of the use of agile software development
elsewhere within the company, did not see the need to begin introducing an agile method or
practices to their own software process. All the participants, including the ones with experi-
ence of agile software development within the company, worked on avionics related projects
requiring D178-C certification. A summary of the interview participants is presented in Figure
4.2.
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The approximate duration for each interview was 90 minutes. Interviews were transcribed
and sent to the participants for validation, permitting participants to make additions or clari-
fications. After getting verbal permission from the participants, the transcripts were used for
analysis. The transcripts from the interviews were then analysed to answer the theory questions.
The analysis of the gathered data is also performed by using Wengraf [2001]’s guidelines, using
a bottom-up approach to answer the questions at each level.

For the analysis, answers to the questions were gradually aggregated at each stage in the
hierarchy. A table was created similar to Figure 4.1 for this purpose. Answers to every interview
question from all participants were pasted in the Answer column next to the respective interview
question. Answers to every group of IQ relating to each Theory Question were then merged to
form a story. The group of Interview Questions relating to each Theory Question was deleted
such that each Theory Question had a descriptive answer. The same process was repeated again
to find answers to CRQs.

The descriptive answers to each CRQ were reviewed by the authors independently, and the
issues reported in them were highlighted. The notes were compared afterwards in a meeting to
discuss the discovered issues. Eleven challenges were identified during this data analysis. These
results were presented to a group of people from the company for validation. The participants
in the workshop validated all the challenges identified during the interviews, with the exception
of one. In addition, the participants of the meeting raised three new challenges which were not
discovered during semi-structured interviews. All fourteen of these challenges are discussed in
Section 4.5. As a result, we also gained an understanding of the factors that directly or indirectly
affect and contribute to the actual and perceived benefits of agile software development within
the company. At the end, the findings from the interviews were mapped to findings in the
literature. Note that where we use quotations below to illustrate a challenge it is sometimes
necessary to anonymise some of the topics to preserve confidentiality. All the work described in
this section took place between March 2017 and March 2018.

4.3 Overview of Software Development in the Company

This section draws on the analysis of the answers to the interview questions to develop a descrip-
tion of the structure and process for software development used by the company. The descrip-
tion below provides the context for the discussion of challenges which were identified during
the interviews and discussed in Section 4.5. Each theme discussed below was identified in the
interviews as having an impact on the introduction of agile practices to the software teams. The
Section begins with an overview of the a typical project team structure, organised to accommo-
date both hardware and software development processes. The section then describes the overall

software development process within the company and where agile software development has
been adopted within individual sub-teams. Next, the section describes the relationship between
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a typical project in the company and a complex network of project customers. The next sec-
tion reviews the requirements management process, showing how requirements derived for the
overall project are communicated to the software teams and sub-teams. Finally, the process of
delivering and certification for products according to safety standards is described.

4.3.1 Project Team Structure

The size of project teams within the company varies considerably, typically between 50 and 200
people. Within a project, a software development team (SDT) itself typically comprised of 20 to
35 people, with the rest of the project team working on different other components or functions
within the project, including the systems integration team, hardware, firmware, software, safety,
flight trials, configuration and the management team.

The SDT has its own organisational structure. The overall team has a small management
unit, comprising a lead software engineer, deputy lead software engineer, program manager and
coordinator. The lead software engineer and deputy lead software engineer share technical and
managerial responsibilities for the overall project. These include the overall software lifecycle,
comprising requirements, definition, design, software implementation, quality assurance, certi-
fication and delivery. The lead software engineer is also responsible for customer liaison and
has sign-off authority for documentation and software changes. The lead software engineer is
also responsible for assigning responsibilities to individual software sub-teams. The software
program manager has responsibility for project planning within the software team and resource
allocation. Finally, the software coordinator is responsible for maintaining documentation, for
example, meeting minutes.

A software team is typically divided into a number of sub-teams, which specialises in a
particular functional aspect of the software project and consists of either four or five people.
Each sub-team has a sub-team leader, who is expected to be able to run a full lifecycle including
high level design and requirements analysis within their area of expertise. The sub-team leads
also act as functional champions because of their expertise in some area of functionality. The
sub-team leaders typically have 15 to 30 years of experience. Other members of the team have
different level of experience, from recent graduates to 20-30 years of experience.

4.3.2 Development Process

Most of the projects within the company, including the participants’ current projects, are planned
to run for several years and are divided up into a number of phases with each phase intended to
deliver further new functionality on the product, as agreed with the customer(s). The duration of
a phase varies from project to project. In some projects, a phase is between four (4) and six (6)
months and in others, a phase is between one (1) year and eighteen (18) months. Each phase is
allocated a number of requirements to be implemented, agreed with the project customer. At the
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end of each successful phase, a delivery is made to the customer comprising (in the ideal case)
the features of the requirements that were originally agreed upon.

A typical phase is illustrated in Figure 4.3. Requirements are created in the IBM DOORS
documentation tool by the systems team and later exported into the IBM Rhapsody modelling
tool used by the requirements analysis sub-team within the SDT. The requirements analysis
team translates the requirements into a high level software architecture. During this process,
the software team and systems team are in constant communication, due to the need to further
negotiate and clarify the requirements. Once the requirements and architecture are agreed upon,
they are allocated to different sub-teams by the requirements manager. Within each sub-team,
the company allows some flexibility with regard to the software process, for example, with
some sub-teams using a Waterfall software process within a single phase and others applying
the Scrum method. Consequently, one participant (P2) called their software process “water-

scrum-fall”, as Scrum was inserted into the middle of the company’s overall project lifecycle.
Towards the end of a phase, different functions of the software are packaged into an integrated
software release. The software is delivered to the integration team to develop an overall delivery
release to the project customer.

There is a set practice of having a weekly technical and management meeting and a monthly
software team meeting. Minutes and actions are captured at the meetings and distributed only to
the relevant people. Other than the formal meetings, spoken/face-to-face communication is the
main type of interaction that takes place between the software team and other teams. Within each
sub-team, members are co-located and interviewees report that the culture within the company
encourages workplace interaction.

4.3.3 Project Customers

From the perspective of a project software team, the relationship with the project customer was
viewed as complex, with the project actually having several ‘layers’ of customer (Figure 4.4).
The systems team acts as the most immediate customer for the software team, providing the
requirements specification (recall Figure 4.3). In turn, the systems team manages the relationship
with the project’s immediate external customer. The systems team is therefore responsible for
gathering requirements from the external customer. As the company may be part of a larger
project consortium, the external customer may itself also have a further external customer who
will have a significant influence on the direction of the project. Alternatively, the system under
development may have several direct customers. In all these cases the software team may find
themselves interacting less frequently with these stakeholders, or doing so through informal
communication mechanisms, indicated by the dashed arrows in Figure 4.4.

One of the interview participants (P5) described this as “a very complex stakeholder rela-

tionship in terms of lots of people with different views and influences.” The customer has a
certain delivery schedule which has the main influence over the overall schedule. The interview



CHAPTER 4. AGILE IN LARGE SCALE SAFETY CRITICAL SYSTEMS 71

Software Team

Requirements 
Analysis Team 

Sub
team 

Sub
team 

Sub
team 

Sub
team 

Integrated
Software
Release

Software 
Architecture

Integration 
Team 

Requirements

Firmware
Team

Hardware
Team

Delivered 
Release 

Systems
Team

Software 
Requirements 

Figure 4.3: A typical phase of a project from the perspective of the Software Team
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Figure 4.4: Layers of Customers. Solid arrows represent formal lines of communication. Dashed
arrows represent informal or infrequent lines of communication.

participants reported that in the past, the overall project management team decided the project
schedule, but now the software team also gives their input on tasks and schedule. Although the
wider project management team sets the major milestones in agreement with the external cus-
tomer, the software teams set their own milestones within these boundaries. This gives the team
members a sense of ownership and responsibility. Agreed delivery dates are then passed onto
the external customers. Normally, the software team would involve more people if there is a risk
of missing the delivery date, but if the schedule needs to be changed, it is done after negotiation
with the external customer. Final decision about changes to a schedule is made by the Software
Function lead.

For the software team, the “customer” is primarily the project’s systems team, who parti-
tions and allocates requirements to teams within the project. Consequently, the systems team is
usually one or two delivery phases ahead of a software team. For example, the systems team
will be preparing requirements for the second or third phase while the software team is working
on the first phase. The main involvement of a systems team is in the beginning (elaborating
requirements) and at the end (completing integration) of each phase. A systems team does not
participate in the feedback reviews regularly, but if there is a very complex task (a complex
algorithm to be implemented, for example), they would get involved. The systems team also
provides inputs for acceptance testing.

The interview participants reported that in the past, their software team has had ready access
to the systems team, who can be approached on a needs basis. However, there is no pre-defined
way of soliciting feedback from the respective systems team. Rather, it is mostly informal,
whenever needed. Conversely, gate reviews and interim reviews are formally performed with
the external customer (representatives). Normally, it takes more than six weeks to get feedback
on a delivery as the customer requires this time to test the new features on the integrated system.
Certification also delays delivery sometimes.
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4.3.4 Requirements Management

Requirements are analysed and refined at the start of each iteration. At the end of requirements
analysis phase of each iteration, the requirements are reviewed by a panel which involves the
software team lead and software engineers. Requirement specifications are delivered to the soft-
ware teams in textual form with some supporting UML diagrams to help the engineers under-
stand the requirements. Requirements are managed through the IBM requirements management
application, DOORS. The interview participants reported that requirements analysis and decom-
position is a challenge and depends on an engineer’s familiarity and experience with the nature
of task to be performed well. There is no typical number of requirements for a phase. The
average number of requirements per iteration is unknown because it depends upon the amount
of work required to meet a particular requirement, due to the unequal size of requirements.

One software team had experimented with converting requirements into more formal struc-
tured text. They converted the requirements from free text into a structured Z notation. How-
ever, one participant (P1) reported that this turned out to be a “disaster”. According to P1, the
customer reported their displeasure with the transformed requirements because they were less
readable than the original.

The interview participants reported that requirements change was experienced in all projects.
One participant estimated that 10% of the requirements changed throughout the software life-
cycle. Changes were reported due to a variety of sources, including requests from customers,
the discovery of conflicts between the architecture and requirements during implementation or
the need for further requirements elaboration or additional scope. The need for a change in the
requirements can be discovered at any stage from requirements analysis to delivery. Participants
also reported that the discovery of requirements changes often necessitated rework or coordina-
tion with other teams in the project to assess impact, particularly the project’s systems team. It
was also observed that requirements tended to stabilise towards the end of the project.

4.3.5 Product Integration and Certification

Integration and certification is performed iteratively, beginning within the software team, be-
fore an entire product release is provided to the customer. Certification occurs when a formal

release is due to be delivered to the customer. Also, an integral part of the integration pro-
cess is the preparation of supplementary documentation to support certification processes. This
documentation includes requirements specifications, risk management plans, accomplishment
summaries, release information and high level and subsystem design documents.

Software teams manage all their documentation and design models locally using the Serena
Dimensions configuration management tool and generally only have visibility of other teams’
documentation during the integration and certification process. Documentation is reviewed
whenever a significant change is made as well as during the certification process. Documen-
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tation is formally reviewed during a lifecycle in the appropriate phase. For example, test reports
will be reviewed in testing.

More recently, projects have used a practice of delivering engineering releases as well as the
end of phase formal releases. Although these are releases that are provided to the customer, they
are done so in order to generate feedback and do not undergo the whole certification process.

The participants reported that some visibility of progress is lost during the integration pro-
cess. This happens because during the integration process, there are many other ways of track-
ing progress, and it is possible that software team members do not update internal issue tracking
(such as Jira) because this creates duplication of work. Moreover, if a problem arises in integra-
tion, it is recorded via a project wide defects recording tool, and the respective software team
involves the people they need immediately in the task. Thus the benefits of internal progress
tracking within the team are lost during integration.

4.4 Use of Agile Software Development

This section discusses the extent to which the company has so far used agile practices, building
upon the Section 4.3 to meet the first objective of this chapter. Each team has some flexibility in
choice of software process, depending on the nature of the overall project, with the final selection
of lifecycle being made by a team’s lead software engineer. The company has developed a series
of questions that guide the selection of a software process. Historically, teams have typically
employed Waterfall or an iterative process because of the duration of the projects.

Two of the interviewees had previously worked in software teams that employed agile meth-
ods. In their current projects, one participant had also begun employing elements of Scrum,
several months prior to the interviews. Several motivations for this were given during the course
of the interviews:

• The need to speed up delivery times and produce a series of phased releases for the cus-
tomer. The second team reported that this goal had not been reached yet, although the first
team found employing aspects of agile methods had resulted in significant benefits. One
participant (P5) commented that they wanted to be “...giving the customer many more re-

leases”. Another participant (P3) with no experience of using agile software development,
while expressing his expectation from its adoption, emphasized the need to deliver more
frequently “...we would be able to provide the customer with more frequent deliveries of

the software”.

• Improving communication within the software team. One interviewee (P1) reported that
“...we wanted more visibility in the project i.e. who is doing what?, how many tasks have

been completed?, estimates, performance and list of completed jobs etc.” Tools like Jira
Kanban boards were reported as helpful in this regard.
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• Improving team member engagement with the coordination of the software project. Free-
dom to select one’s own tasks has prompted a sense of responsibility among team mem-
bers. While expressing benefits of using Scrum, a participant (P1) said “The level of

engagement of some of my engineers is much better... That is the massive difference, my

teams are working much better.”

• Earlier discovery of problems. The interviewees reported that problems were often dis-
covered late during integration, requiring more costly rework. One participant (P1) while
talking about reasons of adopting agile software development commented “...not letting

things get too far before realising its gone wrong. It’s that visibility thing. It’s about know-

ing about problems sooner”. Another participant (P3) who did not have any experience
of using agile software development, while discussing the reasons seen for using agile in
other projects, said “...so we get feedback earlier.”

The Scrum method itself had been selected by these teams for this part of the process because
it was perceived as the de facto industry standard, and within the scope of a sub-team, did
not require senior management support to allow the experiment. At the time when interviews
were being conducted, the organisation had not undertaken significant Scrum training for its
personnel. Rather, individual teams had chosen to adopt agile methods and practices within
their own parts of a wider project.

Each team has a scrum master responsible for coordination of activity. Project planning is
organised into a series of sprints with associated planned releases, with each sprint typically
lasting one or two weeks. The team creates a plan at the start of each sprint, using a Jira or
Kanban issue board to track progress. The scrum master begins by calculating the available
effort in terms of story points in the sprint based on team size and availability. The teams do
a “T-shirt size” estimation of the tasks and record this on Jira boards. Numerical information
is extracted with the help of a formula from T-shirt estimation and entered into a Microsoft
Project plan for long term planning. Items from the backlog are then selected for completion
and allocated to the sprint.

The interviewees reported that the first and second teams follow the daily stand-up ceremony
to facilitate communication. In the second software team, the lead software engineer acts as the
product owner, so the team also conducts customer demonstrations. However, the first software
team does not have customer demonstrations because they do not have a product owner within
the team. Customer demonstrations are also interpreted as something that induces a sense of
failure or inability to finish the task on time, by the first software team we interviewed. Ac-
cording to the first software team lead (P1) “...at times the teams don’t feel failure, and I know

that meeting (customer demonstration) helps with the feeling of failure, which would be nice

sometimes...It helps with building reasonable pressure on the team member.” The interviewee
suggested that the first software team lead would rather have a ‘mock’ meeting with another
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internal team than the external customer because they have a very formal relationship with the
customer with whom the team feels unable to discuss delays. Neither of the two software teams
currently conduct retrospectives. It was stated that the first team does not see the value in it be-
cause they are already monitoring progress through Jira boards. Therefore, they do not see the
need of having a separate meeting for looking at previous performance. Separately, the second
team reported that they had experimented with retrospectives. They reported finding the number
of potential process improvements to consider to be overwhelming and so had abandoned them
until additional Scrum training could be completed. However, the available literature advocates
conducting retrospectives. For example, Kasauli et al. [2018a] performed a mapping study on
the use of agile in safety-critical systems development. The authors conducted a workshop with
experts from six large Swedish product development companies to identify critical aspects in
this topic which were to be further investigated. Then as a next step, the authors performed
a systematic literature review during which they selected 34 studies for further analysis. Ac-
cording to one of their findings, sprint planning combined with retrospective helps in improving
estimation in safety-critical system development.

The team members are encouraged to communicate and help each other, and use this as a
means of learning. Pair programming is viewed only as a form of mentoring in the organisation
and people have different opinions about it. Pair programming is found to be ineffective and
a time wasting activity by one of the participants because it has been observed that the weak
member does not learn from it, and mostly, the stronger member takes the keyboard. Accord-
ing to the lead software engineer (P1) “...someone always takes a back seat while the stronger

member takes the keyboard.” Others take pair programming purely as a way to “help each other

out.” However, this negative opinion about pair programming strongly contradicts with what
is reported in the literature. The researchers [Williams and Kessler, 2003, Chong et al., 2005,
Hannay et al., 2009, Jones and Fleming, 2013] agree that pair programming not only improves
productivity and code quality but provides a learning opportunity to the “pair”. According to
Williams and Kessler [2003], pair programming involves assumption of roles i.e., a driver and
a navigator. They switch roles periodically. Results from an experimental study by Jones and
Fleming [2013], show that pair programming improves technical skills along with production of
high quality code in a relatively shorter amount of time. In order to understand the circumstances
which led to interviewees’ negative opinion about pair programming, we need to observe their
pair programming sessions in a future study perhaps.

Despite the perceived benefits, participants P1 and P2 also reported drawbacks of employing
agile software development. First, the team has discovered that applying an agile philosophy to
design is creating rework because short term design decisions are later discovered to be incom-
patible with the overall product design, “...this is because the teams think, since they are working

agile, they are concerned (only) with the part they are working on.” The Lead Software Engi-
neer (P1) for the first team further suggested that the team needs some “forward thinking”, for
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example, to anticipate the need for extension points in design. The first software lead engineer
felt that the Waterfall process helps with this issue by encouraging a more holistic approach to
design.

The third team was using a Waterfall process, rather than an agile method. When we asked
them if they would consider applying agile software development in the future, several reasons
were given for not doing so. First, the third team believed that agile methods and practices are
not suitable for projects where requirements are uncertain or volatile. One of the Lead Software
Engineers (P4) said “I think one of the reasons we‘ve not gone agile is experience. You know

we‘re experienced with the lifecycles that we follow.” This was a common reply from the team
members who were reluctant to use agile software development. The project they worked on was
for a new product, but they based their software process on that for a long standing (more than
20 years) project within the company, “...it used fairly similar processes all the way through.

So for us on the new product it made sense to stick with the non-risky strategy of going with

what we‘d done previously. We know that process works, we know, what we‘re going to get out

of it (P4).” We believe that there were two main factors behind the teams’ reluctance to use
agile i.e., (i) general misconception about agile that it lacks focus on documentation, (ii) lack of
experience and guidance in using agile methods.

Kasauli et al. [2018a] reported challenges of using agile methods in safety-critical system
development in their mapping study. According to the authors, agile methods often reported to
suffer from lack of focus on documentation “..as extensive documentation will diminish advan-

tages of agility”. This perception is incorrect and probably comes from false interpretation of
agile manifesto. Agile principle “working software over comprehensive documentation” is seen
as minimum or no documentation as reported by Sharp and Robinson [2010]. In safety-critical
system development, major portion of documentation is used to demonstrate regulatory com-
pliance without which the system cannot be used legally. Therefore, in safety-critical system
development, documentation is part of a “working software”. The focus of this agile principle is
on avoiding waste of effort. It does not mean that documentation should be avoided [Wagenaar
et al., 2018]. Kasauli et al. [2018a] also report that, in the context of safety-critical systems
development, agile methods are thought to have lack of guidance on project monitoring and
control. Also, according to the findings of the authors, there are doubts in sufficient level of
testing mechanisms offered by agile. Authors report that agile’s “unstructured nature” lead to
lack of trust in agile. Also, the regulatory standards suggest upfront planning which is against
the recommended workflow of agile.

In particular, the team believed that the requirements for the project were relatively well
understood and stable, so the team was able to plan Waterfall phases of 9 - 12 months duration,
“So I guess it was a sort of macro-agile process... but the sprints were just incredibly long...But

each of those was separate in a way (P4).” The team used waterfall but incorporated sprints in
the development life cycle to build the system in increments, but these sprints were much longer



CHAPTER 4. AGILE IN LARGE SCALE SAFETY CRITICAL SYSTEMS 78

than the normal (week or two weeks) duration recommended by agile. However, the duration of
these “sprints” is unclear.

Second, the third team believed that applying an agile method only within the software team
would create difficulties for coordination with the other teams in the project (hardware, firmware,
integration etc.). A software team does not work in isolation as said by one of the participants
(P4) “...we do work very closely with the systems team to define our requirements, we work

very closely with the hardware and firmware teams to integrate software, so those, you know

would all need to be working to the same schedule, and the same set of sprints.” Consequently,
there was a concern that applying an agile method and practices within the software team would
complicate this as different teams work at their own pace and the schedules between different
teams often mismatch, “...they may not be working to the same schedule as we are...that’s not

something we’re very good at (P4).”

More widely, the third team believed that the company as a whole lacks guidance on how
to adopt agile software development when developing software for safety-critical systems and
are uncertain about the suitability, “...there’s always been a fear of certification... and how an

agile development would affect that?.” The Lead Software Engineer (P4) for the third team also
pointed towards the need to change the mindset of the people saying “...within the business there

is a fear or a concern that doing something an agile way means doing it in a scrappy way,.. you

know or doing it in a careless way.”

These concerns were also reflected in the experiences of the first two teams in employing
agile software development. The participants from these two teams reported both internal and
external obstacles, both in convincing team members of the benefits of change and in engaging
with the project customer. They found that the application of an agile method was constrained
by the customer’s desire for a form of contract that encouraged a plan-driven software process.
For example, the requirements phase is associated with a milestone in the contract for delivering
a full requirements specification before design and implementation work proceeds. Further, the
participants believed that the regulatory framework also dictated a plan driven process. Both
software team leads argued that “...regulatory standards do not let us choose our own method

(P1).” In addition, these regulatory standards require production of a lot of documentation.
As a consequence, both participants that had experience of agile software development

picked up the parts of Scrum and agile practices that they thought were beneficial and could
be applied without conflicting with regulatory standards of project contracts. These included
the use of Kanban boards in Jira, sprints, daily stand-ups, sprint planning and product backlogs.
Further, both teams anticipated employing more agile practices, such as the specification of re-
quirements as user stories, in the future. Conversely, both software teams wanted to re-instate
the Gate Reviews they were conducting while using Waterfall but they had not reached an agree-
ment yet on how to do this within their agile software development process. Both these teams
expected that employing agile software development would enable them to deliver smaller, in-
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cremental improvements of the overall system more frequently to the customer over the lifecycle
of the project, compared with their existing plan-driven process.

4.5 Discussion of Challenges

This section discusses the challenges in implementing agile software development within the
Company, building upon Section 4.3 and 4.4 to meet the second objective of this chapter. Fig-
ure 4.5 presents the key challenges elicited during the interviews. We discuss these challenges
under the distinct themes of Pressure for Waterfall, Coordination amongst Stakeholders, Doc-
umentation Demands and Cultural Challenges, below. For each theme, we present and discuss
extracts from our interview transcripts where relevant observations of interest are made. For
each theme, we also identify relevant literature and discuss the implications of the findings. At
the end of this section, we discuss how the current agile methods tailored to large-scale systems
could contribute to solve some of the challenges reported in this study.

4.5.1 Pressure for Waterfall (Challenges 1, 2, 3, 4, 5)

Challenges 1, 2 and 3 reflect the difficulties of implementing agile software development in a
wider software development culture where the Waterfall process has become embedded. All the
participants except one said that regulatory standards are one of the main hurdles in use of agile
software development. They anticipated that Waterfall imposed by standards would prevent the
use of an agile method (Challenge 2). For example, “Our standard says that we use waterfall... it

doesn’t say that we can pick our method (P1)” Further, the participants stated that the company’s
internal standard, which conforms with DO-178C prevents the use of agile methods, and that
customers are also wary of such an approach. However, the other participant (P4) argued that
“...No, I don’t think there are any conflicts...I can’t see really why it would be a problem.”

Reflecting on the emphasis on Waterfall in the standards, the participants also reported that
the use of Waterfall is often mandated by the (external) customer which restricts them from
using agile software development (Challenge 3). Within the company, contractual agreements
are the primary driving force of a project. Plans, milestones, term, and conditions of a project
greatly impact the development lifecycle of a project, “the customer is saying, we want you

to use waterfall... because of the way we get a set of contractual requirements and we must

complete all those contractual requirements, rather than create a set of requirements then cut

dead at a certain point (P1).” This perspective reflects the culture within safety-critical systems
development of defining the full requirements at the beginning of the project because of the
need to understand the full features of the software, and how it will integrate with the hardware.
As a consequence, most participants believed that use of agile software development in full
was not practical because this would require a different relationship with the customer in which
requirements were continually refined and renegotiated at the beginning of each sprint or release.
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Challenge
1 Agile software development advocates incremental design, but safety standards

require upfront design as necessary input for hazard analysis.
2 Regulatory standards are perceived as mandating Waterfall and not permitting

agile methods.
3 The prevalence of fixed price contracts for pre-agreed requirements in safety

critical systems projects is not readily compatible with agile software
development.

4 The actual time taken to complete the tasks always turns out to be more than it is
estimated in the beginning, particularly due to integration complexity in
safety-critical systems projects.

5† Requirements are difficult to modularise in safety-critical projects because the
functionalities are so interdependent that it is very hard to separate them.

6 Software teams lose visibility during the integration phase. Agile methods lack
guidance on integration with hardware.

7 There is a complex network of customers that obstructs agile ceremonies such
as the Sprint Review

8 Face-to-face informal contacts dominate communication, causing project related
information to be lost.

9 Software, hardware, firmware and other teams in safety-critical systems work
function independently according to their own schedule causing plans to
become mismatched.

10 Frequent releases increase overheads and costs because they must be
accompanied by supplemental documentation to achieve certification.

11 The Software team has no practical example to follow for applying agile
methods and they lack the resources to experiment.

12† The teams need guidance on how to scale agile methods for use in large multi
team context.

13† The organisational mindset require convincing about the benefits of agile
software development.

14‡ Independent testing required by standards conflicts with the practice of
developer created tests advocated by agile software development.

Figure 4.5: Summary of challenges identified during this study. Unmarked challenges were dis-
covered during the semi-structured interviews and confirmed in the validation workshop. Chal-
lenges marked †were discovered within the validation workshop. The challenge marked ‡was
discovered during the semi-structured interviews, but rejected during the validation workshop.
All challenges (including 14) are reported for completeness.
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In the literature, VanderLeest and Buter [2009] argue that “Contractual models in aerospace

expect firm-fixed estimates of large complex projects with little room for change. The agile ap-

proach of using client-driven adaptive planning at the start of each iteration faces the hurdle of

dealing with the potential contractual changes that result from such frequent planning.” Limited
support for subcontracting is a connected limitation of agile software development reported by
Turk et al. [2014]. Sub-contracted tasks are usually well defined, and the milestones are clearly
laid out [Turk et al., 2014] which already gives a limited freedom to the development team and
the remaining “flexibility” is constrained by regulatory standards.

There are mixed opinions about use of agile software development for software development
for safety-critical systems in the literature. For example, VanderLeest and Buter [2009], Cawley
et al. [2010] and Wils et al. [2006] all argue that DO-178C does not favour a particular soft-
ware development lifecycle, but rather provides process guidelines and (in total 71) objectives
for development of airborne software [Coe and Kulick, 2013]. Wils et al. [2006] argued that a
reasonable re-interpretation of agile principles would mean they are compatible with certifica-
tion. In particular, Wils et al. contend that working software in this context comprises both the
implementation and the documentation, because the documentation is necessary for the software
to be certified as safe to enable use.

Conversely, Winningham et al. [2015] argue that agile methods and practices are not devel-
oped for safety-critical systems. In order to be used for safety-critical systems such as avionics,
the software process has to conform to process standards i.e. DO-178C in the context of the cur-
rent study [RTCA]. Several authors have identified and discussed specific conflicts. Relevant to
our work, agile principles discourage the development of detailed designs that anticipate future
requirements prior to implementation work. Beck and Andres [2005], for example, allude to the
‘you ain’t gonna need it principle’ and argue that the expectation of requirements change means
that any effort dedicated to design for future implementation could well be wasted. However,
Chapman [2016], Chapman et al. [2017], Cawley et al. [2010], Wils et al. [2006], Chenu [2009],
Glas and Ziemer [2009], Boehm and Turner [2003] and Coe and Kulick [2013] all contend that
this principle conflicts with most safety-critical standards that mandate the development of a
sufficiently detailed design to act as input to certification processes. Changes to the design may
invalidate the certification status of the product and require an extensive rework of assurance
related artefacts.

One particular impact of this emphasis on Waterfall reported by participants is the extent of
detailed requirements analysis, specification, and design that take place before implementation
work proceeds (Challenge 1). These processes are accompanied by gate reviews to evaluate the
quality of work before permitting a project to proceed to the next phase. Our participants said,
for example “The design itself, we tend to come up with fairly stable architectural designs quite

early on... Specifically because we don’t want to be changing them all the time (P4).”

This issue was explored further with the participants. During discussion, it emerged that
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several of the participants preferred to engage in substantial upfront design, regardless of the
constraints imposed by the standard. This preference was justified by the scale of the system
development and the need to accommodate future planned features within the existing design,
“I think you need to be forward thinking as to what your design needs to be (P1).” One of the
participants also stated that adopting an agile approach to design increased costs of this aspect of
the work overall because the team did not design with future requirements in mind and so created
substantial additional rework, “What I guess was not anticipated was the amount of rework that

agile is creating for me... I think you need to be forward thinking as to what your design needs

to be (P1).” The participant goes on to explain that this anticipatory design is necessary because
of the interdependence between the different teams in the overall project. The team needs to be
aware of the expectations of other teams on the software they are working on and anticipate this
in the design.

Despite the preference for upfront design, all of the participants noted the tendency for the
software projects to undergo substantial requirements and consequent design changes once im-
plementation begins, with estimates ranging from between 10% and 20% although one partic-
ipant estimated that deviations from the original plan could reach 80%. Our participants also
reported that these changes could come from the customer or from the software process itself
(such as the need for further elaboration) and occur throughout the software process.

VanderLeest and Buter [2009] quote findings from different studies suggesting that a typical
project may experience 25% change in requirements, increasing to 35% for a a large project.
These estimates suggest that there is considerable variability within ‘safety-critical’ projects as
to the degree of certainty in the project requirements and plan, and thus the feasibilty of applying
a plan-driven process. On the one hand, the extent of volatility in requirements for safety-critical
systems suggests that adopting an agile method or practices would be appropriate for require-
ments engineering in this context. However, there is a need to understand how agile methods and
practices can be adapted to accommodate the need for continual certification against standards.
As discussed above, SafeScrum [Stålhane et al., 2012] is an indication of the interest in this area.
There is also a need to extend agile methods and practices to mitigate changing requirements
across software, hardware and other developments, as discussed concerning Challenge 6 below.

Related to this, one participant in the validation phase workshop identified a further chal-
lenge with the modularisation of requirements (Challenge 5), stating “We get over 8000 pages

of requirements and it becomes really difficult for us to isolate a sub-set of requirements from a

big pool of requirements (Validation Workshop).” The sheer amount of detail in the fully elab-
orated requirements document makes it difficult for the software team to allocate packages of
functionality to the different sub-teams. Later design and implementation work reveals interde-
pendencies between functions that were not anticipated during the requirements analysis phase.
This requirements complexity would appear to be a significant challenge for the implementa-
tion of agile software development, since requirements cannot readily be divided into modular,
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manageable features.
As a result of these constraints, the participants reported that they feel the time and amount

of work needed is nearly always underestimated, and that delays occurred due to the additional
effort needed to better understand or implement altered requirements (Challenge 4). One par-
ticipant (P3) commented, “there is a high level of, what we call punt... in our system level re-

quirements which then obviously impacts us downstream.” The fixed price approach to contracts
and the estimation process does not anticipate this cost of change. In particular, one participant
noted that even though change occurs in project requirements or plans, due to requests by the
customer, this does not always get integrated into the estimates for the overall plan “...but a lot

of this time, changes come in that are not considered (P3).” We believe that along with other
factors, fixed contracts also contribute to the issue of estimation in this context. Agile meth-
ods, by nature, have a short-term vision. Agile advocates accommodation of change and can
handle uncertain situations; therefore, some researchers [Turk et al., 2014, Alsaqqa et al., 2020,
Richardson et al., 2020] propose using short-term contracts to match the short-term planning
nature of agile methods.

However, in some cases, the participants did report being able to rely on historical data from
previous projects to produce reliable work estimates, “it was a fairly mature, although [it]’s

a new [product], our ... product line is very mature, you know. So the requirements, eighty

percent of them probably were very well understood at the beginning of the project (P4).” Also,
to process historical data, Duszkiewicz et al. [2022] developed a tool in collaboration with a
Danish software development company that employs Natural Language Processing algorithms
to find past similar user stories and retrieve the time spent on them. However, the evaluation of
the tool shows that different phrasings and wordings can impact the similarity scores.

Similar challenges have been identified in the literature. For example, Wils et al. [2006]
reported the finding of their study of implementing XP, conducted at Barco (a major Belgian
avionics equipment supplier). The company employed XP in order to reduce time-to-market
and respond quickly to change in requirements. However, during the study, it was found that the
software project was dependent upon external factors that were hard to control, such as delays
in automated testing and mismatched hardware development schedules.

Large systems engineering projects often depend on significant upfront design as a means
of coordinating effort between different sub-teams working on software, firmware and hardware
elements [Chapman, 2016, Chapman et al., 2017]. In addition, requirements and design docu-
mentation serve as inputs for hazard analysis and other safety certification processes which begin
while software implementation is still underway. For example, DO-178B/C requires early com-
pletion and approval of Plan for Software Aspects of Certifications (PSAC). Later changes are
difficult because the PSAC has to be updated and re-approved [VanderLeest and Buter, 2009].
Therefore, some level of detailed design documentation is required for this purpose.

However, many regulatory standards, such as DO-178C [RTCA] do not prevent changes
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to software design because having a rigid upfront system design that cannot be revisited and
changed is unrealistic. The concern here then is how much upfront design do is needed and how
much change to a design can be accommodated by safety analysis processes. Ge et al. [2010]
demonstrate that design can be simple but detailed enough to allow preliminary hazard analysis.
Ge et al. have used the term “sufficient design” to refer to the level of detail in the initial design
without explaining the minimum level of detail needed to conduct preliminary hazard analysis.
Critically, there is a need to develop a design process that copes with both evolution and satisfies
the needs of existing hazard analysis techniques, or develop a hazard analysis technique that
copes with evolutionary design.

Advocates of agile software development, such as Beck and Andres [2005], advise against
undertaking detailed software design work prior to implementation, arguing that without suffi-
cient information about the problem domain and associated constraints, any proposed designs
will be subject to change once implementation begins. One potential direction to address this
problem may be to extend the practice of system metaphor definition in the XP agile method to
encompass the need for some anticipatory design desired by the participants.

Despite these challenges, the participants reported considerable experience experimenting
with agile software development, making adaptations to fit their needs. Winningham et al.
[2015] note that agile methods were not developed for safety-critical systems and that con-
sequently, many practices within agile methods need to be compliant with standards, such as
DO-178C [RTCA]. Coe and Kulick [2013], Boehm [2002], Boehm and Turner [2003] suggest
that methods such as Agile-Planned that combine elements of both philosophies show promise
in this context. This selection and adaptation of elements was reported by the participants. As
one of the participants (P1) described it “We follow some bits of agile that are of interest to

us..” The participants reported that their teams participated in a variety of Scrum ‘ceremonies’
including sprint planning, daily standups, customer demonstrations and retrospectives, although
all participants reported adaptations, or the non-use of a ceremony, which we examined further.

In particular, two of the participants reported conducting frequent retrospectives, reflecting
the use of Scrum within their teams, whereas, the other two participants reported undertaking
less frequent “lessons learned” within their projects, typically following the delivery of a release
to the customer. When discussing the practicality of employing retrospectives, one participant
(P2) noted the difficulty of making frequent change to their software process, due to the risk
that a change to the process might be disruptive, “we’ve got pretty fluent software development

delivery system...we’re being encouraged to stick to schedule...it would be unwise to inject too

many silly ideas into how to change that at this point in time. So we also encourage people

to, like, to sort of like story-board their ideas and just to put them to the side.” Instead, the
participants reported collecting ideas for changes to the software process (on a Trello board, for
example) that could be reviewed at less frequent meetings. This practice shows the company
adapting agile practices to match the tempo of a safety-critical project, and avoiding the risks of
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frequent small changes.
Several of the participants reported extensive use of quality assurance associated with agile

software development, including automated static analysis, refactoring, automated unit testing,
test driven development, code review and pair programming. Automated static analysis in par-
ticular was used extensively within the company. One participant (P2) confirmed that a key
goal of employing static analysis was to achieve conformance with MISRA C standards “it’s for

MISRA, I think level coding standards.” In a follow up discussion, it was revealed that the com-
pany had found that the application of static analysis within a continuous integration pipeline
had transferred well to an agile software development approach without the need for adaptation.
In fact, the transition had led to enhanced benefit from the use of static analysis. The teams
found that applying the tooling more frequently led to the production of reports with fewer but
more meaningful warnings, “As the delivery frequency increased...As the maturity of the product

became higher, the easier it was to run static analysis as large swathes of code were unchanged

from delivery to delivery. (P5)”

In other cases, these practices were adapted to fit within the constraints of safety-critical
system development when appropriate. In the case of pair programming, two of the participants
were very emphatic that they did not practice pair programming despite all the participants
reporting that informal mentoring of newer members of the company was strongly encouraged.
One of the participants (P1) made the distinction between pair programming and mentoring, “...

I think that it’s much better giving people a little bit of help and then dropping back and then

reviewing their changes and giving them some feedback but making them do the task. Really

to use the adage teach someone to fish so that the next time they can fish. There is always

a ...when you do pair programming, there is always a stronger member and they will always

take the keyboard... and that’s not what you want.” One participant (P2) suggested that the
“demographics” of the company was partly a cause of this approach. Many employees have
worked for the company for considerable periods of time and have become experts in particular
domains of the development work. Therefore, the participants felt that these engineers would
not benefit from pair programming with a younger graduate, but that the graduate would benefit
from a mixture of demonstration and peer review. As one participant (P1) described it, “I think

it wastes budget. I don’t think we get the value from that task.”

A final challenge within this theme was identified during the semi-structured interviews
concerning quality assurance practices within the company (Challenge 14). Safety-critical stan-
dards, such as DO-178C advocate or even require the use of independent teams to develop test
procedures. However, agile methods, such as XP advocate the development of tests by the devel-
opment team themselves, partly as a form of documentation of the application software [Beck
and Andres, 2005]. When we investigated this conflict with the participants, a complex picture
emerged, with some participants contending that this conflict was “an ongoing problem. No,

I don’t think we have eliminated it. (P1)” However, different perspectives amongst the team



CHAPTER 4. AGILE IN LARGE SCALE SAFETY CRITICAL SYSTEMS 86

and within the validation workshop ultimately led to this Challenge being rejected by the par-
ticipants, because the established compromise described below was considered to be sufficient.
However, we report the discussion from the interviews for completeness.

The issue emerged when one of the participant stated that the DO-178C standard they were
working towards did not require complete independence, instead, the testing procedures are
independently witnessed, “We satisfy that by having all of our v & v witnessed or signed off by

our QA people. So, all of our document reviews and things like that would have input from the

QA department. All of testing is actually witnessed, you know we have someone sitting there

writing things down, so that that gives us our independence. (P1)” However, the participants
also recognised that this situation is the result of a tension between the desire for independence
of testing and the need to have domain expertise concerning the software under development in
order to test it effectively, “it’s an interesting tension there, between needing to know exactly the

details of the component you’re testing. (P2)”. What emerged from the following discussion
was that the deliberate physical distance of the QA team to ensure independence had made it
very difficult for them to gain a sufficient understanding of the system to develop effective tests
“There was too much inherent knowledge that the guys in these teams have about the internals of

the software. (P2)”. One possible avenue here, proposed by the participants was a compromise
in which the QA team remained independent, but engaged in closer cooperative work with the
development team, “[if] we had got a v & v team in much earlier it would have worked a lot

better. ”

4.5.2 Coordination amongst Stakeholders (Challenges 6, 7, 9)

The participants reported several aspects of the software team’s work specific to safety-critical
software development connected with coordination with external (to the software team) stake-
holders that presented challenges to the use of agile software development (Challenges 6, 7 and
9). Agile principles emphasise the close involvement of an identifiable customer as critical to a
project success [Chapman, 2016, Chapman et al., 2017]. Providing the team with ready access
to the customer enables better communication, allowing uncertainties with regards to require-
ments and design to be resolved more quickly [Schwaber and Beedle, 2001]. However, the
projects reported by the interview participants experience a far more complex relationship with
the project customers (Challenge 7). The participants described various customer structures, for
example, “joint systems team meeting ... happens on a sort of two monthly basis .... And that

involves our direct customers and members of.. their direct customers (P3)” and “...there’s cer-

tain customers could be viewed as being the END USER they are the end users. They are type

of customers. But then there are people who are little bit closer like COMPANY, then we get

little bit closer again.. which are the people who are involved as product owners (P1).” From
the perspective of a software team, the immediate customer is the project’s systems team who
allocates the requirements. The whole project may have several different customers, each with
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slightly different needs. These customers may, in turn, be procuring the product as a compo-
nent to be integrated into one or more larger systems for their own customers. This network
of stakeholders is characteristic of safety-critical systems projects, and so “Agile use in these

environments is restricted by the elements that define these environments” [Hajou et al., 2014].
However, from the participant’s perspective, the influence of external customers is difficult to
manage, because they only have direct access to the systems team in order to demonstrate their
work and receive feedback “For me, I would say that customer demonstration ... would be the

demonstration of how things work when it gets to the TEST ENVIRONMENT (P2).”

Chapman [2016] and Chapman et al. [2017] notes that requirements engineering in agile
software development is dependent on close customer involvement in the project to the extent
that the customer may be viewed as an additional member of the project team. However, as
Chapman et al. [2017] notes, this may not be practical in the scenario described above, where
there are many different types of customers with different perspectives on and commitments to
the project, such as procurers, end users, industry regulators and independent auditors. Ensuring
close involvement of a larger number of customers on an on-going basis is difficult due to practi-
cal considerations such as time availability. In addition, these customers may have very different
views on the requirements for the project, but there is very little guidance available on decision
making, where the customer relationship is inevitably more complex [Chapman, 2016]. One
possibility is the suggestion by Paige et al. [2011] to use a “Stakeholder consortium” to mitigate
this problem. However, Chapman [2016] and Chapman et al. [2017] suggest that achieving con-
sensus within the consortium may not be practical and that establishing “rules of engagement”

and use of tools to automate communication and documentation can counter this problem.
The other teams within the overall project are all also effectively external stakeholders for

the software team and coordination here also presents challenges. The different teams within
the overall project have their own pace of completing tasks (Challenge 9). Deadlines and mile-
stones are defined in the contracts for the whole project, but individual teams choose their own
development lifecycles within this framework, creating a “silo effect” [VanderLeest and Buter,
2009]. Members of the software teams interviewed report being unaware of the details of activ-
ities and current status of tasks in other teams. Participants also reported that schedules across
teams often do not match. For example, “they’re working on their own bunch of things at their

own priorities, with their own pace dictated by the number of resources that those have, and

it’s often when it gets to the point where the crunch is coming that we start to understand that

we’ve, we’re misaligned in terms of priority (P2).” The teams also have their own interpretation
of when tasks are considered complete, as one participant (P2) observed, “when I say hardware

guys I mean the guys who produce the actual circuits, and then the firmware guys who bring that

to life so we can use it for software development. Their definition of what finished is, so that we

can put the capability of software on it, tends to be separate from what we think the done thing

is.”
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In early work in the field of Global Software Engineering, Herbsleb and Mockus [2003]
recognised the challenges of coordinating work across loosely coupled or distributed sub-teams.
These challenges remain an active area for Software Engineering research, as illustrated by the
recent study by Ebert et al. [2016]. Turk et al. [2014] suggests frequent and informal commu-
nication to overcome the lack of visibility but informal and face to face communication poses
a risk of important project related information getting lost. VanderLeest and Buter [2009] also
emphasize the importance of tools to improve communication and coordination among teams.
In our case study, one participant described a project where all the teams were compelled to
strictly follow the same schedule using a single Microsoft Project plan. According to the lead
software engineer interviewed, this approach worked well. However, it is unclear whether this
approach can be imposed on all projects in the company.

The lack of visibility also causes problems at integration between software and hardware
(Challenge 6), a challenge that Stelzmann argues is characteristic of safety-critical system devel-
opments [Stelzmann, 2012]. Integration between hardware and software is often done towards
the end of a project release, due to the components only being available at this stage. All par-
ticipants agreed that this arrangement caused problems, “typically when we get to integration.

We’ll find that something that the hardware is doing either isn’t as we understood it to be, or

it’s not working (P2).” Although the allocation of tasks and designs is well understood by the
different teams at the start of the release, it was difficult for the team members to stay up to
date with “what is happening in other teams.” One participant (P1) said “Once we get into the

integration phase, we found that the boards don’t always stay up to date.” Several interview
participants suggested this was because different teams run their own development lifecycles,
for example “We’ve got software people working in the software plan and hardware people and

firmware people working in the firmware plan. So it often becomes dissected. (P2).” Due to
the late-stage integration, it was suggested that a software team tends to focus predominantly
on their own tasks, and so lose visibility of changes that are occurring elsewhere in the project.
This phenomenon affected both the team that followed Waterfall and the team that had recently
employed aspects of agile software development. One participant (P1) also reported that the
benefits of employing a Kanban board in Jira had been lost once the project moved to an inte-
gration phase, as other tools were used for tracking progress on integration “Once we get into

the integration phase, we found that the boards don’t always stay up to date... I believe, that

the reason for that is we have got other methods of tracking our problems and the guys see it as

duplication.”

To partly address this challenge, one of the participants (P4) described how they had adapted
their software process to incorporate a weekly integration meeting during the integration phase
of the project, “during our integration process, you know a lot of people had to work quite closely

together so we were having weekly meetings. Once we got through that process they stopped

becoming useful.” As described above, this demonstrates how the company is employing the
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principles of agile, such as frequent informal communication, but adapting the specific practices
to fit with the needs of safety-critical system development. The weekly integration meeting
allowed issues to be aired and resolved frequently between the different sub-teams, in a similar
way to a product planning meeting within a single team.

The difficulties in employing continuous integration are also reported in the literature. Jamis-
sen [2012] argues that DO-178C does not conflict with the concept of continuous integration in
agile software development, however, Ge et al. [2010] and Kaisti et al. [2013] note that con-
tinuous integration of embedded systems is challenging. Kaisti et al. [2013] report a scarcity
of evidence on the use of continuous integration in embedded systems. According to Douglass
[2016], most of the literature concerning agile software development is focused on software ap-
plication development, not embedded systems. This lack of guidance on Hardware and Software
co-development and integration is recognised by many researchers [Chapman, 2016, Chapman
et al., 2017, Kaisti et al., 2013, Douglass, 2016]. For example, in their study, Wils et al. [2006]
found that the software-hardware integration phase inevitably slows down development efforts.
This stage is also where the discovery of required changes can frequently arise and be the most
problematic.

One proposal in the literature is to use simulators and emulators to help reduce problems
at integration [Ard et al., 2014, Schooenderwoert and Morsicato, 2004, VanderLeest and Buter,
2009]. A key challenge in this approach is to ensure that emulators, simulators or test equipment
have the exact specification of the target equipment [Ard et al., 2014]. While testing a system
using emulators, changes made to software and hardware should also be kept in mind [Ard et al.,
2014]. All the interview participants told us that the equipment for testing is not updated and
often its specification does not match the target hardware. This suggests that there is a challenge
in maintaining up to date test harness implementations.

4.5.3 Documentation and Communication (Challenge 8, 10)

Two related challenges were reported by participants concerning the use of agile documentation
and communication practices. The Agile Manifesto [Beck et al., 2001a] advocates the delivery
of “working software over comprehensive documentation.” Several authors have argued that
this principle makes agile software development incompatible with the development of software
with certification requirements [Ramesh et al., 2010, Turk et al., 2005, Martins and Gorschek,
2016, Rayside et al., 2009]. This conflict was reflected in the interviews, with one participant
(P3) commenting that “..the process documentation that we have at the moment doesn’t adhere

to agile sort of development process” (Challenge 10). Critically, certification standards for
safety-critical systems (DO-178C, for example) mandate the generation of documentation to
demonstrate that both the delivered product and development process conform with standards
and is safe to use. Certification is a very expensive and time consuming activity since it is
performed on the complete system for delivery, as one participant (P1) described “the standards
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require us sometimes on producing a hell of a lot of documentation... a lot of overhead in

that respect.” Certifying the system each time a change had been made would be prohibitively
expensive, so the company normally only certifies the system for each “formal delivery” to the
customer. Participants also identified the need for maintenance of documentation as a cause of
delays in the project schedule, having an additional impact on Challenges 4 and 5 discussed
above.

Despite this apparent conflict, there are a number of studies which demonstrate the use of
agile software development in the development of formal specifications, for example, Rayside
et al. [2009], Black et al. [2009]. Several of these authors emphasise on the need to adapt agile
methods and practices according to the need of safety-critical system development. For exam-
ple, Rayside et al. [2009] argue that traditional and agile methods are separated by limitations of
current technology rather than by fundamental intellectual differences. They believe that the use
of a “mixed interpreter that executes mixed programs, comprising both declarative specification

statements and regular imperative statements” [Rayside et al., 2009] can mitigate many of the
problems. Black et al. [2009] suggest that if requirements can be expressed in a formal nota-
tion they can then be machine checked for inconsistencies, effectively extending the automation
of quality assurance processes to requirements documentation, in a similar manner to the Be-
haviour Driven Development (BDD) practice [North et al., 2006]. Bowen et al. [2023] describe
two approaches for transforming informal specifications into formal notations. One of these
approaches consist of derivation of first-order-logic (FOL) predicate from BDD specifications
by incorporating formal notations in BDD’s textual specifications. However, the authors do not
evaluate the readability of such specifications in the study.

The company in the current study has also adapted its practice with respect to certification to
achieve more frequent deliveries. The participants reported having employed a practice of mak-
ing non-certified intermediate deliveries available to the customer, called “engineering deliveries

or releases.” One participant (P3) stated “we have moved to the philosophy of ... there would

be all engineering releases and at certain points in development we would take an engineering

release and do the formalities on it.” An advantage of this approach is that the customer is able
to begin integrating the product into their own system development efforts earlier. A subsidiary
benefit is that the engineering releases do not require the demonstration of quality assurance
processes demanded by many safety-critical standards [Chapman, 2016, Chapman et al., 2017,
Cawley et al., 2010, Boehm and Turner, 2003, Vuori, 2011]. As one participant (P3) stated,
“certainly when we come to formal release if you like... that’s where our testing level moves up.”

Another potential option to mitigate the costs of document production is the use of automated
techniques, which can reduce delay [Chapman, 2016, Chapman et al., 2017]. In addition, the
approach implies that there is an expectation that an engineering release may eventually become
a formal release, which as a consequence imposes the quality assurance standards for developing
a formal release, but without the accompanying documentation to demonstrate it.
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Similarly, agile software development advocates frequent face-to-face communication in
small groups to ensure that critical information is circulated effectively. However, it is well
understood that this approach does not necessarily scale effectively to larger multi-team projects
with different lifecycles and cultures (Challenge 8). In particular, communication in agile soft-
ware development is reliant on the retention of tacit knowledge, which can be difficult to re-
cover in large-scale projects [Boehm, 2002, Glas and Ziemer, 2009, Ramesh et al., 2010]. We
discussed the challenge of managing communication in large scale projects with the participants
and a number of different perspectives were identified. The participants reported that a mixture
of approaches to documenting information were taken, with some teams relying predominantly
on an informal approach, “I would say that large majority of them are not recorded. There is

very few... where in the meeting someone minutes the meeting. (P3)”, whereas, others stated that
formal documentation was used extensively for communiciation, either through email or design
documents, “know have a face to face chat and then email out the outcome of that discussion

and any action points, what was agreed, and distribute that to the rest of the team (P4).”

Several of the participants stated that an informal approach had led to mis-communications,
with one participant (P2) suggesting for example, that the informal communications needed
to be ‘snooped’ on to ensure the information wasn’t lost “we could get someone to snoop the

conversations, and figure out how much we lost.” However, another participant (P4) reported that
the project teams could often rely on the tacit knowledge of individual members because of the
demographics of the company. “I don’t think we really suffered as a result of that. Because we

had a good group of people and a lot of very experienced people. If it was a less mature project

with you know, less experienced engineers then I think it would have been a problem.” These
two different perspectives illustrate the need to not just adapt agile practices to safety-critical
systems, but to adapt them to the specific context of the project.

There was some discussion about the impact that adopting agile software development had
on this problem. One participant (P2) commented that “I’m not, at the moment I should be at

the ten o’ clock stand-up in the roof lab. If someone doesn’t come and tell me what happened

or what I’m meant to do or any of the other information then that could be lost.” However an-
other participant (P1) described how agile software development had assisted in retaining some
aspects of information that might otherwise be lost because the team became more disciplined
about recording information in the project team’s tracking tool “Since we have employed the

boards and they understand more about what’s going on.” Again, this suggests that there is
potential for agile software development to be adapted to allow teams working on large scale,
safety-critical systems projects to identify and maintain the documentation that is valuable to
them. Spijkman et al. [2022]’s work is also focused on conversational requirements engineering
techniques in agile methods to address the issue of information being lost during informal con-

versations. The focus of the study is on pre-requirements specifications to trace the source of
requirements. The authors propose a prototype tool called TRACE2CONV which makes use of
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NLP techniques to link the relevant part of a transcribed conversation to a user story. However,
according to the authors, the tool requires further development and validation.

4.5.4 Cultural Challenges (11, 12, 13)

The final theme which emerged from the interviews was the need to change the culture within
the company. Three particular challenges emerged in this context. First, the software teams
in the company had no prior experience of using agile software development on a large scale
and lacked guidance from elsewhere in the literature (Challenges 11 and 12). At the moment,
software teams are using the Scrum method and other agile practices within individual software
sub-teams, but expressed a strong desire for guidance on how to scale these for use in large
multi-team context, “if we can get...the other functions who work in those projects like firmware

and hardware, if we can get them simply to follow the water-scrum-fall, that might be as good

as what we can achieve (P2).” However, there is relatively little guidance in the academic or
practitioner literature on this, an issue also reported by Fitzgerald et al. [2013]and Cawley et al.
[2010]. However, there are studies which report the successful use of agile software development
in safety critical systems [Fitzgerald et al., 2013, VanderLeest and Buter, 2009, Gary et al., 2011,
Cawley et al., 2010]. A commonly reported point in the literature is that agile methods and
practices have to be adapted according to the requirements of a project [Fitzgerald et al., 2013,
VanderLeest and Buter, 2009, Gary et al., 2011, Cawley et al., 2010].

The participants reported feeling confident about using Waterfall because they have plenty
of practical examples from the past. The company finds it difficult to experiment with something
new, given the safety-critical nature of their projects and with very little or no prior example to
follow. Also, there is relatively less guidance available in the literature about the use of agile
software development in safety-critical systems, particularly in the avionics industry [Ge et al.,
2010, Paetsch et al., 2003, Wang and Wagner, 2016b, Carpenter and Dagnino, 2014, Heeager,
2014, Huang et al., 2012, Axelsson et al., 2016].

As a consequence, the company has a well documented and understood software develop-
ment process, which is reflected in the organisational culture. The participants, therefore, iden-
tified the need to change the mindset of their colleagues (Challenge 13), as the Waterfall process
has been in practice for years in the company. As one participant (P4) said “it would be quite

difficult to have an Agile process that spanned this whole organisation, without a fairly funda-

mental paradigm shift.” Fitzgerald et al. [2013] also report this issue in their study. Fitzgerald
et al. found that agile methods and practices are “developer-centric”, therefore, they are typi-
cally easily accepted by the development team, whereas, management requires some convincing
about the benefits of agile software development. One of the reasons behind the resistance by the
management is the perception of “short termism” about agile software development [Fitzgerald
et al., 2013]. Management usually prefers an upfront complete plan, whereas, the agile philoso-
phy advocates short term sprints and a “plan as you go” approach.
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4.5.5 Agile Methods Tailored to Large-Scale Safety-Critical Systems

Edison et al. [2022] compared main methods for large-scale agile development namely SAFe,
LeSS, Scrum-at-Scale, DAD, and the Spotify model through a Systematic Literature Review
(SLR). Although the focus of this SLR is not safety critical systems, many of the challenges as-
sociated with application of agile methods in large-scale systems found during the SLR overlap
with the challenges found in this study. This shows that some of the challenges found during our
study are not specific to safety-critical system development and they exist in large-scale system
development in general. For example, challenge number 11 and 12 in Figure 4.5 stating “The

Software team has no practical example to follow for applying agile methods and they lack the

resources to experiment” and “The teams need guidance on how to scale agile methods for use

in large multi team context” overlaps with a challenge in the SLR. According to one of the find-
ings of the SLR there is a lack of guidance for adoption of agile. Similarly, challenge number 13
i.e., “The teams need guidance on how to scale agile methods for use in large multi team con-

text” overlaps with a finding in the SLR. According to the authors, one of the common reasons
for agile methods’ failure is adopting agile methods without adopting agile thinking. According
to the authors, focus is on “doing agile” instead of “being agile” is one of the causes of failure
of agile methods.

However, the study by Steghöfer et al. [2019] focuses on challenges of scaled agile for
safety-critical systems. The authors conducted a focus group with three experts from automo-
tive industry to collect challenges in their daily work. According to the authors, frameworks
like SAFe or LeSS do not provide explicit support for development of safety-critical systems
because they lack activities for ensuring safety such as risk management, safety analysis, and
certification. The authors found from the literature that there are two agile approaches that
cover the entire development lifecycle for safety-critical systems i.e., (i) R-Scrum and (ii) Safe-
Scrum. The study however, proposes no explicit solution for the challenges presented in this
study except challenge number 10 i.e., “Frequent releases increase overheads and costs, be-

cause they must be accompanied by supplemental documentation to achieve certification”. The
study suggests incremental compliance i.e., incremental update of safety case (i.e., documentary
showing regulatory compliance). However, incremental compliance is not discussed in detail
in the study. Nevertheless, the study explicitly confirms two of our observation i.e., challenge
numbers 11 and 12 stating that no practical guidance is available for the team to adopt agile
in their context especially in large multi team context. The authors acknowledge that neither
R-Scrum nor SafeScrum provide guidance on how work on safety should be divided between
teams. According to the authors, agile lacks guidance on several aspects of the development of
safety-critical systems.
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4.6 Threats to Validity

This section discusses the threats to the validity of this exploratory case study. In this section,
we have discussed three types of validity threats i.e., construct, reliability, and external validity.

Construct validity threat

Construct validity threats for this exploratory study on discovering the challenges related to the
application of an agile method in a safety-critical system development organisation may include:
Limited representation of industry: The selected organisation may completely represent the
wide range of industrial domains, or safety-critical systems where agile methods are practiced.
This limited representation of industry can undermine the generalisability of the findings of the
case study.
Bias towards specific methodologies or perspectives: The interviewees used scrum as a
method that may introduce a bias towards certain agile methods or perspectives on safety critical
systems. This bias can affect the construct validity by limiting the range of challenges consid-
ered or leading to an over-representation of specific point of views.

Reliability Validity Threat

Reliability validity threats for the results from this case study may include:
As mentioned at the beginning of this thesis, a research paper was in a reputable journal

using the text from most of the sections of this chapter. The research paper had two authors
which can lead to varying interpretations of the interview answers during the analysis process.
This can introduce inconsistencies and potentially bias the results. Incomplete data extraction
from the interviews can also impact the validity and reliability of the findings.

External Validity Threat:

One potential external validity threat is the generalisability of the findings. Since the case study
only focuses on the findings from one avionics company, the findings may not apply to other
avionics companies or industrial domains, such as railways or medical software. Another po-
tential threat is the small sample size and selection of the participants that may not represent
the broader population. Furthermore, personal biases such as preconceptions or personal expe-
riences may influence the interview questions or interpretation of the data.

Addressing Threats to Validity

To address these threats, we clearly described the context and characteristics of the case study,
allowing readers to determine the applicability of the findings to their own context. To enhance
external validity, it was important to ensure a diverse and representative sample of participants
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from various roles and levels within the organisation. We used an already established guideline
called Wengraf [2001]’s guideline to develop a set of questions for the interview sessions. This
set of interview questions was validated with the help of an independent researcher. Later on,
the analysis was also conducted using the Wengraf’s guideline. We maintained transparency
throughout the research process, acknowledging any biases and taking steps to minimise their
impact. The analysis process and the findings were discussed and validated with the organisa-
tion.

4.7 Summary

The purpose of this exploratory study was to investigate agile practices and their employment
challenges in the context of large-scale safety-critical systems development. A series of semi-
structured interviews were conducted with four employees of an avionics company which led
to the identification of 13 challenges. This study presents a detailed analysis of the challenges
relating to the application of agile in a large-scale safety-critical development context.

The challenges found were grouped into three categories: the influence of traditional sys-
tems engineering processes on agile software development, complex interactions with multiple
external stakeholders, and the documentation required to meet the required regulatory standards.
One of the key findings of this study was the difficulty in managing and maintaining systems’
requirements while following agile development. We, therefore, decided to explore the use of an
agile method called Behaviour Driven Development (BDD) which focuses on the requirements
of a system. The next chapters in this thesis elaborate on our investigation of Behaviour Driven
Development.



Chapter 5

Literature Review and Background:
Behaviour Driven Development

One of the key findings from the exploratory study in the previous chapter was the difficulty in
managing requirements in safety-critical systems when using agile as a development method.
We decided to explore the use of Behaviour Driven Development (BDD) (i.e., an agile practice)
because of its focus on requirements management. The reason for adopting a semi-systematic
literature review was that it explores how research within a selected field has progressed over
time [Snyder, 2019] and we wanted to explore how research on challenges of BDD has pro-
gressed over time. This chapter presents a theoretical background of BDD and an overview of
the available literature on the challenges of BDD in large-scale regulated environments. This
chapter also serves as a theoretical background for the subsequent chapters.

Section 5.1 provides a brief introduction to the concept of requirements engineering in reg-
ulated systems. The literature discussed in the section shows that requirements engineering of
regulated systems requires performing additional activities. Section 5.2 discusses the concept
of agile requirements engineering in regulated systems with a focus on safety-critical systems.
Section 5.3 provides a theoretical background of BDD followed by a description of the BDD
process. Section 5.4 discusses the method adopted to collect and analyse the literature. Also,
the section contains various themes that emerged from dividing the studies found during the
literature review. The context for this Ph.D research is described in Section 5.6. Section 5.7
discusses the threats to the validity of this literature review.

5.1 Requirements Engineering in Regulated systems

Requirements engineering is the process of discovering, developing, tracing, analysing, quali-
fying, communicating, and managing the requirements which define the intended working of a
system [Dick et al., 2017]. A typical requirements engineering process includes activities such
as: (i) understanding the problem and the need, (ii) elicitation of requirements, (iii) analysis
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and modeling of the system through the requirements, (iv) documentation of requirements, (v)

validation of the requirements, and (vi) management of the requirements [Macaulay, 2012].
Comparative analysis of guidelines [Dick et al., 2017, Macaulay, 2012] on requirements en-

gineering and literature on requirements engineering in regulated systems [Martins and Gorschek,
2017, Gallina et al., 2018] shows that the requirements engineering process for the development
of regulated systems involves additional activities. For example, a typical requirements elicita-
tion activity in requirements engineering involves requirements gathering through focus groups,
interviews, observations, etc. Whereas, for the development of a regulated system such as safety-
critical system, the requirements elicitation process involves additional activities such as hazard
analysis for elicitation of safety requirements [Vilela et al., 2017]. The process which covers
these additional activities is called safety analysis, and its purpose is to identify potentially
hazardous software faults [Medikonda and Ramaiah, 2014].

The safety analysis of software requirements detects safety issues in the requirements [Hansen
et al., 1998]. During this process, incomplete and hazardous requirements are identified. The
safety analysis is typically performed by safety engineers as a separate process [Leveson, 2016].
which takes requirements as an input [Vilela et al., 2017]. This means that this process is per-
formed after obtaining a set of requirements. This could delay the detection of incomplete and
hazardous requirements which could lead to repeating the requirements engineering activities
and a complete safety re-analysis of software requirements i.e., rework [Leveson, 2016, Vilela
et al., 2017]. According to Leveson [2016], this separation of requirements engineering and
safety engineering is “...almost guaranteed to make the effort and resources expended a poor

investment” because the concept of safety might be isolated from the developers building a
system.

To enable integration between requirements engineering and safety analysis process, several
researchers [Martins and Gorschek, 2016, Vilela et al., 2017, Mhenni et al., 2018, Vilela et al.,
2020] have stressed on the importance of communication between team members, especially
between requirements engineers and safety analysts. Martins and Gorschek [2016] conducted a
Systematic Literature Review (SLR) to investigate the usefulness of the approaches proposed to
elicit, model, specify, and validate safety requirements in the context of safety-critical systems
development. Their findings show that the focus of a large percentage of studies was on inte-
gration between requirements engineering and safety engineering, traditional safety engineering
approaches, and the need for more industrial validation of research on safety-critical systems.
The authors also suggested a need for the establishment of a communication process between
requirements engineers and safety analysts. The findings of the study by Vilela et al. [2017]
coincide with the findings of Martins and Gorschek [2016]. Vilela et al. conducted a Systematic
Literature Review (SLR) on the integration between requirements engineering and safety anal-
ysis. They selected 57 studies for their SLR. The authors discussed the benefits and challenges
of the integration techniques in detail. While pointing out the lack of empirical research in the
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integration between requirements engineering and safety analysis, they emphasised the need for
formal guidelines for requirements engineers to derive and communicate safety requirements
from the safety analysis.

The findings of several studies also showed that there is a need to establish communication
mechanisms between requirements engineers and safety analysts. For example, Raatikainen
et al. [2011] conducted a case study in the nuclear energy domain in Finland. Their study was
focused on finding challenges in the requirements engineering process in safety-critical systems,
specifically, safety-related automation systems of nuclear power plants. The challenges found
during the study included: regulatory requirements, communication, aging of the system, rep-
resentation, and the tool for requirements management. The authors argued that there is a need
to establish practices to communicate and collaborate. In a systematic mapping study, Vilela
et al. [2019] used 60 (selected) studies (out of 1164) to investigate the integration and require-
ments communication among different stakeholders when developing safety-critical systems.
The authors analysed factors associated with safety requirements such as challenges, needs in-
volved, application context, evaluation methods, languages and tools used to specify safety re-
quirements. According to their analysis, model-based collaboration is the most used form of
communication; whereas, face-to-face verbal communication is among the least used forms of
communication.

A number of researchers proposed frameworks to integrate requirements engineering and
safety analysis activities. For example, Mhenni et al. [2018] proposed a framework by extending
SysML, a systems modeling language. The authors integrated safety engineering with SysML
and named the framework SafeSysE. This seven step framework was demonstrated using a case
study. Vilela et al. [2020] followed design science methodology to propose a safety maturity
module for Unified Requirements Engineering Process Maturity Model (Uni-REPM) [Svahn-
berg et al., 2015], a light-weight model presenting the maturity of requirements engineering
process through sets of activities divided into seven areas such as organisational support, require-
ments process management, elicitation, requirements analysis, release planning, documentation
and requirements specification, and requirements validation.

The authors [Vilela et al., 2020] proposed addition of fourteen safety-related activities in-
cluding safety knowledge management, safety communication, and human factors, spread across
the seven areas of Uni-REPM. The authors conducted a static validation of the extended version
of Uni-REPM (i.e., Uni-REPM SCS) with two practitioners and nine academic experts. The
authors implemented a software tool to support the usage of Uni-REPM SCS. The aim of the
tool was to reduce the gap between requirements engineering and safety-critical systems by fo-
cusing on safety actions that should be covered in the requirements engineering process. The
authors conducted a theoretical comparison between Uni-REPM SCS, +SAFE-CMMI-DEV (an
extension to CMMI for Development (CMMI-DEV) that covers safety management and safety
engineering) and ISO 15504-10 (a framework for the assessment of processes including safety).
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The comparison shows that Uni-REPM SCS is more descriptive and detailed because of its focus
on safety in requirements engineering and its comprehensive assessment instrument.

5.2 Agile Requirements Engineering in Regulated Systems

Agile methods have been the focus of the research for many years, yet we see challenges of

requirements engineering in agile methods among the recent topics in research [Inayat et al.,
2015b, Schön et al., 2017a,b, Curcio et al., 2018, Kasauli et al., 2021].

According to participants of the study by Kasauli et al. [2021], the standard conformance
could only be integrated with agile methods if the development is planned systematically. Sev-
eral researchers [Vilela et al., 2017, Martins and Gorschek, 2016] have also argued the impor-
tance of the need for integration of requirements engineering and the safety analysis process
in safety-critical systems development. The idea behind this is that in order to be able to use
agile for the development of safety-critical systems, the activities mandated by the regulatory
standards need to be made part of the life cycle. Different researchers have proposed different
ideas for doing this. Antinyan and Sandgren [2021] propose automating several steps of safety
analysis to reduce administrative effort. Maqsood et al. [2020] have proposed two sets of pat-
terns for agile development of safety-critical systems: (i) for tracing safety requirements and (ii)

performing automated testing.
Several researchers [Hughes et al., 2017, Dick et al., 2017, Laplante, 2017] agree that in-

complete requirements are considered the major cause of project failure. Agile’s advocation for
the accommodation of change in requirements is built upon the narrative that requirements are
volatile (i.e., they tend to change). Agile methods deal with the volatility of requirements by
focusing on the high-priority requirements related to the immediate development life cycle i.e.,
the iteration. Agile teams focus on delivering the system in small iterations by implementing
small sets of known requirements.

The accuracy of these requirements is improved through the emphasis on communication
through practices like customer involvement and face-to-face communication. In a Systematic
Literature Review (SLR) on agile requirements engineering, Schön et al. [2017b] argue that
agile relies on continuous communication and collaboration to involve the stakeholders in the
requirements engineering process. According to Martins and Gorschek [2016], the most impor-
tant factor for successful agile requirements engineering is the intensive communication among
the stakeholders.

Although the literature [Inayat et al., 2015b, Schön et al., 2017a,b] implies that the commu-
nication challenges are mitigated by agile, yet the existing challenges reported in the literature
on agile requirements engineering in safety-critical systems relate to communication and knowl-
edge management [Kasauli et al., 2018b, Martins and Gorschek, 2017, 2016]. The challenges in

communication is a common theme that appears both in traditional and agile requirements engi-
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neering in safety-critical systems. Kasauli et al. [2018b] reported the requirements engineering
related challenges of large-scale agile safety-critical system development based upon 20 qualita-
tive interviews, 5 focus groups, and 2 cross-company workshops. Their findings are summarised
in four sets of conclusions, all of which relate to the communication and information between
the stakeholders. In a similar study Kasauli et al. [2021] the authors state that “...our results

suggest, it is crucial to establish suitable exchange and management of knowledge throughout

large-scale agile system development”.
Various studies [Badampudi et al., 2013, Heikkilä et al., 2017, Martins and Gorschek, 2016,

2017, Kasauli et al., 2021] investigated the issue of communication in large scale agile projects.
Many of them suggested improvements in various areas of requirements engineering; whereas,
some suggested frameworks. For example, Fægri and Moe [2015] suggested a conversation
model of software development. The work by Spijkman et al. [2022] is also aimed at con-
versational requirements engineering. The authors introduced a tool that establishes backward
traceability from requirements to one or more relevant transcript segments in a requirements
conversation. The tool matches the speakers’ turn to the requirements using tokenization and
lemmatization techniques. Although the authors recognised the need for further development
in the tool for use in practice, their preliminary results showed the feasibility of the overall
approach. Medeiros et al. [2020] proposed an approach called Requirements Specification for
Developers (RSD) to create an SRS that provides information closer to development needs. The
RSD approach adopted conceptual modeling, mockup modeling, and specification of acceptance
criteria to create a requirements specification for the developers.

Among other methods and frameworks, Behaviour Driven Development (BDD) is an ag-
ile method that claims to improve communication and knowledge sharing among stakeholders
through requirements. We have discussed and analysed the literature on BDD in this chapter.
The reason for our interest in BDD was due to the popularity of BDD. It is a well established
process as compared to the frameworks proposed by the studies discussed before. The annual
survey for agile has been including BDD in the list of most used agile processes for many years
[CollabNet VersionOne, 2013, 2014, 2015, 2016, 2017, 2018, 2019, 2020].

5.3 Background on Behaviour Driven Development

BDD was originally conceived for the purpose of acceptance testing. While discussing agile
user stories, North et al. [2006] says “A story’s behaviour is simply its acceptance criteria: if

the system fulfills all the acceptance criteria, it’s behaving correctly; if it doesn’t, it isn’t.” Ac-
cording to Smart [2014], Behaviour Driven Development (BDD) is an agile practice for writing
and automating the execution of acceptance tests for requirements with a focus on the behaviour
of a system. The goal of BDD is to create a shared understanding of a system through require-
ments. It is a process of elaboration and automated testing of the behaviour of a system [Pereira



CHAPTER 5. LITERATURE REVIEW AND BACKGROUND: BDD 101

et al., 2018].
In spite of its initial conception, various researchers recognise BDD as an effective method

for improving communication and requirements engineering as well rather than a mere way of
testing [Pereira et al., 2018, Oliveira and Marczak, 2018, Wang and Wagner, 2018, Scandaroli
et al., 2019, Moe, 2019, Nascimento et al., 2020a, Smart and Molak, 2023]. According to Smart
and Molak [2023], BDD works well for requirements analysis. Aslak Hellesøy, the founder
and creator of Cucumber (a tool for automating BDD test suites), in one of his blogs [Hellesøy,
2020] says that BDD is not a testing technique. According to him, BDD is not test automation; it
is collaborative requirements analysis combined with formulation and automation of behaviour
testing.

Scandaroli et al. [2019] reported the lessons learned from applying BDD using two different
case studies. According to the authors, the benefits of BDD include effective communication be-
tween team members through a shared understanding of requirements. Pereira et al. [2018] also
reported improved collaboration and communication through requirements as benefits of BDD
during their industrial case study on finding benefits and challenges of BDD. The majority of
BDD activities theoretically described by Smart [2014] also consist of requirements elicitation
and decomposition. This set of activities also includes writing and testing of the acceptance cri-
teria in addition to the requirements engineering activities. This shows that BDD is much more
than purely acceptance testing and that it supports communication and requirements engineering
activities.

The requirements in BDD are organised into agile user stories. The user stories in BDD are
called features where each feature is written and stored in a separate text file with a “.feature”

extension. The features in BDD are written in Gherkin: a non-technical and human readable
language for documenting writing requirements specifications in BDD. Gherkin uses natural
language sentences to describe the desired behaviour of a system.

An agile user story in a Gherkin feature file template is described in Figure 5.1. The structure
of a typical feature in Gherkin comprises four parts i.e.,

i. Title: describes the name of the feature;

ii. Rationale (i.e., the phrase starting with “In order to...”): describes the benefit of perform-
ing the function;

iii. Actor (i.e., the phrase starting with “As a...”): provides the information about the stake-
holder needing the ability to perform the function;

iv. Goal (i.e., the phrase starting with “I want ...”): describes the ability to perform a function.

Altogether, these four parts of a feature help in defining the scope of functionality and facilitate
a common understanding between technical and non-technical stakeholders.
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Feature: <title>
In order to <achieve a business goal or deliver business value>
As a <stakeholder>
I want <something>

Figure 5.1: Feature template

A typical feature file contains a feature and several formalised examples of how a feature
works [Smart, 2014]. These formalised examples are called Scenarios and each scenario rep-
resents a unique variation of the sequence of behaviour during the performance of a feature.
There are two main artefacts in BDD i.e., (i) requirements i.e., features (including the associated
scenarios); and (ii) the associated code steps.

However, according to North [2019], a requirement in BDD consists of a feature and its
associated scenario, whereas the associated code steps for automating the testing of acceptance
criteria in BDD is complementary to BDD and is inherited through Test Driven Development
[North, 2021]. Improvement in the understanding of the requirements is one of the main benefits
of BDD identified during an industrial study by Irshad et al. [2021]. This shows the primary goal
of BDD is to get the requirements right through communication and collaboration. It could also
mean that automation of acceptance testing in BDD is a part of the requirements engineering
process. There are several studies [dos Santos and Vilain, 2018, Maciel et al., 2019, Bjarnason
et al., 2016, Bjarnason and Borg, 2017] which seem to support this concept.

dos Santos and Vilain [2018] experimented with 18 students in the last year of their Com-
puter Science bachelor’s degree at the University of Santa Catarina, Brazil. The experiment
compares the applicability of two acceptance testing techniques that complement requirements
engineering (Fit tables and Gherkin language). The authors did not find sufficient evidence to
show that one of these techniques is easier to use of better to communicate software require-
ments. However, the evidence showed that the mean time to specify test scenarios using the
Gherkin language is lower than fit tables. The study by Maciel et al. [2019] is also based upon
combining testing with requirements to add clarity to the requirements. The authors propose a
model driven driven approach to promote test specification at a very early stage and combine
them with requirements specifications. To demonstrate the applicability of the approach, the au-
thors use ITLingo RSL to support requirements and test specifications, and the Robot language
to specify test scripts. The approach uses model-to-model transformation, such as test cases
into test scripts which then are executed by the Robot test automation framework. However, the
approach was not evaluated by the study.

Bjarnason et al. [2016] performed an iterative case study at three companies and collected
data through 14 interviews and focus groups to investigate the idea of using test cases as re-
quirements to understand how test cases can support requirements activities. The results suggest
that frequent communication enforced by using tests as requirements supports elicitation, vali-
dation, and management of customer requirements. The authors discovered five variants of tests
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Given <a context>
When <an action>
Then <you expect some outcome>

Figure 5.2: Scenario template

...
Scenario: Basic DuckDuckGo Search

Given the DuckDuckGo home page is displayed
When the user searches for "panda"
Then results are shown for "panda"

...

Figure 5.3: Example of a scenario

as requirements specification i.e., de facto, behaviour-driven, story-test driven, stand-alone strict
and stand-alone manual. The study by Bjarnason and Borg [2017] is based upon theoretical
argumentation. The authors highlight three practices and argue that they can provide effective
alignment of requirements engineering and testing i.e., using test cases as requirements, harvest-
ing trace links, and reducing distances between requirements engineers and testers.

Figure 5.2 describes the format of a scenario in Gherkin. Each natural language sentence
in a scenario is called a step of which there are three types i.e., (i) Given: represents the pre-
condition, (ii) When: represents the action on the target system, (iii) Then: represents the post-
conditions or the desired state of the system as a result of the action. Altogether, these three
parts describe one or more outcomes as a result of one or more specific actions in a specific
context. Every step is linked to the system under test through the implementation of step defi-
nition functions, sometimes informally referred to as glue code, such that every step has a piece
of code associated to it. This is why requirements specification in BDD is called executable
specification.

Figure 5.3 is an example of a scenario (re-produced from a tutorial∗ on BDD). The scenario
describes searching a term on the homepage of a website called DuckDuckGo. The Given step
in the scenario describes a pre-condition i.e., the homepage of the website is already displayed.
Figure 5.4 describes the associated code step for the Given step in the scenario. The first line of a
step function annotates the function with the text in the respective Gherkin step from Figure 5.3.

∗https://automationpanda.com/2018/10/22/python-testing-101-pytest-bdd/

...
@given(’the DuckDuckGo home page is displayed’)
def ddg_home(browser):

browser.get(DUCKDUCKGO_HOME)
...

Figure 5.4: Example of a code step

https://automationpanda.com/2018/10/22/python-testing-101-pytest-bdd/
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The function fulfils the behaviour specified in the text i.e., in this case, displays the homepage
for DuckDuckGo.

A wide range of tools is available to support BDD for different programming languages.
For example, Cucumber works with some major programming languages including, Java, Ruby,
and many popular web application programming languages. SpecFlow is a BDD tool for .NET
platform, Behave works with Python, JBehave is a Java framework whereas Behat is for PHP.
Most BDD frameworks have mechanisms for generating empty code steps from scenario steps;
whereas, some BDD tools embed the scenarios directly in test code (i.e., no separate feature
file). The exact nature of the code depends on the implementation framework. For example
in Behave (python), code steps are functions that are annotated with the string representing the
corresponding scenario step. Similarly, in JBehave (Java), the code steps are methods collated
in a Steps class, again annotated with the corresponding scenario step. In this section, we have
explained how BDD is practiced using Cucumber.

BDD Process

To the best of our knowledge, the books by Smart [2014] and Wynne et al. [2017] are the most
cited books on Behaviour Driven Development (till December-2021). They proposed a number
of steps for the production of BDD features and scenarios. We extracted the following notable
BDD activities from the above cited books to provide a theoretical overview of the BDD process.
Please note that this process is a collection of theoretical recommendations by Smart [2014] and
Wynne et al. [2017].

Determination of business goal: Since the aim of Behaviour Driven Development (BDD) is
to provide value, it is very important to understand the business goal of a project. For example,
the business goal of a project which aims to provide an online service to the customers could be
to attract more customers by providing easy access to a service.

Define and document set of major features and determine the relative value of proposed
features: The high-level functionality of the system is discussed and transcribed in the form of
features (user stories) described in Figure 5.1. A set of useable features and the value associated
with them is discovered and discussed during this activity. The high level functionality elicited
during this step helps in reaching the business goal. Considering the above example, several use-
able features like “create account” or “perform an online transaction” could help the business
owners reach the business goal i.e., easy access to a service.

Illustrate the stories with examples: Discuss the concrete and real-life examples with the
customer (Or the product owner) such that every scenario is an end-to-end representation of the
corresponding feature. These examples serve as the acceptance criteria at the later stages.

Describe examples as BDD scenarios: Examples are transcribed using the BDD scenario
template in Figure 5.2. Each example describes a unique sequence of events corresponding to
the respective feature. This will serve as the basis for the acceptance criteria. Acceptance testing
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is used to demonstrate the high-level, end-to-end behaviour of an application.
Write the code: A scenario in BDD contains Given-When-Then steps that altogether express

the behaviour of the system described in a scenario. During this step, a piece of code that
satisfies the description of each step in a scenario is written. The complete code for a scenario
is organised in a unit test which implements the complete behaviour described by the scenario.
In other words, the unit test will build up the components which demonstrate the behaviour
described in the scenarios [Smart, 2014].

Since activities in Behaviour Driven Development process emphasise communication and
collaboration between stakeholders, it is pertinent to know who should take part in these activi-
ties. One of the recommendations on who should take part in these activities is the “three amigos

meeting” where the developer, tester, and business analyst or the product owner get together to
discuss the features and associated examples. Three amigos meeting is a recommended practice
for all activities in the BDD process [Smart, 2014, Wynne et al., 2017]. Participation of different
roles in the activities helps in presenting different views of a functionality.

5.4 Literature Review Method

Behaviour Driven Development (BDD) has gained increasing popularity in recent years as an
agile method. Annual surveys on the state of agile list BDD as one of the most employed
techniques in the industry. The annual surveys on the state of agile published during the last
eight years [CollabNet VersionOne, 2013, 2014, 2015, 2016, 2017, 2018, 2019, 2020] show an
annual increase in the use of BDD by agile practitioners i.e., from 10% in 2013 to 19% in 2020.
In a study, Binamungu et al. [2018b] surveyed 75 BDD practitioners from different parts of the
world, out of which, 20% made BDD a mandatory tool; whereas, 61% used it as an optional tool.
The results of the study also suggested that BDD is in active use in the industry. Rahman and
Gao [2015] presented a reusable automated acceptance testing architecture to address concerns
associated with reusability, audibility, and maintainability. Rahman and Gao [2015] pointed
out that there has been a recent increase in the number of people embracing the methodology.
Zampetti et al. [2020] analysed 50,000 popular open-source projects written in five programming
languages on GitHub. Their results show that BDD tools are used in 27.25% of 50,000 open-
source projects. According to the survey by Rahman and Gao [2015], the main reason for this
growing interest in BDD is the ease of understanding of requirements.

Although there has been a growing interest in Behaviour Driven Development in recent years
[Storer and Bob, 2019, Silva et al., 2020a], several researchers [Egbreghts, 2017, Binamungu
et al., 2018b, Zampetti et al., 2020, Pereira et al., 2018] have pointed at the scarcity of empirical
research on application and challenges of BDD in real projects in large-scale environments.
These studies were based upon different research methods such as interviews [Pereira et al.,
2018], experimentation [Diepenbeck et al., 2018, Storer and Bob, 2019], case study [de Souza
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Database URL
ACM http://dl.acm.org/
IEEExplore http://ieeexplore.ieee.org/Xplore/home.jsp
Scopus https://www.scopus.com
Science Direct http://www.sciencedirect.com/
Web of Science http://apps.webofknowledge.com
Google Scholar https://scholar.google.com/

Figure 5.5: Literature Sources for the Second Literature Review

(((Behaviour Driven Development) AND regulated) AND software)
(Behaviour Driven Development and safety standards)
(Behaviour Driven Development* challenges* large-scale safety-critical)
(Behaviour Driven Development challenges in large-scale safety-critical)
(Behaviour Driven Development challenges)

Figure 5.6: Search Strings

et al., 2017], toy examples [Gómez, 2018, Zaeske et al., 2021], online surveys [Zampetti et al.,
2020, Binamungu et al., 2018b, 2020], literature review [Solis and Wang, 2011, Egbreghts,
2017], and expert panel research [Nascimento et al., 2020b]. We divided the studies into various
themes to present an overview of the topics on BDD in the literature.

The relevant literature was reviewed from a variety of online sources including relevant
books, white papers from the industry, journals, conference proceedings, and experience re-
ports. An exhaustive search for the literature on BDD and application of BDD in large-scale

environments was performed. The repositories listed in Figure 5.5 were used for searching the
studies using the combinations of search strings in Figure 5.6. The keywords were identified
from the purpose and synonyms of the important search terms. The databases were searched it-
eratively by using the search strings that were formed by using AND and OR Boolean operators.
The purpose of the second literature review was to find the studies on BDD and its application

in large-scale environments.

5.4.1 Use of Natural Language

Researchers [Storer and Bob, 2019, Carrera et al., 2014, Keogh, 2010, Smart, 2014, Pereira et al.,
2018] have acknowledged that the use of BDD encourages communication and forces elabora-
tion of poorly understood requirements. The use of BDD bridges the gap between stakeholders
and written specifications in a way that not only improves understanding and communication but
draws both technical and non-technical stakeholders into the process [Wynne et al., 2017]. Ease
of understanding in BDD is due to the use of Gherkin language which uses a structure similar to
the natural language [Binamungu et al., 2018b, Borgenstierna, 2018, Pyshkin et al., 2012, Solis
and Wang, 2011, Silva et al., 2020a, Diepenbeck et al., 2018, Sarinho, 2019].
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Borgenstierna [2018] performed a comparison of two frameworks i.e., Behave (for BDD)
and PyUnit (for TDD). The comparison was performed from a tester’s perspective using Yu-
bikey (i.e., USB NFC authenticator) as a case. The results show that the Gherkin language used
in Behave is easier to read. Nascimento et al. [2020b] investigated the potential benefits and
challenges of teaching BDD to software engineering students. They conducted an expert panel
research with 28 active learning experts from four countries. Results of the study suggested that
BDD has a greater positive impact in the requirements phase than other stages of software de-
velopment. Solis and Wang [2011] analysed the relevant literature and the available tools. They
discussed six main characteristics of BDD which, according to the authors, cover a range of
software development activities including requirements elicitation, analysis, design, and imple-
mentation. According to the authors, BDD workflow initiates discussion and provides a good
starting point to communicate with the customer. Ease of communication because of the use
of natural language and automation of requirements specifications are considered strengths of
BDD.

5.4.2 Embrace BDD as a Holistic Approach

According to Solis and Wang [2011], BDD is a combination of characteristics that include the
use of natural language, TDD, and automated acceptance testing. The authors emphasised that
these characteristics are interlinked and should be embraced in a holistic way to get the full
benefit of the BDD approach.

On the contrary, Egbreghts [2017], in a literature review of BDD, highlighted the charac-
teristics of BDD from the literature. According to the findings of the study, BDD is not fully
embraced in the projects because it is not a well-defined agile method. According to the author,
different concepts of BDD are not interlinked as they are in traditional agile development.

5.4.3 Role of Experience in Using BDD

Pereira et al. [2018] interviewed 24 participants from different companies and varying levels of
expertise in agile and BDD. The focus of their research was on discovering the benefits and the
challenges of BDD. According to Pereira et al. [2018], scenarios are the strength of BDD and
investing in training and tools pays off. Their results suggested that lack of experience in BDD
can lead to production of poorly written scenarios. BDD starts to show benefits once a company
overcomes the initial learning curve.

Gómez [2018] conducted an experiment using a toy example with twenty (20) students
to compare three agile software development methods i.e., Incremental Test-Last (ITL), Test
Driven Development (TDD), and Behaviour Driven Development (BDD). The study did not
present any conclusive results and mainly discussed the data gathering and potential ways of
evaluating the data. The study showed a decrease in productivity because of a lack of expe-
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rience in BDD. Zampetti et al. [2020] also argued that the use of BDD in a project requires
experience and training.

5.4.4 Maintenance of BDD Specifications

Binamungu et al. [2018b] conducted a study by using an online survey for gathering data. They
investigated the extent of the use of BDD in the industry, perceived challenges and benefits,
and the discovery and management of duplicates in BDD specifications. An online survey was
filled out by seventy-five (75) practitioners from all over the world. As a result of the study,
the authors learned that BDD tests suffer from the same maintenance challenges that test suites
in automated testing face. Maintenance and duplication in BDD specification are the major
challenges according to the respondents of the survey in the study. According to Nascimento
et al. [2020b], the use of BDD requires performing additional activities that can increase delivery
time.

The basis of the study by Storer and Bob [2019] was the difficulty in maintaining BDD
tests. In case of an update, the changes need to be made at two places i.e., the scenario and the
corresponding code steps. To address this issue, the authors proposed automatic generation of
code steps. According to the authors, excluding the underlying implementation logic makes the
scenarios implicit. On the other hand, if scenarios are made explicit by placing some implemen-
tation details in the scenarios, the scenarios become long and harder to understand. Hence, there
is a need for a guideline to write tests in Gherkin.

5.4.5 Tool Support

The goal of the study by Zampetti et al. [2020] was to investigate the adoption of BDD in 50,000
open-source projects developed in five programming languages. The authors also surveyed 31
practitioners with high level of testing experience. Findings of the study indicated that BDD
tools are used in 27.25% of 50,000 open-source projects. The authors identified six different
tools that were used in the majority of the 27.25% BDD projects. The percentage of Ruby
projects was highest among the BDD projects. The results of the study showed that the adoption
of BDD tools in the projects is still low, and in many cases, they are used for activities such as
unit testing. The authors also observed that the majority of the developers write the code before
writing the tests. According to the authors, the developers are still skeptical about the use of
BDD.

Article by de Souza et al. [2017] reported the findings of a case study in which BDD was
combined with Scrum for the development of an educational learning and management system
at a Brazilian university. They reported a considerable improvement in communication between
team members and product owner because of the use of BDD. The study showed that existing
tools mainly focus on the “... implementation phase, providing limited support to the require-
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ments gathering, analysis, and design phases of software life cycle”. According to Solis and
Wang [2011], the existing tool kits for BDD lack support for the planning and analysis phases
of the software development.

5.4.6 Quality of BDD Specifications

Nascimento et al. [2020b] suggested that more investigation is needed on the quality of scenarios
and the role of experience in writing them. Binamungu et al. [2020] presented the results of a
survey on views of the BDD practitioners on BDD suite quality. They proposed four principles
of BDD suite quality and asked respondents to respond according to their level of agreement
with them. The four principles of BDD suite quality were: (i) Principle of Conservation of
Steps, (ii) Principle of Conservation of Domain Vocabulary, (iii) Principle of Elimination of
Technical Vocabulary, (iv) Principle of Conservation of Proper Abstraction. At least 75% of
respondents voted in support of each of the four principles. The Importance of writing reusable
scenarios and the readability and clarity of the resulting specification was highlighted by the
respondents.

5.4.7 BDD for Hardware

A study by Diepenbeck et al. [2018] was on adaptation of BDD to the needs of the verification-
centric hardware design flow. They extended BDD methodology by combining formal properties
with test-driven development design. The authors implemented a test bench in Verilog to test
their approach. While pointing towards the implicit nature of the scenarios, the authors argued
that the lack of implementation semantics and implicit environment assumptions, such as re-
strictions on the data range of certain inputs, shows that Gherkin does not share the underlying
complexity of the code.

5.4.8 BDD for Regulated Systems

A study by Zaeske et al. [2021] discussed the application of BDD to an example of an avionics
application that comes under DO-178C regulated standard for airborne software. The example
system was a Class C Terrain Awareness and Warning System, developed using Rust language
with Rust BDD infrastructure. The study showed that the high-level requirements of a system
regulated by DO-178C can be captured and formalised using Gherkin. However, the authors
do not report any challenges about the application of BDD to an avionics system regulated by
DO-178C.
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5.5 Discussion

Despite the increasing popularity of BDD, there is a lack of empirical studies on the discov-
ery and resolution of the challenges associated with BDD. This scarcity of literature is also
mentioned in various studies [Binamungu et al., 2018b, Borgenstierna, 2018, Binamungu et al.,
2018a, Solis and Wang, 2011, Pereira et al., 2018, Zampetti et al., 2020]. The lack of empirical

evidence also means that there is less practical guidance available on BDD, which as a conse-
quence, can lower the confidence of the people attempting to use BDD. In the previous study
(in Chapter 4), we have seen that the lack of practical guidance on agile methods is one of the
biggest hurdles in its adoption. According to Julian et al. [2019], there has been relatively lit-
tle investigation on how agile is adopted and used in industry. While pointing at the lack of
availability of empirical studies, the authors [Julian et al., 2019] argue that there is very little
literature available on “how agile is used in practice?” as compared to the existing literature
discussing “what is agile?”.

The need for practical guidance comes from the gap between theory and real life. The
theoretical models and processes are usually based upon certain assumptions and tend to ignore
real-life constraints such as size and structure of the organisation, unavailability of the customer,
the experience of the team members, etc. The real-world factors can limit the application of the
theoretical models. The theoretical description of BDD also presents an ideal situation where
everyone is thought to be involved in the development. We do not know anything about the
practicality of the activities of BDD. There is a need for guidance on what activities to follow,
their outcomes, and how to handle real-life situations that can impede the speed of development
e.g., unavailability of the customer, benefits of adopting certain activities, or implications of
ignoring them.

Investigating the use of BDD in the real-world could bring clarity and confidence in the
use of BDD. It is important to know the impediments in the application of BDD so that the
industry can take guidance from such knowledge. Lack of practical guidance on a method often
hinders the adoption of the method e.g., agile [Islam and Storer, 2020b]. There is a need to
investigate the constraints and the real-life challenges in the application of BDD. Learning from
the experience of the practitioners keeping in mind the circumstances they applied BDD in, can
serve as a guide for the people attempting to use BDD.

5.6 Research Context

This research is focused on the challenges of applying Behaviour Driven Development. Effec-
tive management of project requirements in large-scale organisations appears to be a challenge
because of the factors such as ineffective communication due to the size of the team and project
[Fucci et al., 2018, Konrad and Gall, 2008]. Since agile methods are popular for close collab-
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oration, communication, accommodation of change, and shared vision of the project, several
researchers [Paasivaara et al., 2018, Abrar et al., 2019, Venkatesh and Rakhra, 2020, Kalenda
et al., 2018] have proposed use of agile methods in large-scale environments. Unfortunately, the
use of agile methods in large-scale environments does not solve the issues related to communica-
tion, shared vision, and requirements management since the same issues appear as challenges of
agile requirements engineering in large-scale environments in the literature [Inayat et al., 2015a,
Vilela et al., 2017, Uludag et al., 2018, Dikert et al., 2016]. In an attempt to solve the issues
related to communication, shared vision, and requirements management, we decided to explore
the use of Behaviour Driven Development (BDD).

Despite the increasing popularity of BDD, several researchers [Binamungu et al., 2018b,
Nascimento et al., 2020b, Irshad et al., 2021] have pointed at the lack of knowledge and evidence
on the challenges of BDD. As a part of this research, we have explored the challenges related
to the use of BDD in an industrial environment which helped us in discovering the technical
limitations of Gherkin along with exploring the challenges of using BDD in a large organisation.

Since Gherkin provides a lot of freedom for writing requirements specifications, it is easy to
write an over complicated set of requirements which could create maintenance issues in BDD
requirements specification. In this research, we also identified several requirements specifica-
tion writing styles and practices that could lead to inflexible requirements specification and,
consequently, bad smells. The open-source BDD projects on GitHub were examined for this
purpose.

Highlighting the limitations of Gherkin, exploring the challenges of BDD, and identifying
the existing bad smells in requirements specifications of open-source BDD projects will serve as
a guide for people and organisations intending to adopt Behaviour Driven Development (BDD).

5.7 Threats to Validity

This section discusses the threats to the validity of this literature review. In this section, we have
discussed three types of validity threats i.e., construct, reliability, and external validity.

Construct validity threat

A construct validity threat for this semi-systematic literature review on Behaviour Driven De-
velopment could be the lack of clarity in defining BDD and its associated concepts. Different
studies can use varying definitions for concepts such as “adoption of BDD”, “effectiveness of

BDD”, or “challenges in implementing BDD”, which can make the comparison of the results
difficult.
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Reliability Validity Threat

A reliability validity threat for this semi-systematic literature review on Behaviour Driven De-
velopment could be the lack of replicability of the review. The reliability of a literature review
may be compromised if the literature review is not reproducible. Also, a reviewer can have
his/her own interpretation of the data. This can result in inconsistent findings and conclusions
drawn from the reviewed studies.

External Validity Threat

An external validity threat for this semi-systematic literature review on Behaviour Driven Devel-
opment could be the limited generalisability of findings. The reviewed studies may not represent
the entire population of the studies on BDD.

Addressing Threats to Validity

To address the validity threats, the BDD concept and the activities of a BDD process were
described upfront. We presented a conceptual framework that outlines the specific aspects and
dimensions of Behaviour Driven Development. The studies on the challenges of BDD already
appeared to be scarce so we did not apply inclusion/exclusion criteria for selecting the relevant
studies, ensuring that no studies were excluded. Regular meetings and discussions with other
academics and a series of email exchanges with Dan North (creator of BDD) addressed the
uncertainties during the study selection.



Chapter 6

BDD in Practice: A Case Study

Chapter 4 reported on the experience of adopting an agile method within a company engaged in
large-scale, complex software and hardware systems development. The company’s established
development process was based on sequential models. The reasons for following sequential
models included stringent documentary requirements, project size, team size and setting, soft-
ware and hardware co-development, and interdependence of hardware and software components
of a project. The change in business needs (i.e., the desire to deliver earlier and continuously)
pushed the company to adopt agile development. The company undertook the transition gradu-
ally, with attempts to introduce agile development in some of the new and ongoing projects and
sub-projects.

The focus of our previous study (as explained in Chapter 4) with the company was to un-
derstand the impediments to the adoption of an agile development process. We learned that
adoption of agile in large-scale safety-critical system development is constrained by its context
i.e., highly regulated safety-critical environment. Using an agile process in a large-scale safety-
critical environment often requires adaptation of various methods and practices. In particular,
there is a need to understand how agile software development can be adapted in the context of
large-scale, complex systems engineering which includes the development of both software and
hardware components on projects that may last many decades.

We also learned that requirements management in large-scale systems is a challenge. We
learned that factors such as pace of development, nature, and size of a project, number of teams
involved, and organisational and regulatory requirements could impact an organisation’s ability
to manage requirements. We, therefore, decided to explore an agile process, Behaviour Driven
Development (BDD), which is primarily hinged upon requirements engineering. The decision to
explore the use of BDD was based upon its apparent popularity and emphasis on communication
and collaboration through requirements specification.

We conducted a literature review in Chapter 5 on BDD, its challenges and its application in
large-scale environments. We detected a scarcity of literature on BDD, especially, application
of BDD in large-scale environments. This motivated us to conduct action research to explore
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the use of BDD for development of a project in an industrial setting.
This chapter discusses the challenges faced during the application of BDD within the com-

pany and a number of limitations of Gherkin (i.e., language for writing requirements speci-
fications in BDD). This study also presents a comparison between BDD in practice and the
theoretical process of BDD as proposed by Smart [2014] and Wynne et al. [2017]. This chapter
is organised as follows: Section 6.1 elaborates on the objectives of the study. Section 6.2 de-
scribes the context of the project studied in this chapter. Section 6.3 explains the use of action
research in the early phases of this study. Action research helped in aligning the BDD process
with the development process of the project discussed in this study. Section 6.4 describes the use
of semi-structured interviews in this study. The semi-structured interviews were used at the end
of this study to report the experiences and opinions of the people who applied BDD during the
project discussed in this study. Section 6.5 discusses the observations regarding the limitation
of Gherkin (i.e., the language for writing BDD specifications). These observations were made
during the action research and the interviews. Section 6.6 presents a comparison of BDD in
practice with the BDD process. Section 6.7 discusses the threats to the validity of this study and
the summary of the chapter is presented in Section 6.8.

6.1 Objectives of the Exploratory Case Study

As discussed earlier in Chapter 1, the annual industrial survey reports from the last eight years
on the state of agile show a gradual increase in the popularity of BDD [CollabNet VersionOne,
2013, 2014, 2015, 2016, 2017, 2018, 2019, 2020]. Some recent studies [Degutis, 2018, Wang
and Wagner, 2018, Zaeske et al., 2021] show that BDD is also being considered for the develop-
ment of complex systems. Yet there has been very little investigation reported in the literature
on the experience of practitioners who have applied BDD (as explained in Section 5.4) which
implies that there is a scarcity of knowledge on the use of BDD in academic literature. There
are, therefore, many open questions about the application, challenges, and adaptations to BDD
in various software domains.

To begin to address this gap, we conducted a study with software engineers working for a
large avionics company in the United Kingdom (referred to as ‘the company’). As described in
Chapter 4, the company, as a whole, is engaged in a variety of projects for external customers,
typically comprising both hardware and software development for safety-critical systems. The
purpose of this study was to learn about the company’s experience in the application of Be-
haviour Driven Development (BDD) to software development for a project and to gain a deeper
insight into the difficulties experienced. Therefore, the research objectives within the context of
the case study in this chapter were:

• Explore the feasibility of applying Behaviour Driven Development to the development
and maintenance of a project.
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• Identify the benefits and difficulties experienced when developing a system using Be-
haviour Driven Development.

• Analyse BDD in practice versus its portrayal in theory (as described in section 5.3).

A combination of research methods (i.e., action research and case study interviews) was used
to reach the objectives of this study. The study was conducted in two phases. In the early phase,
we wanted to enable the project development team to use BDD for the development of a project.
Action research was used for this purpose. The use of action research in the early phase of this
study helped us align the development process of the project with BDD and enable the project
development team to adopt BDD for the development of the project.

In the latter phase, we wanted to learn and report the experiences and opinions of the people
who used BDD for the development of the project discussed in this study. A series of post
hoc semi-structured interviews was conducted for this purpose. The use of semi-structured
interviews helped us understand and report the opinions and experiences of the development
team using BDD.

6.2 Context of the study

BDD was used for the development of a sub-part of an ongoing project. This sub-part was
a tool internally used and developed at the company for the automation and management of
large data sets. As described in Chapter 4, we are unable to discuss specific details (including
the requirements specification) of the sub-project (i.e., the tool) because of the confidentiality
agreement between ourselves and the company.

The description below provides context for the discussion of the challenges identified during
action research and interviews conducted during this study. Each theme discussed below gives
an overview of the context in which BDD was applied and adopted. This section describes
the overall project structure where BDD was adopted as a software development process. The
section also discusses the project team structure, and the software process and technology used
to develop the project.

6.2.1 Overview of the Project and the Project Team Structure

The project discussed in this study was initiated by the product owner since he worked in an
area where he had felt the need for the tool. As he was familiar with the use and need of the
system, he was one of the key people in specifying the initial concept of the project. The project
discussed in this study was part of a larger project which had a completion time of three years
and comprised a six-member Scrum Team. Three out of those six people, including the product
owner and scrum master, in addition to working on the larger project, worked on the project
discussed in this study.
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The project (discussed in this study) was a tool developed for internal use for a specific
group of engineers in the company with an estimated completion time of 12 months. It was
purely a software project, and also, one of the projects that the company wanted to develop using
agile. For the development of this project, the company adopted the basic agile team settings
recommended in the literature [Mergel et al., 2020, Dybå and Dingsøyr, 2008, Stadler et al.,
2019, Conboy and Carroll, 2019]. The adopted agile team settings included having a small team
and the creation of a co-located environment. Therefore, the team was limited to three people
including the developer, the product owner, and the scrum master. All team members were
co-located for frequent and informal communication.

The team members had a varying level of professional experience. The product owner,
with over seven years of experience, served in different roles within the company e.g., product
owner, and system integrator of hardware, firmware and software. He used agile methods for
four or five years before working on the said project. Whereas, the software developer was an
industrial placement student and had no prior experience of using agile methods in a professional
environment. The scrum master, however, had four years of working experience, with a couple
of years of experience in test-driven development.

Before starting the project, a prototype was developed to get feedback on the usability of the
tool. The initial users of the tool were seven employees of the company who assumed the role of
the customers for this project. They included a mix of software engineers and experts from other
fields who did not have a background in software development. The experts were able to give
feedback on the usability; whereas, the software engineers gave feedback on the requirements
and functionality.

Feedback from the users helped in the preparation of an initial set of requirements in the form
of fifty use cases. Each use case was documented using the company’s prescribed requirements
template. The template was in a tabular form consisting of several fields describing the use
case and can be seen in Figure 6.1. These fields could be divided into (i) use case information
i.e., title, description, owner and primary actor, and status of the use case; (ii) precondition and
post-condition; (iii) sequence and description of steps; (iv) sequence and description of steps for
alternate path; (v) assumptions and constraints; (vi) demonstration and validation criteria.

6.2.2 Software Process Overview

This section presents an overview of the software process used in the case study, which will be
described in more detail in the phases of the action research presented below. The life cycle
model followed for the development of the overall project was Scrum. The sub-part focused
in this study was managed within the wider project’s Scrum process; therefore, there were no
separate Scrum activities for the sub-part. However, Behaviour Driven Development was only
applied in the sub-part ( i.e., the project discussed in this study).

Application of BDD to the project consisted of transcription of features and scenarios, ac-
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Figure 6.1: Use Case Template

ceptance testing, and implementation. The features and the associated scenarios were elicited
in separate meetings for the project. Whereas, implementation of both the application and the
tests was performed by the developer. Several additional meetings also took place for minor
clarifications on the project. These additional meetings included (i) face-to-face conversations
between the developer and the product owner for clarifications on the nature of input data; and
(ii) the telephone conversations between the author (of this thesis) and the product owner or the
author and the developer for further clarifications on the elicited features and scenarios.

The overall project (i.e., the larger project and its sub-part) was developed in sprints, and
the duration of each sprint was two weeks initially. Afterwards, the team felt that some of the
issues they were putting into their backlog were either too big or the priority of the tasks kept on
changing because of the pressure from the customer (i.e., the users of the tool). Consequently,
at the end of two weeks, the team would end up working on requirements different than they
planned for that particular sprint. So, within the first few months of the project, the team moved
to running one-week sprints. However, after running a one-week sprint for several weeks, the
team moved back to a two-week sprint duration once again because the team felt that there was
not much to discuss after one week.

Up till the point of the interviews, there were fifteen two-week sprints and ten releases of the
overall project. At the end of each sprint, the team held a back-to-back review and a retrospective
meeting on the same day. There was no separate sprint planning for the project (discussed in
this study). Therefore, the tasks for a sprint for the project were part of the list of tasks for the
overall project.

The team had daily stand-up and review meetings. In the review meetings, the team dis-
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cussed the feedback on the overall project with the stakeholders and also reviewed the backlog.
In the daily stand-ups, the team typically discussed the tasks they were working on at that point
and the tasks they did on the last work day. They also introduced a weekly backlog refinement
meeting to talk about the backlog, and what certain stories or tasks would involve.

Testing of the overall project was performed by the product owner, the developer, and the
potential users of the application. The product owner and the developer were involved in unit
testing and integration testing with the rest of the platform; whereas, the users provided feedback
after manually using the application.

6.2.3 Development Technology

Initially, the team wanted to develop the project using Matlab. Just before starting the develop-
ment, it was decided that the project would be developed using Python/Django and not Matlab.
The decision was made because of the technological limitations and licensing cost of Matlab
(i.e., the team had a limited budget).

The project was developed in Python using the Django framework∗. The data was stored in
Apache HBase† - an open-source database, and Behave‡ was used for automating the specifi-
cations. The other tools for supporting the project included Cucumber§ for BDD tests manage-
ment, Jira for requirements management, and Confluence for drawings and documentation. The
team used a local version control system because of the confidentiality of the projects.

6.3 Action Research

A decision was made to implement an action research study following the guidelines and process
described in Section 2.4. By the time we decided to collaborate with them and incorporate BDD
into the project, the team had already started some initial development work using the initial
set of use cases. As described in Chapter 4, the company was in transition towards agile. Their
biggest motivation for adopting agile was early delivery and effective requirements management.
Due to our research interest in the application of agile methods in large-scale environments, we
agreed to collaborate on a project.

The first meeting with two senior employees from the company, regarding the project (dis-
cussed in this study), took place on 11th October, 2018. Since the previous study described
in Chapter 4 highlighted requirements management as a challenge of agile development in a
large-scale environment, it was mutually decided to explore the application of Behaviour Driven
Development (BDD) to the project. After the first meeting, we were handed over the fifty use

∗https://www.djangoproject.com
†https://hbase.apache.org
‡https://behave.readthedocs.io/en/stable/
§https://cucumber.io/

https://www.djangoproject.com
https://hbase.apache.org
https://behave.readthedocs.io/en/stable/
https://cucumber.io/


CHAPTER 6. BDD IN PRACTICE: A CASE STUDY 119

In order to <achieve a business goal or deliver business value>
As a <stakeholder>
I want <something>

Figure 6.2: Format of a Feature in Gherkin

cases for conversion into BDD features. We went through four iterations with varying numbers
of stakeholders, mostly the development team and the users.

First Iteration

Planning: All the use cases were examined and discussed between the author and his supervi-
sor. The author established a strategy for conversion. Rules were defined for interpreting
different fields of the use case template in Figure 6.1. To generate a raw suite of user
stories (features) and scenarios compatible with the Gherkin language, we decided to:

1. Transcribe ‘Pre-conditions’ as (Given steps in the) ‘Background’.

2. Transcribe ‘Sequences of Execution’ steps as ‘When’ statements.

3. Transcribe ‘Description of the System Response’ as ‘Then’ statements.

4. Transcribe ‘Post-conditions’ as ‘Then’ statements.

5. Alternative triggers may describe alternative user actions (‘When’), causes of system
failure (annotations to ‘Then’ statements or alternative scenario labels).

Action: The author studied each use case and transcribed the system’s intended behaviour in
the Gherkin feature format described in Figure 6.2. The first line in Figure 6.2 (starting
with In order to) describes the rationale of the functionality. The second line describes the
intender who wishes to perform the action or the functionality described in the third line
of Figure 6.2.

After writing a feature for each use case, scenarios were transcribed for each feature while
following the rules we described earlier. During this iteration, fifty use cases were con-
verted into Gherkin features.

Analysis: During the conversion, we identified that the emerging scenarios were complex and
contained interleaved When/Then statements. Figure 6.3 shows the structure of one such
feature and the corresponding scenarios. The text describing the actual use case is redacted
due to project-related confidentiality. The Figure 6.3 shows that the transcription of the
use cases resulted in scenarios with interleaved When/Then statements.

It was observed that Given, When and Then statements are synonyms for the Arrange,
Act and Assert stages of a unit test, according to the AAA pattern, proposed by Bill
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Feature: < description >
In order to <achieve a business >
As a <stakeholder>
I want <something>

Background:
# Pre-conditions

Given <a context>
And < additional context related information >
And < additional context related information >

Scenario: < description of a scenario>
# Steps and responses

When < an action >
Then < expected outcome >
When < an action >
Then < expected outcome >
When < an action >
Then < expected outcome >

# Post-conditions
And < additional expected outcome >
And < additional expected outcome >

Scenario: < description of a scenario>
# Steps and responses

When < an action >
Then < expected outcome >
When < an action >
Then < expected outcome >

Figure 6.3: Structure of a Scenarios with AAA violations



CHAPTER 6. BDD IN PRACTICE: A CASE STUDY 121

Wake¶. AAA pattern is a common way of structuring and organising a unit test into three
functional sections (i.e., Arrange, Act, Assert) [Ma’ayan, 2018, Sundelin et al., 2018].
Following this pattern creates a clear separation between a unit test’s setup (i.e., Arrange),
its operation (i.e., Act), and results (i.e., Assert). Sundelin et al. [2018] argue that follow-
ing the AAA patterns makes a unit test easier to maintain and understand. Therefore, the
interleaving of when and then steps was a potential indicator of complexity in the BDD
test scenario because it violates the AAA pattern.

Violation of AAA pattern (i.e., use of interleaved Given-When-Then statements) in a sce-
nario is an indication that the scenario is attempting to test too much functionality. Ac-
cording to Khorikov [2020b], testing too much functionality in a single unit test makes a
test “exceed the realm of a unit test and become an integration test”. Oliveira and Marczak
[2018] argue that scenarios with interleaved Given-When-Then statements are difficult to
read and understand. This implies that the Gherkin scenarios with AAA pattern violations
(i.e., use of interleaved Given-When-Then statements) are difficult to read and understand
even if they are functionally correct. We refer to the violation of AAA pattern as one of
the bad smells in unit testing.

Reflection(corrective action): The resulting scenarios showed us that it may be possible to
translate use cases into BDD scenarios. The translation strategy we devised was unknown
until we attempted it and then performed a corrective action i.e., evolved our strategy.
However, the accuracy of the strategy we applied for the translation of the use cases into
BDD scenarios was unknown.

The process of translating the use cases into BDD scenarios allowed us to detect the vi-
olation of the AAA pattern which was not evident in the use case format. At this stage,
we observed that we needed a means of breaking up the associated features into smaller
features. In the process of searching for tools and support on Google, we found that BDD
lacked tools and methods for identifying and refactoring scenarios with bad smells.

Second Iteration

Planning: The scenarios with the AAA pattern violations were presented in a meeting to the
two senior members of the project team on 10th January, 2019. It was agreed during
the meeting that breaking the scenarios is inevitable which indicated that the features
also need breaking up. Six use cases were prioritised for conversion during the meeting.
Among those six use cases, four were from the previous set of fifty use cases while two of
them were new.

Action: Since we did not find a tool support for removing AAA pattern violations, we had to

¶https://xp123.com/articles/3a-arrange-act-assert

https://xp123.com/articles/3a-arrange-act-assert
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do it manually. First, the two new use cases were also converted into Gherkin features
according to the rules we described earlier. Then each of the six features was discussed in
detail between the author of this thesis and his supervisor. Each feature was broken down
into smaller features based on this discussion. There were seven scenarios in six feature
files before removing the AAA pattern violation. The removal of AAA pattern violations
led to the breaking up of the features and scenarios which resulted in a total of nineteen
scenarios and twelve feature files. We presented the resulting features, scenarios and the
corresponding code steps in a validation meeting to two experts from the company.

Analysis: During the process of conversion and removal of AAA pattern violations, we made
five more observations about the limitations of Gherkin as summarised below:

• During the conversion of the scenarios, it was observed that Gherkin has a non-
hierarchical requirements organisation. Gherkin does not provide a means to define
hierarchy or dependencies between features. Each Gherkin feature file is a text file
with no indication of the feature it was derived from. Gherkin also lacks a means of
expressing dependencies across features and scenarios.

• During the second iteration of the action research, we observed that sometimes the
scenarios and steps are simple to express in Gherkin but turn out to be complex in
implementation. The appropriate level of abstraction in Gherkin steps is unknown
[Binamungu, 2020]. Gherkin scenarios and steps do not express the details embed-
ded in implementation.

The documentation for Cucumber (a tool used for writing Gherkin) [CucumberStu-
dio, 2019b] advocates writing declarative Gherkin. Declarative scenarios hide imple-
mentation details and focus on the goal without specifying how the goal is achieved.
Whereas, imperative scenarios include the details of the user’s interaction with the
system, often UI. The rationale behind avoiding writing imperative scenarios dis-
cussed in the documentation [CucumberStudio, 2019b] is that imperative scenarios
include UI details which can often change. This can make the scenarios brittle and
hard to maintain. However, our finding does not relate to a user’s UI interaction.
We observed that an apparently simple step like “firing a space rocket” can have an
extensive amount of implementation in the background which is hard to imagine at
the scenario writing stage.

• We noticed that most of the feature files consisted of scenarios with multiple as-
sertions. Having multiple assertions in a scenario is an indication that multiple be-
haviours are tested in a single scenario, and it is a violation of Cardinal Rule of
BDD‖. According to the cardinal rule in BDD, every scenario must be focused on

‖https://automationpanda.com/2018/02/03/are-gherkin-scenarios-with-multip
le-when-then-pairs-okay/

https://automationpanda.com/2018/02/03/are-gherkin-scenarios-with-multiple-when-then-pairs-okay/
https://automationpanda.com/2018/02/03/are-gherkin-scenarios-with-multiple-when-then-pairs-okay/
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testing a single behaviour. Multiple assertions could mask bugs e.g., if an assert fails
in a test, the status of the remaining part of a test becomes unknown since the test
stops execution at the first failing assert. As discussed before, we did not find tool
support to identify and remove assertion roulette bad smell in Gherkin scenarios.

• Each feature in Gherkin is seen from a single user’s perspective. Gherkin does not
support describing the feature from multiple users’ perspective i.e., a feature has a
single "As a" statement. Gupta [2019] recommends writing a separate user story
for each user but the problem is that Gherkin does not provide a way of express-
ing dependency between features in case the features are separated. Also, the fea-
tures which mandate participation of more than one actor cannot be expressed using
Gherkin.

• Gherkin does not support concurrency of execution of scenario steps. There is a lack
of support in Gherkin for the situations where two or more steps are to be executed
together to successfully execute a scenario. For example: In a situation where two
actors need to perform the action specified in the scenario together for successful
execution of the scenario.

Reflection (corrective action): After the removal of (AAA violations) bad smells, the twelve
features were presented to the four members of the (larger) project team (including the
two senior members from the previous meetings) on 23rd January, 2019. This meeting
lasted four hours. Each use case was discussed separately in detail during the meeting.
The participants observed that although the proposed features corresponded with the use
cases, they did not express the functionality intended for the system. The participants
stated that the conversion of the use cases into user stories had made the documented
requirements clearer, allowing them to identify where they were incorrect.

The strategy to translate use cases into BDD scenarios showed that it may not be possible
to directly translate the use cases into user stories i.e., there could be intermediate step(s)
in the middle. This discovery was not made until after we tried converting the use cases
to Gherkin scenarios. One of the reasons could be the difference in basic structure of
a use case and a BDD scenario. Use cases tend to contain a multiple paths of execution
with no distinction between action and assertion, whereas a scenario describes a particular
instance in a specific context.

Third Iteration

Planning: At the end of the meeting, we decided to conduct a User Story workshop at the
company which would enable them to create a new set of requirements written as user
stories following a Behaviour Driven Development process from the outset. A date was
decided for conducting the User Story workshop.
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Action: The workshop was conducted with four senior members of a development team for the
wider project (i.e., web application for managing large data set generation) on 1st May,
2019 at one of the company’s premises. It was pre-decided that the workshop will be
focused on the features for an upcoming iteration.

The project was outlined and all the main stakeholders were identified at the beginning of
the workshop. After giving team members a tutorial on writing the user stories, they were
asked to write user stories. Each user story was written on a sticky note and pasted on a
white board. While the participants were pasting user stories (sticky notes) on the board,
the author grouped them into different functions such as search, upload, and analysis. All
non-functional requirements for example, security and user-interface (UI) requirements,
were grouped together under non-functional requirements.

Analysis: The author of this thesis inspected the user story board after the completion of user
story writing session. Many duplicates were identified in the user stories.

Reflection (corrective action): In a following session, all duplicates and out of scope user sto-
ries were discarded after discussing each user story with the participants of the user story
workshop. At the end of the session, we had a total of 41 user stories out of which, seven-
teen were non functional requirements. After the final selection of the user stories, it was
decided that the author will convert the user stories into BDD features and later discuss
the scenarios for each feature with the participants.

Fourth Iteration

Planning: Right after the User Story workshop, the author (of this thesis) started working on
converting the user stories, elicited during the workshop, into BDD features. In the first
week of July 2019, we were told that an individual had joined the company who would
work as a software developer for the project discussed in this study. A meeting was sched-
uled for 1st August, 2019 to share project materials with him and have a discussion on
BDD and its application in the project.

Action: Four individuals participated in the meeting on 1st August, 2019. The participants
included the software developer, a senior member of the project team (from the previous
meetings), the author(of this thesis) and his supervisor. The senior member of the project
team assumed the role of the product owner for the project focused on this study.

At the meeting, the participants discussed the role of BDD, its importance in the project
and the progress so far. It was decided at the meeting that the author will collaborate
with the development team on refining the scenarios while the development team will
start implementing the tests for the scenarios. After the meeting, the project team set up
a GitHub repository to collaborate with the author. The features were put in Jira, and the
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features were divided into four functional categories. The code was also uploaded to the
GitHub repository.

Clarification was required around some aspects of terminology in the scenarios to be de-
veloped, so an additional meeting with the team was scheduled on the 23rd August, 2019,
lasting for four hours. All three team members were present during the meeting, along
with the researcher. The purpose of the meeting was to clarify some of the technical de-
tails and elicit examples of data for the scenarios. During the meeting, thirteen features
out of a total of 41 were reviewed and clarified. As a consequence of the discussion, a
further sixteen additional features were identified that required elaboration. It was agreed
that a further meeting would be scheduled to review the remaining features.

Analysis: At this stage, it was apparent to us that the pace of development became faster than
the pace of updating the features and scenarios. This was later confirmed in interviews.
The reason for this was the time pressure for completing the project. The development
team started lagging behind in meeting the project schedule because getting the scenarios

right was taking longer than the team expected. The development team was not sure about
when to stop refining the Gherkin specifications. They did not know when is a particular

scenario good enough? i.e., it completely represents the user’s intention.

We also observed that Gherkin gives a lot of freedom of expression, and there are no re-
strictions on the way a feature or the corresponding scenarios are described, which is one
of reasons it is very difficult to maintain the quality of the scenarios. Studies [Lucassen
et al., 2016, Prakash and Prakash, 2017] show that the practitioners mostly rely on the ex-
perience of the user story writer to ensure the quality of the user stories. According to the
studies [Oliveira and Marczak, 2018, Smart, 2014], badly written scenarios can negatively
impact the ability of the tests to reflect the system coverage and the team confidence in
them.

Oliveira and Marczak [2018] define a set of five quality attributes for the quality of BDD
scenarios. Unfortunately, the quality attributes defined by Oliveira and Marczak [2018]
are descriptive and subject to the understanding and experience of the person applying
them. For example, one of the quality attributes Small is hard to determine and requires
judgement of the person writing BDD scenarios. Prakash and Prakash [2017] argue that
determining Small in the context of user stories is not apparent.

Reflection (corrective action): To keep the pace of refining the scenarios with the development,
we scheduled another meeting on 9th September, 2019. The participants of this meeting
were: the product owner, the developer, and the author of thesis and his supervisor. The
aim of this meeting was to seek clarity on few of the unclear terminologies in the scenarios
in four feature files.
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In this meeting we discussed scenarios the developer was working on. Some of the fea-
tures were prioritised for development. The development team could not discuss the actual
example of the data due to the confidentiality of the project. Therefore, the unclear sce-
narios were completed using dummy data. Also, we refactored some of the feature files
to improve readability.

Overall, the action research phase of the study comprised eight separate meetings with the
development team spanning more than 32 hours, as well as considerable offline work to define
and revise features. In addition to the (in-person) meetings, the research team (i.e., author and his
supervisor) and the development team exchanged more than a hundred emails over the period
of twelve months. These emails were focused on clarifications and updates. Telephone calls
were also scheduled for minor clarifications and to discuss updates. The work in this section
was carried out between October 2018 and November 2019.

The action research revealed several limitations of the BDD practice (as described in theo-
retical accounts, [Binamungu et al., 2018a,b, Oliveira et al., 2019]) and the Gherkin language.
These limitations could potentially result in complexity in requirements specifications or diffi-
culty in maintaining specifications. To confirm these findings, follow-up interviews were con-
ducted with the development team to understand the practice of BDD from their perspective.

6.4 Semi-Structured Interviews

Post hoc semi-structured interviews were conducted with the development team for the project
(discussed in this study). The aim was to gather qualitative data in the form of experiences and
opinions of the people who used BDD for the development of the said project. As explained
in Section 2.3.1, semi-structured interviews offer freedom of expression to the participants, and
open-ended questions prompt discussion, aiding the interviewer to explore a particular theme.
Wengraf’s guidelines [Wengraf, 2001] (as explained in Section 2.4) were used to construct the
interview instrument. Figure 6.4 illustrates how Wengraf’s method was applied to the design of
the semi-structured interviews.

Wengraf’s guidelines [Wengraf, 2001] is a top down approach for developing a semi-structured
survey instrument. Wengraf follows an iterative process for refining the questions derived from
the overall research purpose into a number of smaller questions. The Research Purpose (RP)
in this case is: “Learn about the feasibility of applying Behaviour Driven Development to the

development and maintenance of a system developed in a large-scale environment; to gain a

deeper insight into the benefits and difficulties experienced when developing and maintaining a

system using Behaviour Driven Development.”.
In the current study, the RP was refined into three central research questions (CRQs) included

in Figure 6.4 for completeness. Each CRQ was divided into a number of Theory Questions (TQ),
specific propositions investigated during the study. For example, CRQ2 is refined into three
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Interview Role Responsibility
P2 Industrial Placement Student Software Developer
P3 Lead System Engineer Product Owner
P4 Deputy Lead Software Engineer Scrum Master

Figure 6.5: Summary of Interview Participants

TQs, including “TQ2.1 How does BDD help in the development of a system in a large-scale

environment?”. To answer each TQ, a number of interview questions were defined. Figure 6.4
shows a sample of interview questions, with the full survey instrument available for review (in
Appendix B). This approach provides a traceable hierarchy and rationale behind every interview
question.

Full interviews were conducted during four sessions with three members (Participants P2-
P4) of the development team: the Software Developer, Product Owner, and Scrum Master (as
described in Figure 6.5). These interviews were conducted in person at the company’s premises.
The first interview was conducted with the Software Developer on 10th December, 2019. Rest
of the interview sessions were conducted with the Scrum Master and the Product Owner on
27th February, 2020. The aim was to gather data from multiple perspectives within the project.
Interview participants had different experiences, expertise, and roles.

Figure 6.5 presents a summary of the information on interview participants. These experi-
ences included acting as a product owner, scrum master, and software developer. The second
and third (P3 and P4) participants had some experience of adopting agile methods within their
projects; whereas, the first participant (P2) was using the agile process for the first time in a
professional environment.

The approximate duration of each interview was 90 minutes. However, the interview with the
product owner was conducted in two sessions because of his other commitments on the interview
day. The duration of the two interviews with the product owner was 70 minutes each. All the
interviews were transcribed and sent to the participants to make additions or clarifications. After
getting verbal permission from each participant, the transcripts were used for analysis.

Analyses of the transcripts were performed using Wengraf’s guidelines [Wengraf, 2001],
using a bottom-up approach to answer the questions at each level. Every question was answered
at each stage in the hierarchy by starting from the bottom i.e., Interview Questions.

A table similar to Figure 6.4 was created for this purpose. Answers to each interview ques-
tion from all participants were pasted in the Answer column next to the respective interview
question. All the answers to each interview question were then merged to form a story. Differ-
ent stories for every group of IQ relating to a Theory Question were then merged to answer each
TQ. The group of Interview Questions for each Theory Question was deleted such that each
Theory Question had a descriptive answer. The same process was repeated to find answers to
CRQs.

The descriptive answers to each CRQ were reviewed by the author and his supervisor, and
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the issues reported in them were highlighted. Four limitations were identified during interview
analysis, out of which two overlapped with the five limitations identified during action research.

Figure 6.6 lists the challenges and limitations of Gherkin discovered during the action re-
search and the post hoc interviews. Their discovery gave us an understanding of the limitations
of Gherkin that directly or indirectly affected the actual and perceived benefits of Behaviour
Driven Development within the company. Note that where we use quotations below to illustrate
a challenge, it is sometimes necessary to anonymise some of the topics to preserve confiden-
tiality. The interviews discussed in this section were carried out between December 2019 and
February 2020.

6.5 Discussion of the Limitations and Observations

This section reviews the observations made during the application of Behaviour Driven Devel-
opment (BDD) while using two different research methods throughout the course of this study.
This section discusses the adoption of BDD; expectations, achievements and hurdles in prac-
ticing BDD in the project (discussed in this study). This section draws on the analysis of the
answers to the interview questions and observations made during the action research to develop
a description of the use of BDD in the project.

It must be recognised that the adoption of BDD/Gherkin in the company was their first
attempt using this approach in their context. Therefore, it is possible that the approach adopted
by the team was sub-optimal and that the challenges identified might be overcome through
adaption and learning as the engineers gained more experience with the approach. Nevertheless,
the research does demonstrate the challenges faced by a reasonably well-resourced software
team in adopting BDD in the described context.

The company is a large organisation having sub-divisions e.g., systems engineers, software
engineers, and engineering department. Different sub-divisions are responsible for performing
different tasks in the company e.g., the systems engineers write the specification while the soft-
ware engineers do the implementation. The adoption of BDD was driven by the need to improve
communication and a common understanding of the requirements. Its adoption was expected to
bridge the gap and improve the communication and coordination between different sub-divisions
as the product owner (P3) said “...I hoped that it would close the seams between the specification

and the implementation”.
After a couple of iterations of action research, it was revealed that the initial set of user

stories was inconsistent and did not represent the requirements adequately. So, the team decided
to discard the initial set of user stories and elicit the requirements in a user story workshop (as
discussed in Section 6.3). Initially, 41 features were elicited for development later evolved to 57
features and 64 scenarios. Each feature had at least one scenario. Alternate scenarios for all the
features were not clear at this point.



CHAPTER 6. BDD IN PRACTICE: A CASE STUDY 130

After the elicitation of the user stories (features) in the user story workshop, each feature was
discussed individually, and the ones which were finalised for development were put in Jira. A
Jira ticket was created for each requirement. Every ticket had a description and acceptance crite-
ria. When we inquired about the synchronisation between acceptance criteria in the Jira tickets
and the acceptance criteria in the scenarios, we were told by the product owner (P3) “...Well,

there’s a disconnect, but they should all...I think, we were mindful to make them related”. We
learned that they wrote the Jira tickets manually. This sometimes caused confusion among the
team members because of the duplication of the acceptance criteria i.e., writing it twice (once in
the scenarios and once in the Jira tickets).

One of the main reasons for this duplication was that the team had to stay consistent with the
internal process of the company along with the attempt to write and execute a BDD test suite for
this project. The purpose of the acceptance criteria in the Jira tickets in the company’s internal
process was to build an understanding of the functionality and to express the rationale behind
each functionality. The internal process of the company required them to write tickets in Jira.
As the product owner (P3) mentioned “...we write down acceptance criteria on all of our issues,

not just related to this”.
In addition to the Jira tickets, vision-level drawings were created in Confluence. Some of

these drawings were related to a specific set of features to communicate “ before and after” i.e.,
this is what the users can do now; this is what they will be able to do later. These drawings
were presented to the stakeholders to communicate the development tasks. The drawings helped
in setting the expectations of the stakeholders. The product owner (P3) pointed out that most
of the customers were non-technical; therefore, “ ...we communicated... almost totally through

drawings, like some of it ... whiteboard drawings and then photographs, some of it electronic...

drawings”.
At the end of each iteration, the team had a retrospective meeting. The retrospective meetings

were focused on the progress and evaluation of the overall project. The team assessed its per-
formance in the retrospective meetings, and the meetings’ outcomes and details were recorded
in Confluence. Things like (P3) “ ...What we could improve, what we could keep, what we could

drop, what we could add in terms of team activities” were discussed at the retrospective meet-
ings. As discussed before, there were no separate retrospective meetings, separate stand-ups or
processes for the sub-part. As one of the participants (P3) said “...we treated this as part of those

bigger sessions and just sort of tack it on..”.
The BDD process being used in the sub-project was not discussed in the meetings for the

overall project. Only a brief summary of the developed features was discussed. One of the
problems at the retrospective meetings was that the team members, who were not involved in
the development of the sub-part, experienced difficulty in understanding the discussion about it.

Apart from the challenges in applying BDD, it helped the team to communicate the require-
ments within the team and encouraged them to discuss each requirement in detail. The team
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believed that the BDD workflow enforces communication as one of the participants (P3) men-
tioned “...you kind of have to have the conversations; otherwise, you can’t build the tests”.

The findings from four iterations of action research and four sessions of semi-structured
interviews are combined and summarised in Table 6.6. The third column of Table 6.6 indicates
the research method, during the use of which, each observation was made. It must be kept in
mind that the challenges listed here are practitioners’ portrayal of the BDD process. Please
note that where examples are provided to illustrate a point, they are based on real findings in the
action research or interviews, but here they are replaced with toy examples due to the confidential
nature of the project.

6.5.1 Test First Development is Difficult to Apply

We observed during the action research and the interviews that some of the functionality was
developed before specifying the BDD tests. The literature on BDD discourages this practice
i.e., coding before writing BDD tests [Wang and Wagner, 2018, Barus, 2019, Moe, 2019, Solis
and Wang, 2011, Smart, 2014]. When we inquired about the reason behind this practice in the
project, we were told that the developer was not familiar with the technology and the tools. Also,
this was the first time he was practicing BDD. As the software developer (P2) mentioned “ ...

it was kind of... it was a little bit experimental start, kind of just seeing what we could do... I

am still kind of learning how to use the framework....just because I wasn’t sure if that’s what I

wanted to do. It’s kind of like experimenting, and then, if it worked well, I could write a BDD

test and fully implement it”.
According to the product owner, many times the software developer was not clear about the

functionality until he developed it. As he (P3) said “... he was using the code to think through

the workflow, and then he writes ... like that seems sensible”. The software developer (P2) also
admitted “ ...I want to see how it worked first. So, I would implement it, see how it worked. And

if what I’ve done, I’d like too, so I’d write BDD test after...”.
Also, we felt that the software developer was not entirely convinced about the use of BDD

for the development. The software developer (P2) had some concerns about writing BDD tests
for User Interface (UI) as well. As he (P2) pointed out “... why we’re actually doing behaviour

testing... a lot of behaviours are through using.... interactive... UI. But we can’t really test

that. So, then that’s where behave, BDD and the... application kind of clashes with what we

want to test”. One possible approach to address this issue is the use of Domain Specific Lan-
guages (DSLs). A DSL is a language tailored to a specific domain and provides ease of use and
understanding while keeping the required formalism [Fowler, 2011, Rocha Silva, 2022]. For
example, Silva et al. [2019a] propose an approach to identify various types of inconsistencies
UIs. In another study, Rocha Silva [2022] propose a DSL similar to Gherkin for the specification
of consistent and testable user requirements for web-based graphical user interfaces.

While talking about the benefits of BDD, the product owner (P3) pointed out that since the



CHAPTER 6. BDD IN PRACTICE: A CASE STUDY 132

Challenges Explanation Action
research/Semi-
structured Inter-
views

1 Test first development
is difficult to apply

Because of lack of clarity it is difficult
for a developer to always imagine what a
requirement will look like after
development. Therefore, it is hard to
write tests before development.

Action research and
Interviews

2 BDD lacks methods
and tools for
identifying and
refactoring bad smells

Complex scenarios, indicated by an
interleaving of When/Then statements
result in bad tests and they mask bugs.
There is a need for a means of breaking
up the associated feature into smaller
features i.e., a tool that identifies bad
smells in Gherkin scenarios such as
AAA pattern.

Action research

3 Gherkin lacks a
hierarchy of features

We can’t express within Gherkin a
relationship between epics, features, user
stories, etc. It is important to know and
document what evolved from what.
Gherkin has no mechanism for showing
the hierarchy of features.

Action research and
Interviews

4 Identification of
appropriate level of
abstraction is difficult

for example, Gherkin lacks
implementation details. Instead, the code
has to be embedded in implementation,
making the Gherkin implicit, rather than
explicit. This makes it hard for the
developers to imagine the system in
advance.

Action research and
Interviews

5 Gherkin doesn’t
support multiple
actors in “As A”
statements

Several of the use cases examined
identified multiple actors, either with
complementary or even identical roles.
There is no mechanism within the
Gherkin semantics for capturing these
relationships.

Action research

6 Gherkin doesn’t
support concurrency
of execution

This should really be critical for a
requirements language for modern
distributed systems.

Action research

7 Convincing the
developer and the
customer to use BDD

Like any other new method, it has been
observed, that convincing people to
adopt BDD is a challenge.

Interviews

8 Risk of duplication of
effort in large-scale
systems

When a lot of people are involved in a
project and everyone is limited to their
own set of tasks, it is very difficult to
know if someone has already written the
steps similar to what someone else was
writing in which case, a test already
exists.

Interviews

Figure 6.6: Summary of challenges found during action research and interviews
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software developer was a novice in the company, he did not understand the vision, and what the
product was meant to do. BDD gave the team a method to communicate the vision. According
to the team, the use of BDD helped them define the project at an appropriate level which is
understandable by the users without implementation.

Although test first development in BDD is inherited from Test Driven Development (TDD),
the test first development in TDD is different from test first development concept in BDD. In
TDD, the focus of tests is on the development of small units called unit tests, whereas the focus
of tests in BDD is on acceptance testing or a particular behaviour of a system. This behaviour

can consist of multiple small units. So, we can say that TDD is a bottom up test first develop-

ment approach in which the smallest entity is a unit test, whereas in BDD, the smallest unit is
a behaviour that can consist of various unit tests making BDD a top-down approach. Accord-
ing to the documentation on Cucumber (a tool used for BDD) “.... TDD test asserts the result

of a specific method, while the BDD test is only concerned about the result of the higher level

scenario”. This is why the studies show that the sequencing (i.e., the order in which test and
production code are written) has no important influence [Fucci et al., 2017]. Fucci et al. [2017]
analyse 82 data points collected from four workshop sessions conducted with 39 professionals
from two companies about unit testing and TDD. The results of the study show that the order
in which test code and production code is written has no impact on productivity in TDD. Vu
et al. [2009] conducted an experimental study with undergraduate students in which the students
designed, implemented, deployed, and maintained a software system to meet the requirements
of an industry sponsor. One group of students applied a Test-First (TDD) methodology, while
the other group applied a traditional Test-Last methodology. The results show that the Test-Last
team was more productive and wrote more tests than their Test-First counterparts. However, the
productivity in the study is measured by counting the number of tests writing which is much eas-
ier when the functionality is clear. This confirms our observation about the difficulty in applying
test first development without knowing how the functionality will look like after development.
This issue can further “inflate” when an approach involving testing behaviour through testing of
multiple units at once is used i.e., BDD.

6.5.2 BDD Lacks Methods and Tools for Identifying and Refactoring Bad
Smells

This problem emerged while converting the user stories, we received from the company, into
Gherkin features during the first iteration of action research (explained in Section 6.3). The
user stories we received turned out to be lengthy and had interleaving Given-When-Then. This
interleaving Given-When-Then is a violation of the AAA pattern and, consequently, a bad smell.

Bad smells are certain structures in software artefacts that indicate design problems hinder-
ing the evolution and maintenance of the software artefacts [Fontana et al., 2012, Suryanarayana
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et al., 2014]. Bad smells usually do not stop the software from executing, but their existence
makes the system inflexible for the accommodation of future changes. They can exist in vari-
ous forms in different software artefacts and usually require refactoring. Examples of the bad
smells in different project artefacts include; code duplication and strong coupling between meth-
ods in the code [Fontana et al., 2012, Garousi and Küçük, 2018], and ambiguous phrases and
nonverifiable terms in requirements specification [Femmer et al., 2017]. During this study, we
found that bad smells can also appear in Gherkin specifications mainly because of the way BDD
requirements are written.

We discovered two bad smells during action research i.e., (i) AAA pattern violation during
the first iteration and (ii) assertion roulette during the second iteration. According to Ciliberti
[2017], the AAA pattern improves readability by structuring a unit test into three distinct phases
(Arrange-Act-Assert). It helps in separating what is being tested from the setup and results.
BDD replicates this concept for structuring the specifications. Smart [2014] argues that organi-
sation of natural language specification into distinct phases cleanly defines the context of a test
and improves readability. According to the survey by Oliveira and Marczak [2018], the practi-
tioners believe that mixing Given-When-Then step order impacts readability of the scenario.

As discussed in Chapter 5, a BDD scenario is implemented in the form of a unit test in a BDD
test suite. This means that multiple assertions in a BDD scenario are also reflected in a unit test.
These multiple assertions in a unit test is a bad smell known as assertion roulette [Bavota et al.,
2012, Peruma et al., 2020, Grano et al., 2020]. We are unaware of any tools that detect these bad
smells in BDD specifications. Other potential examples of bad smells in Gherkin specifications
could include; combining two or more independent phrases in a single step [Smart, 2014] and
duplication of steps across scenarios [Suan, 2015].

To the best of our knowledge, there is a lack of tool support for detecting and fixing struc-
tural discrepancies (i.e., bad smells) in Gherkin scenarios. We made this observation during the
first and second iteration of the action research while searching online for a tool support for
automatically detecting and refactoring bad smells in Gherkin scenarios.

6.5.3 Gherkin Lacks Hierarchy of Features and Traceability

While looking at the traditional requirements engineering process in the company, we learned
that their requirements engineering was a hierarchical process. There were layers to it, and
people used to engage at the layer that was appropriate for them to operate at. For example, a
systems engineer would deal with high-level requirements; whereas, a software engineer would
only look at low-level requirements.

The team, while discussing the difficulty with BDD, pointed out that there was no hierarchy
in the requirements, and it was difficult for the team members to work at different layers of
requirements. During the second iteration of action research, we observed that Gherkin does not
provide a mechanism for showing which higher-level feature a certain feature was derived from.
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This observation was later confirmed during the interviews. We observed that BDD features
provide a single-layer modeling. A single-layer requirements model is built at the same level
[He et al., 2013]. The set of features (in BDD) has a non-hierarchical structure with no indication
of features they derive from i.e., there is no way of expressing that some features are refined from
a higher level, more abstract requirement. Such a model lacks traceability.

The traceability of requirements is significant to ensure consistency among project artefacts
[Duarte et al., 2016]. The record of requirements evolution is a part of the history of the project
which shows the trail of decision making. Regulatory standards such as DO-178C and EN-
50129 also have strict traceability requirements.

Another related issue in this context was the interdependence of requirements. As the prod-
uct owner (P3) said “... understanding how different scenarios or different features relate to one

another... understanding how those things are related seems to be quite hard”. The team also
pointed out that getting enough detail in BDD is difficult. While talking about the advantages
of BDD, one of the participants (P3) said “Maybe the value of it’s the same thing that makes it

difficult... getting the detail in them is tricky. There can be lots of steps”. The team also stated
that there is no way of understanding how different scenarios or different features relate to one
another in BDD.

According to Smart [2014], a feature is a functionality that can be delivered independently
of other features. It implies that the concept of interdependence of requirements is foreign to
BDD. According to Trkman et al. [2016], a lack of awareness about requirements dependencies
can lead to missing information about a project and its domain. Requirements dependencies
present information, like which previously developed user stories are required by the new user

stories?, and how the completion of a user story impacts another user story? [Trkman et al.,
2016].

Although the BDD process, explained in Section 5.3, describes activities that involve de-
composition of requirements that consequently create some sort of hierarchy, this hierarchy
cannot be reflected through features (i.e., user stories) or Gherkin. Also, the interdependence of
requirements cannot be expressed through user stories or Gherkin.

The INVEST criteria by Bill Wake∗∗ recommends having no dependencies between user
stories. The assumption behind this criterion is that user stories can be written independently.
The action research and interviews suggest that this may not be practical, and it is useful to know
the relationships between various requirements to ensure traceability.

6.5.4 Identification of Appropriate Level of Abstraction is Difficult

During both action research and interviews, we observed a lack of guidance on the level of
abstraction in a scenario i.e., how much implementation detail should be there in BDD spec-

ifications?. BDD using Gherkin provides a single level of abstraction between the Gherkin
∗∗https://xp123.com/articles/invest-in-good-stories-and-smart-tasks/

https://xp123.com/articles/invest-in-good-stories-and-smart-tasks/
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language and its implementation. This means that there are only two places that can accom-
modate complicated implementation details. If we remove all the implementation details from
Gherkin scenarios then only the code will have all the implementation details. This issue is also
highlighted by Binamungu et al. [2020]. The authors surveyed BDD practitioners to understand
their opinions on quality criteria for BDD test suite. One of the findings of the survey shows
that practitioners find it difficult to decide how much implementation detail should be there in a
scenario.

This issue also relates to the inherent nature of user stories. The declarative nature of the
user story helps the stakeholders to communicate amongst themselves without reference to im-
plementation details [Smart, 2014, Wynne et al., 2017]. “User stories encourage deferring de-

tails” [Cohn, 2004]. If a typical user story is written following guidance such as by Beck et al.
[2001b], it lacks details of user interaction and important factors like performance requirements;
therefore, a user story is open to interpretations. Avoiding misinterpretations is one of the rea-
sons agile recommends that customer should be a part of an agile team. The available guidance
on BDD (as discussed in Chapter 5) emphasises on describing the requirements in terms of;
“...what a feature should do, not how it should do it” [Smart, 2014]. As the scrum master (P4)
said “...the tricky part there is the implementation of each step can be a bit arduous”.

However, unlike user stories, scenarios contain more information since they are real-life ex-
amples of the associated user stories. Even though this practice is discouraged by practitioners
[CucumberStudio, 2019b, Smart, 2014, Wynne et al., 2017], various levels of implementation
details can be embedded in the scenarios making them imperative. The issue here is not whether
the Gherkin scenarios should or should not contain implementation details (i.e., declarative ver-
sus imperative scenarios). The issue is what appropriate level of detail should be there in a
scenario. Completely declarative scenarios are easily understandable but hide the amount of
implementation effort as well as UI details. Imperative scenarios are brittle [CucumberStudio,
2019b] and require constant maintenance which can create significant overhead.

6.5.5 Gherkin Does Not Support Multiple Actors in “As A” Statements

During the second iteration of action research, we observed that one of the limitations of a user
story is its lack of support for the multiple actors i.e., it is difficult to describe a feature from
multiple actors’ perspective. The atomic nature of a user story and the assumption of a single
actor forces a developer to view the problem in isolation from the perspective of a single actor
i.e., a feature has a single As a statement.

Although the content of the user story block of a Gherkin feature is only provided for doc-
umentation purposes and is not leveraged when executing the test suite, Gupta [2019] recom-
mends writing a separate user story for each user. According to the author, having each user
describe the system from his/ her own perspective creates multiple conceptual models and these
models can be used for a better description of the system. The BDD process (as described by
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Feature: unlock the safety deposit box
In order to access the content of a security box
As a bank manager and a customer
We want to unlock the security system

Figure 6.7: Feature with multiple actors

Smart [2014] and Wynne et al. [2017]) also recommends the use of a single actor in a feature.
In BDD, the scenarios pertaining to a feature are further elaboration of a user story in real

real-life context. Since the narrative of a user story is from a single person’s perspective, the
scenario also represents the perspective of a single person. Division of scenarios with respect to
users in a feature is not supported by Gherkin. Nevertheless, different users can have different
needs and perspectives of a system [Rosson and Carroll, 2002], therefore it is important that this
singularity is maintained by Gherkin.

Having a separate user story for each user can only happen when users using a feature do
not require each other’s participation for successful execution of the functionality expressed by a
feature. In this case, a single feature used by various users can be separated into various features
such that each feature will have a single actor i.e., copies of the same feature with different
actors. This will, however, increase the size of the test suite and involve a risk of duplication of
features.

This also means that the features which mandate the participation of more than one user may
not be expressed using Gherkin. This limits the ability to express features that mandate more
than one user. For example, Figure 6.7 describes unlocking feature for safety deposit boxes in
a bank. The security system of the vault requires two keys i.e., the bank manager’s key and the
customer’s key to unlock a safety deposit box. Both keys must be turned together to unlock the
safety deposit box. Unfortunately, the features that require the participation of more than one
actor are not supported by Gherkin.

6.5.6 Gherkin Does Not Support Concurrency of Execution

This limitation of Gherkin was observed during the second iteration of action research. As we
developed our feature suite, we noticed that the ordering of steps in some scenarios was arbi-
trary and could be re-ordered with the same post conditions applying. In principle, it would be
desirable that the system did not discriminate between different combinations of step sequences
of such scenarios, and considered one test code for multiple combinations of step sequences of
the same scenario.

However, in practice, the order of steps in Gherkin scenarios is important. Each combination
of the sequence of steps of a scenario is treated as a different scenario by the test suite. The only
way to express a scenario in which the step order is arbitrary using the Gherkin language is
to create multiple, very similar scenarios leading to increased cloning as is there no way of
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Scenario: open bank safe
Given a locked steel safe
And a customer with a key
And a manager with a key
When the customer turns the key
And the manager turns the key
Then the safe is unlocked

Figure 6.8: Scenario with multiple actors

Scenario: race to the finish
Given a race line 100m away
When I run 100m
And my friend cycles 100m
Then my friend finishes first

Figure 6.9: Scenario concurrent execution of steps

denoting in the existing language the ordering that applies to the groups of steps.
Similarly, the simultaneous execution of two steps in scenarios is not supported by Gherkin.

Concurrency in the context of software development is a phenomenon in which two or more
processes cooperate with each other to complete a task [Axford, 2002, do Rocio Senger de
Souza et al., 2011]. There could be a number of execution orders between concurrent processes
e.g., the processes could start together but end at different times, start at different times but end
together, or start or end one after the other, etc. To test all possible execution orders is very
difficult [Radnoci, 2009] and would require a number of unit tests, each for testing a particular
execution order.

Figure 6.8 gives an example of this problem. The figure is an example of a scenario for
unlocking safety deposit box feature example in Section 6.5.5. A bank locker is only unlocked
when the customer and the bank manager turn their keys at the same time. There could be a
number of execution orders for the above scenario. For example, the manager and customer
could turn the key at the same time, start turning the key one after the other, or finish turning the
key at the same time, etc. Ideally, the safety deposit box should unlock for all of these concurrent
execution orders. This means that the order of execution is of no concern in the above scenario.
In a scenario where execution of steps can occur in any order, we need to have several unit tests,
each testing a particular execution order to demonstrate that we get the same output for each
execution order. There could be other examples where the order of execution matters.

Consider another example in Figure 6.9 where two people start the race together. In this
example, two steps run sequentially so the scenario does not reflect the desired behaviour. As
a first proposed solution, we implement “When I run 100m” as a thread in Figure 6.10. The
conceptual basis of Gherkin is that each step should describe a single behaviour, be atomic,
and executed sequentially. A step sentence should also be an explicit description of the actual
behaviour. If “When I run 100m” is implemented with a thread it is not explicit, because we can
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...
def run_100m():

while i < 100:
sleep 10:
metres += 1

threading.Thread(target=run_100m).start()
...

Figure 6.10: Implement “When I run 100m” as a thread

Scenario: race to the finish
Given a race line 100m away
When I run 100m and my friend cycles 100m
Then my friend finishes first

Figure 6.11: Scenario with a complex step

no longer guarantee when the thread is going to terminate. If we reword this to “When I start

running 100m”, we still cannot be sure when the step will terminate (if ever). Moreover, a step
should always be atomic i.e., a step should not depend on the prior execution of another step
[Smart, 2014]. So the step “When I run 100m” at the same time that “my friend cycles 100m”

will still contain a bad smell because it references another behaviour that must be executed.
Also, a step must be fully completed before the next step starts, so “When I start running 100m”

is smelly because it is vague - it does not describe a behaviour with a fixed termination.
A second solution is to to execute two logically different steps concurrently in the imple-

mentation glue code as shown in Figure 6.11. However, a step should not describe a composite
behaviour. Smart [2014] argues that combining two or more behaviours in a single Gherkin step
could lead to writing a method that tests multiple behaviours within a single method. This is a
type of bad smell known as eager test [Garousi et al., 2018]. In an eager test, in case of a failure
of any of the asserts, the method stops execution which prevents the remaining parts of the test
from executing. According to Garousi et al. [2018], eager tests make it hard for the developer to
understand the fault during the execution of the test.

Unfortunately, Gherkin does not support any of these concurrency relationships. It is im-
portant to note that we are not discussing any particular execution order. We are discussing a
limitation of Gherkin language that it does not facilitate concurrent execution of steps in a sce-
nario irrespective of their execution order. Instead, steps in a scenario execute in a sequence.
Also, this is a finding from a real-life project which shows how BDD is practiced in reality. A
way to fix this issue is to extend Gherkin semantics so that there is an explicit mechanism for
asserting that two (or more) atomic, single behaviours run concurrently as shown in Figure 6.12.
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Scenario: race to the finish
Given a race line 100m away
Concurrently:

When I run 100m
And my friend cycles 100m

Then my friend finishes first

Figure 6.12: Scenario with concurrent execution

6.5.7 Convincing Developer and the Customer to Use BDD

Resistance to change is considered a common behaviour in software organisations [Ashbacher,
2010, Gandomani et al., 2014, Jyothi and Rao, 2011], and the reasons could be political, techni-
cal or mere uncertainty [Gandomani et al., 2014]. Stray et al. [2020a], in a systematic literature
review on agile coaching and the role of agile coach, describe resistance to change and diffi-
culty in understanding and implementing agile methods at scale as one of the important reasons
for employing an agile coach. A study by Amorim et al. [2021] guided by design science
methodology aimed to eliminate some known challenges of COBIT 5 adoptions by providing
a Scrum-based methodology. COBIT 5 is a framework for guidance in evaluating, directing,
and monitoring an enterprise’s use of IT. One of their findings showed that the use of an agile
methodology by itself is not enough to reduce the resistance to change. Mantovani Fontana
and Marczak [2020] conducted industrial surveys to discover challenges faced by public sector
software organisations in the adoption of agile methodologies in Brazil. Based upon the results
from 167 responses, the authors concluded that cultural change and resistance to change are the
main challenges still faced by Brazilian government IT organisations.

Sometimes, the new methods and tools, the developers are not familiar with, are forced upon
the developers by the senior management, and the developers are not entirely convinced about
their use. However, in this case the use of BDD was proposed by the development team in order
to improve communication and better understanding and management of requirements. As the
scrum master (P4), while talking about the adoption of BDD at the company, said “... if you’re

trying to get people to understand behaviour driven development... it’s quite a foreign concept

for them”. The interview participants and some recent studies [Pereira et al., 2018, Barbosa,
2020, Smart, 2018] identified “convincing people to use BDD” as a challenge.

During the course of this study, we learned that BDD serves as a tool for communication
for those who are actively involved in the project. In case of the lack of engagement from
the customer, BDD becomes the responsibility of the development team which often results in
poorly defined scenarios due to the lack of details in the requirements [Scandaroli et al., 2019,
Barbosa, 2020]. BDD requires the customer to express the desired behaviour in a certain format
which not only familiarises the customer with the workflow and purpose of BDD but creates a
common point of interaction between the customer and development team.

When asked about who was involved in discussing examples and writing scenarios?, the
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product owner (P3) answered “... we already knew quite a lot about what the flow of the appli-

cation was going to be... I think the development team, I’d say... so not really the customers”

According to the findings of Scandaroli et al. [2019], “...when the adoption of BDD is mostly

bound to the technical team, BDD scenarios can become too technical, which removes the ben-

efits of proper understanding of features across all contexts (business and technical)”. Similar
challenges were faced by the interview participants who said that it was difficult to communi-
cate the project-related information using the feature files. It was hard for the people who were
not actively involved in the development of the project to understand and negotiate the require-
ments using feature files. Instead, the participants used hand-drawn whiteboard diagrams to
communicate with the stakeholders who were not actively involved in the development.

During this project, the product owner acted as the customer. His role was limited to giving
feedback on the development and clarification of BDD scenarios. We believe that one of the
reasons behind the lack of participation was the size and the culture of the organisation. The
product owner was involved with many teams and in many different projects at the same time.
Although the organisation was transitioning towards agile, the long-standing waterfall culture
and the segmentation between the departments were still reflected in the projects.

6.5.8 Risk of Duplication of Effort in Large-Scale Systems

In a large software project setting, where team members are too focused on their own tasks and
have limited communication with other teams, there is a risk of duplication of effort. The team
had believed that they needed to understand a lot about the whole system if they wanted to write
a good set of Gherkin features; otherwise, it was very difficult to know if someone had already
written the steps similar to what someone else was writing, in which case, a test already existed.

Being unaware of the dependencies between tasks, or not knowing if a certain task has
already been completed by someone, can lead to the duplication of tasks. This in turn calls
for refactoring and creates rework. As the product owner (P3) said “... it feels like I need to

understand a lot about the whole system if I want to write a good set of Gherkin because ... I

don’t want to have thousands of, or hundreds of thousands of tests... I want to have the right

number of tests... cause you almost want to know how someone’s written the steps similar to

this, so you’ve already got a test”.
BDD projects involve additional artefacts which already require additional effort. Not know-

ing if a task is completed and can be reused would mean duplication of tasks and effort. This
duplication of task effort will be more than the duplication of tasks and effort in an identical
non-BDD project. For example, there is a possibility of having duplicate scenarios and accep-
tance tests in addition to the duplication of effort in the code. Duplication of effort in BDD suites
is also discovered as one of the challenges in a survey study on finding challenges of BDD by
Binamungu et al. [2018b].
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6.6 BDD in Theory vs BDD in Practice

According to Julian et al. [2019], there is very little literature available on how agile process is

used in practice? as compared to the existing literature discussing what is an agile process?.
This section presents the overview of the BDD workflow in theory vs what happened in reality.
While defining the theoretical models and processes, the real-world factors that can limit the
application of a process are often ignored. These factors, in the context of software systems,
include the availability of the customer, organisational culture and structure, size of the project,
etc. Ignoring these real life factors creates a disconnect between what happens in reality, and
how it is described in the literature. In this section, we have discussed the practicality of the
theoretical BDD workflow in light of our experience during this study.

During the study, we observed that the theoretical workflow of BDD [Smart, 2014, Wynne
et al., 2017] is based upon certain assumptions. To explore these assumptions and bridge the
gaps between BDD process and its application in real life, we have discussed the use of BDD in
this study. We observed that there is a need for guidance on BDD activities, their outcomes, and
how to handle real-life situations that can impede the speed of development e.g., the unavail-
ability of the customer, and benefits of adopting certain activities or implications of ignoring
them. After reviewing some of the studies on BDD [Binamungu et al., 2018b, North et al.,
2006, Wynne et al., 2017, Rahman and Gao, 2015, Smart, 2014, Zampetti et al., 2020, de Souza
et al., 2017, Storer and Bob, 2019] we summarised the BDD process discussed by Smart [2014]
and Wynne et al. [2017] under three broad concerns: i.e., Understanding, Collaboration, and
Acceptance Testing.

This categorisation of concerns by us was based upon the “rationale behind using BDD”

discussed in the studies. For example, all the studies listed above emphasise that the main goal
of BDD is to create a shared understanding of the system under construction. When we look
at the activities in the BDD workflow (discussed in section 5.3) which help in creating this
“shared understanding”, we see that determination of business goal helps in creating a shared
understanding. Similarly, collaborative practices like three amigos meeting in BDD process
show that BDD process emphasises collaboration. We categorised activities like scenario writing
and writing glue code under acceptance testing.

6.6.1 Understanding

In this sub-section, we review the application of BDD workflow activities that primarily focus
on understanding the business, problem, requirements specification and the establishment of the
logical connection between all the requirements. We present a summary of the activities of the
theoretical workflow, and discuss how and if those activities were performed in our context.
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BDD Process

One of the activities of BDD theoretical workflow, which is also considered a starting point in
the BDD workflow, is the identification of a business goal [Wynne et al., 2017, Smart, 2014].
Determination of a business goal establishes the importance and the need for a project. It also
helps in understanding the strategic benefits of a project to the business. This activity is identical
to the primary activity of the theoretical model of Goal Driven Development (GDD) [Schnabel
and Pizka, 2006, Park et al., 1996], and its purpose is to shift the focus from requirements to the
business goal.

A business goal tends to be more stable than the requirements i.e., change in a broader
business goal is less likely to take place than in a set of requirements [Schnabel and Pizka, 2006,
Park et al., 1996]. According to Schnabel and Pizka [2006], requirements are not the best source
of information for initial understanding of the system due to their volatile nature.

Determination of a business goal in BDD is followed by the definition of the major features
and the determination of the relative value of each feature. The purpose of this activity in
BDD is to define the major capabilities and their importance towards the achievement of the
business goal. Smart [2014] describes this step as an activity where features are “injected” to
determine how exactly a system is expected to deliver business value. “This is what’s called

hunting the value. The aim is to understand the business value that lies behind a feature so

that you can objectively decide which features are worth creating” [Smart, 2014]. The outcome
of this activity is a set of major requirements. The major requirements are then broken down
into smaller requirements. These smaller requirements are documented along with their real-life
examples called scenarios.

Although BDD is an agile way of development, analysis of the BDD activities discussed in
Section 5.3 shows that the BDD process is a sequential process where successful execution of
an activity is dependent upon the understanding and execution of the preceding activity. For
example, BDD process recommends that the features should be defined after understanding the
business goal [Wynne et al., 2017, Smart, 2014]. Similarly, the scenarios should be described
after defining the corresponding features. It was, therefore, logical for us to review the activities
of the workflow in this sequence.

In Practice

Contrary to the theoretical workflow, the starting point for the project at the company was the
elicitation of requirements. As a participant (P3) explained “..we did a few iterations with the

prototype... that helped to settle ....the scope of the tool ”. We observed that the development of
a project using BDD was not very different from the development of the other non-BDD projects
at the company. The development process started from the elicitation of requirements, and team
members seemed to be unaware of the underlying business goal. We believe this happened
because the requirements specifications are thought to be the primary source of understanding a
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software system in the industry [Krüger et al., 2018, Wiegers and Beatty, 2013]; therefore, the
organisations see requirements elicitation as a starting point in any software project.

As the project was a novel product, the features were not clear in the beginning. One of the
participants (P3) said “...we found it quite difficult to get an appropriate level of specification”.
This means that it was difficult for the team to imagine all the scenarios in advance. While
referring to the developer, a participant (P3) said “...he didn’t understand the vision, or what

the product was meant to do”. Many times, while writing the scenarios, either a feature was
broken down, re-written or discarded. At times, a requirement did not become clear until it
was implemented. In which case, the requirement was implemented before its scenarios and
underlying tests were written. Even after being able to write a feature and the primary scenario
in a reasonable form, the team struggled to define alternate scenarios for a feature. It was hard
for them to imagine the alternate scenarios before the implementation of a feature.

Examination of the process of documentation of features and their associated scenarios
shows that the process is based upon the assumption that the requirements of a project are
known by the person writing the requirements. Without knowing what is required, it is diffi-
cult to imagine or document how the requirement will execute. The requirements for the project
were elicited and documented at the user story workshop without determining the business goal
and major features. The features were elicited and documented directly without performing the
preliminary activities of the theoretical framework of BDD. According to Smart [2014], the de-
termination of the business goal and major features that will satisfy the business goal, help in
the elicitation of requirements. Elicitation of the major features is followed by refinement of the
major features. Next, the resulting features are documented along with their associated scenar-
ios. BDD process seems to build a conceptual background of the project requirements before
the elicitation of features and their associated scenarios.

We believe that the lack of complete understanding of the requirements, which reflected in
the team’s struggle to document the features and associated scenarios, was due to the lack of
requirements refinement and elicitation activities. However, we cannot say anything conclusive
about the effectiveness of the initial activities of the BDD process. We believe that more research
is needed to determine the importance of these activities.

6.6.2 Collaboration

In this section, we have looked at how different BDD-related meetings took place during the
project, to understand the limitations and impediments of real life.

BDD Process

The BDD workflow recommends collaborative practices like the “three amigos meeting” for all
BDD activities including elicitation of requirements and acceptance criteria [Smart, 2014]. The



CHAPTER 6. BDD IN PRACTICE: A CASE STUDY 145

three amigos meeting is a BDD activity where three people (i.e., business analyst, developer,
and the tester) meet to discuss how the product will be developed [Wang and Wagner, 2018,
Northwood, 2018, Kudryashov, 2015]. The business analyst or the product owner describes
the problem that must be solved; the developer discusses how the solution will be implemented;
and the tester discusses the criteria for testing the product. The purpose of involving all the
stakeholders is to get the requirements right and bring everyone on the same page.

Looking at a feature from three different angles adds clarity and helps in establishing a clear
understanding and defining the acceptance criteria. This meeting aims to produce examples
(called scenarios) that define the acceptance criteria and the testing strategy. These examples
are converted into executable specifications by writing a piece of code for each step of every
scenario. The associated code for a scenario demonstrates if a scenario is doing what it was
supposed to do [Smart, 2014, Wynne et al., 2017]. Ideally, all the stakeholders, including the
customer, should participate in the feature elicitation and scenario writing, but does the partici-

pation of all the stakeholders guarantee productivity?.

In Practice

The BDD workflow presumes a team of permanent members who are involved from the very
start of the project and are familiar with the features of the project under development. We
believe that the activities of the theoretical workflow are based upon certain assumptions i.e., (i)

everyone is involved and available, (ii) everyone is experienced in writing BDD scenarios and
(iii) BDD workflow does not take the time constraints of a project into consideration.

Real-world constraints, such as unavailability of team members and customers, development
of a novel project, and situations where a new team member joins the team, are not taken into
consideration by the BDD workflow. We have experienced a similar situation during the project
discussed in this study. The features were elicited by the product owner, potential users, and
the scrum master in a user story workshop, which were then handed over to the developer for
scenario writing who joined the team after the features were elicited. The developer was not
part of the requirements elicitation process which reflected in his struggle to understand the
requirements.

Also, there were no specific roles in a team in the company i.e., there was no separate testing
or quality assurance team. Everyone in the team was expected to be able to run a complete
lifecycle. Too much emphasis on who should participate? was probably one of the reasons for
not being able to do the three amigos meeting. One can argue that the existence of different
“roles” in BDD does not mean that different people should play these roles; the same person
can wear different “hats”, thus playing different roles along the project.

This assumption could be rejected by looking at the very description of the three amigos
meeting by Smart [2014] which says in three amigos meeting “... three team-members - a

developer, a tester, and a business analyst or product owner - get together to discuss a feature
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and draw up the examples”. This clearly shows that this meeting is between three individuals
having three specific roles.

We observed that the theoretical workflow of BDD is for a specific project setting where
all the stakeholders are involved in the development process, and there are specific roles, such
as tester, developer, and business analyst. The real-life impediments are not taken into account
which makes the implementation of the theoretical framework of BDD unfeasible in the project
settings that conflict with the underlying assumptions of activities of the theoretical framework.
It is important to mention that the project was dealt with as a part of the main project, which
means the processes and practices used for the large project encompassed the project discussed
in this study. There were no separate processes for the sub-project.

6.6.3 Acceptance Testing

This section reviews the acceptance testing activity in the project discussed in this study.

BDD Process

An acceptance test is a description of the behaviour of a software product in a specific context.
Acceptance test is usually described as an example or a usage scenario while acceptance testing
is a process of verifying the execution of that example. Miller and Collins [2001], while dis-
cussing the importance of acceptance testing, refer to the acceptance test as a contract between
a developer and the customer. The authors further argue that an acceptance test captures a re-
quirement in a directly verifiable way where successful execution of the acceptance test means
that there has been no breach of contract.

BDD incorporates acceptance testing and takes it one step further by associating specifica-
tions with acceptance tests. A piece of code is written for each step in a scenario which tests
the behaviour of the system described in the respective step. We can say that there are two main
components in BDD acceptance criteria i.e., (i) scenario and (ii) acceptance test. A scenario is an
example of the acceptance criteria for a requirement, and the associated code is the acceptance
test for a scenario.

BDD process recommends writing acceptance tests for specifications before implementation
[Smart, 2014]. However, the same recommendation is made by Beck [2003] as a practitioner of
Test Driven Development (TDD). Therefore, we can say that the BDD practice of “writing test

before code” is inherited from TDD. The purpose of this practice is to eliminate the waste of ef-
fort by implementing only what is specified and to have a clear understanding of the requirement
and its acceptance criteria before implementing the requirement. One of the assumptions behind
“writing acceptance test for the specification before implementation” is that requirements will
become clear while writing the acceptance criteria.
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In Practice

Writing the acceptance criteria for a requirement, its acceptance test, and then implementing the
code seems like a simple and logical flow of activities; however, a requirement is not always
clear until the implementation starts. The same happened in our context.

The project was new, and the developer and the users were not able to imagine the acceptance
criteria in advance. As the developer (P2) said “....it was... being kind of developed experimen-

tally in a way. I don’t think they really knew that this kind of thing was being developed”. Many
times, the requirements became clear only after the developer had implemented them and got
feedback from the users of the system. In which case, the developer had to re-write the scenarios
and the acceptance criteria after making changes in the implementation.

This seemed like an overhead, and the team’s desire to get the scenarios and the acceptance
test right was taking too much of the implementation time. So, the pressure to get the product
ready shifted the focus from BDD to development. This shift in focus made the pace of main-
tenance of the feature files slower than the development. To discuss this further, we need to
look at Test First Development (TDD) since BDD’s test-first approach is inherited from TDD.
Unfortunately, we were unable to find published research on measuring the practicality of test
first approach in TDD. However, we were able to find a blog [Vlad, 2019] which discusses trial

and error situation in TDD i.e., when it is difficult to know how something should work and the
problems one might face. In such situations, TDD can initially lead to several rounds of pro-
ductive failure. Trail and error situations can be more difficult in BDD because, unlike TDD,
scenarios are written for whole features behaviours rather than individual function behaviours.

The team found prototyping to be more effective than BDD because of the lack of clarity
in the requirements. The assumption that the requirements should always become clear while
writing the acceptance criteria proved wrong in our context. The requirements were vague
which produced vague acceptance criteria which, consequently, led to writing acceptance tests
that were based upon assumptions about the system. Most of the requirements did not become
clear until they reached the implementation, which naturally made the team rely on manual
testing and feedback on the implementation from the users. However, automated testing is less
time-consuming than manual testing [Musliu and Jashari, 2021].

6.7 Threats to Validity

This section discusses the threats to the validity of this exploratory study. In this section, we
have discussed three types of validity threats i.e., construct, reliability, and external validity.
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Construct validity threat

The construct validity threats for this exploratory study on challenges related to the use of BDD
may include: effectiveness of qualitative measurement of the results during action research and
effectiveness of interviews to capture the results.

Four cycles of action research were conducted during each of which a few observations were
made of a qualitative nature. It is possible that some important observations went unnoticed. It
should be noted that we have presented the challenges described in this study from the devel-
opment team’s perspective who attempted to use BDD for the first time in the early phase of a
small sub-project. Therefore, we acknowledge that some of the challenges may not have been
discovered. Also, since there was no guidance available on the conversion of use cases into
BDD scenarios, it is possible that the strategy devised by us for the conversion of the given use
cases into BDD scenarios was erroneous and use cases cannot be directly translated into BDD
features.

There is another construct validity threat called the Hawthorne effect [Sedgwick and Green-
wood, 2015] that relates to action research. This threat refers to the potential bias that arises
when individuals modify their behaviour due to the awareness of being observed. This can lead
to an inaccurate understanding of the phenomenon under investigation.

Various interview sessions were conducted with the team members of the project discussed
in this study. It is possible that the interview instrument used during this study did not cover all
aspects of the purpose of this study. Also, the project and the team may not adequately represent
the diverse range of industrial domains, or systems in which BDD is applied. This can limit
the validity of the construct. The challenges studied and investigated during the study may also
introduce bias toward certain perspectives on the use of BDD. This bias could limit the range of
challenges considered or lead to an over-representation of opinions.

Reliability Validity Threat

Inaccurate or incomplete data extraction from the collected data can compromise the reliability
of the results. One such threat is observer bias. Observer bias occurs when the researchers or
observers have preconceived biases that may influence their observations or interpretations of
the data. Another reliability validity threat may be the interviewer bias. This occurs when the
interviewer’s personal beliefs and opinions influence the interviewing process.

External Validity Threat:

Lack of experience in the development of applying BDD may have an impact on what the team
considers as a challenge. The specific context and setting in which the study took place may have
unique characteristics that may have limited the generalisability of the findings. For example,
the study was focused on a small project with a small team who were inexperienced in BDD.
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The results may not apply to other organisations settings such as a large-scale project and a large
team experienced in the use of BDD.

Addressing Threats to Validity

To address these threats, we took several steps. For example, constant communication with the
team members including face-to-face meetings, telephonic conversations, email exchanges, and
sharing of documents enhanced the expressiveness of the team members. They were able to dis-
cuss the issues in applying BDD openly. With the use of action research as a research method,
we were able to study the challenges faced by the team as they progressed in the project along
with the improvements in practical application of BDD. In addition, we introduced confidential-
ity by keeping the views of each individual confidential during the lifetime of the project.

Before attempting to translate the use cases into BDD scenarios, we studied the structural
concept behind use cases. A use case describes a specific sequence of of events in a given
context which is also a characteristic of BDD scenarios. Various fields in the use case template
were mapped to Given, When, Thens in the BDD scenarios after carefully reviewing each field
in the use case template. However, to the best of our knowledge, the strategy devised by us for
translating use cases into BDD scenarios was attempted the first time and the validity of this
strategy is unknown.

Interviews were conducted as a secondary source of data to validate the findings and further
explore the phenomenon. By employing a secondary source of data and cross-referencing the
results, it became possible to develop a more comprehensive understanding of the phenomenon,
reducing the influence of the Hawthorne effect. To mitigate the interviewer bias, open-ended
questions were asked during the interviews to enable the team members to express their views
in detail which helped us in discovering unidentified aspects. In addition, we followed Wengraf
[2001]’s guidelines to devise the interview questions and perform the analysis of the data from
the interviews. This helped us in the systematic extraction of the data and production of results.

At the start of the project, the team was introduced to the concept of BDD and was given
the time to learn BDD and the tools used for it. The project was a part of a larger project
internally developed in a large avionics company which is one of the top 10 avionic companies
in the UK according to Google. The participants had various levels of industrial experience.
However, we acknowledge that it was beyond our control to conduct a study with an additional
team to compare the results. We also acknowledge that BDD was applied in a small project with
a small team therefore enabling the readers to assess the similarities and differences with their
own context.
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6.8 Summary

This chapter describes the use of action research for the incorporation of BDD into a project
in an avionics company. The action research identified some technical limitations of Gherkin.
It is important to note that the findings reported in this chapter are from the perspective of the
team. The collection of practices, technology, culture, and mindset manifest these challenges.
The findings documented in this chapter as challenges and limitations manifest themselves when
BDD is “practiced” within this case study.

The action research also revealed that the use of BDD is helpful in assessing the validity and
consistency of the requirements. The chapter also presents the results from the post hoc semi-
structured interviews with the development team using BDD. The interviews helped in drawing
the context of the project. The interviews identified challenges in the application of BDD.

Four out of eight limitations of Gherkin in Figure 6.6 refer to the limitations of Gherkin.
According to the project team’s feedback from practicing BDD, challenge number 3, 4, 5, and 6
show that Gherkin is unable to express various ways of user interaction with a system and that
Gherkin is not very well suited for describing the rich variety of ways that users interact with
systems.

This chapter presents an analysis of the practicality of the theoretical steps of BDD. A com-
parative analysis between BDD in theory vs BDD in practice revealed that the theoretical frame-
work is based upon ideal circumstances and does not consider the real-world factors (e.g., the
experience of the development team). At the moment, there is no guidance available on how to
take the real-world factors into account. Many activities of the theoretical workflow of BDD are
based upon assumptions. These assumptions include: availability, participation, and experience
of the stakeholders. Whereas, BDD process does not take real-life circumstances into consider-
ation, such as vague requirements, unavailability of the customer, organisational structure, and
the type of the product. The time taken to overcome these impediments is also not considered
by the theoretical workflow. There is a need for guidance and training on BDD. Unless the peo-
ple understand the purpose of using BDD, and have practical knowledge and guidance on how
to use BDD for communication and development, it will be seen merely as a way of writing
requirements.

Because of the lack of quality criteria, it is easy to not know when to stop refining scenarios,
especially, when the requirements are not clear. Writing the acceptance tests is a time-consuming
activity, and many times, it is hard to imagine the scenarios in advance in which case, the at-
tempts to get the scenarios right consume a lot of development time. Also, BDD does not (at the
moment) specify quality criteria for the scenarios which means it is hard to know if a scenario
is good enough to form the basis for the acceptance test for a requirement.

Although BDD is an agile practice, and must not suppose to be used in isolation as a fully-
fledged development process, the progress and the quality of artefacts in BDD is dependent upon
the clarity in the requirements. Also, BDD is not a technique for requirements elicitation. It has
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indeed to be used in conjunction with other practices (and processes). Various activities in BDD
process have different purposes. The requirement elicitation activity in BDD is a three amigos

meeting. During this study, we observed that although BDD is primarily a development method,
and the requirements elicitation in BDD is weak. It has to be used in conjunction with the other
requirements elicitation methods such as prototyping.

Upon observation during the action research, we detected that the content of the user story
block of a Gherkin feature is only provided for documentation purposes and is not leveraged
when executing the test suite. Only the scenarios that describe the acceptance criteria play a role
in leveraging test execution.



Chapter 7

An Analysis of the Practice of BDD on
GitHub

In Chapter 6, we explored the application of Behaviour Driven Development (BDD) in a large-
scale organisation and discussed the lessons learned from it. The focus of the previous chapter
was on elaborating the challenges faced during the application of BDD in a single commercial
project. During the previous study, we learned that, in BDD, developers sometimes transcribe
the requirements in ways that introduce bad smells in the requirements (i.e., make the require-
ments inflexible). These requirements could be functionally correct but they negatively impact
the evolution of a system. In this chapter, we extend the research by conducting an empirical
analysis of BDD in practice in open-source projects.

This chapter presents an overview of open-source projects that contain BDD artefacts. To do
this, a sample of projects that contain BDD artefacts were identified on the GitHub collaboration
platform. The contents and meta-data of these projects was explored in order to characterise
BDD-containing open-source projects. In addition, the evolution of BDD-containing projects
was studied. Finally, a second sample of non-BDD-containing projects was obtained to compare
between BDD and non-BDD-containing projects.

To gather the described samples, a GitHub repository sampling tool was implemented to
query the GitHub API. Exclusion/ inclusion criteria were defined and implemented in the tool
to filter sampled repositories. The tool then gathered relevant meta-data from each project be-
fore cloning to a local filesystem. Once cloned, commits on the mainline of each project were
checked out and inspected using a number of automated metrics.

The next section provides a more detailed overview of the objectives of this chapter. Section
7.2 explains the experiment design and provides a description of the steps followed during the
experiment. The results from the experiment are discussed in Section 7.3 which includes an
overview of Gherkin projects, a discussion on the relationship between BDD-related project
artefacts, a comparison between Gherkin and non-Gherkin projects, and a discussion on the
evolution of BDD artefacts. The section compares the meta-data fields and the contents of
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Gherkin and non-Gherkin projects to show similarities and differences between them. Section
7.4 consists of the discussion based upon the results of this study, whereas Section 7.5 discusses
the threats to the validity of this study. Section 7.6 provides a bird’s eye view of the BDD in
open-source projects and a summary of this chapter.

7.1 Objectives of the Experiment

Scope of the existing studies [de Souza et al., 2017, Solis and Wang, 2011, Gómez, 2018, Bina-
mungu et al., 2018b, 2020, Egbreghts, 2017, Zaeske et al., 2021, Oliveira and Marczak, 2018,
Irshad et al., 2021] on BDD in practice is limited to a certain organisation or the opinions of
the practitioners. We have extended the scope of the study to the open-source BDD projects to
create a general overview of the current state of BDD and its adoption. Looking at the bigger

picture helped us in understanding the overall adoption and growth of BDD in practice in open-
source projects. Lessons learned from this chapter represent a broader trend in the adoption,
growth and evolution of BDD and its artefacts.

The objectives of this chapter are:

• Present an overview of BDD related artefacts and study their evolution over project life
time.

• Compare open-source BDD projects with non-BDD projects and understand the differ-
ences between them.

For this purpose, the open-source BDD repositories on GitHub were investigated. GitHub
has over 37 million repositories and has become one of the major sources of software artefacts on
the internet [Kalliamvakou et al., 2016, Chong and Lee, 2018, Ortu et al., 2018]. The projects’
data available on GitHub gives researchers and data miners an opportunity to explore what is

being done in practice? [Kalliamvakou et al., 2016, Chong and Lee, 2018]. Researchers mine
GitHub repositories to retrieve the data regarding different matters of interest [Kalliamvakou
et al., 2016, Chong and Lee, 2018, Ortu et al., 2018]. GitHub offers a number of means (e.g.,
GitHub API) through which one can fetch the information someone is interested in.

This chapter is based upon results and statistics from studying the meta-data drawn from the
open-source BDD projects on GitHub. The meta-data was programmatically extracted at every
commit from a random sample of BDD projects. It not only helped in studying the growth of
BDD-related artefacts but also facilitated in drawing the correlation between different project
artefacts.
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7.2 Experiment Design

The focus of the experiment was to study the real projects. The experiment design was replicated
from previously published studies [Bao et al., 2019, Sharma et al., 2017, Ortu et al., 2018] which
used the meta-data from repositories on GitHub to investigate different phenomena. The steps
that were common in their experiment design were replicated i.e., (i) establishment of a primary
selection criteria; (ii) devising a criteria for filtering the repositories; and (iii) collection of the
results.

The primary selection criteria for the projects in this experiment was the use of Gherkin

language in a project. According to GitHub documentation∗, GitHub provides information on
the languages used in a repository. GitHub uses the open-source Linguist library to determine
the languages used in a file. BDD specifications are written in Gherkin therefore, presence of
Gherkin among the languages used in a project indicate the incorporation of BDD. Repositories
where Gherkin was listed as one of the development languages, were considered for selection.

The next step was to devise a filtration criteria for the repositories. Assignments, practice
or dummy projects could skew our results. So, we used the guidance provided in the literature
[Munaiah et al., 2017, Kalliamvakou et al., 2016, Borle et al., 2018, Leotta et al., 2019, Roehm
et al., 2019] to devise an exclusion/ inclusion criteria for removing the dummy projects from our
dataset.

7.2.1 Definition of exclusion / inclusion criteria:

Kalliamvakou et al. [2016] conducted a study that was aimed at understanding the potential
perils when mining GitHub for research purposes. Although many repositories are being actively
used for development on GitHub, according to Kalliamvakou et al. [2016], most of them are
simply personal or inactive repositories. According to Munaiah et al. [2017] the proportion of
noise (homework assignments etc) in a random sample of repositories could skew the results and
may lead to inaccurate conclusions. In order to remove noise in our data, we used the guidance
provided in the literature [Munaiah et al., 2017, Kalliamvakou et al., 2016, Borle et al., 2018,
Leotta et al., 2019, Roehm et al., 2019] to devise the following exclusion/ inclusion criteria for
the selection of GitHub repositories.

1. Evidence of Sustained evolution: Remove the repositories with less than six commits.
Less number of commits show a lack of evidence of sustained evolution which could
mean either a project was a dummy repository (i.e., homework, assignment, etc.) or the
project was developed somewhere else and later put on GitHub for the purpose of storing
it. Findings of the study by Kalliamvakou et al. [2016] show that 90% of projects on
GitHub have less than 50 commits. According to the authors [Kalliamvakou et al., 2016],

∗https://docs.github.com/en/github/creating-cloning-and-archiving-reposit
ories/about-repository-languages

https://docs.github.com/en/github/creating-cloning-and-archiving-repositories/about-repository-languages
https://docs.github.com/en/github/creating-cloning-and-archiving-repositories/about-repository-languages
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the median of the number of commits on GitHub is 06. We, therefore, excluded the
repositories with less than six commits.

2. Evidence of Collaboration: Remove repositories with only one or no contributor.
Real projects show signs of collaboration according to the studies [Kalliamvakou et al.,
2016, Leotta et al., 2019, Vendome et al., 2017] on mining GitHub repositories. The
projects having only one contributor are considered personal projects [Kalliamvakou et al.,
2016]. Whereas, “...development of a software system involving more than one developer

can be considered as an instance of collaborative software engineering” [Munaiah et al.,
2017]. Since we were interested in real projects, we excluded the projects with zero or
only one contributor.

3. Evidence of interest from the community: Include repositories with at least one
watcher OR at least one fork. According to Leotta et al. [2019] 71.6% of the projects
on Github are personal projects, dummy repositories, or assignments. One of the criteria
for identifying a real project is the popularity of the project i.e., the interest of the people
in the project from outside the development team [Kalliamvakou et al., 2016, Leotta et al.,
2019, Vendome et al., 2017]. We considered two indicators of popularity for a repository
mentioned in [Munaiah et al., 2017, Kalliamvakou et al., 2016, Borle et al., 2018, Leotta
et al., 2019, Roehm et al., 2019, Allamanis and Sutton, 2013] i.e. (i) watchers and (ii)

fork.

A repository with at least one star or watcher shows there is at least one user, other than the
developer, who has shown appreciation for the repository [Leotta et al., 2019, Vendome
et al., 2017]. Whereas Fork is also considered an indicator of popularity and interest in
a repository by Allamanis and Sutton [2013]. We consider evidence of interest from the
community as inclusion criteria for the repositories.

4. Fork Repositories: As mentioned in some of the studies [Vendome et al., 2017, Kalliamvakou
et al., 2016] we excluded forks to avoid over-representation of data. Fork repositories were
replaced with their parents.

5. Minimum Size of Code Base: greater than 100,000 bytes in the latest commit: This
criterion is used to exclude small repositories which might bias the results and are likely
to be dummy repositories according to researchers [Roehm et al., 2019, Vendome et al.,
2017, Leotta et al., 2019].

6. Repositories with no Gherkin files: After applying the above exclusion/inclusion crite-
ria, we found that some of the resultant repositories did not have any Gherkin files. When
we investigated such repositories, we found that Gherkin was incorporated in a branch and
never in the master. We excluded such repositories.
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Figure 7.1: Pipeline diagram

7. Repositories with no features: Some of the resultant repositories did not have any fea-
tures although there were few Gherkin files in them. The .feature files in these repositories
contained random data and not features. Such repositories were excluded.

During the development of exclusion/ inclusion criteria for the GitHub repositories, we ob-
served that the application of the criteria was not a straightforward process. For example, there
were large repositories with no commit history and no watchers but the repository itself was
large enough to be noticeable. Therefore, we developed a data-gathering workflow by using
the devised exclusion/ inclusion criteria. We implemented the exclusion/ inclusion criteria in
Python and developed a tool that gathered the meta-data through GitHub API.

For collection of results, a tool was developed in Python which implemented the primary
selection criteria along with the exclusion/ inclusion criteria and collected the meta-data auto-
matically. The tool used a five stage process. Figure 7.1 illustrates the five stages process of the
tool. At first, the tool generated 1 million random GitHub repository identifiers. The reposito-
ries which matched the identifiers were marked as a match. At Stage 2, the tool filtered out the
non-Gherkin projects by selecting the projects which listed Gherkin as one of the development
languages. Stage 3 implemented the exclusion/ inclusion criteria for removal on the dummy
projects. In Stage 4, the tool exported the meta-data from the last commit of the finally selected
projects. In Stage 5, the tool generated the meta-data for each commit of all the finally selected
projects to study the evolution of the project artefacts.

The execution of the five-stage process was completed in the first week of September 2020
and the extracted meta-data was stored in a .csv file format. The analysis was performed using
a Python program that retrieved the data from the .csv files using SQLite† (i.e., a database man-
agement system) and generated graphs using Matplotlib‡. The graphs gave us an understanding
of the growth and relationships between different project artefacts. The following sub-sections
describe our experiment design in detail.

†https://sqlitebrowser.org
‡https://matplotlib.org/

https://sqlitebrowser.org
https://matplotlib.org/
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7.2.2 Repository Data Set Preparation

A GitHub repository sampling and analysis tool was developed in order to retrieve a represen-
tative sample of projects containing Gherkin. For sampling, the pipeline tool was designed to
use the GitHub-Python API client. A wrapper was also developed for the API to implement
automated rate limiting to ensure that the tool complied with the GitHub API’s terms of service.

The sampling and analysis pipeline is illustrated in Figure 7.1. In Stage 1, by applying
simple random sampling technique [Thompson, 2012], a random sample of 1,000,000 GitHub
repository identifiers (IDs) was generated in the range 0 to 251,108,600 (the approximate maxi-
mum number of repositories hosted on GitHub at the time of retrieval). Each sampled repository
ID was then assessed using information retrieved from the GitHub API. First, the API was used
to check whether a repository with the respective ID existed. If a repository was found, the
API was queried for the set of languages that had been detected in the repository. Repositories
found to contain Gherkin were initially marked as a match. The repository IDs that we could
not access could have been deleted or private.

In Stage 2, all repositories found in Stage 1 were filtered, following the rationale proposed
in Section 7.2.1. First, we replaced any forked repositories with their ultimate parents. Repos-
itories were then filtered to ensure that they demonstrated evidence of sustained evolution and
collaboration (by having at least six commits and more than one contributor). Then the reposito-
ries were filtered to ensure that they demonstrated evidence of interest from the community (by
having at least one fork or at least one watcher). The repositories considered for selection either
demonstrated evidence of: sustained evolution, collaboration, and interest from the community
or by being a sizeable deposition of code (more than 100,000 bytes in the latest commit).

As an additional step, where the parent repository was found to not contain Gherkin, the
nearest child to the parent (breadth-first search) that contained Gherkin was taken. These forked
repositories were analysed separately and their parents were removed from the main data set.
The reason for doing this was that we wanted to study “primary” repositories, not forks. How-
ever, the removal of forks would result in a small dataset. Searching for the primary repository
allowed us to place a substitute for the fork. In some cases, we found parents of forks that did
not contain gherkin. We used a breadth-first search of children to find the repository nearest to
the parent that introduced Gherkin. We retained the parents as it gave us an opportunity to study
gherkin getting introduced. To compare our sample of Gherkin repositories with the repositories
on GitHub generally, a second sample of 10000 identifiers was generated and used to search the
GitHub API as before, except that the repositories were required to not contain Gherkin files.

Meta-data was gathered for all repositories retrieved, based on the latest commit found in
the main branch of the repository as reported by the GitHub API. The fields recorded captured
information about the code base, contributors, issue tracker, pull requests, and Gherkin files,
etc. In addition, each commit on the main branch of the repository was analysed to extract
information about the practice of behaviour driven development in the project over time. In
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particular, the number of feature files, features, scenarios, backgrounds, steps, and step types
were recorded for each commit. The main branch was identified from the GitHub API or, if
this failed, a number of common names (e.g., master) were tested. As well as providing an
evolutionary view of feature changes in the projects, the data from the first and latest commits
in the repository were added to the summary information for each project. The data gathered
for the study was collated into a data set and is available for inspection and reuse https:
//bit.ly/36wIQ5I.

7.3 Results

This section is based upon the results of the analysis on a random sample of Gherkin and
non-Gherkin projects. The section presents an overview of BDD in practice in open-source
projects on GitHub, and provides an understanding of the size, duration, growth, and evolution
of Gherkin projects and their artefacts. This section also presents a comparison of open-source
Gherkin and non-Gherkin projects to show the similarities and differences between them.

The analysis in this section is performed on the 493 Gherkin projects which were randomly
selected as a result of the experiment described in Section 7.2. However, some of the graphs in
this section are created from various subsets of the 493 projects because not all projects fit the
characteristics of all the graphs we were looking to create. For example, Figure 7.3b presents
the average step count in the projects. One project was excluded from the analysis because
the excluded project had no scenarios and division by zero is undefined. Similarly, Figure 7.10
illustrates the change in the practice of introducing the first Gherkin feature in a project. In order
to plot this graph, it was important that we considered projects with reasonable age and commit
history.

7.3.1 Prevalence of BDD on Github

Our initial step was to generate 1000,000 random identifiers. Testing these against the API re-
sulted in a set of 438,975 repositories, i.e. 44% of our randomly generated identifiers matched
repositories accessible on GitHub. Of these, 1493 (0.34%) were found to contain Gherkin. Ap-
plying Stage 2 real project filtering to this data set yielded 596 parent repositories, a reduction
of 60%. Of these, 51 were discovered to not contain feature files and a fork was collected
and curated in a separate data set. A further 44 projects were discovered to not in fact contain
any parseable Gherkin feature files in their latest commits. In most cases, these projects con-
tained file paths to text files with containing the sequence feature that appears to have caused the
GitHub language identification heuristic to mis-classify them. Overall, 501 projects were found
to contain at least one Gherkin feature file or 0.11% of the raw sample of valid repositories.
While we were running the analysis, eight repositories became inaccessible making the final

https://bit.ly/36wIQ5I
https://bit.ly/36wIQ5I
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number of repositories 493. Those eight repositories were either removed from GitHub or were
made private by their owner(s).

Considering the non-Gherkin sample, 4903 randomly generated IDs matched repositories.
Applying the same Stage 2 filter to our sample of 10000 non-Gherkin repositories yielded 2069
results, a comparable reduction of 58%. This suggests that repositories that contain Gherkin are
as likely to pass the conditions of the filter.

The sampling process allows us to estimate the popularity of the practice of Behaviour
Driven Development in publicly accessible repositories through the maintenance of feature files
in open-source software projects hosted on GitHub. As of January 2020, there are reported to be
approximately 200 million repositories hosted on GitHub by June 2021§. Of these, our analysis
suggests that approximately 87.79 million are accessible repositories. The rest of the reposito-
ries are either private or removed from GitHub. Out of the 87.79 million accessible repositories,
40% (i.e., 35.11 milion) exhibit the properties of a real projects according to our filter condi-
tions. Our sampling process suggests that the percentage of the repositories containing Gherkin
is 0.34%. Extrapolating from our sample, we estimate that there are approximately 119401 real
projects employing Gherkin files on GitHub.

The initial sampling suggests that projects that contain Gherkin (and thus practice behaviour
driven development) are rare on GitHub. This contrasts sharply with the findings of the study
by Zampetti et al. [2020], who concluded that 27% of repositories in their study use BDD
frameworks. Zampetti et al. [2020] took a sample of the top 50,000 open-source projects -
ranked in terms of number of stars - written in the five most popular programming languages on
GitHub i.e., Java, Javascript, PHP, Python, and Ruby. Also, according to the documentation for
Cucumber [Aurlane, 2019], the most popular BDD frameworks are the ones developed for Java,
Javascript, PHP, Python, and Ruby. Therefore, we can say that the sample in the study [Zampetti
et al., 2020] was artificially boosted by selecting projects implemented in the languages believed
to be already associated with popular BDD frameworks and the search for the projects was
limited to popular (and thus more mature) projects. A relatively higher percentage of projects
showing the use of BDD in the study [Zampetti et al., 2020] also implies that BDD is more
popular in mature open-source projects. However, further investigation must be conducted to
confirm this inference. The next sections characterise the data set of Gherkin projects in more
detail.

7.3.2 Characterisation of Gherkin Projects

This section presents an overview of the Gherkin projects selected for this study. It draws on
the analysis of the meta-data from the selected projects, and the graphs shown in this section
describe the relationship between different elements of Gherkin specifications.

§https://github.com/about

https://github.com/about
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(b) Project scenario count distribution

Figure 7.2: Cumulative histograms of feature and scenario counts for 493 repositories

Features and Scenarios

Figures 7.2a and 7.2b are cumulative histograms that illustrate the number of features and sce-
narios in the projects in the Gherkin data set. - The figures show that 90% of projects comprise
less than 100 features and 80% comprise less than 100 scenarios, respectively. The data set does
contain a small number of outliers, with projects at the extreme containing approximately more
than 800 features and several thousand scenarios. These results may be contrasted with the sur-
vey completed by [Binamungu et al., 2018b]. The majority of practitioners (59%) in that study
reported that the projects they worked on comprised more than 100 scenarios. The reason for
this contradiction could be the difference in the research method. Binamungu et al. [2018b] sur-
veyed the advocates of BDD which could be estimated as a potentially biased sample, whereas
we analysed a random sample of open-source BDD projects. To investigate this further, we plot-
ted histograms of average number of scenarios per feature and the average number of step count
per scenario.

Figure 7.3a and 7.3b are histograms that illustrate the average number of scenarios per fea-
ture and average number of steps per scenario in the Gherkin projects. The projects in the data
set were found to have a median average number of scenarios per feature of just 2 (StDev=3.27).
In addition, Figure 7.3a shows that for more than 60% of projects, the average number of sce-
narios in the feature was less than 5. Further, the median average steps for a scenario was 4
(StDev=4.54) and the average scenario length for more than 90% of projects was 10 or fewer
steps. Thus we can characterise a median Gherkin feature suite on GitHub as comprising 5
features, each of 2 scenarios, with each scenario comprising 5 steps. Several outliers were no-
ticeable in the data set, comprising of very large feature suites of approximately 800 features and
several thousand scenarios. However, these projects appear to be exceptional, with the majority
of the projects comprising small feature suites.

Next, we characterise the composition of scenarios. The analysis showed that major portion
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Figure 7.3: Average scenario and step count

(a) Share of step types across Gherkin projects (lat-
est commit) for 493 repositories

(b) Project step type share versus time

Figure 7.4: Project Given-When-Then share

of the total number of Gherkin steps consisted of assertions. To understand this, we plotted a
pie chart of scenario elements and a stack plot that illustrates the proportion of Given-When-
Then over time. Figure 7.4a is a pie chart of the scenario elements (i.e. Given, When, Then)
using. The total number of Gherkin steps in the selected Gherkin projects was 350774. The
figure shows that 40.99% of the total step count of the selected projects consisted of Then steps,
whereas Given and When steps were 27.8% and 31.3% respectively. This proportion of steps
type appears to be roughly consistent over time. Figure 7.4b is a stack-plot of scenario step
types over time. The figure shows a smoothed share of step types over time for all projects in the
data set. The figure shows that the proportion of Given-When-Then steps in Gherkin scenarios
stay consistent over the life of a Gherkin project. To plot this figure, first, timestamps from all
commits in all projects were collected. Then, step share in each commit was calculated as a
proportion and then to allow for varying frequency of commits in projects and project duration,
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(a) Change in number of scenarios per feature ver-
sus project age

(b) Change in scenario size versus project age

Figure 7.5: Change in number of scenarios and their size versus project age

interpolation was applied per project across timestamps. Then a mean average share of step type
was calculated for each timestamp, before finally a smoothed moving average was calculated
for each step type.

Growth of Features and Scenarios in a Project

Figures 7.5a and 7.5b are scatter plots of the rate of change in average number of scenarios and
their sizes in projects versus the age of Gherkin projects in our data set. Figure 7.5a shows the
change in average number of scenarios per feature per day and Figure 7.5b shows the change in
average number of steps per scenario per day. Both scatter plots show no change in the average
number of scenarios and their size over the life of a project. This analysis was performed on
the projects with known project history (i.e., at least 100 commits and minimum age of 180
days). The figures show that average number of scenarios per feature and their size stay roughly
consistent through out the life time of a typical Gherkin project. However, the figures do not
show if the number of features and scenarios grow over the life time of a typical Gherkin project.

To understand this we plotted a time series of project feature count over the lifetime of the
projects using Figure 7.6. The figure shows a growth in number of features over the lifetime of
the projects. The figure shows that the features decrease in number towards the end of projects
which shows that some of the features are either refactored or commented. The Figures 7.7a and
7.7b are scatter plots of average number of scenarios and average number of steps against the
number of features and number of scenarios per project, respectively. The figures show that the
projects with a greater number of features tend to have slightly longer scenarios. The increasing
trend lines in the figures show that larger projects tend to have longer scenarios. However, more
research is needed to confirm this observation. Also, the difference in number of scenarios
and their sizes between projects with large and small number of features is not a lot i.e., the
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Figure 7.6: Feature count growth versus project age histogram
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Figure 7.7: Average number of scenarios and steps versus the project feature and scenario count
respectively
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(a) Histogram of share of Gherkin commits versus
Non-Gherkin commits over time

(b) Commit frequency over time

Figure 7.8: Share of Gherkin and Non-Gherkin commits and their frequency over time

difference is just a couple of scenarios and steps.

Incorporation of BDD in a typical Project

Various graphs were plotted to understand the practice of incorporation of Behaviour Driven
Development (BDD). For example, Figure 7.8a shows a smoothed share of Gherkin and non-
Gherkin commits over time for all projects in the data set. To plot this figure, first, timestamps
from all commits in all projects were collected. Then, commit share for Gherkin and non-
Gherkin commits was calculated as a proportion, and then to allow for varying frequency of
commits in projects and project duration, interpolation was applied per project across times-
tamps. Then a mean average share of commit (i.e., Gherkin or non-Gherkin) was calculated for
each timestamp, before finally a smoothed moving average was calculated for each commit.

The figure shows a very small number of Gherkin commits over time. The Gherkin commits
are 5% of the total number of commits. To investigate further we plotted a commit frequency
graph. Figure 7.8b shows the frequency of the commits over the lifetimes of the projects. The
figure shows a decrease in the frequency of commits towards the end of the projects.

To understand when typically is Gherkin introduced in a Gherkin project we plotted a cu-
mulative histogram of the percentage of commits made before first Gherkin feature. Figure 7.9a
shows the percentage of commits completed before a feature was introduced. We can see that
approximately 20% of projects introduced a feature in the first 1% commits. Moreover, all stud-
ied projects had at least one feature introduced before the final 10% commits. Figure 7.9a shows
that approximately 75% of projects had introduced a feature within the first 33% of the total
commits. It suggest that Gherkin introduced reasonably early for many projects.

In order to see how much development was completed before first Gherkin feature was intro-
duced, we plotted a graph of percentage of lines of code completed before first Gherkin feature.
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(a) Percentage of commits made before the first fea-
ture

(b) Line of Code before introduction of first feature

Figure 7.9: Percentage of commits and LoC before first feature

Figure 7.9b is a cumulative histogram of percentage of project lines of code completed before
the introduction of first Gherkin feature. The figure shows that less than 80% of the code was
written in less than 80% of the projects, and less than approximately 22% lines of code were
completed in less than 40% of projects. Although, the ascending shape of the graph suggests no
average and shows that the projects introduced their first feature at varying percentages of lines
of code completion, the median percentage of lines of code before the first feature was found to
be 32. It means that approximately 32% of the total lines of code were written before the first
feature was introduced in a project. This observation coincides with one of the observations in
Chapter 6. In Section 6.5.1, we discussed that it was difficult for the developer to test before de-
velopment because it was difficult for the developer to understand what the functionality would
look like in advance. We can speculate by looking at Figure 7.9b that this problem exists in
BDD projects in general.

In order to see if this practice of introducing first feature has changed over the years, we
drew a scatter chart of days after which the first feature was introduced against the start date
of a project. Figure 7.10 shows the days to the first feature in the Gherkin projects. The figure
includes the projects started between the years 2012 and 2016. The mean line in the figure
shows that there has been no change in the practice of introducing the first feature, over the
years. The figure shows that there is no difference in the number of days lapsed after which
the first feature was introduced in the Gherkin projects over the years. However, the projects
are widely dispersed. A subset of projects introduce their feature immediately at the start of the
projects whilst other projects are widely dispersed ranging up to over a thousand days.
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Figure 7.10: Change in practice of introduction of first feature in a project

7.3.3 Gherkin versus Non-Gherkin Projects

The previous section gives an overview of BDD in open-source projects on GitHub. In this
section, we compare the open-source Gherkin projects with a sample of non-Gherkin projects in
order to understand the difference between them. This section presents a comparison between
Gherkin and non-Gherkin projects by comparing the projects and their meta-data.

Analysis shows that a typical Gherkin open-source project on GitHub is larger than a typical
non-Gherkin open-source project on GitHub. Figure 7.11 includes a graphical comparison of the
characteristics of the selected projects. The figure includes histograms that compare number
of contributors, total issues closed and open issues, total pull requests, open and closed pull
requests, and (kilo) lines of code of Gherkin and non-Gherkin projects.

Visually, Gherkin projects seemed to have a greater number of contributors, total issues,
closed and open issues, total pull requests, open and closed pull requests, and (kilo) lines of
code; than non-Gherkin projects. This observation was confirmed through the values of the
median for each graph. All the median values for Gherkin project characteristics except for
the open pull requests, were greater than the median values of the respective characteristics
in non-Gherkin projects. This shows that a typical Gherkin open-source project is larger than
a typical non-Gherkin open-source project on GitHub. This observation is further confirmed
through Figure 7.11h. The figure is a comparison of project size with respect to lines of code.
The figure shows that a typical Gherkin open-source project is roughly 3.5 times larger than a
typical non-Gherkin open-source project on GitHub.

Figure 7.11g compares the number of open pull requests in Gherkin and non-Gherkin projects.
The figure shows a low and equal number of median pull requests in both Gherkin and non-
Gherkin projects. This implies that the majority of the projects in both samples (i.e., Gherkin
and non-Gherkin projects) have a similar level of contribution or active moderation activity in
them.
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Figure 7.11: Comparison of characteristics of Gherkin and non-Gherkin projects

If we look at the number of pull requests in a few of the largest open-source projects¶,‖,∗∗ on
GitHub, we see a small number of pull requests. For example, an open-source learning platform
moodle has 599 contributors but only five open pull requests (until 18 March 2022). This shows
that the project is active and regularly moderated. A high number of open pull requests in a
project could mean that either moderators cannot handle the number of pull requests or the
project has been abandoned by the moderators of the project.

Application Language

Figure 7.12a is a bar chart that illustrates the main languages employed in non-Gherkin and
Gherkin data sets of projects. The figure shows that programming languages associated with
web-application programming (Ruby, PHP) are noticeably more popular in the Gherkin than
non-Gherkin data set(23% versus 5.5% and 15% versus 6% respectively). This suggests that
Gherkin and Behaviour Driven Development may have received greater adoption in web appli-
cation projects than in other technology domains.

Figure 7.12a shows that the most number of Gherkin projects were developed in Ruby mak-
ing Ruby the most popular language for the development of the BDD projects, according to
our data. Interestingly this finding coincides with the study by Zampetti et al. [2020]. Their
analysis of 50,000 popular open-source projects written in five programming languages shows
that “...BDD is more adopted in Ruby than in other languages, and that RSpec is by large the

most adopted BDD tool for Ruby” [Zampetti et al., 2020]. However, the reason behind this
popularity is not mentioned in the study [Zampetti et al., 2020]. One of the reasons behind the
popularity of Ruby in BDD projects could be that Rbehave was one of the first user story-based
BDD framework which was later integrated into RSpec [Chelimsky et al., 2010].
¶https://github.com/996icu/996.ICU
‖https://github.com/moodle/moodle
∗∗https://github.com/EbookFoundation/free-programming-books

https://github.com/996icu/996.ICU
https://github.com/moodle/moodle
https://github.com/EbookFoundation/free-programming-books
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(a) Application language comparison: Gherkin
(n=493) vs Non-Gherkin n=2009 Data Sets

(b) Average number of feature files in the popular
languages

Figure 7.12: Popular application languages in Gherkin and non-Gherkin projects

The projects in PHP and Java language were found to be second and third in the relative ma-
jority of the Gherkin projects in Figure 7.12a. Significantly, projects associated with the C/C++
programming languages are a far smaller proportion of the Gherkin than non-Gherkin data set
of projects (2% versus 11%), suggesting that Gherkin and Behaviour Driven development is not
widely used in the projects developed in C/C++.

Figure 7.12b is a bar chart that shows the average number of gherkin files in the BDD projects
developed in the popular languages. The figure shows that the Gherkin projects in PHP were
found to have the majority of the total Gherkin files. This finding contradicts with one of the
findings of the study by Zampetti et al. [2020] which says that “...BDD frameworks are rarely

used in Java and PHP projects”. According to the authors [Zampetti et al., 2020], BDD frame-
works are used only in 2.26% of the overall PHP projects. Our data shows that although Gherkin
projects are a very small portion of the open-source projects, the use of BDD is considerably
higher in PHP and Java as compared to other technologies.

One of the reasons behind this contradiction could be the difference in the research method.
Zampetti et al. [2020] took a sample of 10,000 repositories for each of the five popular languages
on GitHub, including PHP. Whereas, we scanned 1 million random repositories irrespective of
the development language and our results suggest that the popular languages on GitHub are
popular in BDD projects as well. It is very much possible that BDD is not adopted widely in
overall open-source PHP and Java projects but in the open-source projects that use BDD, PHP
and Java are among the popular languages.

Project Duration

Figure 7.13 is a cumulative histogram that compares the distribution of project durations of
Gherkin and non-Gherkin projects. Non-Gherkin projects range in duration from less than a
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Figure 7.13: Project durations for projects with at least 10 commits

day in our sample, through to more than 10000 days. Conversely, project durations for Gherkin
projects are more narrowly spread, with no project having a duration of less than a day.

Project Size

To compare Gherkin and non-Gherkin project size, we need to recall Figure 7.11h. The figure is
a histogram of project lines of code counts for both Gherkin and non-Gherkin project data sets,
for all projects with at least 1 line of code. The data graph shows that non-Gherkin projects range
from less than 10 to more than 10 million lines of code. Gherkin project LoCs are distributed
over a narrower range of more than 100 to approximately 10 million lines of code. In addi-
tion, Gherkin projects appear to be skewed towards large projects compared with non-Gherkin
projects.

We investigated the causal relationship between the adoption of Gherkin and project size,
as it is unclear from Figure 7.11h whether projects adopt Gherkin because they have reached
a certain size, or whether projects that adopt Gherkin are more likely to become large. Figure
7.14 is a histogram of the number of lines of code completed before the introduction of the first
feature in the Gherkin projects. The mean number of lines of code written before the first feature
was approximately 8000. This shows that Gherkin projects tend to already be sizeable when first
feature is introduced. If we compare Figure 7.14 to Figure 7.9b, we can say that 32% of the line
of code consists of 8000 lines of code making an average open-source BDD project consisting
of approximately 25000 lines of code in total.

Contributors

Figure 7.15a is a histogram that illustrates the distribution of contributors amongst non-Gherkin
and Gherkin projects. As can be seen, both distributions range from just a single contributor
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Figure 7.14: Lines of code at first feature in Gherkin projects histogram

(a) Histogram of project contributors in Gherkin
and non-Gherkin projects

(b) Proportion of Gherkin authors in project

Figure 7.15: Histogram of contributors in Gherkin and non-Gherkin projects
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(a) Developers’ lifetime in Gherkin projects (b) Days to first commit in Gherkin projects

Figure 7.16: Developer’s lifetime and earliest involvement in Gherkin projects

through to more than 400. If we look at Figure 7.15a, we see that both distributions are skewed
towards small contributor counts. Also, we can see that the first decline in the graph from the
top takes place at around a little less than 80% of the projects. This means that projects with
just one or few contributors account for at least around 20% of projects in both cases. However,
the histogram does suggest that the Gherkin projects attract more contributors than non-Gherkin
projects. The median contributor count for Gherkin projects is 8, compared with 5 for non-
Gherkin projects. This difference in contributors may be accounted for by the larger project
sizes as described previously.

Although the Gherkin projects tend to attract more contributors, only a minority commit
to Gherkin artefacts. Figure 7.15b is a cumulative histogram of percentage of developers who
commit Gherkin changes versus percentage of projects. The figure illustrates the share of con-
tribution between Gherkin and non-Gherkin developers in Gherkin projects. The X-axis shows
the percentage of developers who commit Gherkin changes and the Y-axis shows the percentage
of projects. If we look at Figure 7.15b, we see that 50% or more contributors make changes to
25% of the projects. The figure shows that on average, around third of contributors to projects
containing Gherkin make changes to feature files i.e., about 60% of projects.

To understand how long Gherkin developers stay involved in Gherkin projects, we plotted a
histogram of contributors in Gherkin projects against the number of days between first and last
commit. Figure 7.16a shows the lifetime of Gherkin and non-Gherkin contributors in Gherkin
projects. The X-axis in the figure shows the number of days between first and last commit. Y-
axis shows the percentage of developers involved in the projects. The figure shows that Gherkin
developers tend to have longer involvement with the projects.

In order to understand the earliest involvement of Gherkin and non-Gherkin developers in the
project, we plotted a histogram of days to first commit with respect to Gherkin and non-Gherkin
developers. Figure 7.16b shows the number of days between first commit made by Gherkin and



CHAPTER 7. AN ANALYSIS OF THE PRACTICE OF BDD ON GITHUB 173

(a) Age of Gherkin and non-Gherkin projects versus
change frequency

(b) Gherkin and non-Gherkin projects commit his-
tory histogram

Figure 7.17: Change frequency and commit history of Gherkin and non-Gherkin projects

non-Gherkin developers in Gherkin projects. The X-axis in the figure shows the number of days
to the first commit. The Y-axis shows the percentage of developers who made the first commit.
The figure shows that the Gherkin developers join projects earlier than non-Gherkin developers.

Project Commit Frequency

Figure 7.17a is a scatter chart, and it compares the frequency of commits per day in Gherkin and
non-Gherkin projects. The figure shows no significant difference between the commit frequency
of Gherkin and non-Gherkin projects. Figure 7.17b is a cumulative histogram that shows the
cumulative commit history of the Gherkin and non-Gherkin projects. The figure shows that
60% of the non-Gherkin project had at least 1 commit per week. Whereas, over 80% of the
Gherkin projects had at least one commit per week. The comparison between the commits of
Gherkin and non-Gherkin projects show that the Gherkin projects have more number of per-
week commits.

7.4 Discussion of the Results

Perhaps the most striking aspect of the results is the relative scarcity of open-source projects
that have adopted Behaviour Driven Development. There is some variation in this respect with
regard to the previous literature. CollabNet VersionOne [2019]’s survey of industrial practice
suggests considerable uptake of BDD and Binamungu et al. [2018b]’s survey of practitioners
also suggests that BDD has achieved widespread adoption. However, both surveys rely on self-
reporting by practitioners which may be biased by participation enthusiasm. In Binamungu
et al. [2018b] case, BDD communities of practice were specifically targeted in the participant
recruitment strategy. To a lesser extent, the CollabNet VersionOne [2019] studies also rely on
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self-reporting, and practitioners who consider that they practice agile may be more inclined to
participate.

The empirical study by Zampetti et al. [2020] also concluded relatively high adoption of
BDD in open-source communities. However, the sampling strategy adopted may also have in-
fluenced the conclusion, since a decision was taken to focus on popular software repositories that
were identified as containing code in languages known to have good support for BDD frame-
works. Our own strategy sought to obtain a more representative sample of software projects
through random sampling of repository IDs rather than applying selection criteria, although both
studies use similar post-sampling filtering strategies to identify ‘genuine’ software projects.

In addition, as Zampetti et al. [2020] themselves note, the observed use of SpecFlow style
frameworks was in many cases more for describing unit tests rather than end-user features,
which is more commonly associated with the practice BDD. A conclusion that could be drawn
from this comparison is that neither SpecFlow nor Cucumber frameworks are commonly used
for practicing BDD, but that due to the closer association between documented requirements
and executable test code, SpecFlow frameworks are found to be convenient for maintaining unit
tests. Further research is required to understand this difference.

As well as finding the adoption of BDD to be rare, within our sample, we found that repos-
itory feature suites are quite small. Several outliers were noticeable in the data set, comprising
of very large feature suites of approximately 800 features and several thousand scenarios. How-
ever, these projects are exceptional. Therefore, we can characterise a median Gherkin feature
suite on GitHub as comprising 5 features, each of 2 scenarios, with each scenario comprising 5
steps.

These figures contrast with the earlier work, specifically the exploratory study of open-source
projects by Chandorkar et al. [2022], who suggest in their review of 23 repositories a median
of 15 features per project. Again, this difference may well be accounted for by initial sampling
policy, with Chandorkar et al. [2022] adopting a selection strategy of a relatively small number
of repositories, based on popularity rather than random sampling by repository ID. Similarly,
the respondents to Binamungu et al. [2018b] reported the maintenance of much larger feature
suites than we encountered in our study. Again, this result may be due to sampling differences,
with Binamungu et al. [2018b] sampling from self-reporting BDD practitioners, predominantly
in the commercial software industry.

Our findings suggest that although feature suites are maintained throughout a software project
and are proportionate to the size of the project code base as it grows, the number of features and
scenarios is kept small. This may be evidence of a deliberate decision to use BDD frameworks
for documenting and managing high-level acceptance tests that are useful for preventing the
introduction of regressions. In addition, the small suite size may reflect the cost of maintain-
ing large collections of scenarios and code functions, a maintenance challenge also reported
by Binamungu et al. [2018b]’s respondents. Although this finding requires further investiga-
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tion, it suggests that scaling and extending the coverage of BDD scenarios using the existing
frameworks and tools incurs too great a maintenance cost.

Separately, the results of our own study point to a correlation between the maturity of an
open-source project and the adoption of BDD (Figure 7.11). Comparing our two samples of
gherkin and non-gherkin repositories, we found that Gherkin repositories on average have larger
code bases, more issues, pull requests, and contributors and are older and experience more
frequent commits. All these indicators suggest that projects that incorporate Cucumber-style
BDD frameworks are more established than those without. However, it is unclear from this
analysis whether the early adoption of BDD within a software project is a contributing factor in
attracting contributors and activity to a project, or whether BDD is adopted once projects have
established a certain level of maturity.

Within projects that adopt Cucumber-style BDD we observed a tendency to continue main-
taining features throughout the project life-cycle, with a median of just 6 commits and 0 days
since the last feature modifying commit in the repositories in our sample. However, this aspect
of the project work is only undertaken by a minority of contributors (median 25% of authors).
Our analysis also suggests these represent a ‘core’ who join the project early in its creation, are
more intensively involved in project work, and remain with the project for longer.

This characterisation of feature-changing and non-feature-changing authors is striking and
may have implications for owners of open-source projects seeking to recruit new participants.
As reported by Lee et al. [2017], new recruits to open source projects may encounter obstacles to
participation and be deterred from making a sustained contribution. Our study suggests that new
contributors to projects that contain Cucumber-style BDD may be initially able to make small
changes to the project that do not noticeably impact the feature files in the repository. The rela-
tively small size of feature suites observed in our study, indicating limited test coverage to key
‘smoke tests’ supports this argument. If new contributors choose to become more familiar with
the project and make a more sustained contribution, they begin to take on more responsibility
and specify requirements through the creation or maintenance of Gherkin features.

However, new contributors may also be unable to identify situations where simultaneous
modification of code and feature file is necessary unless the code change actively cause a test
defined in the feature file to fail since there is no syntactic link between the name of a step and
the step definition function that realises it. As a consequence, required changes to feature files
will need to be detected in code review or become the responsibility of the core contributors
to the project as a separate task. The recent work by Irshad et al. [2022] demonstrates the
potential for automated detection, although their model is dependent on a dataset of commit-
contemporaneous changes to code and features and does not necessarily account for situations
where feature files should have been updated. Further, the lack of a strong semantics for Gherkin
means that contributors may be uncertain as to what changes should be made to a feature file.
These obstacles could potentially act as a limiting factor on the attraction of new contributors
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once a project containing Cucumber-style BDD features becomes established.
Further work is required to understand these dynamics and the implications for tool develop-

ment to assist contributors to BDD-cucumber projects. In particular, given the evidence of con-
tinued maintenance of Gherkin artefacts throughout a project lifetime, tooling may be required to
better support concurrent alteration, maintenance, and refactoring of Gherkin features alongside
other project artifacts. Irshad et al. [2022] and Binamungu et al. [2018a] have begun to develop
and evaluate tooling for detecting (and consolidating) duplicate scenarios within Gherkin feature
suites; and Storer and Bob [2019] investigated the potential to use natural language processing to
mitigate the need for manually maintained step definition functions. However, much of this work
is preliminary and awaits trial in practice. Further, a broader range of refactoring techniques may
be desirable. For example, tooling to apply refactoring within Gherkin feature suites, such as
extracting or inlining background sections, and splitting or merging features may be useful in a
similar way that application code can be automatically refactored. However, further work be-
yond the present study is required to understand the details of current BDD workflows in actual
practice and how such tooling might augment, or enable new approaches.

The previous study from Chapter 6 shows that the developer faced difficulty in maintaining
the BDD suite since it was taking too long. Also, it was difficult for the developer to imagine the
functionality in advance and write tests before the actual development. We see a similar pattern
in the data collected during this study. The analysis shows that the average size of Gherkin test
suite in a typical Gherkin open-source project on GitHub is small even though a typical Gherkin
project appears to be three times larger than a non-Gherkin open-source project in terms of lines
of code. It seems that the size of Gherkin test suite is deliberately kept small may be due to the
effort required for its maintenance. However, further investigation would be required to see if
tests were written after the development of the Gherkin open-source projects as well.

7.5 Threats to Validity

This section discusses the threats to the validity of this study. In this section, we have discussed
three types of validity threats i.e., construct, reliability, and external validity.

Construct validity threat

If the Python tool does not accurately represent or capture the desired concepts, it may introduce
a threat to the construct validity of this study. This could result in misleading or inaccurate
graphs, which could undermine the validity of the findings of the study. For example, the tool
lacked certain features or functionalities that could help in investigating further aspects of the
application of BDD such as a natural language processing capability to study the evolution of
BDD scenarios.
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Reliability Validity Threat

A potential reliability validity threat for this study could be the potential inconsistencies in re-
sults produced by the Python tool over time. If the tool produces different results from the same
data across different instances, it may introduce a threat to the reliability of this study. It is
difficult to draw accurate and meaningful conclusions if there are inconsistencies in the results.

External Validity Threat:

A potential external validity threat to this study could be the limited generalisability of the find-
ings to other contexts such as another sample of open-source projects. The study was conducted
using a specific sample of open-source projects and a set of statistical techniques. The findings
may not apply to a broader population of open-source projects.

Addressing Threats to Validity

At the start of this study, random open-source projects containing Gherkin were studied man-
ually which helped us in devising criteria for selecting only the real projects and filtering out
dummy projects. The validity of the exclusion/inclusion criteria for selecting “real projects”

was tested on a random sample of non-Gherkin open-source projects. While doing the manual
inspection, we created a few graphs manually and understood the construct we wanted to mea-
sure. The tool was implemented at the end of this inspection process to automate the measure-
ment process. Additionally, long discussions between the author of this thesis and his supervisor
took place to optimise the algorithms used for the selection of open projects and the creation of
various graphs.

Every graph was manually inspected after its creation. The tool was tested on various sets of
data extracted from various sub-sets of open-source projects containing Gherkin. This process
evolved the tool and helped us in making the tool more reliable.

This study has a very specific context i.e., analysis of open-source projects on GitHub which
contained Gherkin language. Thus, the findings of this study must be viewed in its context.
However, we acknowledge that we could not test and compare our findings using another plat-
form such as GitLab due to the time limitations of this Ph.D research.

7.6 Summary

This chapter provides an overview of BDD on GitHub. The aim was to analyse open-source
BDD projects on GitHub to elaborate on BDD in practice. The use of BDD in a project was
indicated by the use of Gherkin in a project because Gherkin is the language used for writing
BDD features and scenarios. This is why a project in which BDD is incorporated is also known
as Gherkin project.
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Since our target was to analyse the meta-data and project contents from real projects, a tool
was developed in Python which implemented a five-stage process including an exclusion/inclu-
sion criteria to filter out the dummy projects. The validity of the filtration process was cross-
checked with the help of a random sample of non-Gherkin projects on GitHub i.e., real projects
filter reduced Gherkin samples by 60% and non-Gherkin samples by 58%. The tool not only
extracted meta-data from the most recent commits in the projects but also extracted the meta-
data at each commit of each project to present an understanding of the evolution of Gherkin
artefacts. Our analysis suggests that around 40% of the accessible open-source repositories on
GitHub consist of real projects out of which only 0.34% contain Gherkin.

Various graphs from the extracted meta-data were plotted to understand the growth and rela-
tionship between the features and scenarios. Our analysis suggested that Gherkin projects tend
to be larger than non-Gherkin projects. We observed that the majority of Gherkin projects have
a small feature set size i.e., approximately 70% of projects have ten or fewer features whereas,
a handful have less than 100 features. With the exception of a few outliers, the median number
of features in a Gherkin project on GitHub was 5, each having 2 scenarios, with each scenario
comprising of 5 steps. We also found out that the large projects (i.e., the projects with a greater
number of features) tend to have slightly longer scenarios.

Our analysis showed that the introduction of Gherkin features into a project does not signifi-
cantly increase the size of the project. It means incorporation of BDD does not have any impact
on the growth of a project. We also learned that the number of features and scenarios in the
projects grows over the project life cycle however, the average number of scenarios in a features
in a project and their size does not change during the life cycle of the project. It means that the
details in the Gherkin requirements specifications do not evolve to an extent that can impact the
average size of the scenarios.

The practice of incorporating of Gherkin language in the projects was understood with the
help of various graphs. On average, 10,000 lines of code are written within the first 20% of the
commits before the first feature was introduced in the project. This observation coincides with
a finding from Chapter 6. According to one of our observations from the previous chapter, it is
difficult for a developer to write test code before development since it is often hard to imagine
the functionality in advance. We can speculate that this could be one of the problems faced by
projects in general.

Our analysis shows that the practice of introduction of the first feature has not changed over
the years. On average, all the projects introduce their first feature within the first eight months of
the project age. Although the Gherkin projects duration vary between a day and 10,000 days, the
percentage of Gherkin commits out of the total project’s commits was very low i.e., 5%. From
Figure 7.3 we can see that average size of Gherkin test suite in an open-source BDD project on
GitHub is quite small i.e., 5 features and 2 scenarios per feature. However, the Figure 7.11h
shows that an average open-source BDD project on GitHub is sizeable. This could mean that
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Gherkin is maintained only for a small amount of functionality in a project; which could be the
reason for a low Gherkin commit rate.

Our analysis showed that the developers who make Gherkin commits in a project are usually
the ones who get involved in the project at very early stages. Also, the people who make Gherkin
commits have the longest involvement in the project. This could also mean that the people who
incorporate Gherkin are usually the primary contributors in the project or vice versa.

Comparison between Gherkin and non-Gherkin projects showed similarities between them.
The three differences between Gherkin and non-Gherkin projects were: (i) the technology do-
mains where BDD is receiving more adoption than the other technology domains i.e., Gherkin
is significantly popular in the web development projects. (ii) Gherkin projects have slightly
more number of commits than the non-Gherkin projects, and (iii) Gherkin projects attract more
number of contributors than the non-Gherkin projects.



Chapter 8

An Analysis of Bad Smells in Gherkin
Specification

This chapter is a continuation of the Chapters 6 and 7. In Chapter 7, we presented an overview of
the open-source Gherkin projects and their comparison with non-Gherkin open-source projects.
The previous chapter presented a statistical analysis of the contents and the metadata associated
with Gherkin projects. This analysis gave an overview of the relationships between various arte-
facts of Gherkin projects. Specifically, the focus of the chapter was to characterise the practice
of Behaviour Driven Development (BDD) in open-source projects on GitHub.

In Chapter 6, we discovered a potential for bad smells in Gherkin specifications. In this
chapter, we further investigate this observation and see if the potential for bad smells observed
in the Gherkin language in Chapter 6 is manifest in open-source projects. In order to do that,
requirements specifications written in Gherkin were analysed to detect bad smells which could
potentially lead to maintenance issues in Gherkin specifications. This chapter builds an under-
standing of the extent of these practices and patterns.

Gherkin specifications from the open-source Gherkin projects recovered from GitHub (as
described in Chapter 7) were used to perform this analysis. These projects were curated from
a random sample of open-source projects on GitHub. The next section describes the concept of
bad smells and objectives of this chapter in more detail. Section 8.2 explains which bad smells
were selected for this study for the analysis. The selection of bad smells was based upon: (i)
applicability of the bad smell in the context of Gherkin specifications and (ii) the feasibility
of doing analysis within the duration of this Ph.D research. Section 8.3 discusses each of the
selected bad smells in detail. The section also documents the extent of the existence of each bad
smell in the requirements specifications of open-source Gherkin projects on GitHub. Section
8.4 tests whether bad smells are correlated with other characteristics of Gherkin specifications,
such as scenario size. Section 8.5 discusses the threats to the validity of this study. Section 8.6
presents the lessons learned from our analysis of the selected bad smells and the summary of the
chapter.

180
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8.1 Objectives of the Experiment

Bad smells in software engineering are mostly associated with bad design or structural inflexi-
bility in a software artifact [Mäntylä et al., 2003, Garcia et al., 2009]. The term bad smells was
first used by Fowler [1999] to refer to sub-optimal code structures which may cause harmful
effects. Initial focus of the research on bad smells was on software code [Balazinska et al.,
2000, Mantyla, 2003]. Later, other researchers [Van Rompaey et al., 2007] began to consider
the nature of bad smells in software tests. Over the period of time, the discussion around bad
smells spread to other areas of software engineering such as architecture [de Andrade et al.,
2014], databases [Sharma et al., 2018] and web usability [Grigera et al., 2014] etc.

Bad smells in software system artefacts do not usually stop a software system from executing
[Farcic and Garcia, 2018] but hinder the evolution of a software system [Yamashita and Moonen,
2013]. Their existence in software artefacts could lead to maintenance issues in a software
project [Farcic and Garcia, 2018, Yamashita and Moonen, 2013]. Bad smells can exist in various
software artefacts such as code, test suite, and requirements specification in different forms
including bad design decisions, duplication, and ambiguities.

As mentioned, this chapter is a continuation of Chapters 6 and 7. One aspect of results
from the case study discussed in Chapter 6 was the discovery of violation of AAA pattern and
assertion roulette bad smells in Gherkin specification. We also learned that, due to its natural
language structure, Gherkin provides a lot of freedom for writing requirements specifications.
Therefore, there is potential for developers to write requirements specifications that contain bad
smells which would increase the cost of evolution of a software system even if the requirements
express the desired functionality correctly. It is reasonable to speculate that bad smells known
from source code quality practice could also exist in Gherkin specifications. We, therefore,
decided to investigate whether the potential for bad smells observed in the Gherkin language
in Chapter 6 were manifest in open-source projects. Therefore, in this chapter, we discuss bad
smells and maintenance of Behaviour Driven Development (BDD) requirements specifications.

Since the literature, particularly empirical research on BDD is scarce [Egbreghts, 2017, Solis
and Wang, 2011], it is pertinent to know what practices could lead to bad smells in BDD speci-
fications so that this study could serve as a guide for people planning to use BDD. Specifically,
the literature on BDD test smell is almost non-existent. This is also pointed out as a research
opportunity by Binamungu et al. [2018b]. Therefore, the research objectives within the context
of this chapter are:

• Map the bad smells in unit test to Gherkin specifications in open-source Gherkin projects
on GitHub on the basis of apparent applicability.

• Explore the prevalence of the applicable bad smells in Gherkin specifications in open-
source Gherkin projects on GitHub.
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• Examine if the applicable bad smells in Gherkin specifications in open-source Gherkin
projects on GitHub are correlated with other Gherkin artefacts.

Several factors including knowledge gained from the literature, our experience with BDD
in Chapters 6 and 7, manual inspection of Gherkin specifications, and the discussions between
the author and his supervisor played a key role in identification and selection of bad smells in
Gherkin specifications. Knowledge gained from the literature provided a theoretical background
on BDD. The literature also provided a background on the use of Gherkin and a brief overview
of the potential for bad smells in Gherkin specifications. The literature on bad smells in unit

tests helped us in identifying the bad smells that could be applicable to Gherkin specifications.
Manual inspection of randomly selected repositories allowed us to validate the mapping of bad
smells within unit test sites to Gherkin specifications.

8.2 Review of Bad Smells in Gherkin

The issue of bad smells in Gherkin specifications is acknowledged by several researchers [Bi-
namungu et al., 2018b, Suan, 2015]. Binamungu et al. [2018b] used an online survey to gather
responses from 75 BDD practitioners from 26 countries in order to understand the extent of use,
the benefits, and the challenges of BDD. Along with the discussion on the benefits of BDD, the
study highlighted the challenges specific to the maintenance of BDD specifications. The chal-
lenges highlighted in the study included the slow speed of a test suite, the need to maintain BDD
tests in addition to unit tests, and duplication detection. According to the authors, large BDD
test suites are not only difficult to manage and maintain but fault correction is also difficult. The
authors listed investigating BDD test smells as one of the future research opportunities.

The focus of the study by Suan [2015] was on duplicate detection in BDD specifications
i.e., cloning. The author used the text matching and dice coefficient algorithm to identify likely
duplicates. The intersection process collects a pair of consecutive written units that exist in both
pieces of text and then the formula for calculating dice coefficient is applied. The results were
not completely accurate but the concept and the problem itself are very important. Duplication
in BDD scenarios could create maintenance issues in case of refactoring of the specifications
i.e., the same change will have to be made at multiple places because of duplication.

Existing research [Binamungu et al., 2018b, Suan, 2015] demonstrates the concern in the
industry for the potential for bad smells to hinder maintenance in BDD specifications. However,
the literature lacks strong evidence for either the presence of bad smells in BDD specifications,
or indeed, the nature of what constitutes a bad smell in Gherkin.
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(((Bad smells) AND Behaviour Driven Development) AND software)
(bad smells in BDD) AND gherkin))
(bad smells in gherkin specifications)

Figure 8.1: Search Strings

8.2.1 Gherkin Bad Smells identified in Peer-Reviewed and Grey Litera-
ture

An online search was performed using Google scholar [LLC, 2004] employing the search strings
specified in Figure 8.1. The search revealed a lack of literature on bad smells in Gherkin speci-
fications. So, we adopted the practice described by Garousi and Küçük [2018] and extended the
scope of the search to grey literature (i.e., blogs and webpages etc.) [Kennedy, 2012, Knight,
2017, CucumberStudio, 2016, Stenberg, 2016].

These webpages also included a part of the documentation on Cucumber [CucumberStudio,
2016] which discussed Anti-patterns in Gherkin. The first anti-pattern in the documentation was:
having scenarios steps that cannot be reused across scenarios or features. The documentation
states that the existence of this anti-pattern in the test suite “...may lead to explosion of step

definitions, code duplication, and high maintenance costs”. This implies that scenario steps
that cannot be reused across features or scenarios in a test suite must be avoided. However, the
documentation does not acknowledge the instances where this anti-pattern cannot be avoided,
thus emphasising only the reuse of steps.

The second anti-pattern in the documentation [CucumberStudio, 2016] was: conjunction

steps. This problem arises when two or more phrases, each of which describes an independent
behaviour, are combined in a single step. According to the documentation, combining two or
more independent phrases in a single step makes the step too specialised and hard to reuse.

Instead, the documentation recommends combining two or more steps using abstract helper

method. This capability is specific to Java and used when a specific repetitive task is shared
between multiple methods or classes. This capability helps in reducing the number of redundant
Gherkin steps. According to the documentation, combining several steps into one (in this way)
“makes your scenarios easier to read”. However, the wording presently used to explain this
concept in the documentation [CucumberStudio, 2016] encourages combining the steps rather
than reducing the number of steps. Other examples of Gherkin Bad smells in the Grey literature
include violation of AAA pattern [Sundberg, 2016], Lazy Scenario Outlines [Sundberg, 2016,
Stenberg, 2016] and Multiple Assertions [Sundberg, 2016] etc.

We observed that the information we found on the topic in grey literature was more than
what was available in peer-reviewed literature. However, the information lacked details and the
arguments were under-developed. For instance, the documentation [CucumberStudio, 2016] on
Cucumber (BDD test management Tool) discusses the Anti Patterns but the description does not
include examples explaining the anti-patterns in detail. Also, the documentation does not state
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if these are the only potential bad smells in Gherkin specifications.

8.2.2 Mapping Bad Smells

In the literature, bad smells in tests are predominantly discussed in the context of unit testing. In
BDD, scenarios are implemented as one or more functional tests i.e., different units integrated
to perform the tests. Due to the lack of literature and guidance on the bad smells in BDD
specification and the close relationship and structural similarities between BDD scenarios and
unit tests, we decided to expand the scope of this study. We used the existing knowledge of
the bad smells in unit tests to see which bad smells in unit tests were applicable to the BDD
specifications.

We found a number of studies that discuss and group the bad smells in the unit tests into
various categories. For example, Meszaros [2007] categorised the test smells into three kinds
i.e., (i) Code Smells: normally observed while reading the code e.g., Obscure Test; (ii) Behaviour

Smells: encountered when the tests are compiled or run e.g. Fragile Tests; and (iii) Project

Smells: are the defects found during formal testing by the users or the customers e.g., Buggy
Tests.

Reichhart et al. [2007] presented an approach and implemented it as an experimental tool
for the qualifying tests. The authors also defined criteria for determining the test quality. The
authors evaluated their approach on a large sample of unit tests from open-source projects. They
identified 27 bad smells in unit tests during their study.

Bavota et al. [2015] reported the results from two empirical studies they conducted to find
out the extent of bad test code smells and their impact on program comprehension during main-
tenance activities. Their first study was an exploratory study of 27 software systems. The
second study consisted of a controlled experiment involving four groups of participants with
varying levels of professional experience. The findings showed a frequent occurrence of the test
smells in software systems. According to the authors, the test smells have a negative impact on
programmers’ comprehension during maintenance activities.

The focus of a systematic literature review [de Paulo Sobrinho et al., 2021] of the studies
published on bad smells between 1990 and 2017 was on examining various kinds of bad smells
in the unit tests and the evolution of researchers’ interest in them. The authors also investigated
the co-occurrence of the discussion of different bad smells in the study. The study provided a
list of 104 bad smells from 351 papers. According to their findings, the bad smells studied the
most are: (i) Duplicate code, (ii) Large Class, (iii) Feature Envy, (iv) Long Method, and (v) Data
Class.

We came across several studies [de Paulo Sobrinho et al., 2021, Reichhart et al., 2007,
Meszaros, 2007, Van Rompaey et al., 2007, Yamashita and Moonen, 2013, Bavota et al., 2012,
Garousi et al., 2018] which discussed a number of bad smells. The biggest problems we faced
were: (i) the unavailability of an exhaustive list of bad smells, (ii) the total number of bad smells
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discussed in each of the studies was different, (iii) the focus of the formally published literature
on the bad smells in code, whereas, the literature discussing an exhaustive list of bad smells in
structure of a unit test appeared to be scarce.

We also observed that the information available on the bad smell on online blogs, white
papers and internet articles was more detailed and covered more number of bad smells than the
formally published research. Also, we did not want to limit ourselves to the bad smells in the
code. Since we were investigating BDD specifications, we also wanted to look at the structural
bad smells like Arrange-Act-Assert (AAA) pattern violation. Therefore, it was important to take
the information available in grey literature into account.

We were able to find a study by Garousi and Küçük [2018] which used both, formally pub-
lished sources and the grey literature for their systematic literature review on bad smells in
software tests. They compiled a list of 182 bad smells from 166 sources including 120 (72.2%)
from the grey literature (e.g., internet articles and white papers). The authors prepared a spread-
sheet∗ of the bad smells in which they grouped the bad smells into six themes based upon their
natures.

We decided to analyse bad smells in unit tests and select the bad smells which appeared
applicable to BDD specifications. We copied the spreadsheet and performed deductive reason-
ing by: (i) searching and reading the definitions and online examples for each of the 182 bad
smells; and (ii) having a discussion between the author of this thesis and his supervisor about
the bad smells which potentially seemed applicable to the BDD specifications. The criteria for
the selection of the bad smells was their applicability to the BDD specifications. Bad smells
which had no apparent effect on the BDD specification or were not directly applicable to the
BDD specifications, were not selected during the process.

As a result of the above activities, we selected eight bad smells out of the 182, (1) Slow
Test; (2) Eager Test; (3) Over-specification; (4) Testing Happy Path only; (5) General fixture;
(6) Duplication; (7) Assertion roulette; and (8) Obscure Test. During the selection process, we
also observed that some of the 182 bad smells were duplicates i.e., a synonym for another bad
smell in the same list. For example, Long Test and Complex Test, the two bad smells in the list,
were the synonyms for Obscure Test which was also listed among the 182 bad smells.

In addition to the deductive reasoning, we (i) used our background knowledge of BDD and
(ii) manually inspected the BDD feature files from a random sample of repositories which led to
the discovery of three more bad smells i.e., AAA pattern violation, Lazy Steps, and Lazy Sce-
nario Outline. AAA pattern violation was discovered during the action research (Section 6.3) in
Chapter 6. Whereas, the Lazy Steps and Lazy Scenario Outline bad smells were observed during
the manual inspection of the feature files. Figure 8.2 lists the bad smells apparently applicable
to the BDD specifications. The third column of Figure 8.2 provides a brief explanation of the
relevance of the bad smell in the context. We do not claim that this is an exhaustive list of the

∗https://goo.gl/1ZrL65

https://goo.gl/1ZrL65
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Bad Smell Applicability to BDD specifications
1 Slow Test The execution of BDD Test Suite could become slow due to various rea-

sons such as a large test suite with heavy coupling or unnecessary use of
Scenario Outlines etc.

2 Eager Test Testing multiple behaviours in a single Gherkin step.
3 Over-specification Imperative scenarios.
4 Testing Happy Path only Not having alternate scenarios for handling unexpected inputs and out-

puts.
5 General fixture Having Given steps that are not used by the scenario.
6 Duplication Duplication of Gherkin steps.
7 AAA pattern violation Interleaved Given-When-Then statements
8 Assertion roulette Multiple Then statements in a scenario
9 Obscure Test Long and complex scenarios

10 Lazy Steps Single row table(s) attached to scenario step(s)
11 Lazy Scenario Outline Scenarios outlines with a single row

Figure 8.2: Applicable bad smells in the context of BDD specification

applicable bad smells in BDD specification. It is possible that we, unintentionally, missed other

bad smells that are also relevant to the BDD specifications.
After the selection of the bad smells, we performed a feasibility assessment, considering the

time required to collect evidence for each of the bad smells in the Figure 8.2. As a result of our
feasibility assessment, we selected the following five out of 11 applicable bad smells.

• AAA pattern violation

• Assertion roulette

• Duplication

• Lazy Steps

• Lazy Scenario Outline

The scope of the rest of the six bad smells was either too broad or collecting evidence for
them required an amount of work that could not be covered during the course of this Ph.D. For
example, investigating Slow Test in BDD specifications would require automating the execu-
tion of the test suite of 493 projects and then finding out which of them are slow and why. It
is possible that the slow execution of a test suite could be an effect of other bad smells in a
test suite, investigating each of which requires a considerable amount of time. Similarly, the
detection of multiple behaviours in Gherkin steps (i.e., Eager Test) would require using natural
language processing techniques to understand and detect independent phrases in Gherkin steps.
As much as we wanted to cover the six unfeasible bad smells, the amount of work required to
gather evidence for such bad smells was not possible within the limited duration of this Ph.D.
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8.2.3 Experiment Design

This section describes the bad smells that were selected for the analysis and explains the process
of calculating the existence of those bad smells in open-source BDD projects’ specifications on
GitHub.

In order to extract the data electronically from the projects selected earlier (in Chapter 7), the
Python tool discussed in Section 7.2 was extended. This tool was initially developed to extract
project-related metadata from open-source BDD projects on GitHub. To explore the potential
for bad smells in Gherkin specifications, the Python tool was extended to perform statistical
calculations on the smells selected for analysis in this chapter. The definition of each bad smell
calculated by the tool is as follows:

• AAA pattern violation: Arrange-Act-Assert also known as AAA pattern, is considered
to be one of the best practices for structuring unit tests [Chaczko et al., 2014, Axelrod,
2018, Ma’ayan, 2018]. The (AAA) pattern was observed and named by Bill Wake† in
2001, and the purpose was to make the structure of unit tests readable and maintainable
by organising a unit test into three clear and distinct steps i.e., Arrange, Act, and Assert.
The AAA pattern is equivalent to Given-When-Then scenario structure in BDD, and it
arranges the Gherkin scenarios into the Arrange, Act, and Assert format.

Each scenario was checked for the presence or absence of interleaved Given-When-Then
steps. Every instance of recurring Given step(s) after When or Then step(s), or recurring
When step(s) after Then step(s) was counted as a violation of AAA pattern. This means
every single instance of interleaved Given-When-Then in a scenario was counted as one
violation of the AAA pattern.

• Assertion roulette: It is commonly agreed that having multiple asserts could potentially
mask bugs because, in case of failure of an assert, it is not possible to know the pass or
fail status of the subsequent assert [Tufano et al., 2016, Ma’ayan, 2018].

In order to verify if multiple assertions in a BDD scenario could also mask bugs as they do
in the unit tests, we created a pilot project in Python. For this, A feature file with a single
scenario, having four steps (each starting with Given, When, Then, and And respectively)
was created. We generated code stubs for all the four steps with a failing third step. When
we executed the specification we observed that the fourth step was skipped because of
the failure of the third step. The skipped steps do not execute therefore, the pass or fail
status of the fourth step was unknown which could potentially mask bugs in the fourth
step. This pilot project demonstrated that if an assertion in a Gherkin test fails, the failure
or successful execution status of a subsequent assertion can not be determined.

†http://xp123.com/articles/3a-arrange-act-assert/

http://xp123.com/articles/3a-arrange-act-assert/
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The number of Given, When, Then statements were calculated for each repository. To
know how many repositories have scenarios with more than one assertion, we subtracted
the total number of scenarios in a project from the total number of Then in a project. If
the number of total assertions was more than the number of total scenarios in a project, it
was an indication of assertion roulette bad smell.

• Duplication: By duplication of Gherkin steps or clones we mean repetition of two or
more consecutive steps that already exist in another scenario. The tool implemented two
algorithms for searching for clones in Gherkin specifications: (i) suffix trees for search-
ing for clones within a single scenario, (ii) the longest common subsequence table for
searching between two scenarios.

These algorithms were used to detect clones. At first, all scenarios in a project, and all
pairs of scenarios were checked for potential clones. In both cases, a clone in Gherkin
was defined as a sequence of two or more steps that recur elsewhere, either in the same
scenario or within another scenario in the project. When a clone was found, it was added
to a clone tree. Once all scenarios and pairs were evaluated for possible clone candidates,
the set of clone trees was sorted by maximum depth. Clones were then extracted in size
order from the project. Each instance of repetition of two or more consecutive Gherkin
steps within or across the feature files within a project was counted as one clone.

• Lazy Steps Data Table: A Gherkin language terminology called Step Argument‡,§ refers
to a capability of attaching data to a Gherkin step. This data could be a block of text or a
table of data. In Python, this data is passed as an attribute to the context variable which is
then passed into a step function. A single row in a step data table is an overuse of this ca-
pability and adds unnecessary complexity to the specifications and implementation code.
Data tables are often misunderstood with scenario outlines. It is important to understand
that in a Scenario Outline, each row in the example table executes for the whole scenario.
Whereas, a Data Table only executes for the single step under which the data is defined.

To find the number of lazy steps, all feature files in each project were parsed programmat-
ically with the help of the Python tool. Each feature file was checked for scenarios with
steps having tables containing a single row. Each of such instances was counted as one
lazy step.

• Lazy Scenario Outline: Keeping identical scenarios in a feature file creates duplicates
and rework in case of an update. Identical scenarios having the same wording but different
data values in one feature file could be collapsed into a single Scenario Outline. Refactor-
ing identical scenarios into Scenario Outline and organising the data into tables not only

‡https://cucumber.io/docs/gherkin/reference/
§https://behave.readthedocs.io/en/stable/gherkin.html#step-data

https://cucumber.io/docs/gherkin/reference/
https://behave.readthedocs.io/en/stable/gherkin.html#step-data
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improves readability but saves rework in case of an update. This capability provides ease
of maintenance and helps in reducing text without losing the descriptive value of text.

To find the number of lazy outlines, all feature files in each project were parsed program-
matically with the help of the Python tool. Identical scenarios with different data values
can be combined using scenario outline whereas, a scenario outline with a single row can
be written more concisely as an ordinary scenario. Therefore scenario outlines with only
a single row in the example table were considered a bad smell. Each Scenario Outline

was programmatically checked for the presence of a single row in a table. Every Scenario

Outline with less than two rows was counted as one lazy Scenario Outline.

While manually inspecting the Gherkin specifications from the selected open-source projects,
we noticed the existence of another bad smell which is inverse of Lazy Scenario Outline

discussed in this chapter. This bad smell, which we noticed, consisted of identical scenar-
ios with different data. Such scenarios should have been combined into a scenario outline.
However, we did not evaluate the existence of this bad smell because the work required to
detect this bad smell was complicated and could not be implemented within the course of
this Ph.D.

8.3 Results

This section describes the extent of the existence of the (selected) bad smells in open-source
BDD projects’ specifications and the potential impact of the bad smells on maintenance of BDD
specifications.

An overview of the existence of bad smells discussed in this chapter is presented using Figure
8.3. The figure is a bar chart in which each bar represents the percentage of projects with each
bad smell in the 493 Gherkin projects. There are six bars in the figure, and each bar represents
percentage of Gherkin projects with a particular bad smell. The figure shows that Gherkin
specifications of approximately 36% projects contain at least one violation of Given-When-Then
order (i.e., AAA pattern violation), 70% Gherkin projects have at least one scenario with more
than one assertion, and 68% Gherkin projects have at least one instance of duplication of two or
more consecutive steps (i.e., clones). The figure shows that 3% of the Gherkin projects have at
least one unnecessary Background i.e., 3% projects had at least one feature file with one scenario
and a Background. Because the percentage of projects with the unnecessary Background bad
smell was negligible, we did not investigate them any further. Approximately 30% projects have
at least one lazy step i.e., at least one instance where a scenario step has a table with only one
row. These scenarios could be more concise such that the data in the table is moved to within the
relevant step(s). Approximately 12% of the projects have at least one lazy Outline table where
the table had just one row i.e., a scenario should have been used instead of an Outline table.

Figure 8.4 is a bar chart for the bad smells. The figure contains pairs of bars where each pair
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Figure 8.3: Projects’ bad smells bar chart

Figure 8.4: Contributor time to bad smell introduction
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Arrange-Act-Assert
(Test Driven Development)

Given-When-Then
(Behaviour Driven Development)

Arrange setup and initializations required for
the test

Given describes the preconditions for the sce-
nario and prepares the test environment

Act actions required for the test When describes the action under test
Assert verification of outcome of the test Then describes the expected outcomes

Figure 8.5: Arrange-Act-Assert vs Given-When-Then

represents the proportion of Gherkin contributors who removed or introduced the bad smells
into the project within the first day of their Gherkin commit. This graph shows the default
writing style of the contributors who write Gherkin scenarios. This shows us the proportion of
the contributors who are unaware of the concept of bad smells in Gherkin scenarios. We can see
from the Figure that this value is between 15% and 45%. The Figure shows that the majority of
the bad smells in Gherkin scenarios are introduced by 15% to 45% Gherkin contributors within
the first day of their project commit. The following sub-sections discuss these bad smells in
detail.

8.3.1 Arrange-Act-Assert vs Given-When-Then

Although the AAA pattern is a widely accepted practice for structuring unit tests [Axelrod, 2018,
Chaczko et al., 2014, Ma’ayan, 2018], we did not find a single study that cross-examines the pat-
tern in detail. However, we came across several online blogs and online discussion threads¶,‖,∗∗

which discuss the pattern in more detail than the published research.
If we compare the concept of AAA pattern (in unit tests) with Given-When-Then (in BDD)

and vice versa, we see similarities. The notion and structure of the BDD Given-When-Then
specification template is a reflection of the AAA pattern [Khorikov, 2020a, Northwood, 2018,
Ritchie, 2016]. Figure 8.5 describes the AAA pattern and its equivalent in BDD specifications in
the form of Given-When-Then. The difference between them is the context i.e., the AAA pattern
is seen in the context of code and unit tests, whereas Given-When-Then in BDD is associated
with Gherkin specifications. According to Khorikov [2020b], the only difference between AAA
and Given-When-Then is that the latter is more readable to non-programmers and non-technical
people. In a recent study, Oliveira and Marczak [2018] have listed quality attributes of BDD
scenarios. According to the authors, mixing the step order makes the scenarios unreadable.
Mixing the Given-When-Then step order is equivalent to the violation of Arrange-Act-Assert
pattern (in unit testing) which creates a disarrangement and makes the code unreadable [Axelrod,
2018, Chaczko et al., 2014, Ma’ayan, 2018]. Figure 8.4 shows that approximately 27% of the

¶https://developers.mews.com/aaa-pattern-a-functional-approach/
‖https://freecontent.manning.com/making-better-unit-tests-part-1-the-aaa-

pattern/
∗∗https://java-design-patterns.com/patterns/arrange-act-assert/

https://developers.mews.com/aaa-pattern-a-functional-approach/
https://freecontent.manning.com/making-better-unit-tests-part-1-the-aaa-pattern/
https://freecontent.manning.com/making-better-unit-tests-part-1-the-aaa-pattern/
https://java-design-patterns.com/patterns/arrange-act-assert/
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(a) Contributors who add or remove AAA pattern
violations

(b) Gherkin commits which added or removed
AAA pattern violations

Figure 8.6: Pie charts showing addition and removal of AAA pattern violations

total contributors who introduced AAA pattern violations, introduced them on the first day,
whereas approximately 16% of the contributors removed the AAA pattern violations within
their first day of Gherkin commit.

Next, we calculated the proportion of the Gherkin contributors who added or removed AAA
pattern violation bad smell, and the proportion of Gherkin commits in which this bad smell was
added or removed. Figure 8.6a is a pie chart showing the distribution of Gherkin contributors on
the basis of their role in adding or removing AAA pattern violations in Gherkin specifications.
The figure represents the project contributors who made Gherkin commits to the projects. The
figure shows that out of the total number of contributors who made Gherkin commits, 27.7%
contributors added AAA pattern violations, 8.4% removed AAA pattern violations, while 63.9%
neither removed nor added AAA pattern violations. Out of the total 36.1% (i.e., 27.7% adders
and 8.4% removers), 25.1% were the contributors who were both adders and removers. This
means that the remaining 11% is the sum of the contributors who either added AAA pattern
violations or removed them.

There was no wide distinction between the adders and removers due to the overlapping be-
tween them. The majority of the developers who added AAA pattern violations also removed
AAA pattern violations. Even though there was a major overlap between adders and the re-
movers, we still wanted to know the proportion of adders and removers separately. Therefore,
we plotted them as separate slices in the pie chart.

Figure 8.6b is a pie chart that illustrates the proportion of commits during which the AAA
pattern violations were added or removed. The figure shows that 6.9% commits were made
during which the AAA pattern violations were removed, AAA pattern violations were added
during 20.4% commits, while during the 64.5% of the total Gherkin commits neither the AAA
pattern violations were added nor removed.
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(a) Contributors who add or remove multiple asser-
tions

(b) Feature commits added removed multiple asser-
tions piechart

Figure 8.7: Pie charts showing addition and removal of multiple assertions

8.3.2 Multiple Assertions

Apart from the benefits of AAA pattern, the discussion on the online blogs††‡‡ revolves around
the use of single vs multiple asserts - per test Results from an empirical study by Palomba
et al. [2016] show that test smells frequently occur because of multiple assertions in a unit test.
The authors also found that test smells have a strong correlation with the size of the system.
Garousi and Küçük [2018] also list multiple assertions in a unit test as one of the main sources
of bad smells. According to Knight§§ multiple assertions within a Gherkin scenario often implies
violation of Cardinal Rule of BDD i.e. more than one thing is being done in a single scenario.

We calculated the repositories with scenarios with more than one assertion by subtracting
the total number of scenarios in a project from the total number of Then in a project. Figure 8.3
shows that 70% repositories had scenarios having more than one assertion, while 25% reposito-
ries did not have any scenarios with multiple assertions. There were 5% (i.e., 24) projects with
scenarios greater than the number of total assertions which means scenarios having no assertion

at all (i.e., incomplete scenarios). Figure 8.4 shows that 38% of the contributors who con-
tributed to multiple assertions bad smell, introduced multiple assertions within the first day of
their Gherkin commit. The figure shows that approximately 20% contributors removed multiple
assertions within the first day of their Gherkin commit.

Next, we calculated the proportion of the Gherkin contributors who added or removed mul-

tiple assertions bad smell, and the proportion of Gherkin commits in which this bad smell was
added or removed. Figure 8.7a is a pie chart of contributors who add or remove multiple as-

sertions bad smell. The figure shows that 40% contributors added multiple assertions to the

††for example: https://samueleresca.net/2017/08/maintainable-unit-tests/
‡‡https://jamescooke.info/arrange-act-assert-pattern-for-python-developers

.html
§§https://automationpanda.com/2018/01/31/good-Gherkin-scenario-titles/

https://samueleresca.net/2017/08/maintainable-unit-tests/
https://jamescooke.info/arrange-act-assert-pattern-for-python-developers.html
https://jamescooke.info/arrange-act-assert-pattern-for-python-developers.html
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Feature: Check Email

Scenario: Read an email from inbox
Given The user has an account
And the user is logged in
When user selects an email to read
Then the email is displayed

Feature: Reset password

Scenario: User requests a a password reset
Given The user has an account
And the user is logged in
When the user submits a password reset request
Then the password is successfully reset

Figure 8.8: Example of Duplication

projects, 10.09% contributors removed multiple assertions and 49.1% Gherkin contributors nei-
ther added nor removed multiple assertions. Out of the total 50.09% (i.e., 40% adders and
10.09% removers), there were 33.1% overlapping contributors who performed both functions
i.e., addition and removal of multiple assertions to the scenarios.

Figure 8.7b is a pie chart showing the proportion of commits in which multiple assertion bad
smell was removed or added in the projects with multiple assertions bad smell. The figure shows
that multiple assertions were added in 38.5% of the Gherkin commits made in 233 projects.
During 14.8% commits, multiple assertions were removed, whereas no multiple assertions were
added or removed in the rest of the 32.6% Gherkin commits.

8.3.3 Duplication of Gherkin steps

Figure 8.8 illustrates an example for understanding step duplication. There are two consecutive
and identical Given steps across two scenarios in the figure. When two or more identical steps
start appearing together at various places in a Gherkin test suite, it indicates a potential for
implicit dependency between those steps. This dependency between the steps is similar to the
routine call coupling in programming where one function calls another function. The problem,
in this context, appears when a change in a clone is required. In case a change is required in
one place, all the other instances of the clones will have to be checked manually for potential
changes. In case of a large test suite manually checking every scenario in every feature file could
be nearly impossible.

In a study, Suan [2015] discussed the issue of duplicates in BDD scenarios. This research
work was focused on the detection and removal of textual duplication. The author discussed
the good and bad duplication in the BDD scenarios. The study was focused on the duplication
within a feature file whereas, the duplicates across the feature files were out of the scope of
the study. According to the author, the duplicates are “good” when the scenarios, in which
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(a) Contributors who add or remove clones (b) Feature commits added removed clones piechart

Figure 8.9: Pie charts showing addition and removal of clones

the duplicates exist, have different pre-condition(s) (i.e., Given step(s)) and/or outcome(s) (i.e.,
Then step(s)). We, however, know that the steps that are common between all the scenarios in
a feature file should be put in the Background. Any duplicates other than the ones merged in
Background within a feature file are unavoidable i.e., when the duplicate steps are not common
to “all” the scenarios in a feature file. Only because something is unavoidable does not make
it “good” or acceptable. Moreover, the argument provided by the author becomes invalid when
considering the duplicates across feature files. In fact, there are no good or bad duplicates. All
duplication is bad when it comes to making a change to duplicate steps manually. The issue of
duplication in Gherkin specifications is also recognised by Binamungu [2020]. This research
work was focused on the detection of semantic duplicates instead of textual matching.

Each occurrence of two more consecutive and identical steps was counted as one duplicate

or one clone during our calculation. Figure 8.3 shows that 69% of the open-source Gherkin
projects on GitHub have at least one clone in their test suite. Figure 8.4 shows that 40% of the
Gherkin contributors introduced the duplicate steps within the first day of their Gherkin commit,
whereas 23% removed the duplicate steps on the first day.

Next, we calculated the proportion of the Gherkin contributors who added or removed dupli-

cate steps bad smell, and the proportion of Gherkin commits in which this bad smell was added
or removed. Figure 8.9a shows that 29.4% of the contributors who made Gherkin commits in
the projects with duplicates (i.e., clones), added duplicate steps, whereas 11.7% removed dupli-
cates. Out of the total adders and removers i.e., approximately 41%, all of the contributors were
adders and removers. This means there were no contributors who only added duplicate steps or
only removed duplicate steps.

We plotted a pie chart to differentiate between the commits that added the duplicate steps
bad smells and the commits that removed the bad smells. Figure 8.9b shows that 39.2% Gherkin
commits contributed to the duplicate steps bad smell, whereas 14.5% commits were made in
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Scenario: Number of books by author
Given I have a book in the store called "name"
When I search for books by "author"
Then I find "number" books

Figure 8.10: Example of step parameters

Scenario: translate text
Given a sample text loaded into the frobulator

"""
Hallo, das ist ein Satz auf Deutsch.
"""

When Bob presses translate
Then the text in the frobulator is translated into English as

"""
Hello this is a phrase in German.
"""

Figure 8.11: Example of a step data (text)

which duplicate steps were removed. During the rest of the 34.7% Gherkin commits no duplicate
steps were added or removed.

8.3.4 Lazy Steps Data Table:

The basis of the bad smell discussed in this section is the overuse of a capability in Gherkin
called “paramterised BDD steps”. When using this capability, parameters are specified in
Gherkin steps using double (") or single (’) quotes. For example, Figure 8.10 shows an ex-
ample of a scenario through which a person can search the number of available copies in a store
of a book written by an author. The above scenario can become cluttered or suffer duplication
when multiple data values are added to a step. For this purpose, Gherkin provides Doc strings

and Data Tables. Doc strings or Data Tables are used when we want to pass more data to a step
than what can fit on a single line.

Figure 8.11 is an example of Doc strings which describes a scenario with step argument
where a block of text is attached to a Given step. The Given step in the figure takes a block
of text as an input and passes it as an attribute to a step function. Figure 8.12 describes a step
function for the scenario described in Figure 8.11. The block of text is passed as an attribute
into the context variable in the step function in the figure for manipulation.

Data tables are used for passing a list of values to a step definition (i.e., step implementation
code). A table of data with some values in rows and columns is passed as a variable to a step
function for manipulation. Figure 8.13 is an example of a scenario with a data table attached to
one of its steps. The scenario in the figure counts the number of people in various departments.
A data table is attached to the Given step. This data table will be passed to a step function
exactly like the example in Figure 8.12.
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@given(’a sample text loaded into the frobulator’)
def step_impl(context):

.........

.........

.........

Figure 8.12: Step function for scenario in Figure 8.11

Scenario: Count people in departments
Given a set of specific users

| name | department |
| Barry | Sales |
| Bob | New Items |
| Peter | New Items |

And Sara is an admin
When Sara counts the number of people in each department
Then Sara will find two people in "New Items"
And Sara will find one person in "Sales"

Figure 8.13: Example of a step data table

Implementation for passing a data table is more complicated than passing a single value as a
parameter in BDD. Therefore, the use of a step argument is inappropriate if the data table con-
sists of a single line. In case of a single line in a step argument table, the table must be removed
and data should be written as part of the relevant step phrase i.e., inline within a sentence. Since
we did not find any literature on lazy steps bad smell in Gherkin, this phenomenon could be
better understood by borrowing the concept behind Lazy Class bad smell.

According to Fowler [2018], a Lazy Class represents a class that is under-used. Such classes
could impede development by adding unnecessary complexity to the code. Lazy class is one of
the code smells which cause clutter in the code. A lazy class must be removed and merged with
another class. The same concept applies to lazy steps in Gherkin specifications. Lazy steps in
Gherkin mean that data which could be written as part of a step is being attached to the step as
an argument instead. Such steps must be refactored and rewritten.

Refactoring the scenarios is the same as refactoring the code. Refactoring improves main-
tainability [Kim et al., 2012]. In a recently published study, Irshad et al. [2022] emphasise on
importance of refactoring of BDD specifications. According to Borg and Kropp [2011], changes
in specifications are inevitable because of the accommodation of frequent changes in agile de-
velopment.

Each occurrence of a single row in a data table attached to a step as a step argument is
counted as one lazy step. Figure 8.3 shows that 29% of the open-source Gherkin projects have
at least one occurrence where a scenario step argument should be refactored into a scenario step.
Figure 8.4 shows that 29% of the contributors who contributed to the lazy steps bad smell, added
lazy steps within the first day, whereas 17% removed the lazy steps bad smell.

Next, we calculated the proportion of the Gherkin contributors who added or removed lazy
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(a) Contributors who add or remove lazy step ex-
amples piechart

(b) Feature commits added removed lazy step ex-
amples piechart

Figure 8.14: Pie charts showing addition and removal of lazy steps

steps bad smell, and the proportion of Gherkin commits in which this bad smell was added or
removed. Figure 8.14a is a pie chart that shows that 27.4% contributors added lazy steps to
the scenarios in open-source Gherkin projects, whereas 13% contributors removed lazy steps.
There were 20.7% contributors who performed both additions and removals of lazy steps. Ma-
jority of the contributors i.e., 59.% neither added nor removed the lazy steps. Figure 8.14b is
also a pie chart which shows that 18.8% Gherkin commits contributed to the addition of lazy
steps, whereas during 7.6% Gherkin commits, lazy steps were removed or refactored. During
a significant percentage of Gherkin commits (i.e., 65%), the lazy steps bad smell was neither
added nor removed.

8.3.5 Lazy Scenario Outline

According to the documentation provided for Cucumber¶¶, the Scenario Outline keyword can
be used for running the “same scenario multiple times with different combinations of values.”

Figure 8.15 is a simple example of a Scenario Outline where two scenarios are collapsed into
one Scenario Outline. Each row in the table refers to a single scenario which means that the
Scenario Outline will run two times. Every time the Scenario Outline executes, the references
are replaced with the data from the row that is being run.

Knowing when to use Scenario Outline is as important as to know when not to use it. Sce-
nario Outlines are used when there are two or more identical scenarios (with different data) in
a feature file but it should not be used in case of a single scenario. A single row in a scenario
outline is an indication that the scenario outline is under-used. This problem is identical to the
problem behind Lazy Class bad smell explained in the previous section. Any Scenario Outline

with a single row is an indication of a need for refactoring. Such Scenario Outline must be

¶¶https://cucumber.io/docs/gherkin/reference/

https://cucumber.io/docs/gherkin/reference/
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Scenario Outline: eating
Given there are <start> cucumbers
When I eat <eat> cucumbers
Then I should have <left> cucumbers

Examples:
| start | eat | left |
| 12 | 5 | 7 |
| 20 | 5 | 15 |

Figure 8.15: Example of a scenario outline

(a) Contributors who add or remove lazy outlines
tables piechart

(b) Feature commits added removed lazy outlines
table piechart

Figure 8.16: Pie charts showing addition and removal of lazy outline tables

refactored and replaced by a scenario with inline data. A Scenario Outline with a single row
means that it is a single scenario therefore it should be written as such.

Each occurrence of a scenario outline with a single row in the table was counted as one lazy

scenario outline bad smell. Figure 8.3 shows that 12% of the open-source Gherkin projects
have at least one occurrence of lazy outline. Figure 8.4 shows that from the contributors who
introduced lazy Scenario Outline tables into the Gherkin projects, 15% introduced lazy Scenario

Outline tables bad smell within the first day, whereas 25% of the contributors removed lazy
Scenario Outline tables within the first day of their Gherkin commit.

Next, we calculated the proportion of the Gherkin contributors who added or removed lazy

scenario outline bad smell, and the proportion of Gherkin commits in which this bad smell was
added or removed. Figure 8.16a is a pie chart showing the proportion of Gherkin contribu-
tors who added or removed lazy scenario outlines. The figure shows that 16.9% of the total
Gherkin contributors added lazy Scenario Outline tables to open-source projects’ Gherkin spec-
ifications, whereas 11.7% contributors removed lazy Scenario Outline tables. Out of the 28.6%
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(i.e., 16.9% adders and 11.7% removers), there were 20.6% contributors who performed both
i.e., additions and removals of Scenario Outline tables. A significant percentage i.e., 71.4% of
the total Gherkin contributors neither added nor removed lazy Scenario Outline tables. Figure
8.16b is a pie chart showing the proportion of Gherkin commits in which lazy outlines were
added or removed. The figure shows that 7.2% commits out of the total Gherkin commits in the
open-source projects contributed to the addition of lazy Scenario Outline bad smell, whereas
3.1%. commits were made during which this bad smell was removed. However, an overwhelm-
ing majority (84.5%) consisted of commits during which neither the lazy scenario outline bad
smell was added nor removed.

8.4 Relationship between Gherkin Specifications Bad Smells
and Other Gherkin Artefacts

In order to understand the potential relationship between the selected bad smells in Gherkin
specifications in our dataset and other Gherkin artefacts in our dataset (e.g., size of scenarios),
we plotted several sets of graphs. These graphs include: comparison histogram of scenario
sizes in the projects with and without a particular bad smell, time series of bad smell density,
comparison histogram of life in the project of Gherkin contributors who contributed or did not
contribute towards a bad smell, and scatter chart of bad smell density versus the number of
contributors.

8.4.1 Relationship with the size of scenarios

Figure 8.17 represents a comparison between the length of scenarios in the projects with and
without bad smells. The figure consists of five sub-figures. Each sub-figure contains two over-
lapping histograms. The X-axis shows the average size of scenarios and Y-axis shows the per-
centage of projects. One histogram represents scenario sizes in projects with one of the five
bad smells discussed in this chapter. The second histogram represents average scenario sizes in
projects which do not contain the respective bad smell. These two histograms in each sub-figure
compare the average sizes of scenarios in projects with and without each bad smell discussed in
this chapter. Visually, scenarios in the projects with bad smells seem to be slightly longer than
scenarios in the projects without the respective bad smells.

To confirm this observation we calculated the median scenario sizes for both histograms in
each sub-figure. Figure 8.17a shows that the median number of steps in a typical scenario in
projects with AAA pattern violations in our dataset was 6, whereas the median number of steps
in the projects with no AAA violations was 4 (rounded to the closest integer). Similarly, the
number of steps in a typical scenario in projects with multiple assertions in Figure 8.17b was
5, whereas in the projects with no multiple assertions, the median number of scenario steps
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(a) With (n=179, median=6.1, blue) and without
(n=313, median=3.5, orange) AAA Violations.

(b) With (n=347, median=4.8, blue) and without
(n=145, median=3.0, orange) Multiple assertions.

(c) With (n=336, median=4.6, blue) and without
(n=156, median=3.0, orange) Clones.

(d) With (n=142, median=4.9, blue) and without
(n=350, median=3.8, orange) Lazy Steps.

(e) With (n=57, median=4.2, blue) and without
(n=435, median=4.0, orange) Lazy outlines.

Figure 8.17: Histograms of scenario sizes for repositories with and without selected smells
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was 3. Figure 8.17c shows that the median number of steps in a typical scenario in projects
with duplicates is 5, whereas in the projects without duplicates, this number is 3. Figure 8.17d
shows that the median number of steps in a typical scenario in projects with lazy steps bad
smell is 5, whereas in the projects with no lazy steps bad smell, the median number of scenario
steps is 4. Figure 8.17e shows that in the projects with and without lazy outline bad smell, the
number of median steps in a typical scenario is roughly equal i.e., 4. These observations imply
that projects with bad smells have slightly longer scenarios than projects with no bad smells.
Unfortunately, using the data we have, we are unable to draw any conclusion on whether or not

a longer scenario size causes these bad smells.
Next, we wanted to know if longer projects have a greater number of bad smells. So, a set

of scatter charts was plotted to understand the density of bad smells (i.e., average bad smell
count per scenario) over the lifetime of a typical Gherkin project. Figure 8.18 is a set of sub-
figures that show a time series of an average number of bad smells. Each of these sub-figures
was plotted using the projects with a bad smell and a reasonable commit history. By reasonable

commit history we mean the repositories which had a minimum of 100 commits, minimum life
duration of 100 days, and project starting in or after January 2005 (i.e., after the conception of
BDD).

Figure 8.18a was plotted using 116 projects with AAA pattern violation bad smell that also
had a reasonable commit history. Similarly, Figures 8.18b, 8.18c, and 8.18d were plotted using
174 projects for multiple assertions, 172 projects for duplicates (or clones), and 82 projects for
lazy steps respectively. Figure 8.18e was plotted using 38 projects with lazy outlines that also
had a reasonable commit history. The shapes of the sub-figures do not show any correlation
between the average count of occurrence of bad smell in a typical scenario and the age of the
projects. We see a periodic cycle of increase and decrease in the graphs but if we look at the
Y-axis the increase and decrease seem to be negligible (i.e., in fractions).

8.4.2 Relationship with contributors

It was observed during the study documented in Chapter 6 that bad smells are associated with
factors associated with project contributors. These factors could include: prior experience in
BDD, specification writing styles, background knowledge of BDD etc. First, we wanted to
understand if the number of contributors involved in a project has an impact on the bad smells
discussed in this chapter. To understand this, we plotted scatter charts of the total number of bad
smells in a project against the number of contributors in a project using Figure 8.19.

Figure 8.19 is a set of sub-figures each of which is a scatter chart. The X-axis shows the
number of contributors and the Y-axis shows the number of bad smells. Each dot on these
scatter charts represents the total count of a bad smell in a project versus the total number of
contributors in a project. However, the data in the graphs is widely dispersed and the shape of the
graphs shows no relationship between the number of bad smells and the number of contributors
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(a) AAA Violations, 116 repositories (b) Multiple assertions, 174 repositories

(c) Clones, 172 repositories (d) Lazy Steps, 82 repositories

(e) Lazy outlines, 38 repositories

Figure 8.18: Time series of project smell density
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(a) AAA Violations, 493 repositories (b) Multiple assertions, 493 repositories

(c) Clones, 493 repositories (d) Lazy Steps, 493 repositories

(e) Lazy outlines, 493 repositories

Figure 8.19: Scatter plots of project total smell counts against project gherkin contributor counts
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in a project. Although the mean line shows some minor reduction, this is an arithmetic mean
and the overall data is scattered so it does not show any correlation. It means that the number of
contributors in a project does not impact the bad smells such as AAA pattern violations, Multiple
assertions, Clones, Lazy steps, and Lazy outlines.

Second, we wanted to see if there is a difference between the life (i.e., time in the project)
of the contributors who introduce bad smells and the life (i.e., time in the project) of the con-
tributors who do not introduce bad smells. Figure 8.20 is a histogram of responsibilities of the
contributors who introduce bad smells versus the contributors who do not introduce bad smells.
The sub-figures represent the percentage of the contributors involved over the lifetime of the
project(s). The only noticeable difference in the average is in the Figure 8.20d. To justify this,
we can only speculate that it is possible that the contributors learned step argument capability in
Gherkin sometime later during the project and started using it which also led to the introduction
of lazy step data tables bad smell at a relatively later stage in the project. The other figures show
no difference between the involvement of the contributors who introduce bad smells and the
involvement of the contributors who do not introduce smells.

Third, to see if the duration of contributors’ involvement has any impact on the introduction
of bad smells, we drew a scatter chart of the bad smells introduced by contributors versus the
age of contributors in the project(s) using Figure 8.21. The Y-axis in the figures shows the total
count of bad smells and the X-axis shows the number of days passed since the first feature was
introduced in a project. Each dot in each scatter chart represents the total number of bad smells
introduced by a contributor and the number of days that the contributor was active in a project.
The data appears to be widely dispersed which means that the bad smells have no relationship
with the duration of involvement of the contributors in the project(s). The concentration in the
scatter plots only shows that more authors are involved at the start of a project.

8.5 Threats to Validity

This section discusses the threats to the validity of this study. In this section, we have discussed
three types of validity threats i.e., construct, reliability, and external validity.

Construct validity threat

A potential construct validity threat for this study could be an incorrect definition of a bad smell

and the context of this study. If “what constitutes a bad smell” is not described appropriately,
many of the bad smells that do not fit in the description may be ignored. Also, since the literature
on bad smells in Gherkin scenarios was unavailable and a list of potential candidates for bad
smells in Gherkin scenarios was adopted from the literature on bad smells in unit tests, it is
possible that some of the potential bad smells specific to Gherkin scenarios were not discovered.
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(a) Authors who do (blue, n=570) and don’t (or-
ange, n=904) make AAA violations.
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(b) Authors who do (blue, n=1135) and don’t (or-
ange, n=565) make Multiple assertions.
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(c) Authors who do (blue, n=1143) and don’t (or-
ange, n=608) make Clones.
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(d) Authors who do (blue, n=417) and don’t (or-
ange, n=805) introduce lazy step tables.
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(e) Authors who do (blue, n=75) and don’t (or-
ange, n=348) introduce lazy outlines table.

Figure 8.20: Histogram of time working on a repository for commit authors who do and do not
make changes to selected smells for 274 repositories with known history
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(a) Scatter plot of total AAA Violations introduced
versus author days in project.

(b) Scatter plot of total Multiple assertions intro-
duced versus author days in project.

(c) Scatter plot of total Clones introduced versus
author days in project.

(d) Scatter plot of total Lazy Steps introduced ver-
sus author days in project.

(e) Scatter plot of total Lazy outlines introduced
versus author days in project.

Figure 8.21: Scatter plots of total smells introduced versus author days in a project for 201
projects
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At the start of this study, the term bad smell was defined in the context of this study clearly.
Then after not being able to find literature on bad smells in Gherkin, bad smells in unit tests
were analysed for their applicability in the context of Gherkin. Finding an exhaustive list of bad
smells and then deciding which bad smell to investigate may also be a construct validity threats
for this study. Various research studies were found which discussed some bad smells in the
context of unit tests. The number and nature of bad smells discussed in each study was different
from each other. It was important to have an exhaustive list of bad smells in unit tests. The next
step was to decide which bad smell to investigate. It was important to understand the context
and applicability of each bad smell in the given context.

Reliability Validity Threat

The errors or inconsistencies in collecting data for constructing the graphs can threaten the
reliability of this study. The ambiguity in the criteria for identifying bad smells can lead to
inconsistent application of the criteria. The errors in the collection and analysis of Gherkin files
can lead to the loss of important data. The identification and interpretation of bad smells can
also introduce errors in the results and compromise the reliability of the study.

External Validity Threat:

The findings of the study may not be applicable to other programming languages, as Gherkin is
specific to Behaviour Driven Development (BDD) and may not represent the broader software
development community. Also, we conducted this study using only one platform i.e., GitHub.
We did not conduct further investigation on another platform such as GitLab.

Addressing Threats to Validity

We did not find an exhaustive list of bad smells in unit tests in peer-reviewed literature, so we
searched grey literature. We found an exhaustive list of bad smells in unit tests in grey literature.
Each of the bad smells in the list was carefully analysed for its applicability in the context. A
total of 11 bad smells were selected from a list of 182 bad smells. Only five of the 11 bad smells
were selected for further investigation because the scope of six of the bad smells was either
too broad or would require work which was not possible within the limited time for this Ph.D
research. A robust data collection process that minimises the chances of data loss or missing data
was implemented through the Python tool. This shows that we followed a systematic process
for defining bad smells and then deciding which bad smells to investigate.
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8.6 Summary

In computer science, the structural inflexibilities in software artefacts are referred to as bad

smells. They can emerge in various software artefacts such as code, design, architecture, and
in this case, specifications. The bad smells do not stop the software system from executing but
make the evolution of the software system very difficult. Bad smells are one of the indications
of the need for refactoring.

This chapter discusses bad smells in Gherkin specifications. Five bad smells were selected
for the analysis on the basis of applicability and feasibility (as explained in Section 8.2.2). These
bad smells were:

(i). violation of AAA pattern: (in this context) means mixing of Given-When-Then step
order. According to Oliveira and Marczak [2018] means Given-When-Then step order
makes the scenarios unreadable. Violation of the AAA pattern could potentially impact
the readability and maintainability of Gherkin specifications.

(ii). multiple assertions: or assertion roulette (in this context) means having more than one
than one assertion in a Gherkin scenario. Multiple assertions in a scenario could mask
bugs because in case of a failure of an assert, it is impossible to know the pass or fail
status of the subsequent asserts [Tufano et al., 2016].

(iii). duplication of steps: (in this context) means the repetition of two or more consecutive
steps across scenarios. Such steps are difficult to maintain. If a change occurs in such
steps, it has to be reflected in its clones as well. Doing this task manually involves the
risk of missing a few duplicates where a particular change was supposed to be reflected as
well. Duplicate steps in Gherkin impact the maintainability of Gherkin files.

Dealing with duplicates is more difficult when the duplicates occur across feature files.
One potential way of addressing this issue is to include a “referencing” feature (similar to
the concept of referencing in programming) in Gherkin tools. If implemented, through this
functionality, each set of duplicated steps may be written in a separate file and referenced
where required. This could minimise the need for making changes at multiple places when
such a need arises.

(iv). lazy steps: (in this context) means overuse of step data. Single line data tables in Gherkin
steps should be refactored and the data should be put within the respective steps. Having
unnecessary tables amounts to overuse of the step data capability and is similar to the lazy
class bad smell.

(v). lazy outlines: means overuse of scenario outlines. This refers to scenario outlines with a
single row. According to the documentation on Cucumber, scenario outline “...steps are
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interpreted as a template which is never directly run” [CucumberStudio, 2019a]. Overuse
of scenario outlines leads to slow Cucumber tests.

Figure 8.3 shows that a significant proportion of Gherkin projects contain these bad smells.
Further analysis showed that the bad smells are not correlated with the size or duration of the
project, the size of scenarios, the number of contributors in the project, or the duration of contrib-
utors’ involvement in the project. Also, there is no difference between the duration of involve-
ment of the contributors who introduce bad smells in the project and the duration of involvement
of the contributors who do not introduce bad smells in the project.

We made two observations during this study. First, we learned that there is a lack of re-
search on bad smells in Gherkin specifications. This observation was made while searching for
literature to back our arguments in the sections explaining each bad smell. Second, we learned
that Gherkin provides a general Given-When-Then format for expressing the steps but it does
not put any constraints on how these steps should be used. In other words, Gherkin provides
a lot of freedom as a result of which it is easy for the developers to write specifications that
are functionally correct but structurally inflexible i.e., contain bad smells. Also, the research
community has not established quality criteria for writing Gherkin specifications. Oliveira et al.
[2019] proposed a question-based checklist to assess the quality of BDD specifications. How-
ever, the quality criteria described by Oliveira et al. [2019] is subjective and requires experience
and understanding of the person writing Gherkin. For example, Not too many details is hard to
determine and requires judgement of the person writing Gherkin scenarios.

We believe the existence of bad smells on Gherkin specifications is dependent upon the
contributors’ way of writing Gherkin specifications. Out of the contributors who added bad
smells to the projects, a significant percentage of contributors added the bad smells within the
first day of their Gherkin commit.



Chapter 9

Conclusions

This thesis proposed that the practice of Behaviour Driven Development, its associated artefacts,
and the intrinsic nature of the associated language, Gherkin may incur significant additional
overhead for software engineers in terms of technical debt and ongoing maintenance in the
real-world software engineering environment. On the basis of the analysis of results from an
exploratory case study on the use of agile methods in large-scale safety-critical projects, BDD
was explored for its potential for application in requirements management. An exploratory case
study involving action research and semi-structured interviews, and an experiment, presented
in Chapters 6 - 8, was conducted to understand and evaluate Behaviour Driven Development
(BDD). The purpose of the investigation was to explore the challenges associated with BDD so
that this research could serve as a guide for people planning to employ BDD.

The next three sections of this chapter address the research questions presented in Chapter 1.
Section 9.4 discusses the research contributions made during this Ph.D. Section 9.5 explains the
interconnection of the case studies and the experiment presented in this thesis. The section also
explains how the challenges associated with BDD were discovered which could provide guid-
ance to the people intending to employ BDD. Section 9.6 examines the scope and the validity of
this research followed by a discussion on the limitations of this research in Section 9.7. Section
9.8 discusses the research implications, Section 9.9 presents areas for future work, and Section
9.10 concludes the chapter.

9.1 Thesis Research Question 1

This Ph.D research started with studying application of agile methods for development of large-
scale safety-critical systems. Studying relevant literature revealed the perception that agile, in its
traditional form, is unsuitable for development of safety critical systems. We also learned that
there is a lack of empirical research in the said field which made us want to conduct an empirical
study. The focus of the empirical study was on exploring the challenges of using an agile method
in the context of safety-critical systems development. The answer to the first research question,

211
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“What are the challenges of adopting agile methods in large-scale software development ac-
tivities, particularly in regulated environments?”

can be derived from the exploratory case study presented in Chapter 4. This study reports the
results of a series of interviews and workshops in a large avionics company who were experi-
menting with the incorporation of agile software development into their software development
process. The research yielded 13 challenges faced by different software teams interviewed dur-
ing the study concerning the application of agile software development for safety-critical sys-
tems. The challenges can be grouped into three categories:

• the influence of wider Waterfall like systems engineering processes on the practice of agile
software development within a single team;

• the necessarily complex interactions with external stakeholders, including multiple cus-
tomer roles; and

• the demand for documentation to meet required regulatory standards.

We also found that cultural resistance within the company was a cross-cutting concern, lim-
iting the use of elements of agile software development.

The semi-structured interviews undertaken within the exploratory study revealed that agile in
its traditional form is unsuitable for use in large-scale safety-critical development context. The
requirements (such as quality assurance requirements) mandated by the regulatory standards
and the complex dynamics of large-scale systems limit the freedom offered by agile. An agile
process needs to be tailored according to the organisational and project-related needs.

A number of case studies and experience reports in the academic literature have reported
on the adoption of agile in diverse domains, including railways [Jonsson et al., 2012], medical
science [McHugh et al., 2013] and most relevant to the present research, avionics [Wils et al.,
2006, Chenu, 2012]. Many of these studies conclude that agile software development requires
adaptation for application to safety-critical systems. For example, Notander et al. [2013] con-
clude that agile software development, while not incompatible with typical safety-critical stan-
dards, needs to be modified for use on safety-critical system projects. The practice of adapting
and customising methods and practices to suit local needs has been reported for other software
domains [Fitzgerald et al., 2006, Wang and Wagner, 2016b, Conboy, 2009]. However, there
has been very little reported in the literature on the experience of practitioners who have applied
necessary adaptations to agile methods or practices in the context of safety-critical system devel-
opment. Therefore there are many open questions about the selection of particular adaptations
and their efficacy in different contexts.

During the study in Chapter 4, we learned that requirements management in large-scale
safety-critical systems is a challenge. Several researchers agree with this conclusion and identify



CHAPTER 9. CONCLUSIONS 213

requirements management as one of the challenges of agile requirements engineering in large-
scale development environment [Inayat et al., 2015a, Vilela et al., 2017, Steghöfer et al., 2019,
Uludag et al., 2018, Dikert et al., 2016, Kalenda et al., 2018, Kasauli et al., 2018b]. The level
of coordination and communication required for an agile process to be successful is limited
in a large-scale environment involving multiple teams, concurrent development of hardware
and software, interdependence of hardware and software components, unsynchronised pace of
development of different project components etc. The overall complex dynamics of large-scale
systems have an adverse effect on agile management of a project’s requirements.

Three out of the six themes in the empirical study on the challenges of agile requirements
engineering in large-scale systems by Kasauli et al. [2021] focus on the challenges related to
requirements management, shared understanding, and communication. Requirements manage-
ment also appears as one of the challenges of agile requirements engineering in the large-scale
context in two different Systematic Literature Reviews [Dikert et al., 2016, Inayat et al., 2015b].
A case study [Paasivaara et al., 2018] conducted at Ericsson found the challenges associated
with requirements management among the top most challenges in implementing the use of ag-
ile in large-scale software development. While recognising the increasing popularity of agile,
Venkatesh and Rakhra [2020] state that “the problems faced by large-scale organisations when

they implement agile methods are yet to be solved”.
We believe that the Agile Manifesto needs to be revisited for its incorporation in the con-

text of safety-critical systems and for adding clarity to the agile principles. Agile principles are
often misinterpreted [Hohl et al., 2018] making agile look like an ad hoc process that discour-
ages documentation and detailed analysis. Several researchers have argued that the agile princi-
ples conflict with the philosophy behind regulatory standards [Coe and Kulick, 2013, Chapman,
2016, Glas and Ziemer, 2009, Ramesh et al., 2010, Turk et al., 2005]. For example: the way
people interpret agile principle working software over comprehensive documentation seems like
documentation is discouraged in agile [Ramesh et al., 2010, Turk et al., 2005, Coe and Kulick,
2013].

In reality, agile principles promote quick development and accommodation of change. Agile
is not against documentation [Ozkan, 2019]. The focus of agile principles is on avoiding waste
which means removing the production of artefacts without which the system is still usable. If
the system is unusable without performing a certain activity or production of a certain artefact,
the activity or the artefact is of value and has to be made part of the project.

Ozkan [2019] argue that the need of possible updates to the agile manifesto in order to sup-
port the agile development of modern-day software should be investigated. Wils et al. [2006]
report the findings of their study conducted at Barco (a major Belgian avionics equipment sup-
plier). The authors of the study performed an analysis of the agile principles and did not find
conflicts between agile principles and the avionics regulatory standard DO178B. However, they
[Wils et al., 2006] re-interpreted three of the agile principles. (i) Value customer satisfaction: In
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avionics, value lies in the suitability of software for flight operations. Correctness in behaviour
and functionality is of the highest value. (ii) face-to-face communication: A lot of information
is lost during informal face-to-face communication. Since the communication is a part of the
project, it should be logged and documented. (iii) Working software is a primary measure of
success: In regulated systems, certification is a part of the project and without it, a project is
not considered complete. We believe that agile manifesto is widely misunderstood. For exam-
ple, according to many researchers [Jyothi and Rao, 2011, Sharma et al., 2012, DŽANIĆ et al.,
2022], agile promotes minimum documentation. Stettina and Heijstek [2011] conducted a sur-
vey and obtained responses from 79 agile practitioners. According to one of their findings, “...

documentation is rather seen as a burden”. Therefore it is imperative that agile manifesto is
revisited to add clarity that agile is against waste and unnecessary work and not documentation.

9.2 Thesis Research Question 2

Our first empirical study with a large avionics company (discussed in Chapter 4) revealed that re-
quirements management in large-scale safety-critical systems is a concern. To further our inves-
tigation we decided to explore the use of an agile method called Behaviour Driven Development
(BDD) which is primarily based upon the idea of requirements communication, understanding,
and management. During the literature review on BDD (in Chapter 5) we learned that there is
a lack of empirical research on BDD. Especially, literature on the challenges of BDD is almost
non-existent. This motivated us to conduct an empirical study to explore challenges of BDD.
The answer to the second research question

“What are the challenges of adopting Behaviour Driven Development (BDD) for the purposes
of requirements engineering and acceptance testing in the early phases of a software project?”

is derived from Chapter 6. The chapter reports the findings of action research and post hoc
semi-structured interviews in a large avionics company where a software development team
experimented with the use of Behaviour Driven Development in the development of a project.
The duration of the study was spread over a period of 16 months.

The project discussed in the study was a sub-part of a larger project. The larger project’s
team consisted of six members out of which three members worked on the sub-part. The sub-
part (referred to as the project) was developed using BDD. The three team members working
on the project included a product owner, a scrum master, and a developer. The team members
had varying levels of experience from the developer being a fresh graduate to the product owner
with over seven years of development experience.

The initial project requirements were a set of tabular use cases documented by the prod-
uct owner. With the incorporation of BDD into the project, the use cases were converted into
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Gherkin features. During the conversion of the use cases into Gherkin features and transcription
of the respective scenarios for them, it was discovered that those use cases were wrong and did
not express the users’ intention. This discovery was made when scenarios were simulated with
the actual data.

This shows that use of BDD could facilitate the validation and evaluation of completeness
of requirements. Scenario writing involves writing an end to end example of the execution of a
feature. We observed that simulation of scenarios with actual data helps in looking at a feature
in a real life context which also helps in evaluating the completeness of a feature.

Since the initial set of requirements did not express the users’ intention, they were discarded
and a new set of requirements were elicited in the form of BDD/Gherkin features in a user story
workshop. The participants of the user story workshop were product owner, scrum master and
two members from the larger project team. It should be noted that the developer was not part
of this user story workshop because he joined the organisation after the elicitation of the set of
features in the user story workshop.

The action research and interviews undertaken during the study revealed that the use of BDD
encourages communication between team members. As mentioned earlier, scenario writing
involves simulating the execution of features with actual data. The team members acknowledged
that looking at the scenarios in real life context initiated discussions between them.

The research study (discussed in Chapter 6) yielded eight challenges of applying BDD. The
challenges discussed in the study were discovered during the transcription of requirements as
Gherkin features and the overall application of BDD during a single commercial project. These
challenges which resulted from observations during a real-life industrial project can be grouped
into three categories:

• lack of tool support for detection of bad smells in Gherkin specifications;

• limitations of Gherkin; and

• difficulties experienced by the project team in using BDD as a method.

We have discussed in Chapter 6 that the Gherkin language provides a lot of freedom due to
its natural language structure. Therefore, it is very easy for the developers to write specifications
that are structurally inflexible. We refer to such structural inflexibilities in Gherkin specifications
as bad smells. The existence of bad smells in Gherkin specifications could lead to maintenance
issues in specifications.

During the study in Chapter 6, we detected a violation of Given-When-Then order of steps
and multiple assertions. These bad smells are referred to as AAA pattern violation and assertion
roulette respectively, in the context of unit tests. Oliveira et al. [2019] considered preserving
the order of Given-When-Then as one of the necessary criteria for the quality of BDD scenar-
ios. According to the authors, violation of Given-When-Then step order makes the scenarios
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unreadable. Whereas according to the documentation∗ of a Gherkin unified functional testing
tool, assertion roulette is a violation of Cardinal Rule of BDD i.e., one scenario should cover
exactly one single, independent behaviour.

To the best of our knowledge, there are no readily available tools that could detect bad smells
in Gherkin specifications. The closest work we found is a tool called GherkinLint† on GitHub.
The tool is implemented in JavaScript, and performs an automated analysis on Gherkin files
using a number of default rules. However, all of these rules target stylistic errors in Gherkin.
For example, the tool flags an error if a Gherkin file has no scenarios or if a feature in a Gherkin
file has no name. The tool does not detect bad smells. The lack of readily available tools for
detecting bad smells such as AAA pattern violation and assertion roulette makes it difficult to
automatically detect bad smells in Gherkin. This means that the detection of bad smells requires
manual intervention at the moment. The tool we developed helped us in extracting the meta-data
and determine the presence of bad smells discussed in Section 8.2.2.

The limitations of Gherkin highlighted the capabilities that are presently missing in Gherkin
and potentially needed in the future. To the best of our knowledge, there is no study that primar-
ily focuses on the technical limitations of Gherkin. However, the study by Irshad et al. [2021]
discusses a limitation of Gherkin among other challenges of BDD identified in their study. The
authors conducted six workshop sessions with BDD practitioners to understand the benefits and
challenges of BDD. The authors identified the lack of “versioning control of behaviours” as one
of the challenges of using BDD. According to one of the findings of the study, it is difficult
to keep track of the changes to the behaviours when multiple stakeholders are involved in the
project. However, the study does not discuss this issue in detail and the authors [Irshad et al.,
2021] suggest the use of versioning control softwares to handle this issue.

This shows that the use of BDD involves requirements traceability issues which also coin-
cides with one of our findings in Section 6.5. Our findings focus specifically on hierarchical and
horizontal relationships between BDD requirements, whereas the finding by Irshad et al. [2021]
discusses the version control and ownership of the requirements. However, both findings target
different aspects of the same issue i.e., traceability.

In the finding, we discuss how Gherkin does not demonstrate the process of evolution of
features. In other words, Gherkin does not have a requirements traceability mechanism. By
traceability, we mean both vertical and horizontal traceability. Vertical traceability, in this con-
text, refers to the links and sources an item evolved from, whereas horizontal traceability refers
to connections an item has with its peers or other artefacts at the same level of hierarchy. Silva
and Fitzgerald [2021] has proposed automatic parsing of BDD stories to determine (horizontal)
consistency between BDD scenarios and other artefacts such as classes. The issue of horizon-
tal consistency is also addressed in some other studies [Silva and Winckler, 2017, Silva et al.,

∗https://www.gherkinuft.com/gherkin
†https://github.com/vsiakka/gherkin-lint

https://www.gherkinuft.com/gherkin
https://github.com/vsiakka/gherkin-lint
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2019c,b, 2020b] as well. The problem of vertical traceability in BDD artefacts is also discovered
as a challenge during the study by Silva [2016].

While the literature on the limitations of Gherkin language is scarce to non-existent, we
found some more limitations of Gherkin (as discussed in Section 6.5). For example, Gherkin
looks at a feature from the point of view of a single actor which is an issue when multiple
actors are involved in the completion of a single task. Furthermore, Gherkin does not support
concurrent execution of two or more steps.

Lack of guidance on BDD greatly influences the success of its use in the industry [Zampetti
et al., 2020]. The theoretical description of BDD activities does not take real-world factors (like
the experience of the people using BDD or the size of a project) into account; hence it is very
difficult to know what to do when a team faces a procedural issue. Attempting a new method
without guidance could raise the overall development cost significantly and cause delays which,
consequently, alleviates the benefits of using an agile process.

During the study, we observed that the team’s experience of using BDD was different than
what is described theoretically by Smart [2014] and Wynne et al. [2017]. The BDD process
consists of a number of activities that could be summarised in five iterative steps (as described
in Section 5.3). These iterative steps include (i) determination of the business goal, (ii) defi-
nition and documentation of a set of major features and determination of the relative value of
each feature, (iii) illustration of features with examples, (iv) description of examples as BDD
scenarios, (v) writing test code for each scenario. Although the theoretical description of BDD
activities looks simple, the description lacks the consideration of real-world factors such as size
and nature of the project, organisational structure, availability and level of experience of the
team members, etc.

The difference in BDD process and applying BDD in practice started appearing from the start
of the incorporation of BDD. For example, BDD process recommends three amigos meeting for
elicitation of features in which the product owner, developer, and the tester participate. The
purpose of the three amigos meeting is to analyse each feature from three different perspectives.
As discussed in Chapter 4, the organisation did not encourage the assumption of specific roles
by the employees. Each member of every team in the organisation was expected to be an all-
rounder in all the fields of software development. Specifically, there was no separate tester role
in the project team. Testing was performed by the developer himself. We believe that the team
did not see the relevance of the three amigos meeting because of not having a separate tester
role in the team, hence did not adopt it. However, in the case of regulated systems such as
safety-critical systems, regulatory standards such as DO-178C [RTCA] mandate a separate and
independent testing role.

As discussed earlier, the testing was performed by the developer. It means two out of three
roles of the three amigos meeting (i.e., the tester and the developer) were already covered by
the developer. The third role in the three amigos meeting is the product owner. The developer
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and the product owner already communicated frequently. However, this specific three amigos

meeting could not take place simply because of the missing third amigo i.e., the tester. This
shows that the theory behind the three amigos meeting is based upon the assumption of the
existence of these three roles in a team and does not take other possibilities into account. This
also shows that the theoretical description of the activities does not always match the reality. This
phenomenon is similar to the findings of the study by Stray et al. [2020b]. The study shows that
the traditional way of conducting daily stand-ups as described in the theory is counterproductive.
Instead, the teams should adapt the meetings according to what they find beneficial. For the sake
of argument, if we assume that three amigos meeting is not a meeting between three individuals
and a single person can assume these three roles, our assumption is contradictory to the statement
by Smart [2014]. The author explicitly states “...the "Three Amigos." Three team-members - a

developer, a tester, and a business analyst or product owner - get together to discuss a feature

and draw up the examples” implying that this meeting is between three individuals. At another
place, Smart [2014] states that “...in this approach, the three will sit around a computer and

write up an initial draft of the automated scenarios together”. The context in which the “three

amigos” meeting is discussed in various research studies [Wang et al., 2018, Wang and Wagner,
2018, Elshandidy et al., 2021] also suggests that this is a meeting between three individuals and
the purpose is to have three different perspectives on the matter.

We also learned that it is difficult to imagine the functionality before implementing it. As
mentioned earlier, the developer joined the organisation after the elicitation of the project re-
quirements. He was not familiar with the project. Although he acknowledged that using BDD
as a tool encouraged communication within the team in the form of discussion about the data
in the scenarios, it was difficult for him to completely understand and visualise the scenarios
without developing them. This led to the development of functionality before writing the tests
for them. Our observation concurs with the observation made by Zampetti et al. [2020]. The
authors employ various research methods to elaborate on the adoption of BDD in open-source
projects. According to the authors, the developers often avoid practicing the test-first principle
of BDD. However, the reason for this is not discussed in the study.

During the study (discussed in Chapter 6), we observed that two interconnected factors
played a key role in not practicing the test-first principle of BDD. The first factor was the
pressure to meet the schedule. Software companies around the world cannot dedicate unlim-
ited resources for an unlimited amount of time to any project. The software projects around
the world follow certain schedules and deadlines. We observed that it is easy to get carried
away with investing more time than required while refining the BDD scenarios. Unless there
are criteria to know when the scenarios are good enough, developers do not know when to stop
refining the scenarios and move to development. However, this issue is not specific to BDD. The
pressure to write production code instead of BDD scenarios to meet the schedule is a broader
issue with testing as a whole. It is widely recognised that many companies will be pressured
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into coding over testing, especially with tight schedules.
Oliveira et al. [2019] proposed a checklist to assess the quality of BDD scenarios. This

checklist is a set of twelve questions each of which focuses on one of the three components of
Gherkin specifications (i.e., feature, scenario, and step). However, the questions in the checklist
are more or less a set of instructions on what to look out for than a clear criteria to evaluate
the scenarios against. Moreover, the wording of the questions is vague. For example, question
number five in the checklist says How different each scenario is from the others?. Unless we
have a description of what qualifies as a difference, we cannot know if a scenario is different. If
we look at the rationale behind question number five of the checklist, it says that every scenario
of a feature should represent a separate variation of events. This could mean that every scenario
for a feature should have a different outcome even though most of the steps in most of the
scenarios are common i.e., the Then statements should be different even if the Given and When

statements are common between the scenarios are common.
During the study, we observed that investing too much time in refining the BDD scenarios

can cause delay and concerns among the management who are more interested in the outcome
of the project which ideally would be a working software. We observed a similar situation where
the developer started feeling that it was taking too long to refine the scenarios. He did not know
if the scenarios were good enough to proceed with writing the tests for them. The expectations
within the company to deliver working software on time made him pause the refinement of the
scenarios and write the production code.

The second factor that played a key role in not practicing the test-first principle of BDD was
not knowing how much work is needed to implement a certain feature. BDD emphasises the
importance of abstraction in requirements. According to the documentation on Cucumber [Cu-
cumberStudio, 2019b], imperative scenarios include implementation details that are so closely
tied to the mechanics of the UI that the tests become brittle i.e., need updating more often. In-
stead, the documentation [CucumberStudio, 2019b] recommends writing declarative scenarios
that focus on the behaviour instead of how a user interact with a system. The issue with abstrac-
tion in BDD is that the requirements become open to interpretation and also, it hides complexity
embedded in the code which makes it harder to assess the work that needs to be done to complete
a requirement. The project team in our case also felt that often the complexity of a feature is not
visible from the scenarios. The developer experienced situations where the implementation was
too long and complex. Sometimes it was possible to go back to the scenarios and break them
down and sometimes he continued with the implementation.

As it was not until the development started that the developer realised that some of the sce-
narios were too complex and needed to be broken down. Again, going back and forth between
the development and the refactoring of the scenarios was taking too long. Therefore, the de-
veloper decided to continue the development and write the scenarios and the respective tests
at the end of the development. Our observation complements one of the findings of the study
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by Zampetti et al. [2020]. They also observed that often the changes to BDD test cases are
driven by the change in production code instead of happening otherwise, ideally. Yang et al.
[2019] demonstrate a method for correlating feature changes and subsequent code changes, but
this would need to be generalised for code changes that also preceded feature changes. Also,
the short time scale for change assumed by Yang et al. [2019] may not be valid i.e., one work
week. Stark et al. [1999] collected data from an organisation on 44 software releases spanning
seven products. During the study, the rate of change was measured as 1.4 changes/month. This
supports our argument that a one-week time scale for measuring change by Yang et al. [2019]
may not be an appropriate time period.

As discussed before, the developer wrote the Gherkin features after the implementation
which shows that Gherkin was used for documentation instead of testing. The developer based
the Gherkin files and the tests on the implementation which means that the tests and the Gherkin
files were an elaboration of what was already implemented. In future work, it would be valu-
able to investigate whether Gherkin is more commonly used for documentation or design in an
empirical study.

We believe that the recommended ways of BDD need to better reflect the observed com-
plexities in practice. Also, the theoretical framework described in the literature is based upon
assumptions. For example, BDD process does not describe the professional profiles of the peo-
ple involved in the project. We have observed that the use of BDD requires a considerable
amount of prior experience in BDD. According to the Österholm [2021], one of the drawbacks
of BDD is that its adoption requires prior experience with TDD (Test Driven Development).
Irshad et al. [2021] conducted six workshop sessions with BDD practitioners and found that
in order to make improvements in a process based upon BDD, the practitioners require prior
experience with BDD.

Moreover, the BDD process does not take the amount of effort required to write the BDD
specifications and tests into account. At the moment, BDD process lacks the consideration for
real life factors which could adversely impact a project e.g., duration and complexity. Hence
more understanding of actual behaviour and empirical research is needed in order to learn from
people’s experience of applying BDD in their context.

9.3 Thesis Research Question 3

The scope of the findings from the empirical study (discussed in Chapter 6) was limited to a
single project. We extended the scope of the investigation on the challenges of BDD to the
open-source projects on GitHub. By doing this, we not only wanted to present an overall picture
of BDD in practice but also investigate the practices that could potentially create maintenance
issues in Gherkin specifications. The answer to the third research question
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“What are the specification writing practices in the existing open-source BDD projects that
could result in maintenance challenges in behaviour driven development software projects?”

is derived from Chapter 7 and 8.
Chapter 7 presents an overall picture of BDD in practice. To do this, we implemented a tool

in Python that selected a sample of open-source projects through a five-stage process. In the first
stage, 1 million random GitHub repository identifiers were generated. These identifiers were
then matched with the repositories on GitHub. The repositories which matched the identifiers
were marked for selection. In the second stage, the non-BDD projects were filtered out from the
selected projects by removing the projects that did not contain Gherkin language. Please note
that we were interested in real projects. Therefore, in the third stage, an exclusion/ inclusion
criteria (as discussed in Section 7.2.1) was applied to filter out the dummy projects.

After removing the projects which did not contain any feature the final number of projects
was 501. While running the analysis, eight repositories became inaccessible making the final
number of repositories 493. In the fourth stage, the tool generated meta-data from the contents
of the projects from the most recent commit. In the last stage, the meta-data from the contents
of the projects was generated from all the commits of each project.

The analysis shows that only 0.34% of open-source repositories on GitHub contain Gherkin.
This indicates a low adoption of BDD in open-source projects. The reason behind this low rate
of adoption could be explained using the lessons learned during the study discussed in Chapter
6. In Chapter 6, we learned that the adoption of BDD into a project requires an investment of
additional time and resources. Zampetti et al. [2020] and Irshad et al. [2021] seem to agree with
our opinion. According to Zampetti et al. [2020], BDD as a method is quite effort-prone. The
authors argue that BDD is a way of working, and not just the adoption of a framework. Irshad
et al. [2021], based upon the findings of their industrial evaluation of the application of BDD,
argue that BDD is a time-consuming process, and adoption of BDD requires training, long-term
commitment, and additional resources. Another reason for this low adoption of BDD in open-
source projects on GitHub may be the nature of open-source projects. Usually, the participants
and contributors in an open-source project are volunteers and there is no formal customer role.
This means there is very little “customer involvement” in an open-source project which could
make the benefit of communication offered by BDD less apparent.

We selected a random sample of non-Gherkin projects to see the difference between Gherkin
and non-Gherkin projects. Our analysis showed no significant differences between Gherkin and
non-Gherkin projects. However, the data showed that the adoption of BDD is more popular
in web development languages, such as PHP. The analysis showed that the test suites (i.e., the
number of Gherkin feature files) in the projects that typically adopt BDD were small. When
we compared the lines of code, the projects that adopted Gherkin were found to be larger than
non-Gherkin projects i.e., approximately three times larger. The median number of features in
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the dataset was found to be 5, each having 2 scenarios with 5 steps each.
We wanted to see when people typically start incorporating BDD into the projects. Although

the data was too scattered to make a conclusive judgement but we learned that, on average,
people start incorporating BDD during the first six months of the project. We confirmed this
assumption by looking at the percentage of total commits made before the first feature was
introduced in a project. We learned that, on average, first feature is introduced into the project
within the first 15% of the commits. To see if there has been any change in the practice of the
introduction of first feature, we extended this analysis to a number of years.

We learned that the practice has not changed over the years. There has been no change in the
average number of days after the first feature is introduced over the years. BDD is not practiced
to a great extent, it’s only used at a small scale, but projects that adopt BDD tend to be bigger
and those contributors who make BDD changes tend to be much more committed. We learned
that the people who incorporate BDD into the project have the longest and earliest involvement
in the projects. This means that the decision to incorporate BDD and maintenance of BDD
specifications are performed by the primary contributors in the projects.

The focus of Chapter 8 was on bad smells in Gherkin specifications. The selection of bad
smells was made on the basis of applicability and feasibility (as explained in Section 8.2.2).
First, we decided to use the knowledge on bad smells in unit test because of the scarcity of
literature on bad smells in BDD and the similarities between the structures of a Gherkin scenario
and unit test. We used the list of unit test bad smells compiled by Garousi and Küçük [2018],
and theoretically mapped each smell to Gherkin scenarios. Out of 182 unit test bad smells in
the list, eight appeared theoretically applicable to Gherkin scenarios. Later, three more bad
smells were added to the list of applicable bad smells making the total number of applicable bad
smells eleven. These three bad smells were discovered during the manual inspection of Gherkin
specifications of randomly selected projects from our sample of 493 Gherkin projects. Next, we
performed a feasibility analysis by discussing the effort and time required to calculate each of
the 11 selected bad smells. Finally, five bad smells were selected for analysis. Effort and time
required for the rest of the six bad smells appeared greater than what could be achieved within
the course of this Ph.D.

The analysis showed that a significant number of open-source Gherkin projects’ specifica-
tions contain these bad smells. For example, approximately 36% Gherkin projects contain AAA
pattern violation, 70% projects have multiple assertions, 68% projects contain duplications(i.e.,
clones), 12% of the projects have lazy outline, and 30% projects have lazy steps. A large ma-
jority of project contributors introduce these bad smells within the first day of their Gherkin
commit. For example, approximately 45% of the contributors who make Gherkin commits,
introduced clones within the first day of their Gherkin commit.

We investigated the relationship between bad smells and other Gherkin artefacts e.g., size of
scenarios, number of contributors in a project, or the duration of involvement of contributors who
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introduce bad smells in projects. These graphs included histograms of scenario sizes, time series
of project smell density, scatter plot of the number of bad smells against Gherkin contributors in
a project, histogram of the time for which contributors were involved in projects, etc.

The graphs showed no relationship between the bad smells and the number of contributors
involved or the duration of their involvement in a project. However, the projects with bad smells
tend to have slightly longer scenarios than the scenarios of the projects with no bad smells.
We were unable to determine if longer scenarios cause bad smells or vice versa. Since a large
percentage of these bad smells are added within the first day of a Gherkin commit in a project,
we could speculate that the reasons for these bad smells could be the lack of experience of
contributors in BDD or simply the way they write specifications.

We believe we have identified evidence of technical debt (i.e., bad smells) in the Gherkin
code. Technical debt in software engineering is known as the financial consequences of trade-
offs between minimising the product time to market and poor specification and implementation
[Ampatzoglou et al., 2015]. Technical debt is recognised as a multiplier to the cost of new
features. It is a function of project size (i.e., same rate of technical debt is more costly for
bigger than smaller projects)[Guo et al., 2016]. The Gherkin suites we observed were small
but the open-source Gherkin projects on GitHub appear to have a greater average number of
lines of code than non-Gherkin projects i.e., three times. This suggests that development teams
deliberately keep BDD suites small to avoid incurring technical debt, but this potentially comes
at the cost of limiting test suite coverage and therefore effectiveness. This means it is hard to
use BDD in large projects because of the cost of maintenance of additional (Gherkin) artefacts.

We do not claim that these bad smells are the only type of bad smell in Gherkin specifica-
tions. There could be various other bad smells in Gherkin specifications but the literature on
bad smells in Gherkin is scarce at the moment. To the best of our knowledge, there are only
two studies [Suan, 2015, Binamungu, 2020] that investigated one of the bad smells in Gherkin
specifications i.e., duplication or clones. We did not find any other studies on any other bad
smells in Gherkin. Lack of guidance on BDD could be one of the reasons for these bad smells
in Gherkin specifications.

9.4 Contributions

Chapter 3: This chapter significantly extends the existing knowledge on the application of
agile software development within safety-critical systems engineering by reviewing the relevant
literature on the topic. We conducted a Systematic Literature Review (SLR) on challenges of
the application of agile methods in safety-critical systems development. The literature review
included an exclusion/inclusion criteria which filtered down the studies that were irrelevant. A
total of 56 studies were selected for the review. The information gathered during the SLR was
the result of the synthesis of the selected studies. The extent of the information generated from
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the literature review allowed us to gain significant insight into the state of the field. Specifically,
we reported on what challenges of the application of agile for the development of safety-critical
system development appear in the literature. We elaborated on these challenges by integrating
the findings of the studies. This helped us in presenting an overall picture of the state of the
field. We grouped the challenges of using agile methods in safety-critical systems into various
themes such as organisational culture and training, project management, documentation, regu-
latory standards, design and architecture, as well as, statements that look like perceptions of the
researchers for which no evidence was presented in the respective studies. The work, therefore,
provided an overview of the available literature on the reported challenges of employing agile
software development for safety-critical systems and provided a foundation for research in this
Ph.D.

Chapter 4: This chapter significantly extends the existing evidence base for the application
of agile software development within safety-critical systems engineering by investigating the
challenges from the perspective of practitioners. We conducted four semi-structured interviews
with employees of the company in a variety of roles in different software projects and with
diverse experiences. The interview structure was based upon the information gathered during
an initial exploratory conversation with two senior employees. The findings of the study were
validated in a workshop with a wider number of participants drawn from across the company’s
software development function. The extent of the material generated from these interviews
allowed us to gain significant insight. Specifically, we reported on how some teams within the
company have employed an agile software process (Scrum) within a Waterfall process for the
wider systems engineering project. We elaborated on this integration by describing how the
teams have made necessary customisations to Scrum to fit within this process. We described the
successes that the teams had experienced in employing and adapting individual agile practices,
such as planning poker, continuous integration, automated static analysis, and code reviews,
as well as, discussing where the use of agile software development had led to drawbacks. We
also investigated practices that the teams had not employed, such as pair programming and user
stories, and discussed the rationale for this from the teams’ perspective. Where appropriate,
we related these insights to the available literature. The work, therefore, provides a substantial
case study based on evidence from industry of the real-world challenges of employing agile
software development for safety-critical systems and provide a foundation for future research in
addressing these challenges.

Chapter 6: This chapter significantly extends the evidence base for the challenges of using
Behaviour Driven Development (BDD) by investigating the challenges of BDD from the per-
spective of practitioners. In addition to the four iterations of action research, we conducted
four semi-structured interviews with three employees of the company in a variety of roles in a
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software project and with diverse experiences. The action research was conducted to align the
project development with the BDD process.

The interview structure was based upon the information gathered during the action research.
We also compared BDD in theory with BDD in practice. This comparison was based upon the
lessons learned during the study. The extent of the material generated from these interviews
allowed us to gain significant insight into the difficulties of applying BDD. Specifically, we
reported on how a team within the company employed BDD and the difficulties they faced in
using BDD as a process. We elaborated on this experience by describing how the teams made
necessary customisations to the process to match their needs.

We described the successes that the teams experienced in employing and adapting BDD such
as communication within the team, as well as, discussing where the use of BDD led to difficul-
ties. We investigated the technical limitations of Gherkin and the BDD practices that the teams
did not employ (e.g., test first concept in BDD), and discussed the rationale for this from the
teams’ perspective. Where appropriate, we related these insights to the available literature. The
work, therefore, provides a substantial case study based on evidence from industry of the real-
world challenges of employing BDD and provide a foundation for future research in addressing
these challenges.

However, this study was focused on a small project developed by a small team using BDD
for the first time. The team used BDD in the early phase of the project for the short life span
of the project. Therefore, this study reports the challenges experienced by a team who practiced
BDD for a limited duration and did not have any prior experience of using BDD. We are unable
to predict if we would discover more challenges or find solutions to the reported challenges, had
the team practiced BDD for a long term. A further investigation would be required to study the
challenges of BDD discovered during a long-term use.

Chapters 7 and 8: These chapters significantly extend the evidence base for the use of Be-
haviour Driven Development (BDD) by investigating the open-source BDD projects on GitHub.
We conducted an online experiment on GitHub to understand the state of BDD by studying the
project-related artefacts in the open-source projects which incorporated BDD. To the best of our
knowledge, this is the first study in the field of Behaviour Driven Development which involves
studying bad smells in open-source BDD projects available on GitHub and drawing statistical
inferences from them.

The experiment structure was based upon the knowledge gained from the literature and the
exploratory study in Chapter 6. The experiment consisted of five steps through which a random
sample of open-source BDD projects was selected for analysis. The analysis involved gener-
ating graphs. The extent of the information generated from these graphs allowed us to gain
significant insight into the overall state of BDD on GitHub e.g., typical size of a project, typical
number of features and scenarios, etc. Specifically, we reported on how and when BDD is incor-
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porated in open-source projects. We plotted graphs showing that the people who make Gherkin
commits have the longest involvement in the projects. The analysis also shows that there is no
considerable difference between the open-source BDD and non-BDD projects on GitHub

We also investigated Gherkin specification writing styles and practices that could be re-
garded as bad smells, such as AAA pattern violations, and lazy scenarios. We discussed the
consequences of these bad smells from the perspective of the evolution of the project. Where
appropriate, we related these insights to the available literature. The work, therefore, provides
a substantial empirical study based on evidence from real open-source projects on GitHub and
a foundation for future research on the bad smells in Gherkin specifications. Moreover, we
generated a dataset of Gherkin projects that can be used in future research.

9.5 Interconnection of the Studies

In addition to the literature reviews (documented in Chapters 3 and 5), two sets of interviews,
four iterations of action research, and an online experiment was conducted over the course of
this Ph.D research (presented in Chapters 4, 6, 7 and 8). This Ph.D was conducted in progressive
steps. The first study was conducted with an avionics company to learn from their experience
of using an agile method. Our focus during the study was on the challenges faced during the
application of the agile method in large-scale safety-critical systems development. As a result of
the study, a number of challenges associated with the application of agile development method
were discovered. Requirements management appeared to be one of the major concerns during
the application of agile methods in large-scale safety-critical systems development context.

To extend the study and investigate this further, we conducted another study to try Behaviour
Driven Development (BDD) for the development of a project at the (same) avionics company.
BDD is an agile method which is based upon the idea of shared understanding through require-
ments. Literature on the challenges of BDD appeared to be scarce. Therefore, the primary focus
of the study was on the challenges related to BDD.

During the study, we found that BDD works well for the decomposition of requirements and
encourages communication between team members. The study yielded eight challenges for the
application of BDD in practice by the software teams adopting BDD for the first time which can
be grouped into (i) lack of tools for detecting bad smells in Gherkin specifications, particularly
during the translation of requirements from other formats, (ii) technical limitations of Gherkin
such as lack of support for multiple actors, and (iii) hurdles in using BDD as a process. We
learned that Gherkin provides a lot of freedom for writing the requirements specifications. One
of the drawbacks of this freedom is inflexible requirements. In BDD, the developers sometimes
transcribe functionally correct but structurally inflexible requirements. Such inflexibilities (i.e.,
bad smells) in the requirements impede the evolution of the overall system. It is possible that we
were not able to discover all the challenges of using BDD because the scope of this study was
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limited to a single project.
In order to extend the scope of our investigation and get an overview of the state of BDD we

analysed the open-source projects on GitHub. This third study was divided into two chapters
i.e., Chapter 7 and 8. Chapter 7 presents a birds-eye view of BDD in open-source projects on
GitHub. The chapter presents a comparison of BDD and non-BDD projects and analyses the
open-source projects to learn about the evolution of BDD artefacts. Chapter 8 evaluates the
projects for the existence of bad smells in Gherkin specifications.

The research helped us in understanding the impediments in handling the requirements spec-
ifications when using agile as a development method in large organisations. It also helped us in
understanding the technical limitations and hurdles in using BDD as a process. We have learned
that the mere incorporation of a process such as BDD for the management of requirements spec-
ifications does not solve the problem. The freedom provided by Gherkin as a language is its
own enemy. People must be aware of the potential maintenance issues when using BDD as a
process. However, one possible avenue to address this issue could be the use of Domain Spe-
cific Languages (DSLs). A Domain-Specific Language (DSL) is usually a computer language
that is tailored to a specific application domain e.g., Railways, Healthcare, Robotics, Banking
etc [Fowler, 2011, Kosar et al., 2016]. In this approach, solutions can be expressed at the level
of abstraction of the problem domain, allowing substantial gains in expressiveness and ease of
use [Kosar et al., 2016]. For example, Rocha Silva [2022] propose the use of a Gherkin style
DSL to test web-based graphical interfaces. This approach preserves the abstraction in Gherkin
scenarios keeping the necessary formalism to avoid misinterpretations.

9.6 Scope and Validity

We have acknowledged and discussed the scope and validity issues of this research in the present
section. First is the issue of the ability to generalise the results on the basis of a single case
study. This issue is acknowledged and discussed by Kennedy [1979] in detail. The author
regarded single case studies as “studies of single events, or disaggregated studies of multiple

events”. According to the author, findings from single case studies should not be used for
drawing inferences.

This opinion has been rejected by several researchers [Flyvbjerg, 2006, Hammersley et al.,
2000]. For example, Flyvbjerg [2006] has referred to this opinion as a misunderstanding and
argued that a single case study, because of its in-depth approach, can be considered as a rep-
resentative example of a larger population. Hammersley et al. [2000] argued that if reasonable
assumptions about the similarities in smaller units of a large population can be made then the
findings from studying a single unit can be considered as representative of the findings from
studying that large population.

Before we discuss the validity of the results from the two individual case studies (discussed
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in Chapters 4 and 6), we address the validity of the case i.e., the company (we conducted our
research with). In view of the arguments by Flyvbjerg [2006] and Hammersley et al. [2000], the
company must have close similarities with other organisations in the same industrial sector in
order to qualify as a case with findings that can be generalised. According to Todd and Humble
[2019], most avionics companies around the world are large organisations. This means in order
to be a representative of the most avionics companies (i.e., large population), the company we
conducted our research with has to fall under the large organisation category.

According to various business blogs‡,§, we learned that the company (where we conducted
our case studies) is counted among the top twenty aerospace manufacturers in the world. Also,
by reading and comparing the profiles of different avionics companies of the same level, we
learned that the nature of the work and the size of the projects undertaken by the company were
not very different from other large avionic companies. These similarities make the company a
representative sample of its peer companies.

Walsham [1995] categorised generalisation from case studies into four types: (i) concepts,
(ii) theory, (iii) implications, and (iv) rich insight. The results from both case studies (discussed
in Chapters 4 and 6) can be generalised from the rich insight perspective. The first case study
was an exploratory study which gave us an insight into a variety of topics including project
visibility, compartmentalised departments in large organisations, the flow of information, and
customer interaction in large organisations. The second case study was also an exploratory
case study which helped in exploring the use of Behaviour Driven Development (BDD) for the
development of a project. The case study gave us an insight into the challenges of BDD and
helped us in discovering the limitations of the Gherkin language.

9.7 Limitations

This Ph.D research consists of a number of independent but interconnected studies discussed
in various chapters of this thesis. There are several limiting aspects to our research which we
have discussed as potential avenues for future work. First, we would like to discuss one of the
common limitations of the research work discussed in Chapters 4 and 6. The studies discussed
in Chapters 4 and 6 were conducted with the company, and the limiting factor was the nature of
our engagement with the company. The sensitive nature of much of the work in the company
necessarily limited our access to the details of the project(s). Our findings were primarily based
on the perspectives given to us by our interview participants, and we were consequently unable
to verify them through independent inspection of other sources of evidence, such as project
software repositories and software process documentation.

In the study discussed in Chapter 4, the interview participants were selected by the com-

‡www.salesartillery.com/
§www.flightglobal.com

www.salesartillery.com/
www.flightglobal.com
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pany, based on their availability and different perspectives and experiences of agile software
development. Considerable effort was made by the researchers to establish a relationship with
the company to allow the interviews to be conducted in the described form. We believe the ar-
rangements reflect the constraints imposed on much of the research conducted in safety-critical
contexts, given the often sensitive nature of such work. However, this does create threats to the
validity of the work, which we have sought to mitigate by relating the findings to those available
in the literature.

Second, we note that one of our findings during the interview stage of the research in Chapter
4 was not validated during the review workshop, concerning the conflict between agile software
development to software quality assurance and that demanded by regulatory standards. This
topic was included in the interview instrument because of the prevalence of the challenge in
the literature. Specifically, Notander et al. [2013] reported that independent testing of complex
systems, in accordance with the regulatory standard, DO-178C [RTCA] was very difficult due
to the need for significant specialist knowledge about the test subject. It was anticipated that
this challenge would also be identified by the participants, particularly given that agile software
development advocates that testing should be conducted by the software team as part of the
design and implementation process.

However, the issue was rejected during the validation workshop. According to the interview
participants, they had great difficulty getting their system tested by an independent quality assur-
ance team. The independent quality assurance team did not have the inherent knowledge of the
system needed to develop effective tests. To mitigate this, the software team conducted training
and workshops with the independent test teams but found these insufficient. So the software
team performed the testing themselves while the independent quality assurance team acted as

witnesses to the testing and signed off the documentation at the end. This approach worked well
for the software team and was perceived to satisfy the demands of the standard for independent
testing whilst also enabling effective tests to be developed.

The rejection of this challenge was surprising to us because the standard DO-178C mandates
an independent testing body. Later reviewing the interview material, we noted that during one
of the interviews a lead software engineer agreed that the risk of bias in this approach was
“... a problem, it’s an ongoing problem.” In reviewing this, it is possible that the participants
do not view the approach to testing as problematic with respect to the standard, but are still
concerned about the risk of bias, regardless. The issue highlights the risk in our research method
of misinterpretation of findings. However, the validation step is applied to mitigate this.

Third, the study discussed in Chapter 6 was limited to a single commercial project. It was dif-
ficult for us to generalise the findings on the basis of a single commercial project. As discussed
before, we did not have access to any other sources of data gathering than appointment-based
access to the team members, and our findings are based upon the observations made during
the action research and the opinions of the team members during the interviews. We were un-
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able to verify the findings with the help of a supplementary source of evidence such as code or
documentation.

The study (discussed in Chapter 6) was conducted in an uncontrolled environment. All
project-related decisions such as project schedule, requirements, team members, etc. were made
by the organisation and the project team. The organisation and the project team was responsible
for deciding what and when to develop, and our interaction with the team was limited to the
meetings and the requirements specifications. It is possible that we missed some of the vital
observations which we could only make if we were directly and closely involved in the develop-
ment of the project and were based in the company physically. Being physically present at the
company and closely involved in the project would let us observe behaviours in the team that
can not be discovered otherwise.

Fourth, the team members had no prior experience of using BDD in a project. The prod-
uct owner and the scrum master had some background knowledge of BDD as a method but the
developer was completely unfamiliar with BDD. This lack of experience was one of the rea-
sons that the project team members were unable to detect the technical limitations of Gherkin
themselves. These limitations were observed and discovered by the author of this thesis and pre-
sented to the project team. The project team agreed to the limitations but was unable to discuss
an alternative due to their lack of experience with the tool and the methodology.

Fifth, the tool implemented in Python (discussed in Section 7.2) was used to select a random
sample of real projects in which BDD was incorporated. The tool extracted the meta-data from
the projects and performed additional analysis on the contents of the projects to extract more
data. We believe that the tool could be extended to incorporate more functionality. For example,
the tool could be extended to analyse the state of the practice of test first in BDD in open-source
projects. Also, the tool could be extended to detect other bad smells than the ones discussed in
Section 8.2.2. Restricted functionality of the tool at the moment is one of the limitations of this
research.

9.8 Research Implications

This PhD research began with investigating the use of agile methods in large-scale safety-critical
systems, and later on narrowed down to investigating Behaviour Driven Development (BDD) in
practice. This PhD research was conducted in progressive steps with a focus on three research
questions. These research questions are described in Section 1.3. The study described in Chapter
4 was conducted to find the answer to the first research question. The study in Chapter 6 was
conducted to answer the second research question, whereas the studies described in Chapters 7
and 8 were conducted to find the answer to the third research question. The conclusions of these
studies are described in the form of answers to the three research questions in the first three
sections (i.e., 9.1, 9.2, and 9.3) of this chapter.
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Please note that the work in this thesis should be treated as exploratory. Hence, the insights,
lessons learned and challenges identified during this research need to be investigated further in
order to understand the underlying reasons behind the challenges identified during this research.
However, this section provides implications for research based upon the results of this thesis.
The implications are based upon the company’s experience of using agile methods and what we
learned during our study on GitHub.

In summary, the results from Chapter 4 and 6 showed that Agile software development is not
a plug-and-play solution for any organisation. It is a common misunderstanding that adopting
an agile method such as Scrum automatically makes a team or an organisation agile. Especially,
in a large-scale project environment where multiple teams working on their own individual tasks
are involved in a project, it is hard to practice agile at the overall project level.

On the contrary, agile philosophy revolves around a set of principles that promote shared
vision, common understanding, and collaboration, whereas agile methods are the roadmaps for
reaching these objectives. The risk is that the principles of agile will be lost if the focus becomes
on myopic application of methods without consideration of context. Organisations or teams
wanting to adopt agile must focus on the underlying philosophy of agile and strive to reach the
objectives defined by agile principles instead of focusing on agile methods. The processes, tools,
and methods that are adopted to reach these objectives could differ from project to project and
organisation to organisation.

We focused on requirements engineering because it appeared as one of the major concerns in
Chapter 4. So we decided to explore BDD because of its focus on requirements communication,
understanding, and management. Chapters 6, 7 and 8 highlighted the difficulties of applying
BDD in practice. The results show that the use of BDD could incur significant cost of Gherkin
specifications maintenance. This cost could increase if BDD practitioners are unaware of the
challenges and limitations the use of BDD entails. The results from Chapters 6, 7 and 8 imply
that the use of BDD requires a significant amount of prior experience which should also include
knowledge of do’s and don’ts of BDD. Till now, the research community has not been able
to provide an established guideline for avoiding maintenance issues in Gherkin specifications.
Therefore it was pertinent to explore the challenges associated with BDD in practice. These
challenges could serve as a guideline for further research.

Moreover, the activities of BDD described in theory need to be investigated in real-life situa-
tions so that their significance, context, and applicability in different circumstances are clear. At
the moment, the literature available on BDD does not account for the real world circumstances
which could impede the significance or relevance of various activities of BDD as described in
theory.
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Question
1 Can lightweight gate reviews be used to achieve the

same quality of the design?
2 How can requirements for complex systems be better

structured and decomposed to enable agile develop-
ment efforts?

3 How can continuous integration methods be extended
to satisfy the heterogeneous nature of complex systems
engineering projects in safety-critical environments?

4 How can agile customer management methods be
adapted to the complex customer structure of safety
critical systems?

5 To what extent can the maintenance of documentation
be automated, or better integrated into the cost estima-
tion process?

6 What is an appropriate level of abstraction needed in
the Gherkin scenarios in order to balance the complex-
ity between code and scenarios?

7 How can we determine the quality of Gherkin scenar-
ios?

8 What is a reasonable amount of time for execution of
a Gherkin test suite?

9 When following BDD, how can we know what re-
quirement(s) or which feature(s) a particular feature
evolved from, to ensure traceability?

10 How can we detect more than one independent be-
haviours in a single step of a Gherkin scenario?

11 How can we measure the readability of Gherkin sce-
narios?

Figure 9.1: Future work research questions

9.9 Future Work

Despite the limitations described above, the research has identified several key themes during the
course of this Ph.D. This section discusses future work and provides a roadmap for addressing
these challenges. Beyond these broad challenges, we have identified a set of immediate research
questions to guide future efforts in this area, summarised in Figure 9.1. These questions are
indicative of immediate research directions that can be undertaken in the short term within these
broad themes.

Questions 1 and 2 address the theme of mitigating the pressure for Waterfall development
processes for software engineering processes. Question 1 concerns the development of lightweight
design review methods that accommodate more rapid changes in software design without com-
promising on design quality. We envisage leveraging existing agile methods and practices to
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facilitate this, such as continuous inspection techniques. Question 2 concerns the need for al-
ternative approaches to the structuring of requirements specifications to better support decom-
position of requirements in complex systems such as BDD. In particular, there is a need for
comparison between BDD and other requirements documentation techniques to see whether a
feature driven approach to requirements engineering, embodying detailed specifications as user
stories and scenarios provides better decomposability.

Question 3 and 4 address the theme of coordinating the stakeholder relationships (both in-
ternal and external) within complex systems engineering projects. In particular, software engi-
neering has developed sophisticated techniques for achieving continuous integration of software
products. We envisage that these techniques can be extended further across the technology
stack of firmware and hardware through networked deployments of software on hardware under
development, or the development of realistic hardware simulators concurrently with hardware
development efforts. Similarly, recent advances in software process development that enable ab-
straction of hardware, such as virtualisation, DevOps and Infrastructure as Code may be adapted
to provide solutions to this integration challenge.

Separately, Question 4 concerns the adaptation of agile customer management techniques,
through the product owner to complex systems projects. By convention, agile software develop-
ment assumes that all the interests of “the customer” can be represented to the software team via
the product owner, shielding the development team from the conflicts, tensions, and negotiations
that may occur between different stakeholders. However, the size and complexity of large-scale
systems engineering projects, together with the typically complex interplay between stakehold-
ers (recall Figure 4.4) makes the allocation of this role to a single person impractical. Several
authors have described proposals or experiences of scaling agile methods and practices, partic-
ularly for scaling the role of the product owner. For example, Lowery and Evans [2007] reports
on experiences of implementing a hierarchy of product owners in the BBC’s iPlayer app. They
found that a critical aspect of their approach was ensuring coordination between product owners
and scrum masters in the different teams and placed significant emphasis on time in the product
owners’ schedules to accomplish this. The popular Scaled Agile Framework [Leffingwell, 2016]
also advocates the use of a hierarchy within product ownership, between product managers who
are responsible for the high-level direction and product owners who are embedded in particular
teams focused on specific aspects of functionality. There is a need to explore how these hierar-
chical approaches to managing the relationship with customers through the product owner can
be adapted to both the heterogeneous nature of systems engineering projects which combine a
variety of software and hardware elements; and the consortium arrangement of customers in
systems engineering projects.

Question 5 concerns the automated generation of supplemental documentation, addressing
the need to reduce friction in Software Engineering projects. Traceability remains a critical
component of standards and regulations for safety-critical environments. There will be an on-
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going need to produce evidence that system artefacts remain consistent with their requirements
and design, such that any associated safety evaluations are reliable. To adapt agile software
development to fit with this context, there is a need to develop mechanisms for automatically re-
generating artefacts as changes occur, or better support their continuous maintenance alongside
mainstream development efforts. A factor here will be to integrate documentation maintenance
efforts into ongoing software development task cost estimates, such that all necessary changes
are continuously tracked. Similarly, there is a need to develop better methods for modeling and
representing dependencies amongst software project artefacts, such that when changes occur
the impact can be more efficiently assessed. For example, Silva and Winckler [2017] proposed
automated verification of software artefacts by parsing sentences of BDD scenarios using a case
study. Their proof of concept shows that they were able to identify even the fine-grained incon-
sistencies in BDD artefacts.

Crucially, the study discussed in Chapter 4 has demonstrated that there is a need to adapt
agile software development to fit within the constraints of software development for safety-
critical systems and investigated the specific challenges in detail. In particular, there is a need
to understand how agile software development can be scaled to fit large-scale, complex systems
engineering efforts comprising multiple development efforts that include both software and hard-
ware components on projects that may last many decades. Ultimately, these questions reflect the
need to better align the tempo of safety-critical system developments and that assumed by agile
software development. The agile philosophy is to accommodate the constant, rapid, concurrent
change of software development projects, due to inevitable external pressures. The complexity
created by this change is then mitigated through the disciplined application of a combination
of tools and methods. Conversely, the philosophy in software development for safety-critical
systems is to deliberately constrain options for (and pace of) change in order to maintain the
traceability of artefacts. Applying agile software development to safety-critical systems will,
therefore, require the development of tools and methods that provide for the same standard of
continuous traceability.

Question 6, 7 and 8 address the improvement in quality of the Gherkin test suite in BDD.
Question 6 concerns the concept of abstraction in BDD. The available text on BDD such as
online blogs¶ and scientific studies [Oliveira et al., 2019, Silva and Fitzgerald, 2021] discuss the
importance of writing the scenarios without emphasis on the implementation details. According
to the advocates of BDD [Smart, 2014, Wynne et al., 2017], scenarios should be declarative (i.e.,
specifying what needs to be accomplished) and not imperative (i.e., specifying how something
should be accomplished). The focus in the scenarios should be on What and not How.

Declarative scenarios hide implementation details, whereas, imperative scenarios contain
implementation details that tightly couple the scenarios with the input and the UI. Such sce-
narios are not only brittle but also unreadable according to Wynne et al. [2017]. Despite the

¶https://cucumber.io/docs/bdd/better-gherkin

https://cucumber.io/docs/bdd/better-gherkin
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emphasis on writing declarative scenarios in the text related to BDD, we believe that declarative
scenarios could be open to interpretations. When relying on what to do and no information on
how to do, it is possible to write code that satisfies a (declarative) scenario but does not follow
the workflow the user had intended. Moreover, hiding the implementation details obscures the
estimation of time and effort required to accomplish a task. We believe that there needs to be
a balance between being declarative and being imperative when it comes to writing scenarios.
The developers should be able to anticipate the amount of time and effort required to complete
a task. We envisage that multiple experiments need to be conducted to define how much infor-
mation in a scenario is considered as just enough and that the complete rejection of imperative
style for scenarios should be revisited.

Question 7 concerns the quality criteria of the BDD scenarios. Some work has already been
done in this regard by Oliveira et al. [2019]. The study [Oliveira et al., 2019] provides a list
of questions in the form of a checklist. The aim of the checklist is to provide a guideline for
writing short, readable and optimal tests. Binamungu et al. [2018b] identify slow execution of
BDD test suites as one of the challenges. According to the authors, the problem of slow BDD
test suites is due to duplication and “other concerns”. However, the authors do not elaborate on
these “other concerns”. We did not find a published study that discusses the reasons for slow
BDD test suites in detail. Nevertheless, we found a blog [Tomas, 2022] which discusses the
reasons for slow BDD test suites in detail. Tomas [2022] discusses 9 reasons for slow BDD test
suites e.g., test using a database, test through UI, dependencies between tests, and presence of
dead code, etc. According to Tomas [2022], the speed of BDD test suite can be improved by
taking steps like: reduction of tests’ size by breaking them up, optimisation of database queries,
reduction of UI interaction, etc. Question 8 is a consequence of the answer to Question 7, and
it concerns the execution speed of the Gherkin test suite. We envisage the establishment of the
factors that slow down the execution of the Gherkin test suite. Doing so will provide a guideline
for writing optimal Gherkin tests.

Question 9 is an extension of Question 2. At the moment, Gherkin does not have a re-
quirements traceability mechanism in place. It is difficult to know which feature a particular
feature evolved from. We envisage enhancing traceability of requirements in complex systems
through the adaptation of behaviour driven development techniques. Cucumber (i.e., BDD tool
for Gherkin) could be extended to incorporate a requirements tree.

Question 10 concerns one of the bad smells in Gherkin specifications. According to Smart
[2014] and Wynne et al. [2017], each step in a Gherkin scenario must perform a single indepen-
dent task. Describing more than one action in a single scenario step is referred to as a Gherkin
Anti Pattern by the documentation on Cucumber‖. Such steps must be split into different smaller
steps such that each step represents a single independent action. At the moment, one of the in-
dications of multiple actions in a single step is the use of conjunction within a Gherkin step ac-

‖https://cucumber.io/docs/guides/anti-patterns/

https://cucumber.io/docs/guides/anti-patterns/
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cording to the documentation on Cucumber. We already debunked this myth in 8.2. We envisage
using natural language processing techniques to detect more than one independent behaviours
in a single step.

Question 11 is a further breakdown of Question 7. Question 11 concerns the quality of
Gherkin scenarios. The foremost purpose of the Gherkin scenarios is to communicate the re-
quirements to the non-technical stakeholders of a project [Smart, 2014, Wynne et al., 2017]. For
this purpose, the readability of the scenarios is very important. At the moment, the factors that
play a role in the readability of a Gherkin scenario are unknown. We envisage a clear definition
of readability in the context of Gherkin specifications. In the next step, we envisage conducting
multiple experiments to establish a boundary value for each of those factors e.g., the appropriate
length of a Gherkin scenario. In order to solve the issue of communication between subject
matter experts and software developers, Rocha Silva [2022] propose the use of Domain-Specific
languages (DSL). Although the paper does not specifically discuss the use of DSL for readability
purposes, the author points out that “Requirements expressed through a textual high-level DSL

are more precise and easier to read than the same information expressed in free natural lan-

guage” implying Gherkin. However, more research is needed to study the readability of BDD
scenarios described in Gherkin and DSL.

9.10 Summary

This chapter concludes this PhD research and presents the results of this research. The research
presented in this thesis investigated the use of agile method, specifically, BDD in practice. The
use of BDD was investigated in a project in a large organisation and afterward the scope of the
research was extended to the open-source projects on GitHub. The high-level findings from these
investigations show that Behaviour Driven Development must be adopted with care because its
use often incurs an overhead cost of maintaining Gherkin specifications. Because of the natural
language structure of Gherkin and the lack of research and available guidance, it is easy to
write specifications that could impede the evolution of a system in the future. Nonetheless,
the overhead of maintaining Gherkin could also pay off later in a project in the form of bug
reduction and high-quality code. However, more research is required to investigate this. The
experience and knowledge gained throughout this research provide foundational work to further
investigate BDD for challenges and limitations.
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Background	Questions	 	
1. What	is	your	job	title?	 	

2. What	is	the	typical	life	span	of	a	project	that	you	have	worked	on	
recently?	

	

3. Tell	us	about	your	role	in	some	recent	projects.	 	

4. What	category	of	system	are	you	working	in?	e.g.	
Communications?	Fuel?	Landing?	Other?	

	

5. What	regulatory	standards	do	you	follow,	if	any?		Example	
DO178C.	

	

Project	organisation	questions	 	
1. Who	is	the	customer	in	your	case	e.g.	company,	individuals?		 TQ1	

2. What	about	other	stakeholders	and	their	involvement?	 TQ1	

3. How	many	teams	are	involved	in	a	typical	project?	 TQ1	

4. What	is	the	typical	team	size?	 TQ1	

5. How	are	the	teams’	roles	structured	within	the	overall	project:	for	
example,	is	there	a	separate	hardware,	software	and	integration	
team,	or	some	other	arrangement?	

TQ1	

6. Are	teams	co-located?	 TQ1	

7. If	not,	how	are	teams	distributed	geographically	(e.g.	same	campus	
but	different	buildings,	different	campuses)?	

TQ1	

8. How	do	you	communicate	between	teams?	:	
a) Formal	In	person	
b) Informal	in	person	
c) Electronic	communication,	e.g.	IM,	Email.	
d) Telephone	
e) Via	issue	tracking	discussions	
f) Other:	please	state.	

TQ1	

9. Do	meeting	decisions	get	recorded	and	disseminated?		If	so,	how?	 TQ2	

10. How	often	does	each	type	of	communication	occur	(many	times	a	
day,	once	or	day	a	day,	once	or	twice	a	week…)?	

TQ1	

11. How	do	you	assign	requirements	to	each	team	in	a	project?		Who	
is	responsible	for	assigning	requirements?	

TQ1	

Individual	Team	organisation	(Thinking	about	within	
your	own	team)	

	

1. What	are	the	roles	in	each	team,	if	any?	 TQ1	

2. What	is	the	typical	level	of	experience	of	each	team	member?	 TQ1	

3. Are	all	team	members	co-located?		 TQ1	
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4. If	not,	what	is	the	structure?	 TQ1	

5. How	do	you	communicate	within	individual	teams?	:	
a) Formal	In	person	
b) Informal	in	person	
c) Electronic	communication,	e.g.	IM,	Email.	
d) Telephone	
e) Via	issue	tracking	discussions	
f) Other:	please	state.	

TQ1	

6. Do	meeting	decisions	get	recorded	and	disseminated?		If	so,	how?	 TQ1	

7. How	often	does	each	type	of	communication	occur	(many	times	a	
day,	once	or	day	a	day,	once	or	twice	a	week…)?	

TQ1	

8. How	do	you	assign	requirements	to	each	individual	in	a	team?		
Who	is	responsible	for	assigning	requirements?	

TQ1	

9. Do	team	members	participate	in	knowledge	sharing	activities	such	
as	pair	programming	or	mentoring?	

TQ1	

Software	Process	 	
1. Does	your	team	use	an	agile	methodology,	if	so:	

a) Which	one	does	your	organisation	use	(Scrum,	XP,	Crystal,	
mixture,	parts	of	several).	

b) Which	phases	of	the	project	life	cycle	have	you	applied	
agile	to	(requirements,	design,	implementation,	
qa/certification,	integration,	delivery)?	

c) Which	phases	would/are	you	considering	applying	agile	to	
in	the	future?		Why?	

d) What	benefits	have	you	found?	
e) What	obstacles	did	you	encounter	(if	any):	

i) When	changing	from	your	previous	SDLC?	
ii) Integrating	agile	methods	with	avionics	

regulatory	and	certification	requirements	
(process	vs	people/communication)?	

iii) Projects	that	combine	both	hardware	and	
software	components?	

f) Where	agile	methods	are	not	employed,	what	process	
model	(if	any)	do	you	follow?	

g) Do	you	consider	different	SDLC	models	for	different	
projects?		If	so,	what	reasoning	is	applied	when	selecting	a	
model?		Who	makes	the	decision?	

h) What	compromises/customisations	have	you	made	to	
theoretical	descriptions	of	agile	processes?	

i) What	changes/additions	are	you	planning	to	
make	to	your	software	process,	or	do	you	think	
would	be	desirable?	

TQ5	

2. Who	is	involved	in	deciding	the	project	schedule?	
a) Team	members	
b) Team	management	
c) Customer	
d) Other	

TQ2	

3. Who	decides	if	the	project	schedule	should	be	changed?	 TQ2	
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Software	Practices	 	
1. Do	you	follow	sprints?	If	so:		

a) How	long	does	a	sprint	last?	
TQ2	

2. Which	of	the	following	ceremonies	do	you	practice?		
a) Product	planning	
b) Daily	stand-ups	
c) Customer	demonstrations/meetings	
d) Retrospectives	

For	each	ceremony:	

a) If	you	don’t	use	the	ceremony	explain	why	not	(not	tried	
yet,	don’t	think	it	suitable…)	

b) What	benefits	have	you	found	of	applying	it?		
c) What	obstacles?		
d) What	would	you	do	differently	to	current	practice?	
e) How	frequently	does	the	meeting	take	place?	
f) Who	with	(core	team,	customer	or	product	owner,	

managers,	wider	project…)	
g) What	do	you	do	in	the	meetings?		Examples	for	

retrospectives	are	data	gathering	techniques,	e.g.	HSG,	
data	analysis	(RC	techniques,	e.g.	5	whys).	

TQ2	

3. What	documentation	is	generated	within	the	project	process?	
• Plans	
• Requirements	
• Risk	management	
• Certification	or	regulatory	documentation	
• Other	

a) How	is	documentation	managed?	
b) How	frequently	is	it	reviewed?	

TQ1	

Customer	Involvement	in	the	Project	 	
1. Agile	methods	emphasize	on	customer’s	involvement.	

a) Is	the	customer	involved	during	the	life-cycle	of	the	
project?		If	so:	

b) How	frequent	is	customer	involvement	in	the	project?	

TQ2	

2. Which	phases	of	the	project	is	the	customer	involved	in	
(requirements,	design,	implementation,	quality	assurance,	
certification,	and	delivery,	other…)?	What	is	the	nature	of	the	
involvement	in	each	phase?	

TQ1	

3. What	measures	do	you	use	to	ensure	customer	engagement,	if	
any?		For	example,	customer	co-location,	attendance	at	meetings,	
other	communication.	

TQ1	

4. What	methods	do	you	use	to	solicit	customer	feedback	when	
required	(if	any?).	

a) Are	these	methods	formally	defined	by	the	
customer/contract/wider	organisation?	How	long	do	you	
have	to	wait	before	you	get	the	feedback	from	the	
customer?	

TQ1	
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5. Do	you	experience	delays	in	delivering	software	to	customers?		If	so:	
a) How	often	do	you	experience	a	delay?	
b) What	are	the	major	factors	that	delay	product	delivery?	
c) When	a	delay	in	delivering	a	feature	occurs,	do	you	

normally:	
i) Extend	the	deadline	for	delivery	
ii) Postpone	the	feature	(or	lower	priority	features)	

to	the	next	sprint	

TQ4	

6. Are	multiple	releases	delivered	to	the	customer	during	a	project?		If	so:	
a) Are	these	releases	all	certified	in	the	same	way/to	the	

same	standard?	

TQ1	

Requirements	 	
1. Are	requirements	specifications	delivered	in	a	pre-defined	

structure/template/document?		For	example,	does	the	template	use:	
a) UML	use	case	or	class	diagrams,	or	similar?	
b) Text	
c) Structured	text	
d) Other?	

Can	an	example	requirements	document	set	be	shared?	

TQ1	

2. Do	requirements	change	during	the	life-cycle	of	a	project?	If	so…	
a) What	is	the	source	of	requirements	change?	

i) External/customer	
ii) During	design,	implementation	due	to	discovery	

of	conflicts,	feasibility	issues	
iii) Need	for	further	elaboration	(e.g.	due	to	

ambiguous	language	or	need	for	restructuring.)	
b) When	does	a	need	for	change	typically	get	discovered?	

i) Requirements	analysis	
ii) Design	
iii) Integration	with	hardware	
iv) QA/Certification	
v) Delivery	
vi) Other?	

TQ3	

3. How	are	uncertainties	regarding	requirements,	design	and	
implementation	resolved?	For	example:	

a) Discussion	within	team	
b) Negotiation	with	customer	
c) Decided	by	management	
d) Other	

4. What	proportion	of	the	requirements	specification	requires	change?	
a) How	often	does	this	occur?	
b) Are	the	requirements	transformed	into	a	different	

notation	during	this	process?	

TQ3	

5. How	is	requirements	cost	measured?		Story	points,	person	time…?	 TQ1	

6. How	are	requirements	allocated	to	successive	sprints?	Who	is	
responsible	for	this?	

TQ2	

7. How	many	sprints	in	advance	does	your	team	plan?		 TQ3	
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8. During	a	sprint,	how	many	requirements	allocated	to	a	sprint	change?		
a) For	a	current	sprint	
b) For	a	future	sprint	

TQ3	

9. How	are	requirements	managed	during	elaboration/change/evolution?		
Is	a	requirements	management	tool	employed?	

TQ2	

10. How	often	are	requirements	reviewed?		How	is	this	done?	 TQ4	

11. What	are	the	average	number	of	requirements	(or	cost	of	
requirements)	per	release?	

TQ1	

12. Do	hardware	requirements/specification	change	during	software	
development	and	vice/versa?	

a) If	so,	what	affect	does	this	have	on	either?	

TQ4	

13. Do	requirements	and	design	stabilise	during	the	project?		If	so,	at	what	
point?	

TQ1	

Quality	Assurance	 	
1. What	practices	do	you	employ	to	ensure	that	the	project	is	

maintainable	in	the	future?	For	example:	
• Refactoring	
• Pair	programming	
• Code	review	
• Static	analysis	
• Automated	unit	testing	(e.g.	using	frameworks	

like	CPPUnit)	
• Test-driven	development	
• Other	

In	each	case:	

a) Indicate	how	much	effort	is	applied	to	this	practice	per	
sprint.	

b) Which	practice	you	think	is	most	effective	at	detecting	
defects?		

TQ4	

2. What	proportion	of	activity	is	spent	on	QA	versus	software	
development?	

TQ4	

3. Do	you	use	automated	metrics	to	analyse	your	code,	for	example:	
• Test	code	coverage	
• Normalised	vulnerability	scores	
• Mutation	testing	estimates	
• Static	analysis	warnings	

TQ4	

4. How	does	certification	drive	quality	assurance	practices?	 TQ5	

Certification/Change	Management	 	
1. Is	certification	documentation	

i) Maintained	manually	
ii) Generated	from	other	source	artifacts	
iii) Both	

TQ5	
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2. If	maintained	manually:	
a) Does	documentation	get	updated:	

i) Periodically	
ii) When	a	change	is	made	to	a	dependent	

artefact.	
b) If	periodically,	how	frequently	is	documentation	

checked?	
i) When	a	release	is	being	prepared?	
ii) After	a	sprint	
iii) After	a	set	period	of	time.	

TQ5	

Integration	 	
1. What	are	the	different	types	of	integration	that	need	to	be	

undertaken?	(For	example:	software-software,	software-hardware…)	
TQ1	

2. Who	is	responsible	for	integration	between	software	and	hardware	
components?	(Separate	team,	collaborative	between	individual	
teams…)	

TQ1	

3. How	often	is	integration	performed	(End	of	every	sprint,	end	of	every	
release…)?	

TQ1	

4. Does	integration	lead	to	feedback	to	individual	project	components?		
If	so,	how	is	this	communicated	and	managed?	

TQ1	
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RQ CRQ TQ IQ 

Learn about the 
feasibility of applying 
behaviour driven 
development to the 
development and 
maintenance of a 
system developed in 
a large-scale 
environment; to gain 
a deeper insight into 
the benefits and 
difficulties 
experienced when 
developing and 
maintaining avionics 
systems using 
behaviour driven 
development. 
 

What is the extent of 
application of 
behaviour driven 
development to 
development and 
maintenance of the 
systems in the 
company? 

TQ1.  
Background of 
interviewee 

What is your job title? 

What is the life span of the project 
that you have worked on recently? 

Do you have an estimate of how 
long will it take to complete? 

Tell us about your role in some 
recent projects. 

TQ2. 
Familiarity and 
experience with 
agile and BDD? 

Did you receive any formal 
training on using scrum or 
applying agile? 

• Has the organisation arranged 

any scrum/agile trainings?  

• If yes, Tell us about it 

Have you used agile method(s) 
before this project? If yes, tell us 
about it i.e. for how many years 
etc. 

When did you personally start 
using behaviour driven 
development? 

TQ3. 
Project organisation 
and Team Structure 

Who is the customer in your case 
e.g. company, individuals?  

Who was the product owner? 

• What about other stakeholders 

and their involvement? 

• How many people were 

directly involved? 

• How many people were 

indirectly involved? 

What is the team size? 

What are the roles in each team, if 
any? 

What is the typical level of 
experience of each team member? 

Are all team members co-located?  

What different kinds of meetings 
did you have during the course of 
the project? 

• What time did you have the 

meetings? 

• Who participated in each type 

of meetings? 
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• What did you discuss at the 

meetings? 

• Who spoke at the meetings?  

• What mile stones did you set? 

How many out of those 

achieved? 

• What wasn’t achieved? The 

ones not achieved what were 

the reasons in your opinion? 

 

Did meeting decisions get 
recorded and disseminated?  If so, 
how? 

How did you often communicate? 
How often did each type of 
communication occur (many times 
a day, once or day a day, once or 
twice a week…)? 

How are the requirements 
assigned to each individual in a 
team?  Who is responsible for 
assigning requirements? 

What is the size of this project in 
terms of number of features? 

Do team members participate in 
knowledge sharing activities such 
as pair programming or 
mentoring? 

TQ4 
 
(Customer 
Involvement in the 
Project) 

BDD emphasizes on customer’s 
involvement. 

a) Is the customer involved 
during the life-cycle of the 
project?  If so: 

How frequent is customer 
involvement in the project? 

 

Who was involved in writing BDD 
specifications? 

Who was involved in discussing 
examples and writing scenarios? 

• What methods do you use to 

solicit customer feedback when 

required (if any?). 

• Were these methods formally 

defined by the 

customer/contract/wider 

organisation?  

• How long do you have to wait 

before you get the feedback 

from the customer? 

• How is the feedback recorded 

and where? 
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• Could you talk about the 

feedback from the people who 

have used the system?  

Is there anything you would like to 
change about the customer 
interaction and communication, 
based upon your experience with 
this project? 

TQ5. 
Software Process 

You use an agile methodology, if 
so: 

a) Which one did you use in this 
project (Scrum, XP, Crystal, 
mixture, parts of several). 

b) What was the main 
motivation behind adopting 
agile? 

c) What was the motivation 
behind adopting BDD? 

d) What benefits have you 
found of using BDD? 

Were you involved in specification 
writing prior to working on this 
project? 

What information or 
documentation did you have 
about the project before starting 
the project? 

What were the steps or strategy 
for capturing and documenting 
requirements in form of BDD 
features? 

What were the typical steps from 
conceiving a feature to 
implementation? 

How different were the user 
stories elaborated during the user 
stories workshop, from the ones 
implemented? 

How well did you understand the 
requirements? 

Did you need to make adjustment 
to requirements? 
if yes, what were the reasons? 
And where? Feature level/ 
scenario level? and why? 

How often the technology forced 
the requirements to change? 

Who was responsible for testing 
the application? 

Did you have a tester role 
assigned to a team member? 

• If not, who did the quality 

assurance and verification? 

How often did you run the tests? 
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How often and what level of 
testing was performed? e.g.  

• unit testing,  

• regression testing, 

• Integration testing etc. 

What steps did you take when 
certain testing was unsuccessful? 

How long were the tests? 

How often did you have to change 
the tests? 

a) What compromises 
/customisations have you 
made to theoretical 
descriptions of agile 
processes? 

b) What changes/additions to 
your software process do 
you think would be 
desirable? 

Who is involved in deciding the 
project schedule? 

a) Team members 
b) Team management 
c) Customer 

Other 

Who decides if the project 
schedule should be changed? 

At what point did you start using 
BDD in this project? 
 
If not from the start then What 
difficulties did you face in 
switching from old methods and 
tools to BDD tools and 
specifications? 

How many iterations has it been? 

How long is an iteration? 

How many sprints? 

Did you have retrospectives or 
similar at the end of iteration? If 
yes, who was involved? 
Did BDD come up in the 
retrospectives? What did you 
discuss? 

Is it feasible to apply 
behaviour driven 
development to the 
development and 
maintenance of a 
system developed in 
a large-scale 
environment? 

TQ6. How does BDD 

help in development 

of a system in a 

large-scale 

environment? 

What tool are you using for 
automating BDD specifications? 
Have you found any problems 
with the tools? 

What other tools did you use for 
supporting the project? 

How many features have been 
implemented vs the features 
which have been documented? 

What are the total number of 
features and scenarios now? 
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What is the ratio of duplication of 
steps in the scenarios? 

How did you handle duplication in 
scenarios within feature files?  

• across feature files? 

How much duplication is there in 
the code? What do you do about 
it? 

TQ7: How does BDD 
help in maintenance 
of a system 
developed in a large-
scale environment? 

• How frequent was a change 

or an update requested in a 

feature? 

• What steps did you follow to 

accommodate and manage a 

change or update to the 

specifications? 

• Who was involved in updating 

the features? 

• Do you think the use of BDD 

has made the specification 

difficult to understand, 

extend and change?  

• How did bdd affect design of 

the system 

What project related 
documentation do you have other 
than feature files? 
How often that documentation is 
used for guidance and 
consultation? 

Have you produced any 
documentation other than the 
Gherkin specification yet? 
Do you think they are all in sync? 

What other project related 
documentation do you need to 
produce for this project? 

 

How often did you revisit the 
features? 
For what reasons? 

How much time did you spend in 
maintenance activities vs 
implementation? 

Did you have to change the 
specification while refactoring the 
code? 

TQ8. Can you record 

all the requirements 

with BDD? 

 

Are there any types of 
requirements that you did not 
document in BDD but 
implemented? 
Were there any UI requirements? 

What were the type of 
requirements which were difficult 
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to document in BDD? 

 

What benefits and 
difficulties were 
experienced when 
developing avionics 
systems using 
behaviour driven 
development 

TQ9 
Benefits Difficulties 

What would you say about 
learning BDD? How difficult or 
easy is it? 

What were your expectations 
from applying behaviour driven 
development? 

What are the benefits that you 
expected but have not achieved 
from application of BDD? 

In which phases of software 
development, BDD helped? and 
how? 

Which phases of software 
development do you think BDD 
lacks support for? and why? 

What are the problems that you 
have faced with BDD? 

Are there any problems that you 
expected and faced after 
application of BDD OR expected 
but did not face? 

How did you prioritize the 
features? 
Did the implementation drive the 
prioritization or the requirements 
themselves? 
Who was involved in 
prioritization?  

How often do you run the feature 
files and write the tests before 
actually starting the 
implementation? 

Were there occasions where you 
implemented some functionality 
and afterwards wrote BDD 
features and scenarios? 
If yes why do you think that 
happened? 

Were you happy with the pace of 
development? 

What were the pain points while 
using BDD and developing this 
project? 

  What are the lessons learned from 
this project? 
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