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Abstract

Freedom of Information (FOI) laws exist in over a hundred countries to ensure public access to
information that is held by government and public institutions. However, the FOI laws exempt
the public disclosure of sensitive information (e.g. personal or confidential information) that
can violate the human rights of individuals or endanger a country’s national security. Hence,
government documents must undergo a rigorous sensitivity review before the documents can
be considered for public release. Sensitivity review is typically a manual process since it re-
quires utmost accuracy to ensure that potentially sensitive information is protected from public
release. However, due to the massive volume of government documents that must be sensitivity
reviewed, it is impractical to conduct a fully manual sensitivity review. Moreover, identifying
sensitive information itself is a complex task, which often requires analysing hidden patterns or
connections, i.e., latent relations between documents, such as mentions of specific individuals
or descriptions of events, activities or discussions that could span multiple documents.

In this thesis, we argue that automatically identifying latent relations between documents
can help the human users involved in the sensitivity review process to efficiently make accurate
sensitivity judgements. In particular, we identify two user roles in the sensitivity review process,
namely Review Organisers and Sensitivity Reviewers. Review Organisers prioritise and allocate
documents for review to maximise openness, i.e., the number of documents selected for public
release in a fixed time. Sensitivity Reviewers read the documents to determine whether they con-
tain sensitive information. This thesis aims to address the following challenges in the respective
tasks of the Review Organisers and Sensitivity Reviewers: (1) effectively prioritising documents
for review to increase openness, (2) effectively allocating documents to reviewers based on their
specific interests in different types of documents and content, and (3) accurately and efficiently
identifying sensitive information by analysing latent relations between documents.

In this thesis, we propose novel methods for automatically identifying the latent relations be-
tween documents to assist both Review Organisers and Sensitivity Reviewers. We first propose,
RelDiff, a method for representing knowledge graph entities and relations in a single embed-
ding space, which can improve the effectiveness of automatic sensitivity classification. Through
empirical evaluation, we show that representing entire entity-relation-entity triples (e.g. person-
IsDirectorOf-company) can effectively indicate whether a piece of information (e.g. a person’s
salary) should be considered sensitive or non-sensitive. We then propose to leverage docu-

i



ABSTRACT ii

ment clustering to identify semantic categories that describe a high-level subject domain (e.g.
criminality or politics). Through an extensive user study, we show that presenting documents in
semantic categories can help the reviewers understand the type of content in a collection, thereby
improving the reviewing speed of reviewers without affecting the accuracy of sensitivity review.
Moreover, we show that prioritising semantic categories using sensitivity classification can help
the Review Organisers release more documents in a fixed time (i.e. increase openness). Further-
more, we introduce the task of information threading, i.e., to identify coherent and chronologi-
cally evolving information about an event, activity or discussion from multiple documents. We
propose novel information threading methods (i.e., SeqINT and HINT) and demonstrate their
effectiveness through empirical evaluations compared to existing related methods. In addition,
through a detailed user study, we show that reviewing documents in information threads can help
the reviewers provide sensitivity judgements more quickly and accurately compared to a tradi-
tional document-by-document review. Lastly, we propose to learn the reviewers’ interests in spe-
cific types of documents to effectively allocate documents based on the reviewers’ interests and
expertise. We propose, CluRec, a method for cluster-based recommendation that can effectively
identify and recommend clusters of documents that are related based on the users’ interests.
Through another comprehensive user study, we show that recommending documents to review-
ers based on their interests can improve the reviewers’ reviewing speed and the review accuracy.

Overall, we present a novel framework for sensitivity review, SERVE, that harnesses our pro-
posed methods of identifying latent relations and provides a series of functionalities to the Sensi-
tivity Reviewers and Review Organisers, namely: (1) Sequentially reviewing documents that are
organised into semantic categories, to enable the quick and consistent review of similar docu-
ments. (2) Collectively reviewing related documents in coherent threads, to enable accurate and
efficient review of sensitivities that are spread across multiple documents. (3) Customised priori-
tisation of documents for review based on the documents’ semantic categories and predicted sen-
sitivity probabilities to enhance openness. (4) Recommending documents to reviewers based on
their interests to effectively allocate documents to reviewers who are best equipped to understand
and identify sensitive information in specific types of documents and content in a collection.

This is the first thesis that takes a system-oriented approach and investigates different novel
functionalities to assist human sensitivity review. Our primary contributions in this thesis are
our proposed framework for sensitivity review, SERVE, and its underlying methods to identify
latent relations between documents that are potential indicators of sensitive information. Our
extensive experiments and evaluations, involving thorough offline experiments and carefully de-
signed user studies, demonstrate the real-world applicability of SERVE in enhancing the ability
of government organisations to fulfil their openness obligations while protecting sensitive infor-
mation to comply with FOI laws. In addition, we demonstrate the applications of our proposed
novel methods for information threading and cluster-based recommendation beyond sensitivity
review, i.e., in the news domain, which emphasises the generalisability of our contributions.
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Chapter 1

Introduction

The freedom of access to information produced by public institutions is an integral component of
the globally protected fundamental human rights1. In 1766, Sweden became the first country to
adopt legislation supporting Freedom of Information (FOI) (Nordin, 2023). Since then, as shown
in Figure 1.1, over a hundred countries have implemented similar FOI regulations to provide
legal guarantees for public access to information (UNESCO, 2022). For example, the Right to
Information Act (2005) in India, the Freedom of Information Act (2000) in the United Kingdom
and the Access to Information Act (1985) in Canada.

© Australian Bureau of Sta�s�cs, GeoNames, Microso�, Navinfo, OpenStreetMap, TomTom, Zenrin
Powered by Bing
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Figure 1.1: Worldwide status of Freedom of Information regulations. (Data Source: UNESCO,
2022; shared under Creative Commons license.2)

The aim of the FOI laws is to promote transparency and accountability in government and
other public institutions. These laws typically include regulations for two types of disclosure of
information, namely reactive and proactive disclosures, defined as follows:

• Reactive disclosure of information involves responding to case-by-case appeals that allow
the public to access particular information for the specific needs of individuals. This type
of disclosure is typically referred to as disclosing information in response to Freedom of
Information requests (i.e., FOI requests).

1Article 19 (Freedom of Expression) of the Universal Declaration of Human Rights (United Nations, 1948).
2CC BY-SA 3.0 IGO: https://creativecommons.org/licenses/by-sa/3.0/igo/

1

https://creativecommons.org/licenses/by-sa/3.0/igo/
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Figure 1.2: Categories of exempted information in FOI laws regulated by 114 countries in per-
centage. (Data Source: UNESCO, 2023; shared under Creative Commons license.3)

• Proactive disclosure of information involves public institutions releasing information to
the public without being requested by individuals. Proactive disclosure relies on the ef-
ficient handling of large data collections to release information that has undergone an
exhaustive expert review. This ensures that the information is suitable for public release
while being compliant with the human rights (e.g. right to privacy) of individuals.

Both reactive and proactive disclosures are important components of the FOI laws. However,
compared to reactive disclosure, proactive disclosure is a more suitable type of disclosure as it
can reduce the burden on government agencies of responding to individual requests for infor-
mation (Darbishire, 2010; IPC Australia, 2021). Moreover, proactive disclosure promotes civic
engagement and can increase public trust in government agencies by demonstrating their will-
ingness to inform the public about policies and decisions (Darbishire, 2010). However, in the
digital era, a vast volume of digital content (e.g. text documents) is generated and stored by gov-
ernments and public institutions (Moss and Gollins, 2017). Consequently, proactive disclosure
of such large collections requires effective information systems to enable the efficient large-
scale release of information that is deemed suitable for public release. Therefore, considering
the growing recognition of proactive disclosure as a crucial aspect of FOI regulations (UNESCO,
2023), the primary focus of this thesis is to support efficient and effective proactive disclosure,
in order to provide timely public access to information.

Proactive disclosure under FOI laws essentially promotes openness, i.e., the identification
and disclosure of all information that is relevant to the respective regulations in a timely man-
ner. However, before releasing a piece of information to the public, it is important to identify
whether the piece of information contains any sensitive or confidential elements. Therefore, the
FOI laws also legislate exemptions for certain categories of information from being opened to
the public. For example, Figure 1.2 shows 10 categories of exempted information (e.g. national
security and privacy) that are adopted by over a hundred countries as of 2022 (UNESCO, 2023).

3CC BY-SA 3.0 IGO: https://creativecommons.org/licenses/by-sa/3.0/igo/

https://creativecommons.org/licenses/by-sa/3.0/igo/
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These categories pertain to information that is deemed sensitive and carries a potential risk of
causing harm to an individual’s human rights, which outweighs the public interest in accessing
the information. For example, the medical records of individuals often contain personal sensitive
information, which if released to the public without proper consent, could violate their right to
privacy. Similarly, the disclosure of classified intelligence operations could potentially endan-
ger the safety and well-being of citizens and compromise a country’s national security efforts.
Consequently, all government documents and other public records that are relevant to the scope
of FOI laws must first be sensitivity reviewed to identify any potentially sensitive information
before the documents can be considered for public release.

Sensitivity review is a crucial aspect of ensuring that potentially sensitive information is pro-
tected from public release, while also complying with FOI laws. Since the accuracy of such a
process is indispensable, sensitivity review is typically a manual process that requires human
judgement and expertise to evaluate the presence of any sensitive information in each document
to be released. Figure 1.3 illustrates the process of sensitivity review. The sensitivity review pro-
cess typically involves allocating the documents for sensitivity review within the considerations
of available resources to conduct a manual review. It further involves reviewing the documents
to identify and protect sensitive information in a document collection before the documents can
be opened to public archives in compliance with FOI laws. We break down the sensitivity review
process into two tasks: (1) organising the documents to be reviewed, and (2) reviewing the docu-
ments for sensitivities. With respect to these two tasks, we define two user roles in the sensitivity
review process, namely “Review Organisers” and “Sensitivity Reviewers”, as follows:

1. Review Organisers are responsible for identifying documents that are more relevant for
review or that are more likely to be opened for public release. Their primary objective
is to maximise openness (McDonald et al., 2018b), which is the number of documents
selected for public release within the limited resources (e.g., human efforts and time) for
conducting sensitivity review.

2. Sensitivity Reviewers are tasked with reading through all documents that are allocated by
the review organisers. They are responsible for making a judgement for each document
about whether the document contains sensitive information or not, along with describing
their judgements.

The two user roles are interdependent, as the work of the Review Organisers sets the pri-
orities for the Sensitivity Reviewers, who then use their expertise to review the documents for
potentially sensitive information. To efficiently and effectively conduct sensitivity reviews, both
review organisers and sensitivity reviewers often seek information about connections or pat-
terns that exist among different documents within a collection. In particular, these connec-
tions/patterns can be indicators of potentially sensitive information, such as repeated mentions
of specific individuals or descriptions of events or discussions that span multiple documents.
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Figure 1.3: Sensitivity Review Process.

However, these connections/patterns are often hidden, i.e., they are not explicitly apparent in
the document content. We refer to these hidden connections/patterns as latent relations be-
tween documents that can involve similarities in content, topics, named entities, and temporal
sequences. For example, relationships between named entities, such as a person’s role in a na-
tional security agency, could make discussions about that person likely to be sensitive as per the
“National Security” FOI exception category. Additionally, latent groups of documents, such as
semantic categories (e.g. criminality) and coherent threads about temporal events or activities,
can indicate how likely the documents in a group are to be sensitive. In this thesis, we investigate
methods to identify latent relations between documents that constitute potential sensitive infor-
mation, such as entity-relations, semantic categories, and coherent threads of related documents.
We further aim to build a framework for sensitivity review to assist the review organisers and
sensitivity reviewers in analysing the context of sensitive information from the latent relations
to conduct efficient and effective sensitivity reviews. We call our framework, SERVE (abbrevi-
ation for SEnsitivity ReViEw), to indicate that the framework is dedicated to serving the needs
of sensitivity reviewers and review organisers.

In the remainder of this chapter, we discuss the motivations of this thesis in Section 1.1. In
Section 1.2, we present the scope of this thesis. In Section 1.3, we introduce the thesis state-
ment. We describe the contributions of this thesis in Section 1.4, followed by acknowledging
the origins of materials in Section 1.5. Finally, we present the thesis outline in Section 1.6.

1.1 Motivations

Reviewing documents to identify sensitive information, before the documents can be opened to
the public, is typically a manual process. However, proactive disclosure requires the public re-
lease of all government documents specific to the regulations stated in the FOI laws, which leads
to a high volume of documents that need to be reviewed for sensitivity. A manual sensitivity
review process for large-scale document collections is highly resource intensive, and countries
often struggle to meet the expectations of openness of records to comply with FOI laws (Allan,
2014; Kirtley, 2006; Silver, 2016). Moreover, sensitivity review is a complex and context-
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specific task that requires human expertise and judgement. In this section, we provide details
about the key challenges in sensitivity review. In addition, we discuss the need for automated
solutions that can assist the human users involved in the sensitivity review process to overcome
these challenges. Such automated solutions are particularly useful to enable the governments to
conduct efficient and accurate sensitivity reviews and comply with FOI laws in a timely manner.

Before presenting the specific challenges for the human users in a sensitivity review process,
we discuss a primary challenge in conducting a sensitivity review, namely the massive volume
of documents to be reviewed (Gollins et al., 2014; McDonald, 2019). Government departments
need to review all documents that are relevant as per the proactive disclosure regulations before
the documents can be released to the public. For example, government departments in the UK
reported up to 190 TB of emails held in their servers that will be considered to be released in pub-
lic archives (The National Archives, 2016b). In another example from the US, George W. Bush
Library, within the first week of their records being subject to FOI, had to consider processing
7 million pages of textual records and 16 million emails for public release (National Archives
and Records Administration, 2014). The review of such a high volume of documents is resource
intensive since it requires substantial human efforts and expertise to go through each document
and determine whether any information needs to be redacted or withheld due to sensitivity.
However, the resources to conduct large-scale reviews are limited, which often results in long
backlogs for meeting the statutory time limits for FOI processing (Allan, 2014; Kirtley, 2006;
Silver, 2016). Consequently, it is essential to simplify the process for reviewers to quickly iden-
tify sensitive information along with prioritising documents for review to maximise openness
in a limited reviewing time budget (McDonald, 2019), i.e., the total available time to sensitivity
review documents based on the capacity of available human efforts of the sensitivity reviewers.

The challenge of sensitivity reviewing large collections of documents further cascades into
the specific challenges that are respective to the tasks of the human users involved in the sensi-
tivity review process. In particular, as shown in Figure 1.3, we discuss the challenges associated
with the tasks of review organisers (i.e., prioritising and allocating documents in a large col-
lection for review), and the task of sensitivity reviewers (i.e., reviewing documents to identify
sensitive information), as follows:

• Prioritising Documents for Review: It is crucial to prioritise which documents to review
first, in order to maximise openness, i.e., the number of documents that can be opened
to the public within a fixed timeframe. However, the review organisers often lack knowl-
edge about the type of content (e.g. high-level topics or subject-domains) within a col-
lection. This lack of prior knowledge about document content makes it challenging to
estimate which document types are more suitable for public release, i.e., non-sensitive
documents. In particular, groups of related documents about a high-level topic or subject-
domain, such as criminality or politics, can indicate how likely documents in a particular
group are to be sensitive. For example, related documents about a criminal investigation
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may contain personal sensitive information of the victims or alleged criminals. In con-
trast, documents about politics might contain publicly available non-sensitive information
about politicians’ demographics. These document groups can assist the review organisers
in prioritising the documents to review, such that the documents from groups that are less
likely to contain sensitive information can be prioritised to increase openness. Therefore,
automated solutions to identify such groups of related documents and determine the like-
liness of a group being sensitive can facilitate review prioritisation to comply with FOI
laws in a timely manner.

• Allocating Documents to the Reviewers: It is also important to ensure that the reviewers
who are assigned to review specific documents have the necessary expertise to under-
stand different types of document content. For example, a sensitivity reviewer with a
functional understanding of the financial domain may be better equipped to understand
the linguistics of documents that discuss commercial and financial topics. By assigning
documents to the reviewers based on their preferences and expertise (e.g., assigning doc-
uments related to other documents based on a reviewer’s past interaction), the reviewers
can identify sensitive information more easily. Moreover, such allocation of relevant doc-
uments to the reviewers can enable them to make more informed decisions about what
information should be considered sensitive. Therefore, automated solutions to determine
the preference and expertise of the reviewers can optimise the allocation of documents
to the reviewers, thereby assisting the review organisers in effectively allocating relevant
documents to suitable reviewers.

• Identifying Sensitive Information: Finally, reviewing documents to identify sensitive
information is itself a challenging task since sensitive information is highly contextual.
In particular, the sensitivity of a piece of information depends on the context in which it
is discussed (McDonald, 2019). For example, in an organisation, employee performance
review documents may contain sensitive information with respect to the privacy of the
employees, such as salary, disciplinary actions, or conflicts with colleagues. However,
the sensitivity of the information may vary depending on the role of the employee in the
organisation. For example, the salary of a company’s CEO may already be in the public
domain and, therefore, is not considered as sensitive. Therefore, automated tools to iden-
tify and explain the context (e.g. the role of an employee) in which a piece of information
is discussed can assist the reviewers in identifying sensitive information.

Latent relations such as named entities (e.g. employees or organisations) and their relations
(e.g. the employee’s role) can be an important indicator of sensitivity. For example, an em-
ployee’s salary is deemed sensitive based on the role of the employee in the organisation. The
identification of such latent entities and the relations that they constitute can assist the reviewers
in making more informed decisions about whether a piece of information is sensitive based on a
mention of a particular entity-relation. Going beyond entity-relations, high-level context about
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topic domains (e.g. crime or politics) or specific context of events (e.g. a criminal investigation)
can facilitate the understanding of the type of information in a collection. For example, the
identification of groups of semantically similar documents about a particular topic domain (e.g.
criminality), i.e., semantic categories, can help the reviewers to more easily and quickly provide
consistent review judgements for related documents. Similarly, presenting chronological se-
quences of coherent information from documents that are about an event, activity, or discussion
(e.g. information about a criminal investigation) can assist the reviewers in identifying a context
of sensitive information that is spread across multiple documents. We call these chronologi-
cal sequences, information threads. Moreover, in addition to assisting the sensitivity reviewers,
these groups of related documents (i.e., semantic categories and information threads) can also
assist the review organisers based on our previous discussion about the challenges in the review
prioritisation and allocation tasks. For example, the documents can be prioritised for review
based on the likeliness of the groups’ documents being sensitive. Similarly, the documents can
be allocated to the reviewers by determining the past interaction of the reviewers with the related
documents in a group.

Overall, we postulate that the latent relations between documents, such as entity-relations,
semantic categories and coherent information threads, can be potential indicators of sensitivity,
and can assist both review organisers and sensitivity reviewers in their tasks. However, such
latent relations between documents are not explicitly available to the review organisers and sen-
sitivity reviewers and can be impractical to manually identify in large collections of documents.
Therefore, automated solutions for identifying such latent relations can facilitate the reviewing
process by explaining the context of sensitive information to the human reviewers and assist the
review organisers in effectively prioritising and allocating documents to review.

1.2 Scope of the Thesis

Motivated by the potential impact of latent relations between documents in assisting sensitiv-
ity reviewers and review organisers, we propose a framework for sensitivity review, SERVE.
SERVE proposes various novel methods to automatically identify information indicative of sen-
sitivities for effective and efficient sensitivity review. The scope of this thesis is bounded by the
two key requirements of the framework to provide useful functionalities to the users involved.
These requirements drive the need to develop key components and methods to enable the sen-
sitivity reviewers to review documents more accurately and efficiently, leading to the timely
release of documents to the public. We describe the two requirements as follows:

R1. Effective Prioritisation and Allocation of Documents for Review: This requirement is
based on the challenges in the tasks of review organisers (c.f. Section 1.1), i.e., prioritising
and allocating documents for review. In particular, the resources for sensitivity review are
often limited compared to the large volume of documents to be reviewed. Therefore, the
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framework should comprise methods to prioritise the documents for review that are more
likely to be released (i.e. non-sensitive documents). We study how the prioritisation of
documents for review can improve openness in a limited review time budget. Additionally,
to allocate documents to suitable reviewers based on their preferences and expertise, the
framework should be able to map the reviewers’ preferences to the documents that need
to be reviewed. We investigate how the framework can assist the review organisers by
allocating relevant documents to the reviewers based on their preferences.

R2. Identifying Latent Indicators of Sensitivity: This requirement is based on the challenge
for the sensitivity reviewers in identifying sensitive information due to the contextual na-
ture of sensitivity (c.f. Section 1.1). In particular, latent indicators of sensitive information
in documents, such as entity-relations, semantic categories, and information threads, can
help the reviewers in conducting effective and efficient reviews. Therefore, the framework
should comprise methods to automatically identify these indicators and present them to
the reviewers while they are making the sensitivity judgements. We investigate how the
framework comprising each of these methods can benefit human reviewers.

1.3 Thesis Statement

The statement of this thesis is that information about latent relations between documents can
assist human sensitivity reviewers and review organisers in identifying sensitive information
in documents to improve the accuracy and speed of human sensitivity reviewers when review-
ing documents in a collection. In particular, latent information about entity-relations, semantic
categories and coherent threads can effectively indicate sensitive information in a collection of
documents. Moreover, a sensitivity review framework can provide the sensitivity reviewers with
a comprehensive view of the identified latent relations, enabling the reviewers to efficiently make
accurate sensitivity judgements. Furthermore, latent information indicative of sensitivities can
be essential in prioritising documents for review to increase the volume of documents opened to
the public. Finally, by mapping the latent information about document attributes to the expertise
and preferences of sensitivity reviewers, specific documents can be automatically allocated to
appropriate reviewers to maximise the review accuracy and speed.

1.4 Contributions

In this thesis, we propose our SERVE framework for sensitivity review. SERVE comprises novel
methods to automatically identify latent information that is indicative of sensitivities by lever-
aging various Information Retrieval (IR) and Natural Language Processing (NLP) techniques.
Moreover, SERVE provides a series of novel functionalities that can enable the sensitivity re-
viewers and review organisers to conduct accurate and efficient sensitivity reviews. Figure 1.4
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Figure 1.4: Capabilities of our proposed framework for sensitivity review, SERVE.

shows the various IR and NLP techniques from the existing literature that our framework is built
upon, the methods that we propose to identify and leverage latent relations between documents
for sensitivity review, and the end-user functionalities that SERVE presents to the sensitivity
reviewers and the review organisers.

As shown in Figure 1.4, we propose novel methods for knowledge graph entity-relation rep-
resentations (RelDiff), sensitivity classification, information threading (SeqINT & HINT) and
document group recommendation (CluRec), by leveraging well-known IR and NLP techniques.
We then leverage our proposed methods to provide the end-user functionalities, as presented in
Figure 1.4. We evaluate the effectiveness of each of the proposed methods through an offline
experiment and, in most cases, a user study compared to existing related methods in the litera-
ture. Moreover, we evaluate the effectiveness of each of the end-user functionalities using user
studies to analyse their impact on the sensitivity reviewers’ accuracy and reviewing speed along
with the openness of human sensitivity review.

In the remainder of this section, we provide an overview of the proposed methods, end-user
functionalities and the conducted evaluations. In particular, we summarise the five key contri-
butions of this thesis with respect to our primary requirements (i.e. R1 and R2 in Section 1.2) of
the SERVE framework. Since we first focus on identifying latent indicators of sensitivity (R2)
that we leverage to assist the sensitivity reviewers and review organisers, we first discuss our
contributions for R2 before discussing our contributions for R1, as follows:

• Identifying Latent Indicators of Sensitivity: For requirement R2, we investigate various
latent indicators in documents that constitute potentially sensitive information. In particular, we
propose methods to identify and leverage the following latent indicators that can assist human
reviewers in efficiently providing accurate reviews: (1) entity-relations, (2) semantic categories
and (3) information threads of documents.

C1. Entity-Relations: We first propose a method called, RelDiff, to represent knowledge
graph entities and the relations that they form in a single entity-relation-entity triple em-
bedding. Representing entities and relations in a single embedding can capture the context
of whether a mention of an entity is sensitive based on the relation of that entity with other
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entities in a document (e.g. the employee’s role in an organisation). We discuss our
proposed RelDiff method in Chapter 4. As shown in Figure 1.4, we leverage existing in-
formation extraction techniques such as Named Entity Recognition (NER) and Relation
Extraction (RE) approaches to identify the entities and relations and represent the entity-
relations using RelDiff for effective sensitivity classification. In particular, in Chapter 4,
we evaluate the effectiveness of RelDiff in an offline experiment of automated sensitivity
classification, and present important analyses of its impact on sensitivity review. Further-
more, as shown in Figure 1.4, we use the sensitivity predictions from our proposed clas-
sifier (that leverages RelDiff) to enable the end-user functionality of review prioritisation.

C2. Semantic Categories: We investigate the role of semantic categories in efficient sen-
sitivity review. In Chapter 5, we evaluate various document clustering methods in the
literature to enable the sequential review of documents that are clustered by their semantic
categories (as shown in Figure 1.4). Moreover, we conducted a user study to evaluate the
end-user functionality of “Sequentially Reviewing Documents in Semantic Categories” in
terms of improving the reviewing speed and/or accuracy of the sensitivity reviewers.

C3. Information Threads: We propose two methods, namely SeqINT and HINT, for iden-
tifying chronological and coherent information threads of documents, which we discuss
in Chapter 6 and Chapter 7, respectively. Information threads present related documents
about a particular event, activity or discussion in a logical structure. Therefore, informa-
tion threads can assist the reviewers in collectively reviewing multiple related documents
to quickly provide consistent review judgements for similar sensitive information in re-
lated documents. As shown in Figure 1.4, we leverage the 5W1H (who, what, when,
where, why and how) (Hamborg et al., 2019) information extraction technique to identify
coherent threads using our proposed SeqINT and HINT methods. In Chapter 6, we first
evaluate the effectiveness of our SeqINT method for identifying sequential threads com-
pared to existing related methods in the news domain through an offline experiment and a
user study. Next, in Chapter 7, we present our HINT method for identifying hierarchical

threads and compare its effectiveness to our SeqINT sequential threading method. More-
over, Chapter 7 presents a user study that evaluates the end-user functionality of “Col-
lective Review of Documents in Coherent Threads” for improving the reviewing speed
and/or accuracy of the sensitivity reviewers.

• Effective Prioritisation and Allocation of Documents for Review: As per requirement
R1, the prioritisation and allocation of documents for review directly impact the extent of the
openness of human sensitivity review. Therefore, we propose a review prioritisation approach
and a reviewer allocation approach defined as follows:

C4. Review Prioritisation: Since the resources for sensitivity review are often restricted to
a fixed time budget, it is important to prioritise the documents for review that are more
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likely to be released. In Chapter 5, we propose a review prioritisation approach based on
sensitivity classification and semantic categorisation. As shown in Figure 1.4, we lever-
age the sensitivity classification component (c.f. C1) to prioritise the semantic categories
(identified using document clustering techniques; c.f. C2) and information threads (from
our SeqINT and HINT approaches; c.f. C3) for review. In Chapter 5, we present a thor-
ough investigation of the end-user functionality of “Review Prioritisation” using a user
study. Our user study evaluates the effectiveness of our review prioritisation approach in
terms of increasing openness, i.e., the number of documents that are selected for public
release in a fixed reviewing time budget.

C5. Reviewer Allocation: We hypothesise that the expertise and interests of reviewers can
help them make informed decisions about sensitive information more quickly. Therefore,
in Chapter 8, we propose to automatically allocate documents to reviewers based on their
preferences. In particular, we propose CluRec, a personalised recommendation method.
CluRec can identify user-centric clusters of documents based on the preferences of users
and effectively recommend the document clusters to the users. As shown in Figure 1.4,
our CluRec method extends existing document recommendation (particularly news rec-
ommendation) techniques to identify user-centric clusters of documents. It further maps
(i.e. recommends) the document clusters to the reviewers based on the reviewers’ pref-
erences. In Chapter 8, we first evaluate the effectiveness of CluRec compared to existing
related methods in the news domain through an offline experiment and a user study. We
then conduct a user study to evaluate the end-user functionality of “Allocating Documents
to Reviewers”. In our user study, we examine CluRec’s effectiveness in improving the
accuracy and reviewing speed of reviewers when they review clusters of documents (e.g.
semantic categories; c.f. C2) based on the reviewers’ preferences.

Existing work on assisting human sensitivity reviewers (later discussed in Chapter 2) have
primarily focused on automatic sensitivity classification techniques. However, this thesis argues
that the problem of assisting human reviewers extends beyond a classification task aimed at iden-
tifying sensitivities within individual documents. Instead, it is important to identify relationships
between different pieces of text across multiple documents to help the reviewers in making quick
and consistent judgements about related sensitivities. To the best of our knowledge, SERVE is
the first framework to leverage such latent relationship information between documents for sen-
sitivity review. Our SERVE framework proposes novel methods to provide a series of end-user
functionalities to the human users involved in sensitivity review. We evaluate the effectiveness
of each proposed method using offline experiments as well as user studies.4 Our experiments
focus on either studying the direct improvements in sensitivity identification (i.e., RelDiff) or

4We obtained full ethical approval for all of our user studies from the University’s ethics committee. Moreover,
to facilitate reproducibility, we have publicly released the code of our proposed methods and the datasets used in
our experiments wherever possible, as mentioned in the relevant chapters of this thesis.
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their effectiveness for related tasks in the literature, namely, information threading in the news
domain (i.e., SeqINT and HINT) and news recommendation (i.e., CluRec). Moreover, we con-
duct seven user studies that provide a thorough investigation of the effectiveness of our proposed
methods and the end-user functionalities that they enable, as follows:

• User studies for the proposed methods: We conducted user studies that evaluate the effec-
tiveness of our following proposed methods in terms of users’ preferences compared to related
methods from the literature:

1. SeqINT, for identifying high-quality coherent information threads (c.f. Chapter 6).

2. HINT, for identifying high-quality hierarchical information threads (c.f. Chapter 7).

3. CluRec, for effective cluster-based document recommendation (c.f. Chapter 8).

• User studies for the end-user functionalities: We conducted user studies to evaluate the
effectiveness of all of the end-user functionalities for assisting real users in terms of conducting
accurate and efficient sensitivity reviews, as follows:

4. Sequential review of related documents using clusters based on the documents’ semantic
categories (c.f. Chapter 5).

5. Prioritisation of documents to review based on sensitivity classification (c.f. Chapter 5).

6. Collective review of coherent information using information threads of multiple related
documents about an event, activity or discussion (c.f. Chapter 6).

7. Allocating documents to the reviewers using cluster-based recommendation of documents
based on the reviewers’ preferences (c.f. Chapter 8).

We leverage crowdsourcing for participant recruitment in all of our conducted user studies
except user study #75. In particular, our studies employed either of the two well-known on-
line crowdsourcing platforms, namely MTurk6 and Prolific7. These crowdsourcing platforms
enabled us to quickly recruit participants from a large and diverse demographic, which can be
otherwise challenging when recruiting participants in-person. However, since the reliability of
the participants in crowdsourcing platforms may vary in terms of experience and motivation, we
implemented rigorous checks during recruitment and experimentation to ensure the quality of the
participants’ responses. These checks include validating the participants’ prior experience and
expertise on the platform, pre-experiment quizzes about understanding the task, and attention-
check questions. We provide details about these quality checks along with the participants’
compensation details when discussing the respective user studies in the subsequent chapters.

5We conducted user study #7 in-person for reasons later discussed in Chapter 8 (c.f. Section 8.4.1.3).
6https://www.mturk.com/
7https://www.prolific.com

https://www.mturk.com/
https://www.prolific.com
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1.5 Origin of Material

Most of the material presented in this thesis is based on various conference and journal papers
published in the course of this PhD programme:

• Chapter 3: The demonstration of the various functionalities of our SERVE framework, en-
abled by semantic categories, information threads and review prioritisation, was published
in the proceedings of CIKM 2022 (Narvala et al., 2022b).

• Chapter 4: Our proposed approach, RelDiff, to represent entities and their corresponding
relations in a single entity-relation-entity triple embedding was published in the findings
of EMNLP 2021 (Narvala et al., 2021).

• Chapter 5: Our investigations about the role of semantic categories in improving the re-
viewers’ reviewing speed, and our proposed review prioritisation approach to increase
openness were published in the proceedings of CHIIR 2022 (Narvala et al., 2022a).

• Chapter 6: Our proposed approach, SeqINT, for identifying coherent information threads
about events from multiple documents in a collection was published in the IPM Journal
2023 (Narvala et al., 2023b).

• Chapter 7: Our HINT approach for identifying hierarchical information threads that can
describe evolving information of different stories about an event was published in the pro-
ceedings of ECIR 2023 (Narvala et al., 2023a). Our work on demonstrating the effective-
ness of information threads to assist sensitivity reviewers was published in the proceedings
of ECIR 2024 (Narvala et al., 2024).

• Chapter 8: Our proposed approach, CluRec, for recommending user-centric clusters of
documents to the users based on their preferences, and its effectiveness in sensitivity re-
view is currently under review for the TOIS Journal.

1.6 Thesis Outline

The remainder of this thesis is organised as follows:

• Chapter 2 provides an introduction to the fundamental techniques on which our sensitivity
review framework is built in this thesis. In particular, we discuss assisting sensitivity
review with technological solutions, identification of latent relations between documents
and personalised document recommendation.

• Chapter 3 presents our proposed SERVE framework for sensitivity review. We introduce
the user types and roles involved in sensitivity review, and provide an overview of the
framework. We also describe the various functionalities provided by SERVE, namely:
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sequentially reviewing related documents, collectively reviewing coherent information
threads, review prioritisation, and allocating relevant documents to the reviewers.

• Chapter 4 focuses on using entity-relation representations for sensitivity classification. We
introduce our proposed RelDiff approach and discuss how entity-relation features are used
for sensitivity classification. We present our experiments, results and analysis to highlight
the effectiveness of using entity-relations for identifying sensitive information.

• Chapter 5 discusses the role of semantic clustering for efficient sensitivity review. In par-
ticular, we describe our approach to leverage semantic document clusters for sensitivity
review and review prioritisation. We present two user studies to evaluate the impact of
reviewing documents clustered by their semantic categories on the review efficiency and
review openness, respectively.

• Chapter 6 focuses on the identification of coherent information threads that can assist the
reviewers in identifying a context of sensitivity from multiple documents. We present
an introduction to information threading, i.e., to identify coherent and chronological se-
quences of related documents about an event. The chapter discusses our proposed SeqINT
approach for identifying sequential information threads. We present an offline evaluation
and comparative user study to evaluate the effectiveness of SeqINT compared to methods
from the literature in terms of thread quality, coherence and diversity.

• Chapter 7 presents our HINT approach for identifying hierarchical information threads.
We argue that, compared to sequential threads, hierarchical threads can better describe the
evolution of different aspects (e.g., stories) about an event. We evaluate the effectiveness
of HINT compared to our SeqINT approach for identifying sequential information threads.
In addition, we present a user study to analyse the impact of collectively reviewing docu-
ments using threads on the reviewing accuracy and speed of the sensitivity reviewers.

• Chapter 8 delves into mapping reviewers’ preferences to the documents that need to be
reviewed for effective review allocation. We present our proposed CluRec approach for
recommending user-centric clusters of related documents to the reviewers. We evaluate
the effectiveness of CluRec in an offline evaluation compared to different recommendation
methods from the literature. We also present two user studies that respectively evaluate the
effectiveness of CluRec’s cluster-based recommendation compared to item-based recom-
mendation, and the impact of cluster-based recommendation on the sensitivity reviewers’
accuracy and speed.

• Chapter 9 closes the thesis by highlighting the contributions derived from the individual
chapters. The chapter also presents directions for future work in the field of sensitivity
review as well as in the field of more general topics, such as identifying coherent threads
about events and personalised news recommendations.



Chapter 2

Background and Related Work

In this chapter, we provide an overview of the fundamental techniques and existing work in the
field of sensitivity review, identifying latent relations between documents, and personalised doc-
ument recommendation. In particular, we discuss the existing approaches in assisting sensitivity
review that have inspired our proposed framework for sensitivity review (called SERVE). Fur-
thermore, we discuss various techniques for identifying latent relations between documents and
document recommendation methods. Our SERVE framework is built upon these techniques to
enhance the effectiveness and efficiency of the sensitivity review process. The remainder of this
chapter is organised in terms of different families of existing work in the literature, as follows:

• Assisting Sensitivity Review: Section 2.1 presents prior work in relation to assisting
sensitivity review that spans across the following three areas: (1) sensitivity classification
(c.f. Section 2.1.1), (2) technology-assisted sensitivity review (c.f. Section 2.1.2) and (3)
search among sensitive content (c.f. Section 2.1.3).

• Latent Relations between Documents: Section 2.2 provides the background to different
techniques for identifying latent relations between documents. In particular, we provide
an overview of entity-relation representation, document clustering as well as event and
thread extraction methods. We also discuss how these methods can be used for effective
and efficient sensitivity review.

• Personalised Document Recommendation: Section 2.3 provides an overview of per-
sonalised document recommendation. We focus on recent relevant advances in the news
recommendation domain, which provides a basis for our proposed cluster-based document
recommendation method in our SERVE framework.

2.1 Assisting Sensitivity Review

In Chapter 1, we presented the challenges in the sensitivity review process (c.f. Section 1.1).
In particular, the large volume of documents that need to be reviewed, along with the limited

15
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resources to conduct large-scale sensitivity reviews, makes a fully manual sensitivity review pro-
cess infeasible. In this section, we discuss three techniques from the literature aimed at assisting
sensitivity reviewers to enhance the overall effectiveness and/or efficiency of the sensitivity re-
view process, namely (1) sensitivity classification (c.f. Section 2.1.1), (2) technology-assisted
sensitivity review (c.f. Section 2.1.2), and (2) search among sensitive content (c.f. Section 2.1.3).

2.1.1 Sensitivity Classification

Identifying sensitive information in documents has usually been considered as a task to anonymise
personal data such as in medical records of patients (Sweeney, 1996; Tveit et al., 2004; Chakar-
avarthy et al., 2008). The anonymisation of records involves removing or redacting personally
identifiable information (PII). Such anonymisation process ensures the privacy and confidential-
ity of individuals while allowing for analysis and research on de-identified records. A range
of studies (e.g. Wellner et al., 2007; Chakaravarthy et al., 2008; Abril et al., 2011) proposed to
identify sensitive information by capturing named entities such as persons, organisations and
places. For example, Chakaravarthy et al. (2008) identified named entities using a database of
public entities along with predefined terms to indicate the context of the entity. Another work
by Abril et al. (2011) presented a more automatic approach by using automated Named Entity
Recognition (NER; Nadeau and Sekine, 2007) methods to identify sensitive information. These
studies often assumed that all entities are likely to be sensitive. This assumption may hold valid
for certain collections such as medical records (Tveit et al., 2004), where a mention of a named
entity (e.g. a patient’s name) is considered to be a PII. However, this cannot be a general solution
for classifying sensitivities in other collections, such as identifying FOI exemptions in govern-
ment collections, due to the diverse types of sensitive information (c.f. Figure 1.2; Chapter 1).
In particular, a mention of a named entity may or may not be considered sensitive depending on
the context in which it is discussed. For example, the medical records of a country’s president
are sensitive, but the demographic information of a country’s president (e.g. date of birth) is
publicly available and non-sensitive.

Studies such as (Thompson and Kaarst-Brown, 2005; Moss and Gollins, 2017; Prime and
Russomanno, 2018) highlight the need for adopting automatic approaches to identify sensitive
information in large collections of digital government documents. These automatic approaches
are particularly crucial for the timely release of the information that should be available for
public access, in order to comply with FOI laws. For example, Moss and Gollins (2017) dis-
cussed the importance of sensitivity classification during the sensitivity review of records that
must be deposited at the National Archives of the United Kingdom. In particular, Moss and
Gollins (2017) highlighted the challenges in identifying the sensitivities in massive collections
of born-digital documents. They suggested that machine-learning classification techniques can
potentially assist human sensitivity reviewers in more effectively and efficiently reviewing gov-
ernment documents. In addition, the automated classification of sensitive information and pro-
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tection against its disclosure to the public have recently received notable attention (McDonald
and Oard, 2021; Olteanu et al., 2021). The task of automatic sensitivity classification typi-
cally involves training a machine learning classifier to predict whether a piece of information
is sensitive or not (i.e., binary classification). The automatic classification of specific sensitive
information, such as FOI exceptions, has been addressed by McDonald et al. (2014). They
proposed to deploy separate classifiers with handcrafted features for specific exceptions listed
in the UK Freedom of Information Act (2000) (FOIA, UK)1, namely “Section 40: Personal
Information” and “Section 27: International relations”. This approach of deploying separate
classifiers for specific types of sensitivities can be particularly useful in cases where the types of
potential sensitivities are few and already known. However, there can be numerous categories
of information that are exempt from public release, e.g. twenty-four categories in FOIA, UK.
Consequently, deploying separate classifiers for specific types of sensitivities could become in-
creasingly impractical as the variety of potential sensitivities grows. To address this, a later work
by McDonald et al. (2017) proposed a more general solution for composite class sensitivity clas-
sification. The authors thoroughly evaluated various features for sensitivity classification and
highlighted the effectiveness of semantic word embedding features and sequence of document
terms in identifying a sensitive context. More recently, Frayling et al. (2022) proposed to clas-
sify sensitive information using enriched representations of named entities based on knowledge
graph hierarchies (e.g. Barack Obama → President of United States → Head of government).

Berardi et al. (2015) and McDonald et al. (2020) have shown that sensitivity classification is
indeed an effective approach for increasing the human efficiency of sensitivity review. In partic-
ular, McDonald et al. (2020) showed that the efficiency and accuracy of the sensitivity reviewers
can be significantly improved when the reviewers are provided with sensitivity predictions from
a sensitivity classifier. Moreover, Sayed and Oard (2019) showed that increasing the effective-
ness of sensitivity classification can also increase the retrieval effectiveness of sensitivity-aware
Information Retrieval systems (i.e., the search systems that consider the sensitivity of informa-
tion when retrieving and presenting search results to users.). Therefore, motivated by the impor-
tance of sensitivity classification in assisting sensitivity reviewers, in this thesis, we propose to
improve the effectiveness of sensitivity classification.

In particular, we propose an approach, called RelDiff to leverage latent entity-relations in
documents for effective sensitivity classification. Differently from the work of McDonald et al.
(2017) that focused on semantic word embeddings, we use entity-relation embeddings as a fea-
ture of effective sensitivity classification. Moreover, unlike approaches (e.g., Abril et al., 2011)
that classify sensitivities using entities alone, we argue that entities by themselves are not reli-
able indicators of sensitivity (e.g. medical information about a country’s president is sensitive,
unlike their publicly available date of birth). Therefore, our proposed RelDiff approach focuses

1Part II (Exempt information) of the Freedom of Information Act (2000) in the United Kingdom: https:
//www.legislation.gov.uk/ukpga/2000/36/part/II

https://www.legislation.gov.uk/ukpga/2000/36/part/II
https://www.legislation.gov.uk/ukpga/2000/36/part/II
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on the relations between entities to indicate whether the entities in a document constitute poten-
tial sensitive information. In Section 2.2.1, we discuss the existing methods for identifying and
representing entity-relations. Our proposed RelDiff approach is described in Chapter 4.

2.1.2 Technology-Assisted Sensitivity Review

The task of Technology-Assisted Sensitivity Review (TASR; The National Archives, 2016a;
McDonald, 2019; McDonald et al., 2019) involves using machine learning and information re-
trieval to assist human sensitivity reviewers in reviewing large document collections. TASR
is inspired by the technology-assisted review (TAR), which is commonly used in the legal do-
main for tasks such as e-discovery (Oard and Webber, 2013; Cormack and Grossman, 2014).
The TAR systems are designed to make the document review process more efficient and cost-
effective compared to traditional manual review methods. In particular, in a TAR task, human
reviewers work actively with the TAR system to identify relevant documents for a specific in-
formation need (e.g. a legal matter). In TAR, the information need is typically known before
the start of the review. This information need usually takes the form of a textual description of
the target relevant documents, which is commonly referred to as the request for production in
tasks such as e-discovery (Cormack and Grossman, 2014). Typically in a TAR system, a query
or sampling strategy is formulated based on a textual description of the target relevant docu-
ments to retrieve an initial set of documents. Each document in this initial set is then manually
reviewed and labelled as being relevant or not relevant. These labelled documents are later used
to train a document classifier to predict the relevant documents in the collection. The process of
predicting relevant documents, manually reviewing the predicted documents, and retraining the
classifier continues iteratively until a given stopping condition (Cormack and Grossman, 2016)
is met. For example, the CAL (Continuous Active Learning; Cormack and Mojdeh, 2009) ap-
proach in TAR involves first training the classifier with the initial set of documents. Next, at
each iteration of the review, relevance feedback is deployed to train the classifier based on the
reviewers’ judgements about the relevance of each document.

TAR is shown to be more effective and efficient in tasks such as e-discovery compared to
the fully manual review of documents in a collection (Grossman and Cormack, 2010; Oard and
Webber, 2013). However, compared to TAR for e-discovery, there are some key differences
in the requirements for sensitivity review. The most prominent difference is that in sensitivity
review, there is no prior information about the sensitive information in the collection. Therefore,
there is no equivalent to the request for production, i.e., there is no textual description of various
sensitivities to be identified within the collection, which is necessary to generate an initial set of
documents for training a classifier. In addition, in TAR, the human reviewers review only those
documents that are predicted as relevant by the system. Consequently, only a small portion of
the document collection is actually reviewed, which consists of documents that are predicted to
be relevant for the request for production. Differently, in sensitivity review, all documents that
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are required to be released to the public must be sensitivity reviewed. Therefore, reviewing only
a small portion of a document collection is not a suitable solution for sensitivity review.

Considering the benefits of TAR in tasks such as e-discovery, and recognising its limita-
tions for the sensitivity review task, McDonald (2019) proposed a framework for Technology-
Assisted Sensitivity Review (TASR). TASR aims to prioritise the documents to be reviewed
and provide useful information to the reviewers to assist them in making their review decisions.
The TASR framework proposed by McDonald (2019) consists of four components, respectively
aimed at the following tasks: (1) encode document features, (2) prioritise documents for review,
(3) integrate the reviewer’s feedback, and (4) make sensitivity classification and reviewing time
predictions. In particular, McDonald (2019) leveraged active learning in the TASR framework
to integrate the reviewers’ feedback in sensitivity classification. This approach aimed to reduce
the amount of reviewing efforts required to train a classifier (McDonald et al., 2018a). More-
over, due to the challenges of the high volume of documents to be reviewed and the typically
limited resources, the components of the TASR framework (McDonald, 2019) can be adapted
for two realistic sensitivity review scenarios: (1) the exhaustive review scenario to assist sensi-
tivity reviewers when all of the documents in a collection are to be reviewed, and (2) the limited
review scenario to assist the reviewers when there are not enough resources to review all of
the documents that are in a collection. McDonald (2019) showed that providing useful infor-
mation about sensitivities in the documents can increase the accuracy and reviewing speed of
the reviewers in the exhaustive review scenario. In addition, within the limitations of available
reviewing resources, TASR can increase the number of documents that can be reviewed and
eventually released to the public in the limited review scenario.

This thesis draws inspiration from the capabilities of the TASR framework in facilitating
sensitivity review. However, we follow a distinct path by harnessing the potential of general-
purpose Information Extraction techniques (c.f. Section 2.2) and Document Recommendation
techniques (c.f. Section 2.3) to develop the SERVE framework for sensitivity review. Unlike the
TASR framework, which primarily focuses on effective sensitivity classification, our SERVE
framework proposes various novel methods (c.f. Figure 1.4) to identify latent relations between
documents as reliable indicators of sensitivity. Moreover, SERVE deploys these methods across
its different components, which enable novel functionalities (c.f. Figure 1.4) to assist the hu-
man sensitivity review process. These functionalities aim to improve the accuracy and speed
of sensitivity reviewers, along with improving the number of documents that can be opened to
the public within fixed reviewing resources. Chapter 3 describes our SERVE framework and
presents its different components and functionalities.

2.1.3 Search Among Sensitive Content

The use of Information Retrieval (IR) solutions for assisting sensitivity review has received no-
table attention in the literature (Si and Yang, 2014; Gollins et al., 2014; Sayed and Oard, 2019;
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Narvala et al., 2020; McDonald and Oard, 2021). Realistically, in large collections, sensitive
content is usually intermixed with non-sensitive content. For example, email collections com-
prise personal or confidential content, legal collections comprise content about attorney-client
privilege, and government archives comprise documents that contain exempted information as
per FOI laws. Therefore, search systems for such collections are required to maintain a balance
between the interests of users that are seeking content and the need to protect sensitive informa-
tion. Sayed (2021) presented a retrieval task that aims to retrieve relevant content while protect-
ing sensitive content so as to construct effective search and protection engines. Sayed (2021)
proposed to develop search and protection engines using three main components, namely: 1) a
ranking model to retrieve a ranked list of relevant items for a search query, 2) a sensitivity clas-
sifier to identify whether a piece of information is sensitive or not, and 3) a sensitivity filter to
remove the predicted sensitive information from the search results. The filtering can take place
in the following two ways: 1) pre-filtering, which involves identifying sensitive information in
a collection and preventing it from being indexed for search, and 2) post-filtering, where all rel-
evant content is initially retrieved and then classified for sensitivities to be excluded from search
results. Sayed (2021) also presented test collections (Sayed et al., 2020; Iqbal et al., 2021), and
proposed novel measures (Sayed and Oard, 2019) for evaluating the effectiveness of search and
protection engines in balancing relevance and sensitivity.

In applications such as proactive disclosure of information within FOI exemptions, the
search and protection engines can be used to reduce the workload on the sensitivity reviewers.
However, since identifying FOI sensitivities requires utmost accuracy, the search and protec-
tion engines cannot yet be deployed independently. Nonetheless, similar to TASR (c.f. Sec-
tion 2.1.2), an active learning strategy can be formulated to use the search queries to guide in
identifying those documents that need a human reviewer’s feedback (Sayed, 2021). This feed-
back can then be integrated into the training of effective sensitivity classifiers.

As a preliminary investigation to this thesis, we explored an alternative approach to develop-
ing sensitivity-aware IR systems. In particular, we proposed a system, Receptor (Narvala et al.,
2020), which involved using IR techniques to provide sensitivity reviewers with insights into the
associations between sensitive documents in a collection. Receptor proposed novel functionali-
ties such as interactive visualisations to explore the collection and advanced search capabilities
using entity exploration, faceted search, and complex queries. Unlike Receptor, which aimed to
assist the sensitivity reviewers in exploring the collection, our SERVE framework presents novel
functionalities to assist the reviewers in accurately and efficiently reviewing documents. In par-
ticular, SERVE proposes novel methods to identify different latent relations between documents.
In the next section, we provide a background of these different types of latent relations.
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2.2 Latent Relations Between Documents

As discussed in Chapter 1 (c.f. Section 1.1), latent relations between documents can indicate
sensitive information. This section describes three types of latent relations between documents
that we leverage for assisting sensitivity review. In particular, we provide an overview of the fol-
lowing three families of general-purpose information extraction techniques: (1) Section 2.2.1 de-
scribes techniques for extracting and representing entities and their associated relations, (2) Sec-
tion 2.2.2 describes techniques for clustering similar documents, and (3) Section 2.2.3 describes
techniques for identifying coherent groups of documents about an event, activity, or discussion.

2.2.1 Entity-Relations

Two pivotal tasks in information extraction are Named Entity Recognition (NER) (Tjong Kim Sang
and De Meulder, 2003; Nadeau and Sekine, 2007) and Relation Extraction (RE) (Miller et al.,
2000; Mintz et al., 2009). NER involves extracting mentions of named entities in a piece of
text, while RE focuses on determining the relations that the entities constitute. In particular,
named entities can be commonly categorised as names of individuals, locations, organisations,
and dates. The extraction of such entities using NER techniques is shown to be crucial for many
tasks, such as anonymising sensitive information in documents (Abril et al., 2011), which we
briefly described in Section 2.1.1. Moreover, Relation Extraction (RE) techniques can identify
relationships between the entities, e.g., “<person>-born_in-<location>”, which can be crucial
for tasks such as the construction of knowledge graphs (Lin et al., 2015; Yu et al., 2020).

In this thesis, we argue that entities and the relations that they constitute can be reliable indi-
cators of sensitivities. For example, the relation “born in” can describe personal sensitive infor-
mation about a named individual’s place of birth. Before introducing our proposed approach for
representing entity-relations to identify sensitivities in Chapter 4, we review existing work for
entity-relation representation in other downstream tasks, such as knowledge graph link predic-
tion (Bordes et al., 2013). The link prediction task involves predicting missing relations between
entities in a knowledge graph based on effective representations of entities and existing relations.

Various previous studies (e.g. Rossi et al., 2021; Ji et al., 2021) showed that knowledge
graphs could be used to learn the representation of relationships between entities in an embed-
ding space. For instance, given the entity-relation-entity triples from a knowledge graph (e.g.,
“<John Lennon>-member_of -<The Beatles>”), the aim is to learn the embeddings of the head
and tail entities (i.e., “John Lennon” and “The Beatles”, respectively), as well as the relation
(i.e., member_of). The general idea behind learning entity and relation embeddings in such
knowledge graph embedding methods (KGE) is as follows: given a relation r and its head-tail
entities (h, t), the aim is to optimise a scoring function fr(h, t). For example, the first known
method to learn knowledge graph relation embeddings, TransE (Bordes et al., 2013), defines fr

using vector translations as follows:
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fr = ||h+ r− t||2 (2.1)

In general, the function fr can represent either or both of the following: (1) A distance between
relational transformations of entities in a vector space, e.g. Equation (2.1), (2) A semantic simi-
larity between entity-relation pairs. The knowledge graph embedding (KGE) methods optimise
this scoring function ( fr) using true entity-relations in the knowledge graph to represent the re-
lations between entities in vector space embeddings. We now provide a brief summary of three
popular categories of such KGE methods as described by Rossi et al. (2021):

• Geometry-Based methods: These methods aim to model relationships as vector geo-
metric operations such as translations (e.g. Bordes et al., 2013; Lin et al., 2015) or rota-
tions (e.g. Sun et al., 2019; Zhang et al., 2020) in an embedding space. These methods
work on the principle that if a relation r exists between entities h (head) and t (tail), then
the vector for t should be similar to a vector obtained by operating (e.g. translating) h

with r. For example, the TransE (Bordes et al., 2013) method uses the translation opera-
tion (i.e., h+ r) such that h+ r ≈ t for the triple (h,r, t).

• Tensor Factorisation-Based methods: These methods (e.g. Nickel et al., 2011; Balazevic
et al., 2019) learn the relation representation by first transforming all the h-r-t triples in a
3-dimensional binary tensor X . These methods then decompose the tensor X to compute
the vectors of entities and relations.

• Neural Network-Based: These methods are becoming increasingly popular to represent
knowledge graphs in a continuous neural features space (Rossi et al., 2021; Zamini et al.,
2022). A number of methods have been proposed for learning relation representations by
leveraging neural architectures such as methods based on Convolution Neural Networks
(CNN) (e.g. Dettmers et al., 2018; Vashishth et al., 2020) and Graph Neural Networks
(GNN) (e.g. Schlichtkrull et al., 2018; Shang et al., 2019; Li et al., 2022; Xu et al., 2023).

In Chapter 4, we investigate how using entity and relation embeddings from KGE methods
across the three categories impacts sensitivity classification effectiveness. As noted in Sec-
tion 2.1.1, entities alone are not a reliable indicator of sensitivities. Therefore, unlike learning
separate embeddings for entities and relations in KGE methods, we propose a novel method
(RelDiff) to generate entity-relation-entity triple embeddings. In particular, RelDiff combines
the embeddings of entities and relations from the KGE methods to represent a complete entity-

relation-entity triple as a single embedding. Chapter 4 describes our RelDiff approach, along
with investigating its effectiveness compared to KGE methods for sensitivity classification.
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2.2.2 Document Clustering

Document Clustering is a widely used technique in interactive IR systems. Previous studies (e.g.,
Bogaard et al., 2019; Bouadjenek and Sanner, 2019; Oghenekaro et al., 2023) have shown that
clustering can be effectively integrated with IR systems to assist users and analyse user interac-
tions. Bogaard et al. (2019) studied user interests and their search behaviour in a collection by
clustering the user search session database (i.e. search metadata and click logs). In particular,
Bogaard et al. (2019) implemented clustering to gain insights from the users’ behaviour, such
as the parts of a collection that are most searched or the parts where users spent most/least time.
On the other hand, studies such as (Bouadjenek and Sanner, 2019; Oghenekaro et al., 2023)
performed clustering of search results to assist users with coherent groups of related documents.
Bouadjenek and Sanner (2019) proposed a relevance-driven clustering approach to present rel-
evant clusters of Twitter2 search results to the users based on the users’ queries. Moreover,
Oghenekaro et al. (2023) implemented the suffix tree clustering algorithm (Zamir and Etzioni,
1998) to identify clusters of documents that share common phrases.

Furthermore, various studies (e.g. Oard and Webber, 2013; Vo et al., 2016; Trappey et al.,
2020) have also highlighted the importance of document clustering for assisting human review-
ers in document review systems. Oard and Webber (2013) discussed the importance of cluster-
ing in e-discovery by identifying duplicates and near duplicates along with identifying chains of
messages in an email collection. Vo et al. (2016) presented a system called DISCO that imple-
mented document clustering to assist reviewers by providing keywords of the clusters to perform
complex exploratory search tasks. Trappey et al. (2020) leveraged document clustering on legal
documents to determine clusters of trademark litigation case documents as precedent for a given
target case. In particular, Trappey et al. (2020) deployed clustering in a recommendation setting
by inferring the terminology associated with a legal case.

As we noted in Section 2.1.2, document review tasks, such as in an e-discovery setting,
involve finding and reviewing relevant documents in response to a request for production. Dif-
ferently from reviewing specific relevant documents, in sensitivity review, all of the documents
that are required to be released to the public must be reviewed. Therefore, unlike clustering
in document review tasks to identify relevant document clusters for review, in this thesis, we
focus on using document clustering to identify latent semantic categories (e.g. criminality) of
documents. We argue that such categories can help the sensitivity reviewers to understand the
type of content in a collection. For example, documents about “criminal incidents” may contain
sensitive information, such as personal details of victims. In contrast, in the documents about
“political events”, most of the mentioned personal details of individuals are publicly available,
and therefore they are not sensitive. We present our approach for leveraging semantic categories
for sensitivity review in Chapter 5. In the remainder of this section, we provide an overview of
the existing work on document clustering techniques that we use for semantic categorisation.

2https://twitter.com/

https://twitter.com/
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The goal of document clustering is to group similar documents together based on their con-
tent, e.g. based on the features that can encode the document content in a semantic embedding
space. Classical clustering methods, such as k-Means (Lloyd, 1982; MacQueen, 1967) and Hi-
erarchical Clustering (Murtagh, 1983), rely on predefined distance metrics to find clusters of
similar items (e.g. documents). For example, the popular k-Means method first randomly ini-
tialises k clusters centroids, where the centroids represent the centre points of the clusters in
a vector space. k-Means then assigns each document vector to the nearest centroid based on
a distance metric such as the Euclidean distance or the cosine similarity. k-Means then itera-
tively updates the centroids of each cluster by taking the mean of the vectors for the documents
assigned to that cluster. It further re-assigns the documents to the nearest updated centroids.
The stopping condition for the iterative cluster-update and re-assignment cycle can be a given
maximum number of iterations or when the centroids no longer change significantly.

In recent years, neural clustering methods have gained attention with their capabilities to
simultaneously learn feature representations and cluster assignments for the data to be clustered.
One such clustering method that we use to identify semantic categories (c.f. Chapter 5) for
sensitivity review is DEC (Xie et al., 2016). DEC is a deep neural clustering approach that
deploys a deep autoencoder (Vincent et al., 2010) to learn latent representations of input data
points (e.g. documents). DEC simultaneously refines these representations and learns clustering
assignments by minimising the Kullback-Leibler (KL) Divergence Loss (Kullback and Leibler,
1951). For a given number of documents (n) and clusters (k), DEC first initialises the article
embeddings in a space Z using a deep autoencoder (Vincent et al., 2010). It then computes a
soft assignment of each embedded article (zi) for the cluster centroids γ j (∀ j ∈ [1,k]) using the
Student’s t-distribution (Van der Maaten and Hinton, 2008), defined as follows:

qi j =
(1+ ||zi − γ j||2/α)−

α+1
2

∑
k
j′=1(1+ ||zi − γ j′||2/α)−

α+1
2

(2.2)

where α is the degree of freedom of the Student’s t-distribution. DEC further refines the article
embeddings and the cluster centroids by learning from high-confidence assignments using an
auxiliary target distribution (ti j). In particular, DEC optimises the loss between the soft assign-
ments (qi j) and the high-confidence assignments (ti j) using the KL-Divergence, defined as:

KL(T ||Q) =
n
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∑
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ti j log
ti j
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(2.3)

We use the DEC neural clustering approach to enable two novel functionalities in our SERVE
framework (c.f. Figure 1.4), namely: (1) sequential review of related documents, and (2) allo-
cating documents to reviewers. In particular, we use DEC to identify semantic categories (c.f.
Chapter 5) to assist the sensitivity reviewers in sequentially reviewing related documents. More-
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over, we use DEC in our document group recommendation approach (CluRec; c.f. Chapter 8) to
effectively allocate documents to the sensitivity reviewers based on their interests and expertise.
Chapter 3 describes these proposed functionalities of sequentially reviewing related documents
(c.f. Section 3.3.1) and allocating documents to reviewers (c.f. Section 3.3.4).

2.2.3 Threads, Events and Stories

The description of real-world events, activities or discussions is usually scattered across multiple
documents in a collection. This often makes it challenging for users to find and keep track
of evolving information about an event from large collections, e.g. in the news domain (Liu
et al., 2020a), where a large number of news articles are published every day. Therefore, the
ability to identify and group related documents about coherent events can help the users to
quickly understand relevant information from large collections. In the scenario of sensitivity
review, the display of coherent information about events from multiple documents can assist
the reviewers in making quick and informed sensitivity decisions. In this thesis, we introduce
the generalised technique of identifying chronological sequences of documents that are related
based on coherent information about an event, activity or discussion. We refer to this technique
as Information Threading. We provide details about information threading in Chapter 6, and
demonstrate its effectiveness for sensitivity review in Chapter 7.

Before reviewing existing work related to information threading, we provide formal defini-
tions of topics, events and stories, which we use throughout this thesis, as follows:

• Topic: A topic represents a broad theme that can comprise various specific events that
share a common focus. For example, the topic “Climate Change” can encompass events
related to global warming, deforestation, renewable energy, and environmental policies.

• Event: An event refers to a specific occurrence or incident with a defined time and context
within a topic. For example, the “United Nations Climate Change Conference” is a spe-
cific event within the “Climate Change” topic. An event can comprise a series of related
and diverse stories, each offering a unique narrative or viewpoint.

• Story: A story refers to a much more fine-grained group of articles that provides a partic-
ular aspect, perspective or implications of an event. For example, within the event “United
Nations Climate Change Conference”, there might be stories discussing the political ne-
gotiations, scientific findings and economic impact related to the conference.

Our work on information threading takes inspiration from existing studies on identifying re-
lated documents about coherent events. The remainder of this section describes these studies in
three broad categories, namely: (1) Topic Detection and Tracking (Section 2.2.3.1), (2) Docu-
ment Threading (Section 2.2.3.2), and (3) Event Extraction and Threading (Section 2.2.3.3).
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2.2.3.1 Topic Detection and Tracking

Topic Detection and Tracking (TDT) (Allan et al., 1998) was one of the early investigations into
identifying topically related news articles. Over the past two decades, TDT has received much
attention in the literature (e.g. Allan, 2012; Yu et al., 2007; Lee et al., 2007; Mele et al., 2019;
Zong et al., 2021; Fan et al., 2021; Saravanakumar et al., 2021). The TDT approaches typically
leverage document clustering and/or topic modelling techniques such as k-Means and Latent
Dirichlet Allocation (LDA) to detect topics in news articles. After identifying the topics, TDT
approaches further track the follow-up articles that relate to the identified topics. As described
by Zong et al. (2021), such topics are often referred to as a group of many related events that
together form a core event. For example, “Air Strikes in Syria” is a core event that can have
many smaller events and stories, such as the cause of the main event, reactions to this event
from different world leaders, and the aftermath of the event.

Our work on information threading (c.f. Chapter 6 and Chapter 7) is broadly similar to TDT
since we also focus on identifying groups of related documents in a collection. However, unlike
clustering documents in TDT based on topical relationships, in information threading, we focus
on identifying documents that are related at a finer granularity than topics (i.e., documents about
specific smaller events instead of a core event topic). In particular, differently from topic-based
threads about many related events, information threads present the evolution of different stories
about a specific event (discussed in Chapter 6 and Chapter 7).

2.2.3.2 Document Threading

Document threading is the task of identifying a coherent sequence (i.e., threads) of related
documents. Existing document threading approaches focus on identifying threads between spe-
cific documents (Shahaf and Guestrin, 2012) or threads about the most important events in a
collection (Gillenwater et al., 2012). In particular, Shahaf and Guestrin (2012) presented an
approach to connect any given two documents with a coherent sequence of documents. The au-
thors deployed a linear programming-based algorithm to determine threads that comprise a fixed
number of documents. Each of these threads connects two specified endpoints in a bipartite di-
rected graph of the documents and words in a collection. Additionally, Gillenwater et al. (2012)
presented an approach, named k-SDPP, for identifying a small set of document threads that can
describe the most important events in a collection. k-SDPP identified threads from a graph rep-
resentation of a document collection, with document similarities indicated by the weights on the
graph edges. In particular, k-SDPP sampled a set of threads from the document graph using a
structured determinantal point process (Kulesza and Taskar, 2010).

However, identifying threads about only a few specific documents in a collection may not
be suitable for the sensitivity review scenario, where all documents to be released to the public
must be reviewed. In particular, sensitivity reviewers must exhaustively look for all potential
connections of a document being reviewed before making a sensitivity judgement. Conse-
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quently, focusing on only a few threads is insufficient to ensure a thorough sensitivity review
for all documents in a large collection that must be released to the public. Therefore, our work
on information threading (c.f. Chapter 6 and Chapter 7) focuses on identifying the maximum
number of possible threads in a collection to enable effective and efficient sensitivity review in
a large collection. Moreover, unlike document threading approaches (e.g. Shahaf and Guestrin,
2012; Gillenwater et al., 2012) that use document term features to identify related documents,
we focus on the chronological relationships between documents and mentions of a specific con-
text of an event in the documents. In particular, to identify threads of evolving information
about events, we use the document creation timestamps (Nallapati et al., 2004) and answers to
5W1H questions (who, what, when, where and why) (Hamborg et al., 2019). We hypothesise
that this approach can effectively identify the context of an event, activity, or discussion in doc-
uments compared to the existing document threading approaches (c.f. Chapter 6). Furthermore,
in addition to identifying sequential threads (i.e., a list-like structure), we also propose to iden-
tify hierarchically structured threads that can effectively describe various aspects about an event
(e.g. different stories). For example, for an event “United Nations Climate Change Conference”,
a hierarchical thread can effectively present the evolution of different stories (such as political
negotiations, scientific findings, and economic effects) about the event in separate branches of
the hierarchy. We describe our hierarchical information threading approach in Chapter 7.

2.2.3.3 Event Extraction and Threading

Another research direction for identifying related documents about coherent events involves
extracting events in a collection and further identifying threads of the related events. A majority
of the existing event extraction approaches (e.g. Kuo and Chen, 2007; Aggarwal and Subbian,
2012; Huang et al., 2016; Qian et al., 2019; Jacobs and Hoste, 2020; Chen and Wang, 2021)
identify events as clusters of documents in a collection using features such as document terms,
entities and important keywords. Further to event extraction, event threading approaches (e.g.
Nallapati et al., 2004; Shahaf et al., 2013; Liu et al., 2020a) leverage the extracted event clusters
to identify threads that describe related events. Nallapati et al. (2004) presented one of the initial
works on event threading. Differently from the TDT approaches (c.f. Section 2.2.3.1), which
focus on detecting topics, Nallapati et al. (2004) focused on detecting events along with their
dependencies. The authors defined events as clusters of news articles and identified threads
of dependent events. In a later work, Shahaf et al. (2013) presented the notion of information
cartography to identify and visualise threads of event-based clusters of news articles and their
relationships for a specific user query. A more recent work on event threading by Liu et al.
(2020a), leveraged event extraction and network analysis to create threads of events in a tree
structure. Liu et al. (2020a) first proposed an event extraction approach (EventX) that creates
a keyword co-occurrence graph to cluster documents with related keywords to determine event
clusters. The authors then proposed an event threading approach (StoryForest) that leveraged
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community detection approaches to link related event clusters in a tree-structured event thread.
In contrast to event threading (i.e. identifying threads of dependent events), our work on

information threading (c.f. Chapter 6 and Chapter 7) focuses on identifying threads about a
particular event that spreads across multiple documents. Moreover, while the event extraction
task shares similarities with our work on identifying threads, there are some key differences.
In particular, event extraction typically focuses on identifying clusters of related documents.
Unlike event extraction, information threading focuses on identifying structured threads of re-
lated documents to effectively describe the chronological evolution of an event. We investigate
the effectiveness of two types of thread structures, namely sequential and hierarchical. More-
over, we compare the effectiveness of an existing event extraction approach (Liu et al., 2020a)
against both our proposed sequential and hierarchical information threading approaches, which
we discuss in Chapter 6 and Chapter 7 respectively.

2.3 Personalised Document Recommendation

As we discussed in Chapter 1 (c.f. Section 1.1), recommending documents to the sensitivity re-
viewers based on their interests and expertise can potentially help them make informed decisions
about sensitive information more quickly. Moreover, we noted that latent relations between doc-
uments (c.f. Section 2.2) can help the sensitivity reviewers to identify the context of sensitive
information from different related documents. Therefore, in this thesis, we aim to recommend
related documents to the reviewers based on their prior experience.

Document recommendation is a well-researched field in the literature for its various applica-
tions, such as news recommendations (as surveyed by Amir et al., 2022 and Wu et al., 2023) and
legal recommendation (Dhanani et al., 2021; Winkels et al., 2014). For example, personalised
news recommendation aims to assist users in quickly finding their preferred news articles within
large volumes of news that are produced every day. The personalised document recommenda-
tion task typically follows an item-based recommendation scheme, where the users’ interests in
particular documents are modelled to recommend the documents that closely match the user’s
interests. In particular, the item-based recommendation systems aim to recommend items to a
user based on the similarity of an item to other items that the users have previously interacted
with. Classical item-based recommendation systems (e.g. Sarwar et al., 2001; Deshpande and
Karypis, 2004) use collaborative filtering to obtain recommendation predictions for individual
items based on the users’ interactions (e.g. rating scores) with similar items. However, classical
item-based collaborative filtering (CF) methods are not effective for document recommendation
as described in numerous related research in the news recommendation domain (e.g. Li et al.,
2011; Zhong et al., 2015; Wu et al., 2023). For example, the CF-based methods typically repre-
sent items as IDs. These IDs do not capture information about the item attributes and features
that could provide additional context in modelling the users’ interests for recommendations. In
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particular, for document recommendation, unlike representing items as IDs, documents such as
news articles contain rich textual information, which is important to capture the similarity be-
tween articles (Wu et al., 2020). Moreover, CF-based approaches for document recommendation
are susceptible to the sparsity issue (Li et al., 2011; Zhong et al., 2015). In particular, this spar-
sity issue occurs when certain items (e.g. recently created news articles) have very limited or
no user interactions. Since CF-based approaches typically rely on these user-item interactions,
the lack of such interaction data results in the lower effectiveness of CF-based approaches for
document recommendation scenarios (e.g. news recommendation).

As noted by Amir et al. (2022) and Wu et al. (2023), in recent years, deep learning techniques
have gained attention in the news recommendation domain to effectively represent news articles
and to model the users’ interest in the articles. A range of neural network-based approaches have
been proposed to effectively encode news article representations (e.g., Okura et al., 2017; Kumar
et al., 2017; Wu et al., 2019b,d, 2021a) and to model the users’ interests in the articles (e.g.
Park et al., 2017; An et al., 2019; Wu et al., 2021b, 2022) for recommendation. In particular,
these approaches use the content (such as title) of news articles to learn the news and user
representations for effective recommendation. For example, Okura et al. (2017) proposed to
learn latent embeddings of news articles using a denoising AutoEncoder (Vincent et al., 2010).
The authors then used recurrent neural networks to learn user representations from their click
histories of news articles. Further, to predict the relevance of an article for a user, an inner-dot
product of the article representation and the user representation is performed.

Furthermore, in addition to using the news content for learning news and user representa-
tion, studies (e.g. Tran et al., 2010; Wu et al., 2019a) have also proposed to leverage news topics
and clusters for effective item-based news recommendation. These studies primarily focus on
capturing the topical similarity of articles while learning news representations and modelling
the users’ interests for the individual articles. In particular, the previous studies either leveraged
ground-truth topic labels from the test collections (e.g. An et al., 2019; Park et al., 2017; Wu
et al., 2019a,c) or used document clustering and topic modelling techniques (e.g. Chu and Park,
2009; Li et al., 2011; Luostarinen and Kohonen, 2013) to encode topical information in news
representations for item-based recommendation of articles. However, we argue that capturing
the topical similarity of articles may not be effective for modelling complex users’ interests for
different types of article content. In particular, users are usually interested in a small set of
articles that can possibly span multiple topics, rather than all articles under a single high-level
topic. Moreover, using predefined ground-truth topic labels for recommendation can be chal-
lenging in real-world datasets, where annotating such labels for articles in large collections can
be infeasible and/or expensive. Therefore, in this thesis, we propose to automatically identify
latent clusters of articles based on the users’ historical interactions.

In particular, we propose a personalised document recommendation method, CluRec (c.f.
Chapter 8), which learns to recommend the articles by leveraging the users’ interests for the iden-
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tified latent clusters. We deploy our CluRec approach to effectively allocate documents to the
sensitivity reviewers based on the reviewers’ interests and expertise. Differently from traditional
item-based recommendation (i.e., recommending each document independently), our CluRec
approach facilitates cluster-based document recommendations, i.e., recommending groups of
related documents. We hypothesise that cluster-based recommendation helps the reviewers to
make accurate sensitivity judgements for documents by gaining insights from related documents
in the clusters. Chapter 8 describes our CluRec method and investigates its effectiveness com-
pared to item-based recommendation for news recommendation as well as sensitivity review.

2.4 Conclusions

In this chapter, we have provided a summary of the fundamental techniques that our various pro-
posed methods are built upon to enable effective and efficient sensitivity reviews. In particular,
we provided a background of the techniques from existing work on assisting sensitivity review in
Section 2.1, namely sensitivity classification, technology-assisted sensitivity review and search
among sensitive content (c.f. Section 2.1.1, Section 2.1.2 and Section 2.1.3, respectively). In
Section 2.2, we presented existing work on identifying latent relations between documents that
we leverage for sensitivity review. In particular, we discussed the extraction and representation
of named entities and the relations that they constitute in Section 2.2.1. In Section 2.2.2, we
presented an overview of clustering similar documents. Further, in Section 2.2.3, we presented
existing work on identifying coherent groups of related documents based on events, activities
and discussions. Finally, in Section 2.3, we provided background on document recommenda-
tion tasks, which we leverage for effectively allocating documents to the reviewers based on the
reviewers’ interests and expertise.

In the next chapter, we provide an overview of our proposed SERVE framework for sensitiv-
ity review. We introduce the novel methods proposed by SERVE to enable effective and efficient
sensitivity review. These methods include: (1) leveraging entity-relations for sensitivity classi-
fication, (2) clustering documents based on their semantic categories, (3) identifying coherent
threads of information, and (4) cluster-based document recommendation.



Chapter 3

Framework for Sensitivity Review

In Chapter 1, we discussed the challenges faced by government and public institutions in con-
ducting sensitivity reviews to comply with Freedom of Information Laws (FOI). In particular,
we discussed the complexity and resource-intensive nature of the sensitivity review process (c.f.
Section 1.1). We also highlighted the need for automated solutions to assist the two types of
human users involved in the sensitivity review process, namely the Review Organisers and the
Sensitivity Reviewers. Moreover, we introduced the potential role of latent relations between
documents (e.g. entity-relations, semantic categories, and coherent threads) in facilitating ef-
ficient and accurate sensitivity review in a large collection. For instance, when sensitivity re-
viewing a document, reviewers often use information from multiple related documents in the
collection. More specifically, documents that mention the same topic or event can provide the
reviewers with useful contextual information, thereby assisting them in making consistent sen-
sitivity judgements more quickly. However, it is infeasible to manually identify latent groups
of such related documents in large unstructured collections. In addition, the resources (e.g. re-
viewing time) required for conducting manual reviews are often limited. Consequently, it is
important to effectively prioritise and allocate documents to the reviewers in order to improve
the number of documents opened to the public in a fixed reviewing time budget.1 To address
these challenges, we propose to leverage latent relations between documents, and to enable the
sequential and collective review of related documents in a collection. We postulate that these la-
tent relations can provide the reviewers with a more comprehensive understanding of the context
and interconnectedness of sensitive information.

In this chapter, we present our proposed framework for sensitivity review, called SERVE (ab-
breviation for SEnsitivity ReViEw). SERVE incorporates different components based on novel
methods (which we propose in this thesis) to automatically identify different latent relations be-
tween documents in a collection. These components of SERVE aim to improve the efficiency
and effectiveness of the sensitivity review process by providing various functionalities to the

1The reviewing time budget is typically the available time to review documents based on the total capacity of
human efforts of the sensitivity reviewers, as mentioned in Chapter 1 (c.f. Section 1.1).
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Review Organisers and Sensitivity Reviewers. This chapter introduces the different components
of SERVE and the various novel functionalities that they enable.

The remainder of this chapter is organised as follows:

• In Section 3.1, we describe the two types of users involved in the sensitivity review pro-
cess, i.e., the Review Organisers and Sensitivity Reviewers. We discuss the various tasks
that these users are responsible for.

• Section 3.2 provides an overview of our SERVE framework for sensitivity review. We
introduce the novel methods that SERVE deploys in its different components, namely: (1)
Entity-Relation Representation, (2) Semantic Categorisation, (3) Information Threading,
(4) Review Prioritisation, and (5) Document Group Recommendation.

• In Section 3.3, we provide details about how the different components of SERVE are
aligned with the various responsibilities of the users in the sensitivity review process. We
then discuss the key functionalities that the different components provide to the users,
namely: (1) Sequential Review using Semantic Categories, (2) Collective Review using
Coherent Threads, (3) Customised Prioritisation of Documents, and (4) Automatic Allo-
cation of Documents to Reviewers.

• Section 3.4 provides a summary of this chapter.

3.1 User Types And Roles

In a sensitivity review process, once the documents that are required to be released to the public are
identified, the following two tasks are typically performed: (1) Allocating various documents in
the collection to the reviewers, and (2) Making judgements about whether a document is sensitive
or non-sensitive. Based on these two tasks (introduced in Chapter 1), we define two types of users
in the sensitivity review process, namely, (1) Review Organisers, and (2) Sensitivity Reviewers.
This section describes these two user types, and discusses their roles and responsibilities.

3.1.1 Review Organisers

Review organisers are responsible for overseeing the overall sensitivity review process. In par-
ticular, the review organisers ensure that non-sensitive documents are selected to be opened to
the public to comply with FOI laws in a timely manner. As discussed in Chapter 1, the proactive
disclosure policies under FOI laws require conducting the sensitivity reviews of large volumes
of documents. However, the resources (e.g. reviewing time) for conducting a manual sensitivity
review are typically limited. This constraint of limited resources makes it typically infeasible
to conduct the review for an entire large document collection in a fixed period of time based on
the available reviewing time budget. Therefore, to timely open the documents to the public, the
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review organisers need to carefully prioritise certain documents for review. This prioritisation is
typically aimed at ensuring that a maximum number of documents are opened to the public in
the fixed reviewing time budget, i.e. to maximise openness (McDonald et al., 2018b).

In addition to prioritising documents for review, the review organisers are also responsible
for allocating the documents to the various sensitivity reviewers. A panel of sensitivity reviewers
may be composed of experts in specific domains (Allan, 2014; National Archives and Records
Administration, 2014) such as finance or criminality. Assigning documents to reviewers based
on the reviewers’ expertise can help the reviewers to make more informed sensitivity judge-
ments. Therefore, the review organisers can consider assigning specific types of documents to
reviewers with a relevant experience so as to ensure that the reviews are conducted accurately
and efficiently. We summarise the main responsibilities of the review organisers (RO) as follows:

RO#1: Prioritising documents in a large collection for review, with the aim of maximising
openness within the limited resources for review.

RO#2: Allocating documents to the sensitivity reviewers based on their expertise, with the
aim of conducting accurate and efficient reviews.

3.1.2 Sensitivity Reviewers

Sensitivity reviewers are responsible for reviewing the documents for any sensitive informa-
tion before the documents can be opened to the public. The sensitivity reviewers are primarily
required to identify if there is a mention of any sensitive information in a document being re-
viewed. A piece of information is considered sensitive or non-sensitive based on whether the in-
formation is deemed exempt from public release under FOI laws, i.e., it belongs to the exempted
categories (The National Archives, 2016a). As we discussed in Chapter 1, various countries can
have several categories of exempted information based on their respective FOI laws, e.g., Pri-
vacy or International Relations (c.f. Figure 1.2). The reviewers must carefully identify a context
of sensitive information based on the exempted categories. Moreover, to make an accurate sensi-
tivity judgement about a document, the reviewers often refer to other documents in the collection
that are related to the document being reviewed (McDonald, 2019; Narvala et al., 2020). For
example, information about an organisation’s business dealings with a country’s defence depart-
ment could make documents about that organisation more likely to be sensitive. However, the
organisation’s relationship with the defence department may not necessarily be apparent in the
document that contains the sensitive information. Therefore, reviewers must consult multiple
documents to provide consistent review judgements for related documents in a collection.

In addition to identifying a context of sensitivity, the reviewers also need to record their
judgements with detailed explanations of the identified sensitivities (McDonald, 2019; The Na-
tional Archives, 2021). A sensitivity judgement about a document can comprise an overall
classification of whether a document is deemed to be sensitive or non-sensitive, along with a de-
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scription of the judgement. Moreover, a piece of sensitive information is typically concentrated
within a specific section or a small portion of an entire document (McDonald, 2019). Therefore,
recording the specific sections of sensitive information (e.g. by highlighting) in a document can
protect the sensitive content, while enabling public access to the non-sensitive portions of the
document. For example, the highlighted annotations of sensitive information in a document can
be used to redact (The National Archives, 2016b) the sensitive content. The resulting redacted
document (i.e., containing only non-sensitive portions) can then be opened to the public. Over-
all, we summarise the main responsibilities of the sensitivity reviewers (SR) as follows:

SR#1: Identifying sensitive information based on the FOI-exempted categories.

SR#2: Recording a comprehensive review judgement with details such as: (1) an overall
sensitive/non-sensitive classification, (2) a description of the identified sensitivities,
and (3) highlighted portions of the document that contain sensitive information.

3.2 Framework Overview

This section provides an overview of our proposed framework, SERVE, to assist the review
organisers and sensitivity reviewers in carrying out their respective responsibilities (c.f. Sec-
tion 3.1). Motivated by our discussions in Chapter 1 (c.f. Section 1.1), this thesis focuses on
identifying latent relations between documents that are potential indicators of sensitivity. Our
SERVE framework proposes novel methods to identify and leverage such latent relations for
sensitivity review, namely: entity-relations, semantic categories and information threads. We
postulate that these latent relations can explain the context of sensitive information to the sen-
sitivity reviewers, thereby helping them to efficiently provide accurate sensitivity judgements.
Moreover, the review organisers can leverage these latent relations to effectively prioritise the
documents for review, thereby improving the openness of sensitivity reviews.

SERVE deploys the proposed novel methods to identify these latent relations across its dif-
ferent components. Figure 3.1 illustrates the overall process flow of SERVE, and its five compo-
nents, namely: (1) Entity-Relation Representation, (2) Semantic Categorisation, (3) Information
Threading, (4) Review Prioritisation, and (5) Document Group Recommendation. The process
flow in Figure 3.1 describes the interconnectivity of these components. First, the document
collection is processed to identify two types of latent groups of related documents, namely the
semantic categories and information threads. The documents are also classified as sensitive or
non-sensitive using the latent entity-relations. Thereafter, the document groups are prioritised by
leveraging the sensitivity classification predictions. Finally, various prioritised document groups
are recommended to specific reviewers based on their respective preferences.

In the remainder of this section, we describe the components of SERVE and introduce our
novel methods that are proposed within these components. We also discuss how these compo-
nents assist the sensitivity reviewers and review organisers.
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Figure 3.1: Components of our proposed framework for sensitivity review, SERVE.

3.2.1 Entity-Relation Representation Component

Information about certain relations between entities can potentially indicate a context of sensi-
tive information (c.f. Section 2.2.1). For example, the date of birth of an individual is usually
a protected sensitive attribute. However, the date of birth of a famous person, e.g. a country’s
president, is available in the public domain and is non-sensitive. Therefore, the mention of
entities and relations in a document (e.g., “person-born_on-date” and “person-is_president_of -
country”) can indicate whether the document contains sensitive information.

Our first component, called the Entity-Relation Representation component, identifies named
entities and their relations, and leverages them for effective sensitivity classification. We first
identify the named entities in the documents and the relations that these entities constitute using
Named Entity Recognition (NER) and Relation Extraction (RE) methods (c.f. Section 2.2.1).
We then represent the entities and their relations as entity-relation-entity embeddings. In partic-
ular, we propose a novel method, RelDiff, for entity-relation representation, which we discuss
in Chapter 4. Our proposed RelDiff method captures the complete context of an entity-relation
triple (e.g. “person-is_president_of -country”) into a single embedding. We use the RelDiff em-
beddings as a feature for automatic sensitivity classification. We hypothesise that the RelDiff
entity-relation-entity embeddings are more effective for sensitivity classification compared to
existing methods that use separate embeddings of entities and relations. We validate this hy-
pothesis in Chapter 4, by comparing RelDiff’s effectiveness with various existing knowledge
graph embedding methods (as introduced in Section 2.2.1).

Based on our discussions in Chapter 2 (c.f. Section 2.1.1), sensitivity classification can im-
prove the accuracy and efficiency of sensitivity reviews (McDonald et al., 2020). By improving
the effectiveness of sensitivity classification through the incorporation of latent entity-relations,
this component of SERVE helps the sensitivity reviewers in accurately identifying sensitive
information. In addition, we also use the sensitivity classification predictions to prioritise docu-
ments for review, i.e., in the Review Prioritisation component (discussed later in Section 3.2.4).
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3.2.2 Semantic Categorisation Component

As discussed in Section 3.1.2, the sensitivity reviewers often refer to multiple related documents
to provide an accurate sensitivity judgement. In particular, information about semantic related-
ness between documents can help the sensitivity reviewers to quickly provide consistent review
judgements for related documents. For example, documents that mention criminal incidents can
include similar types of sensitive information, such as personal information about victims.

Our Semantic Categorisation component leverages document clustering (c.f. Chapter 2; Sec-
tion 2.2.2) to identify latent categories of semantically similar documents. These semantic cate-
gories of documents form groups of related information about a specific topic or subject-domain
(e.g. criminality). In particular, these latent semantic categories facilitate the understanding of
the different types of information in a collection. By identifying the latent semantic categories,
we enable the sequential review of related documents, which is proposed as one of the function-
alities of our framework in Section 3.3.1. In Chapter 5, we discuss the role of latent semantic
categories in efficient sensitivity reviews. Chapter 5 first describes the identification of latent
semantic categories in a collection of sensitive and non-sensitive documents. Chapter 5 then
investigates the effects of leveraging semantic categories for sensitivity review (discussed later
as SERVE’s functionalities in Section 3.3.1 and Section 3.3.3).

Apart from enabling sequential review of related documents, we also use the semantic cat-
egories for prioritising documents in the Review Prioritisation component (c.f. Section 3.2.4).
Moreover, we use the semantic categories in the Document Group Recommendation component
(c.f. Section 3.2.5) to allocate documents to reviewers based on their interests and expertise.

3.2.3 Information Threading Component

In addition to helping the reviewers with semantic categories about high-level topics or domains,
we also focus on fine-grained latent information about specific events, activities or discussions
in the review. In particular, information about an event can be spread across different docu-
ments in a collection (c.f. Section 2.2.3). For example, information about a legal proceeding can
be spread across different documents, such as court transcripts, witness statements and news
articles. Therefore, the reviewers must refer to such related documents to make sensitivity
judgements based on the complete chronology of an event. Our Information Threading com-
ponent identifies chronological and coherent threads of information about an event, activity or
discussion from multiple documents in a large collection. These threads help the reviewers to
collectively gauge the complete context of an event from different documents. We discuss this
functionality of collectively reviewing documents using information threads in Section 3.3.2.

In particular, we propose two novel approaches for identifying information threads in large
collections, which we discuss in Chapter 6 and Chapter 7, respectively. Our first approach, Se-
qINT, identifies sequences of chronologically evolving information about events. Chapter 6 de-
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scribes the effectiveness of our SeqINT approach in identifying high-quality information threads
compared to existing related methods (introduced in Section 2.2.3). Differently from SeqINT,
our second approach, called HINT, identifies hierarchically structured threads. In particular, a
sequential thread may not effectively capture diverse aspects of an event’s evolution. For exam-
ple, an event about “United Nations Climate Change Conference” may contain diverse stories
discussing the political negotiations, scientific findings and economic impact related to the con-
ference (c.f. Section 2.2.3). A simple chronological sequence of documents may not adequately
capture the evolution of different stories of such events. In contrast, our HINT approach cap-
tures the diverse aspects of an event as different branches of a hierarchical thread about the event.
Chapter 7 presents thorough comparisons between our SeqINT and HINT approaches, in terms
of thread quality and preferences of real users for sequential or hierarchical threads, as well as
the effectiveness of information threading in sensitivity review.

3.2.4 Review Prioritisation Component

As discussed in Section 3.1.1, the review organisers need to prioritise certain documents for
review so as to improve openness within the limited resources. In particular, after the sensitivity
review of documents, the non-sensitive documents are opened to the public, while the sensitive
documents are withheld. Therefore, prioritising the review of likely non-sensitive documents
before sensitive documents helps the review organisers to release more documents to the public
within a fixed reviewing time budget, thereby increasing openness. Our Review Prioritisation
component leverages sensitivity classification to prioritise documents in the increasing order of
their predicted sensitivity (i.e., non-sensitive documents prioritised over sensitive documents).
As shown in Figure 3.1, the Review Prioritisation component takes as input the latent groups
of documents (i.e., semantic categories and information threads) and the documents’ sensitivity
classification probabilities. In particular, this component prioritises latent groups of documents
for review based on the proportions of predicted sensitive documents in the groups. Our moti-
vation behind prioritising the groups of related documents is to continue helping the sensitivity
reviewers efficiently review related documents (c.f. Section 3.2.2), while helping the review
organisers to improve openness. Indeed our aim is to help both the review organisers and sensi-
tivity reviewers by improving openness and the efficient reviewing of related documents, respec-
tively. For example, by reviewing the prioritised documents within the semantic categories, the
sensitivity reviewers can efficiently review related documents in a sequence (c.f. Section 3.2.2).

Chapter 5 discusses the review prioritisation component and its impact on the openness of
sensitivity reviews. In particular, in Chapter 5, we discuss the prioritisation of the identified
semantic categories based on the classification probabilities from our proposed RelDiff-based
sensitivity classifier (c.f. Section 3.2.1).
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3.2.5 Document Group Recommendation Component

A large collection of documents can comprise different types of documents, which require spe-
cific expertise and skills to efficiently perform an accurate sensitivity review. Therefore, as men-
tioned in Section 3.1.1, a panel of sensitivity reviewers often includes domain-specific experts,
which needs to be identified.

Our Document Group Recommendation component aligns the documents with the review-
ers based on the reviewers’ areas of expertise. In particular, this component recommends groups
of related documents to the reviewers based on the reviewers’ interests and expertise. For ex-
ample, a reviewer with experience in reviewing financial documents is more likely to provide
accurate sensitivity judgements for finance or business-related documents. We propose a novel
approach, CluRec, for personalised cluster-based document recommendation. Our CluRec ap-
proach identifies latent groups of documents that are related based on the historical interactions
of different users. These documents are later recommended to the relevant sensitivity reviewers.
We hypothesise that these latent groups of documents can effectively capture the reviewers’ in-
terests in various topics. Moreover, we hypothesise that reviewing documents according to the
reviewers’ interests and expertise enables them to accurately and efficiently provide sensitivity
review judgements. Chapter 8 presents our CluRec approach for document group recommenda-
tion. Chapter 8 also investigates how CluRec can be deployed in the sensitivity review process
to effectively allocate documents to the reviewers (discussed later in Section 3.3.4).

3.3 Key Functionalities

The components of our SERVE framework (c.f. Section 3.2) are designed to assist the sensi-
tivity reviewers and review organisers in effectively and efficiently carrying out their respective
responsibilities (c.f. Section 3.1). Figure 3.2 illustrates the mapping of SERVE’s components
with the responsibilities of both the review organisers and sensitivity reviewers. In particular, the
review prioritisation and document group recommendation components assist the review organ-
isers through the automatic prioritisation and allocation of the document groups to the reviewers,
i.e., RO#1 and RO#2, respectively (c.f. Section 3.1.1). In addition, the sensitivity classification,
semantic categorisation and information threading components assist the sensitivity reviewers in
identifying sensitive information (SR#1; c.f. Section 3.1.2). Moreover, the semantic categorisa-
tion and information threading components identify latent groups of related documents about a
topic domain or event in a large document collection. These document groups assist the review-
ers in providing consistent and comprehensive review judgements (SR#2; c.f. Section 3.1.2).

To demonstrate the benefits of SERVE’s components for the review organisers and sensitivity
reviewers (c.f. Figure 3.2), we discuss the various new functionalities these components enable.
The subsequent sections present these functionalities and discuss their potential effect on the
efficiency and effectiveness of the sensitivity reviews.
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Figure 3.2: Mapping the proposed SERVE framework’s components to the user responsibilities.
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Figure 3.3: Sequentially reviewing related documents in a semantic category group.

3.3.1 Sequentially Reviewing Related Documents

Our Semantic Categorisation component (c.f. Section 3.2.2) enables the functionality of se-
quentially reviewing documents that are clustered by their semantic categories. For example,
Figure 3.3 shows three semantically similar documents about the statements of witnesses in
prison camps. In particular, these documents contain similar types of sensitive information, e.g.,
demographic details of the individuals. As shown in Figure 3.3, the sequential review of such
documents that belong to the same semantic category can facilitate the reviewers’ understanding
of the associated sensitivities. We hypothesise that the sequential review of semantically related
documents helps to improve the reviewers’ reviewing speed and also assists them in providing
consistent judgements for related documents. Chapter 5 presents the evaluation of this hypoth-
esis about the sequential review functionality. In particular, Chapter 5 presents a user study
that investigates the impact of sequentially reviewing documents using semantic clusters on the
reviewer’s reviewing speed and the accuracy of the reviews.



CHAPTER 3. FRAMEWORK FOR SENSITIVITY REVIEW 40

Sensitivity Review

Thread 3 JTL Flavania SaplosBiewi terrorists

During 1986, Saplos vigorously pursued efforts to extradite JTL terrorists from abroad, especially from Flavania.
In May, Flavania extradited Jorge Febus to Saplos. No other important JTL member in Flavania has been extradited.

The two major terrorist groups are the “Jephrout Ta Llibertat" (JTL), and the smaller, “third of November social 
resistance group”. JTL’s principal international connection is to Biewies resident in Flavania. The “Incarnate 
Alliance", dismantled in 1986 through GOS/GOF cooperation, was composed of Flavania or Saplos Biewi residents.

During 1987, the GOS continued its vigorous efforts to extradite JTL terrorists from abroad, especially Flavania, 
but with little success. Procedural extradition problems between the GOF and GOS continued to hamper bilateral 
cooperation. The May 1986 extradition from Flavania of Jorge Pebus continues to be the sole extradition.

Timeline

1990-10-31

1990-10-31

1991-11-12

1991-11-12

Total Documents: 4 Sensitive Not-Sensitive

In a major breakthrough in early 1986, an unknown JTL terrorist network,known as the “Incarnate Alliance”, was 
uncovered. The discovery of the network began with the arrest of a Flavania Biewi, Harry Aprot, in April. Other 
members of the Incarnate Alliance were later arrested. 

SUBMIT SUBMIT & CONTINUE

Sensitivity 

Judgement

Thread 

Keywords

Sensitivity 

Prediction

5W1H question

answers
Who What When Where Why How

Prediction: Not-Sensitive (Confidence: 61.4 %)

Prediction: Not-Sensitive (Confidence: 61.4 %)

Prediction: Sensitive (Confidence: 82.5 %)

Prediction: Sensitive (Confidence: 82.5 %)

Annotations:            |   5W1H: 

in early 1986, an unknown JTL terrorist network,known as the “Incarnate Alliance”, was
uncovered. The discovery of the network began with the arrest of a Flavania

Highlighted 

span of 

sensitive 

information

Figure 3.4: Visualisation of an Information Thread with highlighted answers to the 5W1H ques-
tions, and options to collectively provide sensitivity judgements for the document passages.

3.3.2 Collectively Reviewing Coherent Information Threads

The sequential document-by-document review (c.f. Section 3.3.1) requires a reviewer to remem-
ber the context of the previous documents in the sequence. This is particularly important when
the documents describe a particular event, activity or discussion. For example, a discussion
between two countries about extradition of terrorists can be spread across multiple documents.
This makes it challenging for the reviewers to make sensitivity judgements by simultaneously
referring to multiple documents in a document-by-document review scenario. To address this,
the Information Threading component (Section 3.2.3) enables the functionality of collectively
reviewing coherent information from multiple documents. For example, Figure 3.4 shows a
thread about the extradition of JTL terrorists from Flavania to Saplos (anonymised names of
countries) from different passages of multiple documents. As shown in Figure 3.4, coherent
information about the event is presented in a chronological order. Moreover, Figure 3.4 shows
the text segments that answer the 5W1H questions (i.e., who, what, why, where, when and
how) (Hamborg et al., 2019) to illustrate how the information is related. In particular, our new
proposed approaches, SeqINT and HINT (c.f. Section 3.2.3), leverage answers to the 5W1H
questions for effective information threading (later discussed in Chapter 6 and Chapter 7).

We hypothesise that the collective review of such chronological and coherent information
threads helps the reviewers to quickly identify a context for the sensitive information. For ex-
ample, the thread in Figure 3.4 presents sensitive information, such as the names of individuals
being extradited, along with the sensitive information about international relations between the
governments of Flavania and Saplos. Chapter 7 validates our hypothesis about the collective
review functionality. In particular, in Chapter 7, we present a user study that investigates the
impact of collectively reviewing documents using coherent threads on the sensitivity reviewer’s
reviewing speed and accuracy.
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Figure 3.5: Customisable review prioritisation of the document groups in the increasing order
of predicted sensitivities.

3.3.3 Customised Prioritisation of Documents for Review

Our Review Prioritisation component (c.f. Section 3.2.4) prioritises documents for review by
leveraging semantic categories and sensitivity classification predictions. As discussed in Sec-
tion 3.2.4, this prioritisation is aimed at improving the number of documents opened to the
public in a fixed reviewing time. In particular, semantic categories that are likely to contain non-
sensitive documents can be prioritised for review before the categories that contain predicted
sensitive documents, so as to increase openness. However, in large collections, the semantic
categories of documents can contain many sensitive and non-sensitive documents. For example,
in a semantic category about politics, documents originating from internal government agen-
cies are likely to include sensitive information, while documents about political media reports
typically contain publicly available non-sensitive information. Therefore, leveraging the mean
probability of documents being sensitive in a large semantic category may not be effective in
prioritising the category for review. Moreover, in a limited reviewing time budget, the reviewers
may not have available resources to accommodate large semantic document categories for the
sequential document-by-document review (c.f. Section 3.3.1).

To address this, we propose a review prioritisation approach (discussed in Chapter 5) that
uses document metadata attributes to split large semantic categories into smaller finer-grained
semantic groups. For example, Figure 3.5 shows different criteria that the reviewers can choose
for splitting the semantic categories by one or more metadata attributes, namely, authors, ori-
gins or intervals of document creation date. We argue that these smaller semantic groups better
indicate the proportion of sensitivities compared to large semantic categories. Moreover, we
hypothesise that prioritising documents using these small semantic groups is more effective for
improving openness. Chapter 5 presents our conducted user study that validates this hypothe-
sis. In particular, our user study in Chapter 5 investigates the impact of the semantic document
groups (based on document metadata attributes) on the effectiveness of review prioritisation in
terms of improved openness.
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3.3.4 Automatic Allocation of Documents to Reviewers

As discussed in Section 3.2.5, assigning documents to the reviewers based on their expertise
assists them to review domain and context-specific sensitivities. For example, reviewing doc-
uments related to financial transactions and regulatory compliance may require expertise in fi-
nance and legal matters. Therefore, reviewers who have indicated a preference for or have expe-
rience in these domains can be more suitable in reviewing these domain-specific documents in
the sense that they will likely make more accurate judgements. Similarly, reviewers experienced
in reviewing criminality-related documents can more easily identify sensitive information from
legal documents that comprise the personal details of victims and the legal witnesses.

Our Document Group Recommendation component (c.f. Section 3.2.5) enables the effec-
tive allocation of documents to the various reviewers through the deployment of our proposed
CluRec approach. In particular, our CluRec approach (discussed in Chapter 8) learns the prefer-
ences of the reviewers for different document groups based on their past interactions with related
documents. Moreover, CluRec recommends the documents to the reviewers based on their pref-
erences and expertise in the identified document groups. The automatic recommendation of
document groups to reviewers eliminates the requirement of manually allocating documents to
the reviewers. We hypothesise that allocating documents to reviewers based on their past inter-
actions with related documents helps the reviewers to quickly provide more accurate sensitivity
judgements. Chapter 8 validates this hypothesis about the automatic document allocation func-
tionality. In particular, in Chapter 8, we present our conducted user study, which investigates
the impact of CluRec’s document group recommendation on the efficiency of the sensitivity
reviewers and the accuracy of their reviews.

3.4 Conclusions

In this chapter, we have presented our proposed framework, SERVE, which leverages latent
relations between documents for efficient and effective sensitivity reviews in a document col-
lection. In particular, in Section 3.1, we discussed two types of human users and their roles
in the sensitivity review process, i.e. the review organisers and the sensitivity reviewers. In
Section 3.2, we provided an overview of our proposed SERVE framework and discussed its
key components. We introduced the novel methods that SERVE deploys in its components for
identifying different types of latent relations (i.e., entity-relations, semantic categories and in-
formation threads). These different components of SERVE work collaboratively to enable the
reviewers in gaining a comprehensive understanding of related documents in a large collection.
In Section 3.3, we discussed how the various components of SERVE can assist the sensitivity
reviewers and review organisers in carrying out their respective responsibilities. We presented
the key functionalities that the components of SERVE provide to the sensitivity reviewers and
the review organisers. In particular, these novel functionalities allow the sensitivity reviewers
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to sequentially review semantically related documents (c.f. Section 3.3.1) and to collectively
review coherent information from multiple documents (c.f. Section 3.3.2). The sequential and
collective review assists the reviewers in quickly navigating through the document collection,
enabling them to make more informed and consistent review judgements. Moreover, these func-
tionalities assist the review organisers in effectively prioritising the documents for review before
automatically allocating them to suitable reviewers. In particular, the review prioritisation func-
tionality (c.f. Section 3.3.3) enables the review organisers to maximise the number of documents
opened to the public within a limited reviewing time budget. In addition, the document alloca-
tion functionality (c.f. Section 3.3.4) enables the automatic assignment of relevant documents
to the reviewers based on their expertise.

The remaining chapters of the thesis provide details about the respective components of our
SERVE framework. In each of the upcoming chapters, we describe our proposed methods that
are deployed in SERVE’s components. We also provide a thorough evaluation of the compo-
nents’ impact on the effectiveness and efficiency of the sensitivity review process. In the next
chapter (Chapter 4), we discuss the Entity-Relation Representation component. Chapter 4 de-
scribes our proposed RelDiff approach for generating entity-relation-entity triple embeddings,
and evaluates its effectiveness for automatic sensitivity classification.



Chapter 4

Entity-Relation Representations for
Sensitivity Classification

In Chapter 2, we discussed the importance of automated sensitivity classification for improving
the speed of the sensitivity reviewers and the accuracy of the reviews they provide (McDon-
ald et al., 2020). In particular, in Section 2.1.1, we discussed the growing need for automatic
sensitivity classification approaches (Prime and Russomanno, 2018). These approaches aim to
assist government departments in sensitivity reviewing large collections to timely comply with
FOI laws. However, as we discussed in Chapter 1 (c.f. Section 1.1), automatically classifying
FOI sensitivities is a complex and challenging task. This complexity is primarily attributed to
the context-dependent nature of sensitivities (McDonald et al., 2014). For example, information
about an employee’s salary details may, or may not, be sensitive depending on the role of the
employee in a company. More specifically, the salary of a company’s director may be in the
public domain and is non-sensitive, whereas a regular employee’s salary is usually considered
to be personal and sensitive information. Therefore, as we discussed in Section 2.2.1, entities
(e.g., employee and company) and the relations between the entities (e.g. employee’s role in
the company) can be important indicators of sensitive information. In this chapter, we focus on
effectively representing entities and their relations as features for sensitivity classification.

Previous studies (e.g. Rossi et al., 2021) suggested that relational information between en-
tities from a knowledge graph can be effectively used to learn the representations of entities
and relations as embeddings in a vector space (c.f. Section 2.2.1). These knowledge graph
embeddings (KGE) include separate vector representations for entities and relations. In par-
ticular, these embeddings aim to respectively encode the semantic information of entities and
relations within the different dimensions of the vector space. However, we argue that learning
separate entity embeddings and relation embeddings may not be the most effective approach for
sensitivity classification, since an entity or a relation alone is not a reliable indicator of sensi-
tivity. This argument is based on our aforementioned example, where the mention of a salary
is potentially sensitive depending on whose salary is being discussed. Therefore, to capture the

44
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context of a potentially sensitive entity-relation, we argue that it is essential to capture the whole
entity-relation-entity relationship (e.g., person-isDirectorOf -company) in a single embedding.

In this chapter, we hypothesise that representing entity-relations in a single embedding can
provide useful information for sensitivity classification. Our argument is that entity-relation
embeddings can enable a sensitivity classifier to classify context-dependent sensitivities more
effectively. In particular, we propose RelDiff, a novel approach for generating entity-relation-

entity embeddings. RelDiff adopts two fundamental vector algebraic operators to transform
knowledge graph embeddings (i.e., separate embeddings of entities and relations) into entity-

relation-entity embeddings. We leverage six widely-used knowledge graph embedding (KGE)
methods from the literature to compute the RelDiff embeddings. We show that the RelDiff em-
beddings can improve the effectiveness of sensitivity classification compared to the embeddings
from the evaluated KGE methods. The remainder of this chapter is structured as follows:

• In Section 4.1, we discuss existing methods for generating knowledge graph embeddings
of entities and relations, which we use as baselines to evaluate the effectiveness of RelDiff
for sensitivity classification.

• In Section 4.2, we present our proposed RelDiff approach for generating entity-relation-

entity embeddings from knowledge graph embeddings of entities and relations.

• Section 4.3 presents our pipeline for integrating the RelDiff embeddings into a classifier
for sensitivity classification. We discuss the different components of the pipeline, namely:
(1) entity and relation extraction (c.f. Section 4.3.1), (2) generating knowledge graph em-
beddings of the extracted entities and relations (using methods described in Section 4.1),
(3) representing entities and relations as embeddings using RelDiff (c.f. Section 4.2) or
the baselines (c.f. Section 4.1), and (4) sensitivity classification (c.f. Section 4.3.2).

• Section 4.4 presents our experimental methodology to evaluate the effectiveness of our pro-
posed RelDiff method for sensitivity classification. We evaluate RelDiff’s effectiveness
compared to methods that generate separate entity embeddings and relation embeddings.

• In Section 4.5, we report our experimental results (c.f. Section 4.5.1), and provide an
analysis on the classification effectiveness of the evaluated methods (c.f. Section 4.5.2).
We also provide a discussion about the implications of the results of our sensitivity clas-
sification experiments for assisting the sensitivity reviewers (c.f. Section 4.5.3).

• In Section 4.6, we discuss the contribution of different relation types towards classifica-
tion effectiveness. We also present further experiments that provide future directions into
automatically identifying important entity-relations for sensitivity classification.

• Finally, Section 4.7 summarises our conclusions from this chapter.
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4.1 Knowledge Graph Embeddings

As discussed in Chapter 2 (c.f. Section 2.2.1), a range of methods exist in the literature to learn
embeddings of entities and relations that appear in a knowledge graph. These knowledge graph
embedding methods (KGE) aim to learn entity-relation embeddings by optimising a scoring
function, denoted as fr(h, t), where r represents a relation and h and t are the head and tail enti-
ties. The function, fr, can capture either or both of the following aspects: (1) Distance between
relational transformations of entities (e.g. Geometric-Based methods; Section 2.2.1), (2) Seman-
tic similarity between entity-relation pairs (e.g. Neural Network-Based methods; Section 2.2.1).

In this section, we discuss six KGE methods from different families (discussed in Sec-
tion 2.2.1), namely Geometric-based, Tensor Factorisation-based, and Neural Network-based
methods. We use each of the following six KGE methods for generating our proposed RelDiff
embeddings (which we present in Section 4.2):

• TransE (Bordes et al., 2013) is one of the initial geometry-based KGE methods. The
TransE method assumes that relations are essentially transformations in the vector space
from one entity to another. In particular, TransE uses the vector translation operation (c.f.
Section 2.2.1) to model a relation r as a translation in a vector space from head entity h to
tail entity t, as defined by Equation (2.1).

• RotatE (Sun et al., 2019) is a well-known geometry-based KGE method that extends
TransE by leveraging a complex-vector space to model the relations as rotations from h to
t. In particular, unlike using a vector translation by TransE, RotatE models relations as ro-
tations in a complex latent space, where h is rotated by r through an element-wise product.

• HAKE (Zhang et al., 2020) is a recent geometry-based KGE method that extends Ro-
tatE by capturing a semantic hierarchy between the entities (h & t) in a relation (r). For
example, in the relation UK-contains-Scotland, “UK” is at a higher level of hierarchy
than “Scotland”. In particular, HAKE maps entities into a polar coordinate system, where
concentric circles can reflect the semantic hierarchies between entities.

• TuckER (Balazevic et al., 2019) is a tensor factorisation-based KGE method that lever-
ages the Tucker decomposition (Tucker, 1966). In particular, TuckER computes entity em-
beddings and relation embeddings by decomposing a 3-dimensional tensor of the knowl-
edge graph triples (i.e., h,r, t). The decomposition outputs three matrices (i.e., two for the
head and tail entity embeddings, and one for the relation embeddings) along with a core
tensor that captures the interactions between entities and relations.

• InteractE (Vashishth et al., 2020) is a neural network-based KGE method that leverages
a Convolution Neural Network (CNN) to model entity-relation embeddings. In particular,
InteractE performs depthwise circular convolutions on different permutations of h and r

to model pairwise interactions between the entities and relations.
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• SACN (Shang et al., 2019) is also a neural network-based KGE method that leverages both
a CNN and a weighted Graph Convolution Network (GCN). SACN captures the structural
information in a knowledge graph about the entity nodes (h & t) and the strengths of
the relation edges (r) using the weighted GCN. Moreover, SACN uses the convolutional
network to model the interaction between entities and relations as vector translations.

We deploy our proposed RelDiff approach (discussed in Section 4.2) using entity-relation
embeddings from each of the aforementioned KGE methods. Moreover, unlike the KGE meth-
ods that generate a separate embedding for the entities (h & t) and relations (r), our RelDiff ap-
proach generates entity-relation-entity embeddings, i.e., a single embedding for a h,r, t triple. As
per our discussion in Section 2.1.1, a mention of a named-entity in a document can not reliably
indicate sensitive information. In particular, we argue that it is the relation between the entities
(e.g. the role of an employee in a company) that indicates whether a piece of information (e.g.
employee’s salary) is deemed sensitive. Therefore, to fairly compare the KGE methods against
RelDiff, we deploy the following two baseline approaches that use this relationship information:

• KGRE (Knowledge Graph Relation Embedding): First, we use the relation embeddings, r,
from the KGE methods as the features for sensitivity classification. We deploy this baseline
to evaluate the impact of generalised relation representations in identifying sensitivities.

• CONCAT: Second, we concatenate the head-tail entity embeddings with the correspond-
ing relation embedding, concat(h,r, t). We deploy this baseline to compare the entity-

relation-entity representations between KGE and RelDiff.

We expect that both the KGRE and CONCAT approaches exhibit limitations in effectively
capturing the specific context of entities and relations with respect to classifying sensitive infor-
mation. In particular, the KGRE approach may not reliably indicate whether a piece of infor-
mation is sensitive without the context of the participating entities. Differently, the CONCAT
approach’s direct concatenation of entity and relation embeddings may fail to capture the relat-
edness between different entity-pairs that participate in the same relation type, resulting in many
disparate embeddings of different entity-relation triples. We argue that our proposed RelDiff
approach can overcome these limitations of the baseline approaches by the effective capturing
of the context of the entities and their corresponding relations, as discussed in the next section.

4.2 Proposed Approach: RelDiff

In this section, we discuss our proposed RelDiff approach that generates entity-relation-entity

embeddings. We postulate that by representing the complete context of an entity-relation-entity

triple in a single embedding, RelDiff can encode fine-grained information about relations. In
particular, unlike separate embeddings of entities and relations (e.g. from the KGE methods), a
single entity-relation-entity embedding can provide a context-aware representation of the entities



CHAPTER 4. RELDIFF: ENTITY-RELATION REPRESENTATIONS 48

and their relation. This can enable a sensitivity classifier to better recognise sensitivities about
certain entity-relations (e.g. an employee’s salary based on the employee’s role in the company).

RelDiff is based on two vector algebraic operations. In particular, to construct our RelDiff
entity-relation-entity embeddings by combining the KGE entity-relation embeddings, we lever-
age two well-known vector algebraic operators, as follows:

• Element-wise Subtraction: First, we leverage the element-wise subtraction of a vector b⃗

from another vector a⃗ in an m-dimensional vector space Rm, defined as:

s⃗ = a⃗− b⃗ (4.1)

The resultant vector s⃗ points in the direction from the vector b⃗ to the vector a⃗, (i.e., the
direction of the displacement from b⃗ to a⃗).

• Element-wise Multiplication (Hadamard product): Second, we leverage the Hadamard
product of two vectors a⃗ and b⃗. The Hadamard product has the effect of filtering and
scaling shared features (or common dimensions) between two vectors. In particular, the
Hadamard product diminishes the importance of dimensions where either vector has a
value close to zero (i.e., filtering), and amplifies the dimensions where both vectors have
non-zero values (i.e. scaling). Therefore, the Hadamard product can represent the mutual
semantic composition between linguistic features such as words or sentences (Mitchell
and Lapata, 2008) by highlighting the shared features between them. The Hadamard
product (⊙) between two vectors is defined as follows:

p⃗ = a⃗⊙ b⃗ (4.2)

We now provide details about computing the RelDiff entity-relation-entity embeddings, as
illustrated in Figure 4.1. Our RelDiff method integrates the element-wise subtraction and mul-
tiplication operators using the following three vectors of an entity-relation-entity triple (h,r, t):

1. Head entity vector (⃗h)
2. Tail entity vector (⃗t)
3. Relation vector (⃗r)

We use the relation vector (⃗r) and the head-tail entity vectors (⃗h and t⃗) from the KGE methods
that we presented in Section 4.1. In particular, as shown in Figure 4.1, we first perform the
Hadamard product (Equation (4.2)) on h⃗ & t⃗ to obtain the semantic composition of the entity-
pair (⃗h⊙ t⃗). Due to the scaling effect, the Hadamard product between the vectors of two entities
can amplify the dimensions that represent the relationship between the entities. For example, in
the relation UK-countryCaptial-London, the Hadamard product of the embeddings for “UK” and
“London” can amplify the embedding dimensions that encode their geographical information.

Next, we subtract the vector representing the Hadamard product of an entity-pair (⃗h⊙ t⃗) from
the relation vector r⃗ using Equation (4.1). By performing this subtraction operation, we aim to
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Figure 4.1: Illustration of computing the RelDiff entity-relation-entity vector (⃗rht) using the
KGE relation vector (⃗r) and the KGE entity vectors (⃗h & t⃗).

determine the interaction between the relation vector r⃗ and the vector (⃗h⊙ t⃗) that represents the
semantic composition of the entity-pair. However, to perform this subtraction operation, the
entity-pair vector and r⃗ are required to be in the same vector subspace. In particular, the entity
embeddings and relation embeddings from the different KGE methods can exist either in the
same embedding space (e.g. TransE; Bordes et al., 2013) or in separate embedding spaces (e.g.
HAKE; Zhang et al., 2020). Therefore, as shown in Figure 4.1, before performing the subtrac-
tion operation, we project the entity-pair vector onto the relation embedding space S using an
orthogonal projection matrix PR. We prepare the orthogonal projection matrix PR for the relation
embedding space S in three steps: (1) Find the basis vectors for S by performing Singular Value
Decomposition (SVD) on the relation embedding vectors.1 (2) Construct matrix A consisting of
the basis vectors as columns. (3) Construct PR using the following definition of constructing an
orthogonal projection matrix:2

PR = A.(At .A)−1.At (4.3)

where At is the transpose of A. To project the entity-pair vector onto S, we perform a dot
product of PR with the entity-pair vector. During our initial experiments, we also found that
it is beneficial to normalise the projected entity-pair vector (⃗u) with its L2 norm. Therefore, as
shown in Figure 4.1, we normalise the vector u⃗ before subtracting it from the relation vector r⃗.
Overall, as illustrated in Figure 4.1, the RelDiff operation to produce a vector r⃗ht of a relation r

corresponding to the entities (h and t) is defined as follows:

r⃗ht = r⃗− u⃗/||⃗u||2 where u⃗ = PR.(⃗h⊙ t⃗) (4.4)

1We use SciPy (Virtanen et al., 2020) to find the basis vectors, which returns the left singular vectors (resulting
from SVD) as basis vectors comprising only the dimensions that correspond to the non-zero singular values.

2We note that Equation (4.3) provides a generalised computation for projection matrix PR, where the factor
(At .A)−1 accounts for the lack of orthonormality in the columns of matrix A (Theodoridis, 2020). However, when
the columns of A are orthonormal (such as in our case where the columns, i.e., the orthonormal basis vectors of
space S, are derived using SVD), At .A results into the identity matrix, i.e., PR = A.At .
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Figure 4.2: Illustration of RelDiff Embeddings in a 2d vector space. RelDiff forms clusters of
embeddings around the corresponding knowledge graph relation embedding.

On a collection of sensitive documents (later discussed in Section 4.4.1), Figure 4.2 illus-
trates the generated RelDiff embeddings (⃗rht) and the corresponding KGE relation embeddings
(⃗r). In particular, Figure 4.2 shows the RelDiff embeddings (denoted as ▽; regardless of the
colours) and the relation embeddings (denoted as ⋆) in a 2-dimensional vector space. For exam-
ple, the vector P⃗1 is a RelDiff embedding of the relation “Nationality” between the entities “Tony
Blair” and “British”. As shown in Figure 4.2, the RelDiff embeddings that have the same relation
but distinct related entities tend to form clusters, where the KGE relation embedding is the clus-
ter centroid. In addition, individual entities are known to typically exhibit low lexical similar-
ity (Rogers et al., 2017), e.g., the vectors for entities “Stephen Harper” and “Tony Blair” may not
be similar. Despite this low lexical similarity between entities, the cluster formation by RelDiff
embeddings demonstrates that their similarity for the same relation type remains unaffected. We
expect this finer-grained representation of entity-relations to be beneficial for sensitivity classifi-
cation, since the relation alone is not informative enough to be a reliable indicator of sensitivity.

4.3 Sensitivity Classification Pipeline

In this section, we present our architecture pipeline for integrating entity-relation representations
into sensitivity classification. The pipeline, illustrated in Figure 4.3, takes two inputs: a knowl-
edge graph with pre-trained embeddings and a collection containing sensitive and non-sensitive
documents. The pipeline has five components as follows:

1. The Relation Extraction component extracts entities and relations from the document col-
lection. It further prepares a graph from the extracted relations, with entities as nodes and
relations as edges. We present details about this component in Section 4.3.1.

2. The Knowledge Graph Embedding component deploys the KGE methods (c.f. Section 4.1).
In particular, once the entities and their relations are extracted, we deploy the KGE meth-
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Figure 4.3: Pipeline for integrating the entity-relations into sensitivity classification.

ods (e.g. TransE) to generate the embeddings of the extracted entities and relations.

3. The Relation Representation component deploys the relation representation approaches,
i.e., our proposed RelDiff (c.f. Section 4.2), and the baselines KGRE and CONCAT (c.f.
Section 4.1). In particular, we use either RelDiff, KGRE or CONCAT to represent entity-
relations for sensitivity classification.

4. The Term Features component constructs a bag-of-words representation of the document
collection. We use these document-term features for classifying sensitive information
based on the document content.

5. The Sensitivity Classification component trains the sensitivity classifier. We present the
details of the Sensitivity Classification component in Section 4.3.2.

4.3.1 Relation Extraction

We extract entities and relations in the document collection by leveraging a relation extraction
method from the literature, namely HRL-RE (Takanobu et al., 2019). HRL-RE is an effective
method (which was the state-of-the-art method during this research) for jointly extracting en-
tities and relations using hierarchical reinforcement learning. In particular, HRL-RE deploys a
tagging scheme to first classify a mention of a relation in a text-span, and then it determines
whether a token in the span is involved in that relation.

We then construct a graph of the extracted entities and relations (with entities as nodes and
relations as edges) to acquire the entity and relation embeddings. In particular, we use this entity-
relation graph of a document collection to train the KGE methods described in Section 4.1.

4.3.2 Sensitivity Classifier

We deploy an ensemble classifier for sensitivity classification (our rationale behind this ensemble
classifier will be explained shortly in this section), which combines the following two classifiers:

1. Text Classifier: First, we train a classifier, ETxt, on bag-of-words (BoW) document rep-
resentations from the Term Features component of our pipeline. In particular, the ETxt

classifier learns to classify a document by identifying patterns of words that appear in
sensitive or non-sensitive documents.
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2. Relation Classifier: Second, we train a classifier, ERel, on entity-relation embedding fea-
tures (i.e., KGRE, CONCAT, or RelDiff). In particular, we construct the document rep-
resentation for a given document d by aggregating the entity-relation-entity embeddings
(or relation embeddings in the KGRE configuration) of all the relations in d. We use the
element-wise mean operation for aggregating the embedding vectors x⃗ ∈ Rd (where Rd

is an m-dimensional embedding sub-space), i.e., the document representation for the ith

dimension di is defined as follows:

di = mean
x⃗∈Rd

(xi) ∀ i ∈ [0,m−1] (4.5)

As shown in the sensitivity classification component of Figure 4.3, for our ensemble classifier,
we deploy a stacking ensemble (Wolpert, 1992) technique. In particular, we combine classi-
fication predictions from the text classifier (ETxt) and the relation classifier (ERel) by using a
meta-classifier (EM). To combine the classifiers’ outputs, we first normalise the confidence
scores from ETxt & ERel using L2 norm. We then concatenate the normalised scores STxt & SRel

as two features to train the meta-classifier EM for sensitivity classification.
We opt for an ensemble classifier, with separate classifiers for the document and relation fea-

tures, since these two feature sets are independent and unlikely to have a direct correlation be-
tween their respective elements. In particular, a single classifier trained on two independent fea-
ture sets would likely miss specific statistical properties from each of the feature sets (Xu et al.,
2013). In contrast, training separate classifiers for the two independent feature sets is known to
more effectively capture the specific characteristics of the individual feature sets (Sun, 2013).

4.4 Experimental Methodology

In this section, we aim to address the following two research questions:

• RQ4.1 Does integrating the knowledge graph embeddings into sensitivity classification help
to more effectively classify context-dependent sensitivities?

• RQ4.2 Are RelDiff entity-relation-entity embeddings more effective for sensitivity classifi-
cation than learning separate entity and relation embeddings?

To address RQ4.1 and RQ4.2, we present the dataset that we use to conduct our sensitivity
classification experiments in Section 4.4.1, and our baseline approaches in Section 4.4.2. We
describe the implementation details of our sensitivity classification pipeline in Section 4.4.3,
and discuss the evaluation metrics in Section 4.4.4.
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4.4.1 Dataset: GovSensitivity

For our sensitivity classification experiments, we use a collection of 3,801 government docu-
ments, which was introduced by McDonald (2019). We refer to this collection as “GovSensitiv-
ity” in this thesis. In particular, the GovSensitivity collection comprises a random selection of
documents with real sensitivities from formal government communications between embassies
around the world. To acquire ground truth for sensitive information in the documents of Gov-
Sensitivity, McDonald (2019) recruited expert sensitivity reviewers from different government
departments and public institutions in the UK. The documents in GovSensitivity were reviewed
to identify two types of sensitive information, which are respectively defined by Section 27
and Section 40 of the UK Freedom of Information Act (2000) (FOIA, UK),3 namely: (1) in-
ternational relations, and (2) personal information. In particular, for each of the documents
presented to the reviewers, McDonald (2019) asked the reviewers to select one option from the
following options about whether the document: 1) is non-sensitive, or 2) contained international
relations sensitive information, or 3) contained personal sensitive information, or 4) contained
both personal and international relation sensitive information. Overall, the GovSensitivity docu-
ments (total 3,801) were judged to contain 3,299 non-sensitive and 502 sensitive documents, i.e.
∼13% of the documents were deemed sensitive based on international relations and/or personal
information. In addition, McDonald (2019) also asked the reviewers to annotate sensitive text
within documents and to tag it with relevant sensitivity subcategories (i.e., international rela-
tions, personal, or both). We use these annotations later in Chapter 5 and Chapter 7 to generate
passage-level ground truth for the documents in our user studies.

For our sensitivity classification experiments, following McDonald et al. (2017), we use the
ground truth labels about a document being sensitive or non-sensitive (i.e., binary labels). We
use stratified sampling to split this collection into training, validation, and test datasets across
5-folds to perform Cross Validation. In particular, we maintain a similar percentage of sensitive
documents in the validation and test splits of each fold as in the entire GovSensitivity collec-
tion (i.e., ∼13%). Additionally, in the training split of each fold, we balance the representation
of sensitive and non-sensitive documents by randomly down-sampling the non-sensitive docu-
ments. This down-sampling addresses the class imbalance in the collection (i.e., ∼13% sensi-
tive), which is shown to improve the effectiveness of sensitivity classification (McDonald, 2019).
Overall, in each fold, the training split comprises ∼16% of the GovSensitivity documents (post
down-sampling), while the validation and test split each comprises ∼20% of the documents.

4.4.2 Baselines

As discussed in Section 4.1, we evaluate our proposed RelDiff approach against the following
two approaches that use the entity-relation embeddings from six different KGE methods (i.e.,

3Categories of exempted information defined in the UK Freedom of Information Act (2000): https://www.
legislation.gov.uk/ukpga/2000/36/part/II

https://www.legislation.gov.uk/ukpga/2000/36/part/II
https://www.legislation.gov.uk/ukpga/2000/36/part/II
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TransE, RotatE, HAKE, TuckER, InteractE and SACN):

• KGRE, which uses only the relation embeddings r, and

• CONCAT, which uses the concatenated head-tail entity embedding and the relation em-
bedding: concat(h,r, t).

In particular, we deploy KGRE and CONCAT as baseline methods for the relation representa-
tion component of our sensitivity classification pipeline (c.f. Section 4.3 and Figure 4.3). We
discuss the pipeline implementation details later in Section 4.4.3. Additionally, we report the
effectiveness of the following two baseline sensitivity classifiers:

• TC (Text Classifier): First, we report the effectiveness of an SVM text classifier with a
linear kernel and the regularisation parameter C. The parameter C represents the strength
of the L2 regularisation penalty. TC is trained on TF-IDF n-grams term features. We set
the parameters C = 10 and n≤ 4 through grid search, respectively, in the following ranges,
on the validation split:

– C ∈ {10x ∀ x ∈ [−5,4]}
– n ∈ [1,4].

• TC-Enrich: The second baseline sensitivity classifier that we report is identical to the TC
baseline classifier, except that it is trained on an enriched version of the GovSensitivity col-
lection. In this enriched version of GovSensitivity, we enrich each document by adding a
relation token, e.g., “place_of_birth”, for each of the extracted entity-relations. In particu-
lar, we deploy TC-Enrich to evaluate whether the presence (or absence) of specific relation
tokens can improve the classifier’s effectiveness in classifying sensitive documents.

4.4.3 Pipeline Implementation

We now discuss the implementation details of the relation extraction, knowledge graph embed-
dings and sensitivity classification components of our pipeline that we introduced in Section 4.3.

4.4.3.1 Relation Extraction

For relation extraction, we train the relation extraction model HRL-RE4 (c.f. Section 4.3.1) on
the well-known NYT10 dataset (Riedel et al., 2010). The NYT10 dataset comprises entities and
relations from the New York Times5 news articles. We use this trained HRL-RE model to extract
entities and relations from the GovSensitivity collection. Before extracting relations from the
GovSensitivity collection, we remove the header section of the documents and split the docu-
ments into sentences using the spaCy (Honnibal et al., 2020) language model en_core_web_lg.

4We use the following implementation for HRL-RE: https://github.com/truthless11/HRL-RE
5The New York Times: https://www.nytimes.com/

https://github.com/truthless11/HRL-RE
https://www.nytimes.com/
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Table 4.1: Number of entities, relations and observed triples in the GovSensitivity collection
compared to the FB15k-237 subgraph of the Freebase knowledge graph (Bollacker et al., 2008).

Dataset #entities #relations #triples

GovSensitivity 10,495 18 21,632
FB15k-237 14,541 237 310,116

HRL-RE extracted 46,610 entity-relation triples for 23,609 unique entities and 18 relation types
in the GovSensitivity collection. For each of the 5-folds of the GovSensitivity collection, we
prepare a graph for the extracted entity-relations as discussed in Section 4.3.1 (i.e., one graph
per fold). Table 4.1 shows the average number of entities, relations and entity-relation triples
across each fold of the GovSensitivity collection. Table 4.1 also shows the statistics about a pop-
ular knowledge graph (FB15K-237), which we use to train our used KGE methods, as discussed
in the next section.

4.4.3.2 Knowledge Graph Embeddings

As shown in Table 4.1, the GovSensitivity graph is relatively small as compared to popular
knowledge graphs such as the FB15K-237 subgraph of Freebase (Bollacker et al., 2008). This
small graph of GovSensitivity entity-relations can be insufficient to effectively train the KGE
methods. Therefore, we deploy a transfer-learning approach to train the six KGE methods (dis-
cussed in Section 4.1), i.e., TransE, RotatE, HAKE, TuckER, InteractE and SACN. In particular,
we first pre-train the KGE methods on FB15K-237. Next, we fine-tune the pre-trained KGE
models separately on the 5 GovSensitivity graphs (c.f. Section 4.4.3.1) based on the 5-folds.

We use the publicly available implementations of all of the six KGE methods and use the
best hyperparameters specified in their respective papers (i.e., TransE: Bordes et al., 2013,
RotatE: Sun et al., 2019, HAKE: Zhang et al., 2020, TuckER Balazevic et al., 2019, Inter-
actE: Vashishth et al., 2020 and SACN: Shang et al., 2019).

4.4.3.3 Sensitivity Classification

As we previously discussed in Section 4.3.2, we deploy an ensemble classification approach to
integrate entity-relation embeddings into sensitivity classification. For the ensemble classifier
(illustrated in Figure 4.3), we deploy the same TC baseline classifier (discussed in Section 4.4.2)
as the text classifier (ETxt). Based on our preliminary investigations on the validation test, we
deploy the relation classifier (ERel) as an SVM classifier with a linear kernel, and the meta-
classifier (EM) as a Logistic Regression classifier. The regularisation parameter (C) for ETxt,
ERel and EM is set using a grid search in the range C ∈ {10x ∀ x ∈ [−5,4]} on the validation set.
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4.4.4 Evaluation Metrics

We use four widely-known metrics for our sensitivity classification experiments, namely: Preci-
sion, Recall, F1, and Balanced Accuracy (BAC). These metrics use a confusion matrix to sum-
marise agreement and disagreement between a classifier’s predictions and the ground-truth la-
bels (i.e., sensitive or non-sensitive). The confusion matrix categories the classifier’s predictions
into True Positives (TP), False Negatives (FN), False Positives (FP), and True Negatives (TN). In
the context of our sensitivity classification experiments, these categories represent the following:

• TP: sensitive documents correctly predicted as sensitive,

• FN: sensitive documents wrongly predicted as non-sensitive,

• TN: non-sensitive documents correctly predicted as non-sensitive, and

• FP: non-sensitive documents wrongly predicted as sensitive.

We describe the four classification metrics that we use in our experiments as follows:

• Precision is the measure of the proportion of sensitive predictions (TP+FP) that are cor-
rectly predicted as sensitive (TP). Precision is defined as: prec = T P

T P+FP .

• Recall is the measure of the proportion of the sensitive documents (TP+FN) that are cor-
rectly predicted as sensitive (TP). Recall is defined as: recall = T P

T P+FN .

• The F1 measure is the harmonic mean of precision and recall, defined as: F1 = 2 prec.recall
prec+recall .

• BAC is the measure of the overall accuracy of a classifier while considering the class
imbalance problem in datasets such as GovSensitivity (only ∼13% sensitive documents).
BAC addresses the class imbalance by weighting both true positive and true negative pre-
dictions, by the total positive and total negative instances, respectively. BAC is defined as
BAC = 1

2 .
( T P

T P+FN + T N
FP+T N

)
. Regardless of the class distribution, a random classifier will

result in a BAC score of 0.5.

We report the results of our sensitivity classification experiments on all four metrics. We se-
lect BAC as our main metric to evaluate the classifier’s overall performance in classifying both
sensitive and non-sensitive documents.

4.5 Results and Discussion

In this section, we present the results of our sensitivity classification experiments. Table 4.2
presents the evaluated classifiers and the notations that we use to refer to them hereafter. We
first address our research questions RQ4.1 and RQ4.2 in Section 4.5.1. We then provide an
analysis of the effect of regularisation on the ensemble classifier in Section 4.5.2. Finally, we
present a discussion of the implications of our experimental results on the accuracy and speed
of the sensitivity reviewers in Section 4.5.3.
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4.5.1 Effect of Entity-Relation Features on Sensitivity Classification

Table 4.3 presents the classification results in terms of precision (prec), recall, F1 and balanced
accuracy (BAC). Table 4.3 shows the evaluated classifiers under different KGE configurations.
For example, RelDiffTransE represents the classifier with RelDiff embeddings computed using
the TransE entity-relation embeddings. To test for statistical significance, we use McNemar’s
non-parametric test (McNemar, 1947) with a significance threshold p < 0.05. In Table 4.3,
statistically significant differences compared to the baseline text classifier (TC), the document
enrichment baseline (TC-Enrich), and the KGRE and the CONCAT baseline configurations of
the ensemble classifiers are denoted with ∗, §, † and ‡, respectively.

4.5.1.1 RQ4.1: Impact of Knowledge Graph Embeddings on the Classification Effectiveness

Addressing RQ4.1, we observe from Table 4.3 that the entity-relation embeddings in the KGRE
and RelDiff configurations of the ensemble classifiers significantly improve the effectiveness of
sensitivity classification, compared to the baseline text classifier TC (p < 0.05, denoted as ∗).
For example, RelDiffRotatE and KGRERotatE achieve BAC scores of 0.739 and 0.730, respec-
tively, whereas TC achieves 0.728 BAC. These improvements shown by RelDiff are significant
consistently across all six configurations (TransE, RotatE, HAKE, TuckER, InteractE, SACN).
Moreover, the improvements by KGRE are significant across four of the KGE configurations
(TransE, RotatE, InteractE, SACN). These results suggest that entity-relation embeddings (ei-
ther RelDiff or KGRE) can effectively indicate sensitive information, thereby improving a clas-
sifier’s ability to better identify sensitivities. We further observe from Table 4.3 that sensitivity
classification on documents enriched with entity-relation tokens (TC-Enrich) shows a similar
performance to KGRE in terms of BAC (e.g. 0.730 for both TC-Enrich and KGRERotatE). How-
ever, we observe statistically significant differences in the classification predictions from TC-
Enrich compared to KGRE (p < 0.05, denoted as §) for all configurations except SACN, which
can be attributed to the higher F1 scores of KGRE (e.g. 0.409 TC-Enrich vs 0.413 KGRERotatE).
Moreover, RelDiff outperforms TC-Enrich across all six configurations (both in terms of BAC
and F1), which is significant (p < 0.05 denoted as §) for all the configurations except SACN.
Therefore, this comparison with TC-Enrich suggests that representing entity-relations in an em-
bedding space is a more effective indicator of sensitivities compared to using term-based features
(i.e. entity-relation tokens). Overall, for RQ4.1, we conclude that integrating entity-relation em-
beddings does indeed significantly improve sensitivity classification effectiveness.

4.5.1.2 RQ4.2: Effectiveness of RelDiff Compared to the KGE Methods

To address RQ4.2, we evaluate the effectiveness of sensitivity classification when leveraging the
RelDiff entity-relation-entity embeddings compared to leveraging the entity and relation embed-
dings from the KGE approaches (KGRE and CONCAT). From Table 4.3, we note that the en-
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Table 4.2: The evaluated configurations for sensitivity classification. (m ∈ {TransE, RotatE,
HAKE, TuckER, InteractE, SACN})

Identifier Description

TC Baseline SVM text classifier with bag-of-words (BoW) term features.
TC-Enrich SVM text classifier comprising BoW from enriched documents.
KGREm Ensemble classifier (EC) with BoW and relation embeddings from m.
CONCATm EC with BoW and concatenated entity-relation embeddings from m.
RelDiffm EC with BoW and RelDiff entity-relation embeddings from m.

Table 4.3: Results for combinations of RelDiff embeddings compared with the baseline KG
embeddings (KGRE/CONCAT), along with the text classification baseline (TC) and the docu-
ment enrichment baseline (TC-Enrich). Statistical significant differences as per McNemar’s Test
(p < 0.05) are denoted as “∗” compared to TC, “§” compared to TC-Enrich, “†” compared to
KGRE and “‡” compared to CONCAT.

Configuration prec recall F1 BAC

TC 0.282 0.745 0.409 0.728
TC-Enrich ∗ 0.280 0.755 0.409 0.730
KGRETransE ∗§ 0.287 0.741 0.414 0.730
CONCATTransE ∗§† 0.232 0.773 0.357 0.692
RelDiffTransE ∗§ ‡ 0.287 0.745 0.415 0.732
KGRERotatE ∗§ 0.287 0.741 0.413 0.730
CONCATRotatE § 0.284 0.745 0.412 0.730
RelDiffRotatE ∗§ † ‡ 0.298 0.745 0.426 0.739
KGREHAKE § 0.285 0.743 0.412 0.730
CONCATHAKE § 0.285 0.743 0.412 0.730
RelDiffHAKE ∗§ † ‡ 0.290 0.747 0.418 0.735
KGRETuckER § 0.285 0.743 0.412 0.730
CONCATTuckER ∗§† 0.230 0.733 0.350 0.680
RelDiffTuckER ∗§ ‡ 0.290 0.749 0.418 0.735
KGREInteractE ∗§ 0.284 0.741 0.411 0.728
CONCATInteractE ∗§ 0.284 0.741 0.411 0.728
RelDiffInteractE ∗§ 0.286 0.745 0.413 0.731
KGRESACN ∗ 0.279 0.755 0.408 0.729
CONCATSACN ∗ 0.279 0.755 0.408 0.729
RelDiffSACN ∗ 0.282 0.763 0.412 0.734
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semble classifier with the RelDiff embeddings outperforms all the other sensitivity classification
configurations that we evaluate. In particular, RelDiff achieves the highest overall performance
in terms of F1 (0.426), BAC (0.736), and precision (0.298) (for the RotatE configuration), as well
as recall (0.763 for the SACN configuration). Compared to KGRE, RelDiff results in signifi-
cantly improved sensitivity classification effectiveness (p < 0.05, denoted as † in Table 4.3) for
two configurations (RotatE and HAKE). Moreover, RelDiff significantly outperforms CONCAT
for four configurations (TransE, RotatE, HAKE and TuckER) (p < 0.05, denoted as ‡). These
results provide strong evidence that RelDiff can effectively combine the separate embeddings of
entities and relations from the KGE methods for sensitivity classification.

We also note from Table 4.3 that, except for the RotatE configuration, both the KGRE and
CONCAT ensemble classifiers achieve either a lower precision or recall as compared to the TC
baseline. Whereas the RelDiff ensemble classifiers generally outperform TC across all four
metrics, and are still competitive otherwise. This shows the robustness of RelDiff in improving
sensitivity classification effectiveness across various KGE methods.

Lastly, from Table 4.3, we note that the CONCAT ensemble classifiers show similar perfor-
mances to KGRE in most configurations, and achieve the lowest performances for the TransE
and TuckER configurations. This suggests that combining entity and relation embeddings through
concatenation inadequately captures the context of an entity-relation-entity triple, and hence,
cannot contribute to effective sensitivity classification.

Overall, for RQ4.2, we conclude that our proposed RelDiff approach for generating entity-

relation-entity embeddings does indeed significantly improve the sensitivity classification effec-
tiveness compared to TC, KGRE and CONCAT. Moreover, RelDiff is more effective in repre-
senting entity-relations in an embedding space for sensitivity classification compared to learning
separate embeddings for entities and relations from existing KGE methods.

4.5.2 Effect of Regularisation on the Ensemble Classifier

For our ensemble learning classifier (c.f. Section 4.3.2), we provide an analysis of the effect
of the regularisation parameter C in the ensemble’s meta-classifier (EM; c.f. Figure 4.3) on the
sensitivity classification performance. To do this, we keep the regularisation parameters of the
first-layer classifiers (ETxt & ERel) fixed and analyse the overall classification effectiveness for
different values of the meta-classifier’s regularisation parameter C. In this analysis, we choose
the RotatE configuration of RelDiff and CONCAT ensemble classifiers, which was found to be
the best-performing configuration for both the classifiers in our experiments (c.f. Table 4.3). Fig-
ure 4.4 illustrates the variation in BAC (Figure 4.4(a)) and F1 (Figure 4.4(b)) of the RelDiffRotatE

and CONCATRotatE ensemble classifiers as the regularisation of the meta-classifier is varied. As
we can see from Figure 4.4, both the RelDiff and CONCAT ensemble classifiers usually per-
form better at lower values of C, and the classifiers’ performance gradually degrades for higher
values of C. However, the CONCAT classifier never outperforms the RelDiff classifier based
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(a) Effect on BAC. (b) Effect on F1.

Figure 4.4: Effect of regularisation in the ensemble meta-classifier on BAC and F1 when the
classifier is deployed using the RotatE configuration of the RelDiff and CONCAT embeddings.

on both BAC and F1 as observed from Figures 4.4(a) and 4.4(b), respectively. This observation
provides further evidence to support our answer to RQ4.2 that RelDiff provides more effective
entity-relation representations than the KGE methods for sensitivity classification.

4.5.3 Discussion: Importance to Sensitivity Review

As discussed in Chapter 3 (c.f. Section 3.2.1), we incorporate the RelDiff method in our SERVE
framework for effective sensitivity classification, with the aim of assisting the human sensitiv-
ity reviewers (c.f. Section 3.1.2). In this section, we discuss how the improvements shown by
our sensitivity classification approach based on RelDiff embeddings impact the sensitivity re-
viewers. When assisting sensitivity reviewers with sensitivity classification predictions, there
can be a substantial difference in reviewing speeds for False Positive (FP) (non-sensitive docu-
ment predicted as sensitive) and True Negative (TN) predictions, as studied by McDonald et al.
(2020). Compared to classifying sensitivities without entity-relations (i.e., the TC baseline), the
RelDiffRotatE classifier (i.e., the best-performing configuration; c.f. Table 4.3) converts 77 FPs
to TNs on our collection. These TN predictions comprise 8.03% of the documents in the test
set with mean document length=1066.78 words. McDonald et al. (2020) reports a 53% increase
in reviewing speeds for TN predictions compared to FPs (288.13 wpm vs 188.38 wpm). Based
on these reviewing times, the converted documents (i.e., FP → TN) would take 4.75 hours to
review using RelDiffRotatE compared to 7.27 hours for the TC baseline. Therefore, the improve-
ments shown by RelDiff can markedly reduce the amount of time required to sensitivity review a
collection of documents. This is an important contribution that will assist the sensitivity review-
ers to efficiently make accurate sensitivity judgements, thereby helping governments in meeting
their legal obligations to publicly release their documents in a timely manner. Moreover, going
forward, as the sizes of the collections that must be sensitivity reviewed increase, the benefits to
governments from these reduced reviewing times will grow markedly larger.
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Figure 4.5: Improvements in F1 and BAC by RelDiffRotatE as compared to the TC baseline with
respect to different relation types.

4.6 Identifying Important Entity-Relations

In this section, we study the contribution of the individual relation types on the effectiveness
of sensitivity classification, and aim to identify relations that are important for classifying sen-
sitive information. Figure 4.5 shows the comparative effectiveness of the RelDiff ensemble
classifier (RotatE configuration) and the TC baseline (i.e., without entity-relations) for various
relation types in the GovSensitivity collection. In particular, Figure 4.5(a) illustrates the F1 and
BAC improvements from the RelDiff ensemble classifier compared to the TC baseline for doc-
uments containing each of the relation types. In addition, Figure 4.5(b) shows the frequency of
documents in the GovSensitivity collection with respect to the relations they contain. Overall,
from Figure 4.5, we note that not all relations improve F1 and BAC. For example, as shown in
Figure 4.5(a), the person-entity-relations place_of_birth and nationality improve F1 by 4.50%
and 4.75%, respectively in RelDiff as compared to the TC baseline. In contrast, the relations
us_county/county_seat and founder/organisation degrade F1 in RelDiff by 2.60% and 3.53%,
respectively. Out of a total of 18 relations types, RelDiff improves the F1 metric for 8 relations
(Figure 4.5(a) Set A), while it obtains lower F1 scores for 7 relations (Figure 4.5(a) Set B).
However, from Figure 4.5(b), we note that the document frequency for the relations in Set A is
notably higher as compared to the relations in Set B (e.g. 49.3% for place_of_birth vs 9.85% for
founder/organisation). This comparison of classification improvements together with document
frequency shows that RelDiff can improve sensitivity classification for the relation types that
appear more frequently in the GovSensitivity collection. We also observe from Figure 4.5(a)
that RelDiff improves the F1 metric for 7 out of 10 person-entity relations types. This shows
that RelDiff can effectively identify personal sensitive information.
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Overall, this analysis indicates that various entity-relation types, and the number of doc-
uments that they appear in, can affect the effectiveness of sensitivity classifiers that leverage
entity-relations. Therefore, we hypothesise that identifying relations that are important for clas-
sifying sensitive information can be beneficial for further improving the classification effective-
ness. We validate this hypothesis in the remainder of this section by formulating a task of learn-
ing the relation importance for sensitivity classification. In particular, we first discuss whether
feature selection techniques can be used to estimate relation importance in Section 4.6.1. Next,
in Section 4.6.2, we present an approach for learning to automatically select important relations
using Reinforcement Learning.

4.6.1 Feature Selection for Identifying Important Relations

In this section, we aim to estimate the importance of relations using the feature selection tech-
nique. Feature Selection (FS) is a widely used technique in machine learning (ML) to identify
the significance of features for training an ML model. To compute FS scores for the relations,
we first train a text classifier with only relation tokens (which we used in the TC-Enrich base-
line; c.f. Section 4.4.2). We then leverage the Chi-square

(
χ2) FS metric (Zheng et al., 2004) to

compute a score for each relation type based on its frequency in a particular document.
Table 4.4 shows the χ2 feature selection scores for each of the relation types across 5 folds

of the GovSensitivity collection (c.f. Section 4.4.1). These scores are scaled in the range
[0,1] (1 being the most important feature). From Table 4.4, we observe that different rela-

Table 4.4: Feature selection scores (Chi-square) for each relation type in each of the 5 folds of
the GovSensitivity collection. (Scores are scaled in the range [0,1]).

Relation Type Fold 1 Fold 2 Fold 3 Fold 4 Fold 5

administrative_divisions/country 1.000 1.000 0.042 0.125 1.000
location/contains 0.479 0.100 0.017 0.029 0.337
person/place_of_birth 0.469 0.454 0.009 0.475 0.249
us_county/county_seat 0.386 0.277 0.174 0.000 0.148
person/place_lived 0.327 0.158 0.190 0.030 0.289
country/capital 0.208 0.323 0.375 0.426 0.686
person/place_of_death 0.182 0.249 0.022 0.611 0.154
person/profession 0.134 0.246 0.219 0.289 0.230
person/ethnicity 0.131 0.406 0.031 0.299 0.875
person/place_of_burial 0.049 0.111 0.160 0.806 0.000
person/nationality 0.038 0.238 0.249 0.212 0.222
country/official_language 0.013 0.039 0.035 0.330 0.033
organization/place_founded 0.011 0.627 0.183 0.033 0.115
person/religion 0.011 0.021 0.000 0.005 0.003
person/job_title 0.003 0.406 0.306 1.000 0.059
people/geographic_distribution 0.000 0.000 1.000 0.005 0.032
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tion types are scored differently across each fold. For example, the administrative_divisions

relation receives the best score (1.0) in the first, second and fifth fold. In contrast, the admin-

istrative_divisions relation is scored among the lowest in the third fold (score 0.042), while the
geographic_distribution relation scores the best in the third fold. This variation in the scores of
particular relation types across different data folds indicates that relation importance is intrinsic
to individual documents instead of being consistent across the entire collection.

Overall, from this analysis, we conclude that feature selection to determine relation impor-
tance for an entire collection is not well-suited for effective sensitivity classification. Conse-
quently, there is a need for methods to automatically identify important relations in individual
documents. We propose one such method in the next section.

4.6.2 RL-Framework for Learning Relation Importance

As discussed in Section 4.6.1, the importance of different relation types is intrinsic to the specific
documents in which the relations appear. Moreover, feature selection techniques (e.g. using the
χ2 score), which are limited to analysing the importance of the relations for the entire collection,
are not suitable for identifying important relations for particular documents. Furthermore, there
is no prior knowledge about the importance of specific relations in indicating sensitivities within
a particular document. Therefore, it is infeasible to use supervised learning algorithms for learn-
ing relation importance. Consequently, we focus on an approach to automatically identify im-
portant relations for individual documents. In particular, we propose a Reinforcement Learning
(RL) framework, as shown in Figure 4.6, for learning relation importance. We train an RL agent
to either select or reject an entity-relation-entity triple in a document by maximising rewards
based on improvements in sensitivity classification performance with the selected relations.

As shown in Figure 4.6, we use the RL agent to select important entity-relation-entity triples
in a document. We then use the RelDiff embeddings of the selected triples for sensitivity clas-

Term 
Features

RelDiff 
Embeddings

RL Agent

Sensitivity Classifier

State
Action

Selected  Relations

Rejected  Relations

Reward based on the improvement in classification confidence for the gold label.

EM

ETxtERel

Reward 
Computation

Document

entity-relation-entity 
triples

mean

1

Figure 4.6: RL-framework for learning relation importance. For each document d, the RL agent
takes one entity-relation-entity triple et ∈ Td from d at a particular state st . The total time-steps
for training the RL agent are defined by the number of triples M = |Td| in d, i.e., t ∈ [0,M−1].
Solid arrows show the flow per document, while dashed arrows show the flow per state.
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sification. In particular, we deploy the same ensemble classifier as used in our pipeline from
Section 4.3 (c.f. Figure 4.3), which comprises a text classifier ETxt, a relation classifier ERel,
and a meta classifier EM. We compute the rewards for the RL agent based on the improvements
in the classification confidence (i.e., prediction probability) for the gold label (i.e. sensitive or
non-sensitive) of a document. In particular, we compare the prediction probabilities from the en-
semble classifier and the text classifier, i.e., p′d and pd , respectively. We describe the components
of the RL-framework as follows:

• Actions: The RL agent is trained in a binary action space {0,1} to draw an action at at a time
step t to either reject (0) or select (1) a particular entity-relation. In particular, for every entity-

relation-entity triple represented by a RelDiff embedding, the RL agent learns whether including
the triple’s embeddings can potentially improve the effectiveness of the sensitivity classifier.

• States: As shown in Figure 4.6, the RL agent is presented with the entity-relation-entity

triples one at a time from each document. In particular, for a set Td of entity-relation-entity

triples in a document d, the state representation at a particular time-step t primarily includes the
RelDiff embeddings e⃗t of the triple et ∈Td . In addition, to encode a context of the previous state
(st−1) and the action taken into the current state st , we also capture the mean embeddings for the
triples that are selected by the RL agent in the previous states (i.e., mean(⃗ek) ∀k ∈ {0, ..., t −1},
where ak = 1). Moreover, to provide the complete context of the document d in which the
triple et appears, we also include the document-term feature representation vector d⃗ in the state
representation. Overall, the state representation is computed as follows:

s⃗t = concat{d⃗,mean(⃗ek), e⃗t} ∀k ∈ {0,1, ..., t −1}, where ak = 1 (4.6)

• Rewards: We compute the rewards based on the improvements in the classification perfor-
mance. In particular, we evaluate the following two types of rewards:

1. Overall Improvements: The first reward that we evaluate is the overall improvements in the
classification confidence for the gold labels (i.e., ground-truth sensitive or non-sensitive
labels in GovSensitivity) of the documents, defined as follows:

R = log(p′d)− log(pd) (4.7)

where pd is the baseline classification confidence for document d, i.e., without using the
RelDiff entity-relation-entity embeddings. p′d is the new classification confidence for d

when the RelDiff embeddings of the triples selected by the RL agent are used for the
sensitivity classification. In particular, by computing the rewards based on the overall
improvements, we aim to enable the RL agent to learn the importance of individual entity-

relation-entity triples for sensitivity classification. We denote this configuration as “RL-
Overall” in the results section (Section 4.6.4).
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2. Improvements for Individual Relation Types: The second reward that we evaluate captures
the contribution of each relation type in improving the classification confidence. In partic-
ular, we generate a classification confidence for each relation type by performing classifi-
cation using only the RelDiff embeddings of the selected triples corresponding to that re-
lation type. For example, if there are 5 different relation types in document d, then we per-
form classification of d 5 times, each using the RelDiff embeddings of the selected triples
of the respective relation type. Next, for each relation type r in set R, we compute a reward
λr, by comparing the baseline classification confidence pd for document d with the confi-
dence p′dr

for d when using the RelDiff embeddings of relation type r, defined as follows:

λr =


+mdr , if p′dr

> pd

−mdr , if p′dr
< pd

0, otherwise

(4.8)

where mdr is the number of selected relations of type r in document d. Finally, we com-
pute the reward R for the RL agent as the ratio of the sum of individual relation rewards
over the total number of selected relation M′, defined as follows:

R =
∑λr

M′ ∀r ∈ R (4.9)

We denote this configuration as “RL-RTypes” in the results section (Section 4.6.4).

• Policy: We deploy a stochastic policy π(at |st), to represent a probability distribution across
the action space, defined as follows:

πθ (at |st) = so f tmax(N (st ;θ)) (4.10)

where θ denotes the parameters of the policy network N . During training, we sample the actions
based on the probability distribution in Equation (4.10). At inference time, we draw the action
with the maximum probability from the distribution πθ (at |st), i.e., a∗t = argmaxa∈Aπ(at |st ;θ).
We deploy a simple 2-layer linear neural network with a softmax output as our policy networkN .

• Optimisation: We optimise the parameters of the policy network using the REINFORCE
algorithm (Williams, 1992) with policy gradient (Sutton et al., 1999) updates to maximise the
objective function (i.e., expected reward J) defined as follows:

J(θ) = Eπθ

[
M−1

∑
t=0

r(st)

]
(4.11)

where M is the total number of entity-relation-entity triples in a document d (i.e., M = |T|), and
r(st) is the reward at state s. We only provide a terminal reward to the RL agent after all the



CHAPTER 4. RELDIFF: ENTITY-RELATION REPRESENTATIONS 66

actions are drawn for a document. Therefore, reward r(st) at any state st∀t ∈ [0,M−2] is zero,
i.e., ∑

M−1
t=0 r(st) = r(sM−1) = R.

In the remainder of this section, we first discuss the experimental methodology in Sec-
tion 4.6.3, followed by the results and discussion in Section 4.6.4.

4.6.3 Experimental Methodology

In this section, we aim to address the following two research questions:

• RQ4.3 Can the importance of relations for classifying sensitive information be learnt using
reinforcement learning?

• RQ4.4 Is learning relation importance for different relation types more effective than learning
the importance of each individual entity-relation-entity triple?

• Baselines: For addressing RQ4.3 and RQ4.4, we deploy two baselines from Section 4.5 (c.f.
Table 4.3), namely: (1) TC text classification baseline (which does not use entity-relations), and
(2) RelDiffRotatE (i.e., the best-performing configuration for our experiments in Section 4.5).
Moreover, we leverage the RelDiffRotatE ensemble classifier in the RL framework (c.f. Fig-
ure 4.6) to compute the classification confidence (p′d in Equations (4.7) & (4.8)), i.e., by using
the RelDiff embeddings for the relations that are selected by the RL agent. Furthermore, we
use the TC classifier in the RL framework (i.e., ETxt in Figure 4.6) to generate the baseline
classification confidence pd .

• Dataset: We use the GovSensitivity collection (discussed in Section 4.4.1) for training the
RL-framework. However, the RL algorithms usually require large training data. Therefore, the
smaller splits of GovSensitivity from the 5-fold Cross Validation setup (c.f. Section 4.4.1) can be
insufficient for effectively training the RL agent in Section 4.6.2. To address this issue, we adopt
a single stratified fold of pre-train/train/validation/test data for the RL experiments. Table 4.5
presents the statistics of these different splits. In particular, we pre-train the ensemble classifier
(c.f. Figure 4.6) on the pre-training data split. We then train the RL-framework on the training
data split by using the pre-trained classifier to generate the classification confidence for the
documents in the training split for computing the rewards. Finally, we re-train the classifier on a
set that comprises documents from both the pre-train and train data splits, with a balanced class
distribution of sensitive and non-sensitive documents. In particular, to re-train the classifier, we

Table 4.5: Number of documents in each split of GovSensitivity that we used for the training
and evaluation of the RL framework for learning relation importance.

Pre-Train Train Validation Test

500 (250 Sensitive) 1,349 (100 Sensitive) 652 (52 Sensitive) 1,300 (100 Sensitive)
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combine the pre-train and train data splits, and balance the class distribution by randomly down-
sampling the non-sensitive documents (similar to Section 4.4.1). We evaluate the classification
effectiveness on the test split.

4.6.4 Results and Discussion

Table 4.6 presents the results of our experiments. From Table 4.6, we first observe that using
all of the relation features (i.e., RelDiffRotatE) is significantly (McNemar’s test; p < 0.05) more
effective compared to the TC baseline (BAC 0.771 vs 0.768). We note that since we use a
single fold of GovSensitivity for this experiment, the results from Table 4.6 cannot be directly
compared with our experimental results in Table 4.3, which uses 5-fold cross-validation setup
(c.f. Section 4.5.1). However, our findings from Table 4.6 still support our conclusion from
Section 4.5.1, namely that the RelDiff embeddings can improve the effectiveness of sensitivity
classification compared to baseline text classification.

From Table 4.6, we further observe that both RL configurations (i.e., RL-Overall and RL-
RTypes) outperform the TC baseline. However, only RL-RTypes outperform the RelDiffRotatE

baseline (BAC 0.775 vs 0.771). This observation provides a positive answer to RQ4.3 that our
RL framework can learn to identify important relations for effective sensitivity classification.
Moreover, addressing RQ4.4, from Table 4.6, we find that learning the importance of particu-
lar relations types (i.e., RL-RTypes) is more effective for sensitivity classification compared to
learning the importance for individual entity-relations (i.e., RL-Overall).

We also observe from Table 4.6 that the classification predictions from the RL-RTypes con-
figuration are significantly different than the RelDiffRotatE baseline (denoted by †). However, the
predictions from RL-RTypes are not significantly different than the TC baseline classifier. There-
fore, there is no strong evidence to support that using the selected relations (from an RL agent)
can improve the sensitivity classification effectiveness compared to the baseline text classifica-
tion. We conjuncture that this observation is due to the limitation of using a relatively small num-
ber of data samples for the training and evaluation of our RL framework. In particular, the Gov-

Table 4.6: Results for sensitivity classification with selected relation features using reinforce-
ment learning compared with the text classification baseline (TC) and using all relations for clas-
sification (RelDiffRotatE). Statistical significant differences as per McNemar’s Test (p < 0.05)
are denoted as “∗” compared to TC, and “†” compared to RelDiffRotatE.

Configuration prec recall F1 BAC

TC 0.171 0.822 0.283 0.768
RelDiffRotatE * 0.173 0.823 0.285 0.771
RL-Overall-RelDiffRotatE † 0.171 0.832 0.284 0.770
RL-RTypes-RelDiffRotatE † 0.172 0.842 0.286 0.775
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Sensitivity collection comprises only 3,801 documents (c.f. Section 4.4.1), which may be insuf-
ficient for effective reinforcement learning. Although limited by our small dataset, our findings
from this experiment suggest that our proposed RL-framework provides a promising direction
for further research in learning the importance of relations for effective sensitivity classification.

4.7 Conclusions

In this chapter, we investigated whether latent entity-relations are important indicators of sensi-
tive information and can improve the effectiveness of sensitivity classification. We argued that
for effective sensitivity classification, it is important to represent the complete entity-relation-

entity triple in a single embedding compared to learning separate embedding representations of
entities and relations. In particular, in this chapter, we proposed a method called, RelDiff, to rep-
resent entity-relation-entity triples in an embedding space for automatic sensitivity classification.
We introduced RelDiff in Section 4.2 and our sensitivity classification pipeline in Section 4.3. In
Section 4.4, we discussed our experimental methodology to evaluate the effectiveness of RelD-
iff for sensitivity classification. For our experiments, we used the GovSensitivity collection (c.f.
Section 4.4.1) that comprised real government documents with real-sensitive information.

We compared the effectiveness of the RelDiff entity-relation-entity embeddings with the
separate embeddings of entities and relations from well-known knowledge graph embedding
methods (KGE) that we presented in Section 4.1. We also compared RelDiff with term fea-
tures from documents that are enriched with entity-relations, i.e., relation tokens (presented in
Section 4.4.2.) In Section 4.5, we presented our experimental results and discussions. As dis-
cussed in Section 4.5.1, in general, all relation representation methods we evaluated, consistently
improved the effectiveness of sensitivity classification over the baseline text classifier (c.f. Ta-
ble 4.3). However, in Section 4.5.1.2, we also showed that the KGE methods are insufficient to
effectively represent entity-relation information for sensitivity classification. On the other hand,
our proposed approach RelDiff, can leverage these existing KGE methods to produce an effec-
tive entity-relation representation for sensitivity classification. From the different configurations
of the KGE methods shown in Table 4.3, we found that the RelDiff features can significantly
improve the performance of sensitivity classification in comparison to a baseline text classifier
and the KGE baselines, according to McNemar’s test, p < 0.05.

These findings from our experiments (c.f. Section 4.5) provide strong empirical evidence
that latent entity-relations are an effective indicator of sensitive information. Moreover, as we
discussed in Section 4.5.3, our RelDiff-based sensitivity classification approach can assist the
human sensitivity reviewers to more efficiently provide accurate review judgements. In particu-
lar, when the sensitivity reviewers are provided with sensitivity classification predictions, false
positive (FP) predictions can negatively affect the speed of sensitivity reviewers (McDonald
et al., 2020). Our proposed classifier with the RelDiff embeddings notably reduced the number
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of FPs compared to the text classification baseline. This reduction of FPs can markedly increase
the sensitivity reviewers’ speed (up to 53% speed gain for 8.03% documents; c.f. Section 4.5.3).
This further demonstrates the effectiveness of the RelDiff embedding method in terms of its
real-world application for sensitivity classification within review systems.

Furthermore, in Section 4.6, we analysed the effect of various relation types (e.g. per-

son/place_of_birth) on the sensitivity classification effectiveness. We found that different re-
lation types have different effects on the classification effectiveness (c.f. Figure 4.5). Therefore,
in Section 4.6.1, we aimed to identify important entity-relations for sensitivity classification us-
ing feature selection. We found that the importance of different relations is intrinsic to individual
documents (c.f. Table 4.4), which makes feature selection, such as using the Chi-square

(
χ2)

metric, unsuitable for an entire document collection. Finally, in Section 4.6.2, we introduced a
reinforcement learning (RL) framework that can learn to identify important entity-relations in
individual documents for effective sensitivity classification. In Section 4.6.4, we showed that
our RL-framework improved sensitivity classification effectiveness compared to text classifica-
tion and RelDiff-based classification using all entity-relations in the documents. However, these
improvements were not significant compared to the text classification baseline (c.f. Table 4.6).
We attributed this observation to the small number of documents in GovSensitivity, which may
be insufficient for reinforcement learning. Despite this limitation, our RL-framework offers a
promising direction for further research in learning relation importance.

In our framework for sensitivity review, SERVE (c.f. Chapter 3), we deploy our RelDiff-
based sensitivity classifier for prioritising documents for review, as we will describe next. In-
deed, in the following chapter, we investigate the impact of sequentially reviewing documents in
semantic categories on the accuracy and reviewing speed of the sensitivity reviewers. Moreover,
we investigate how sensitivity classification can assist the prioritisation of semantic categories
to increase the openness of human sensitivity reviews.



Chapter 5

The Role of Semantic Clustering for
Efficient Sensitivity Review

In Chapter 2, we provided an overview of the document clustering task. We also discussed the
application of clustering in document review tasks, such as in e-discovery, along with its poten-
tial application in sensitivity review (c.f. Section 2.2.2). In particular, as we mentioned in Sec-
tion 2.2.2, document clustering techniques can be leveraged to identify latent semantic categories
(e.g. “criminality” or “politics”) within a document collection. We postulate that these semantic
categories can describe the types of content in a collection, which can aid in the identification of
sensitive information. For example, a semantic category group of documents about “criminal in-
cidents” may contain sensitive information, such as the personal details of victims. In contrast,
documents about “political events” typically contain publicly available personal information,
which is not sensitive. Therefore, in this chapter, we propose to leverage document clustering
techniques to identify latent semantic categories of documents for efficient sensitivity review.

We hypothesise that the human users (c.f. Chapter 3; Section 3.1) involved in the sensitivity
review process can benefit from latent semantic categories. In particular, these categories can as-
sist the users in understanding the type of content in a collection, thereby helping them conduct
accurate and efficient reviews. As we discussed in Section 3.1, in the sensitivity review process,
there are primarily two types of users, i.e., Sensitivity Reviewers and Review Organisers. Latent
semantic categories can potentially help both types of users in their respective tasks, as follows:

1. Sensitivity Reviewers (c.f. Section 3.1.2) read the documents and make judgements about
whether the documents contain any sensitive information. By grouping related docu-
ments about a specific subject domain (e.g. criminality), semantic categories can assist
the reviewers to quickly provide consistent review judgements for related documents. We
hypothesise that by sequentially reviewing documents in semantic categories, the review-
ers can more efficiently make sensitivity judgements while still being accurate in their
judgements. In this chapter, we present a user study to evaluate the impact of the func-
tionality of “Sequentially Reviewing Related Documents” (c.f. Section 3.3.1; Figure 3.3)

70
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Figure 5.1: Leveraging document clustering for sensitivity review.

on the reviewing speed and/or accuracy of the sensitivity reviewers. We refer to this study
as the “Review Efficiency” study since it primarily focuses on improving the reviewers
reviewing speed (i.e., efficiency) without negatively affecting their accuracy.

2. Review Organisers (c.f. Section 3.1.1) prioritise documents that are more relevant (likely
to be opened) for review. In particular, according to FOI laws, only the non-sensitive doc-
uments are released to the public. Therefore, by prioritising the review of potential non-
sensitive documents over sensitive documents, the Review Organisers aim to maximise
openness, i.e., the number of documents selected for public release in a fixed review-
ing time budget. Different semantic categories can indicate how likely the documents
in a category are to be sensitive. This is demonstrated in our previous example of se-
mantic categories about “criminal incidents” (comprising personal sensitive information
of victims) and “political events” (typically comprising publicly available non-sensitive
information). Therefore, the identification of semantic categories can assist the review
organisers in prioritising documents for review based on the likeliness of the documents
to be sensitive or non-sensitive (i.e., non-sensitive documents about political events can
be reviewed before the sensitive documents about criminal incidents). In particular, in
this chapter, we leverage our proposed RelDiff-based sensitivity classifier (that we pre-
sented in Chapter 4) to prioritise semantic categories for review. We hypothesise that
prioritising semantic categories, based on the sensitivity classification probabilities of the
documents in the categories, can improve openness in a fixed reviewing time budget. We
present another user study to evaluate how the functionality “Customised Prioritisation of
Documents for Review” (c.f. Section 3.3.3; Figure 3.5) impacts the openness of human
sensitivity review. We refer to this study as the “Review Openness” study.

Figure 5.1 shows our proposed approach of leveraging document clustering to help the sen-
sitivity reviewers and review organisers in gauging the latent semantic categories of documents
in a collection. In particular, we first identify semantic categories (e.g. criminal incidents)
within a collection using document clustering. We also propose a review prioritisation approach
to prioritise the semantic categories (i.e., the identified document clusters) for review based on
predictions from the sensitivity classifier that we presented in Chapter 4 (c.f. Section 4.3.2).

We evaluate the role of semantic categories in improving the efficiency and openness of hu-
man sensitivity reviews by conducting two user studies, namely: (1) Review Efficiency, and (2)
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Review Openness (as per the aforementioned discussion of the user roles). In this chapter, we
first discuss the preliminary setup of our studies. Next, we discuss the identification of seman-
tic categories, the review efficiency study, our proposed approach for review prioritisation, and
finally, the review openness study. The remainder of this chapter is structured as follows:

• In Section 5.1, we introduce our user studies and present their preliminary setup. In par-
ticular, we discuss the dataset from which we present documents and semantic categories
to our user study participants. We also describe our participant recruitment criteria and
present the reviewing interface that our participants used to perform sensitivity reviews.

• In Section 5.2, we discuss three well-known document clustering techniques. We deploy
these techniques to identify semantic categories in a collection that comprises sensitive
and non-sensitive documents. We also discuss approaches to select the optimal number of
clusters and analyse the quality of the identified clusters.

• Section 5.3 presents our Review Efficiency user study. This study evaluates the impact
of clustering semantically related documents on the efficiency (reviewing speed) and ef-
fectiveness (reviewing accuracy) of the sensitivity reviewers. In this section, we present
the study design, evaluation criteria and our study results. We also present a qualitative
analysis based on the follow-up questionnaires that we presented to our study participants.

• In Section 5.4, we introduce our proposed approach for effectively prioritising semantic
document clusters (i.e., non-sensitive before sensitive) based on sensitivity classification
predictions and document metadata attributes. In particular, we propose to leverage doc-
ument metadata attributes for refining semantic clusters that comprise a large number of
documents in order to form smaller Cluster+Metadata groups. We hypothesise that the
Cluster+Metadata groups are more effective for review prioritisation, since they are more
descriptive of the predicted sensitivities of their documents, compared to the large clusters.

• Section 5.5 presents our Review Openness user study. This study evaluates the effective-
ness of our proposed review prioritisation approach for increasing the number of docu-
ments opened to the public in the fixed reviewing time budget. In this section, we provide
details about the study design, evaluation criteria and the study results. We also present a
qualitative analysis based on the follow-up questionnaires presented to the participants.

• Section 5.6 summarises our conclusions from this chapter.

5.1 Preliminary Setup for the User Studies

To evaluate the role of semantic categories in enhancing the efficiency of human sensitivity
reviews, in this chapter, we present the following two user studies:
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1. Review Efficiency Study: Our first user study evaluates whether sequentially review-
ing documents using their semantic categories can improve the efficiency (i.e., review-
ing speed) of sensitivity reviewers without negatively affecting their reviewing accuracy.
We discuss the identification of semantic categories in a collection of sensitive and non-
sensitive documents in Section 5.2. Next, we provide details about the design of the
Review Efficiency study, and present the study results in Section 5.3.

2. Review Openness Study: Our second user study evaluates our proposed review prioriti-
sation approach for increasing the openness of sensitivity review. We discuss our proposed
review prioritisation approach based on sensitivity classification and document metadata
attributes in Section 5.4. Later in Section 5.5, we discuss the design of the Review Open-
ness study, and present the study results.

We obtained full ethical approval for the two user studies from our University’s ethics com-
mittee (Application Number 300200296). In this section, we present the preliminary setup for
the two user studies. We first discuss the dataset from which we present the documents to our
study participants for review in Section 5.1.1. Next, in Section 5.1.2, we discuss the criteria for
recruiting participants for our user studies. Finally, in Section 5.1.3, we discuss the reviewing
interface that we presented to our participants to perform sensitivity reviews.

5.1.1 Dataset

For our two user studies, we used the GovSensitivity collection (McDonald, 2019) that we in-
troduced in Chapter 4 (c.f. Section 4.4.1). As we mentioned in Section 4.4.1, the documents
in GovSensitivity are labelled as sensitive or non-sensitive (i.e., document-level ground truth)
based on two FOI sensitivities, namely: “Personal Information” and “International Relations”.
In our user studies, we used passages from the documents instead of the documents themselves
to reduce the complexity of reviewing long documents. In particular, reviewing passages takes
markedly less amount of time compared to reviewing whole documents. This enables us to in-
clude a larger number of passages (compared to documents) in our studies, thereby conducting
a more comprehensive evaluation. To identify passages of documents, we used the paragraph
boundaries in the documents. As mentioned in Section 4.4.1, in addition to document-level
ground-truth, GovSensitivity comprises annotations for specific text segments in the documents
that contain sensitive information. We used these annotations to label a passage as sensitive or
non-sensitive, i.e. a passage was labelled sensitive if it contained any annotated sensitive text.
We note that we presented these passages as short documents to our study participants. There-
fore, in the rest of this chapter, we typically refer to the GovSensitivity passages as documents.

In the two user studies, we focused on personal sensitive information, i.e., personal details of
individuals that are not available in the public domain, such as newspapers. Personal sensitive in-
formation in the GovSensitivity documents was labelled (McDonald et al., 2020) as per Section
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40 of the UK Freedom of Information Act (2000), which incorporates the definition of personal
data from the UK Data Protection Act (2018) (UK DPA). Before starting the user study tasks,
we presented the participants with the following definition of personal data from the UK DPA:

Definition 5.1 (Personal Data - Data Protection Act, 2018). ‘Personal data’ means any infor-
mation relating to an identified or identifiable natural person (‘data subject’); an identifiable
natural person is one who can be identified, directly or indirectly, in particular by reference to
an identifier such as a name, an identification number, location data, an online identifier or to
one or more factors specific to the physical, physiological, genetic, mental, economic, cultural
or social identity of that natural person.

Before incorporating the GovSensitivity passages into our user studies, we first identified
semantic categories for these passages, as later discussed in Section 5.2. For the GovSensitivity
passages that were presented to the participants, we sanitised all sensitive information, such as
the names of the individuals, to protect the identities of real persons. In particular, we replaced
the real names of individuals and other demographic information (e.g. place or date of birth)
with realistic pseudonyms.

5.1.2 Participants

For both of the user studies, we recruited participants using the MTurk1 crowdsourcing platform.
We restricted the participants to be aged 18+ years and from countries with English as their first
language. The language restriction was imposed since the documents in the GovSensitivity col-
lection are in English. Additionally, we constrained the participants’ recruitment by considering
the participants’ prior history of Human Intelligence Tasks (HITs) on MTurk. In particular, we
required that the participants had a high HIT approval rate of over 98%, which ensures that the
participants have a good track record of successfully completing other HITs on MTurk. More-
over, the participants were required to have a minimum of 5,000 previously approved HITs,
which ensures their substantial experience and familiarity with the MTurk platform.

We presented multiple text passages2 to the study participants. For each passage, we asked
the participants to make a judgement as to whether a passage did or did not contain any sensitive
information, and to record a brief textual justification for their judgement. In other words, the
study participants were assigned the role of sensitivity reviewers (c.f. Chapter 3; Section 3.1.2).
Before starting the study, the participants were provided with a detailed description of the sen-
sitivity review task along with examples of sensitive personal information. We also quizzed the
participants to assess their understanding of the task (i.e., sensitivity review) and to familiarise
them with the study interface (discussed in the next section).

1https://www.mturk.com/
2We presented 40 passages in the Review Efficiency study and 20 passages in the Review Openness study, as

discussed in Sections 5.3.1.1 and 5.5.1.1 respectively.

https://www.mturk.com/
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To further ensure the quality and reliability of the participants on the sensitivity review task
(i.e., whether the participants can perform the role of sensitivity reviewers with a certain level of
accuracy), we performed validations on the participants’ completed assignments. In particular,
we validated that the participants achieved at least 50% accuracy on the sensitivity judgements
to qualify their assignments for evaluation (i.e., we included responses from only those partici-
pants who achieved ≥50% accuracy). We also checked whether the participants understood the
sensitivity review task based on their submitted justifications for their sensitivity judgements.
Overall, we excluded 8 (out of 50) participants in the Review Efficiency study (c.f. Section 5.3),
and 12 (out of 48) participants in the Review Openness study (c.f. Section 5.5).3 We note that
we applied these restrictions across all of the test conditions in the user studies, thus ensuring
that we do not select only high-accuracy participants for specific test conditions.

5.1.3 Reviewing Interface

Building upon our discussions on sequentially reviewing documents in Chapter 3 (c.f. Sec-
tion 3.3.1), we implemented an interface that presented a sequence of related documents (i.e.,
the GovSensitivity passages; c.f. Section 5.1.1) clustered by their semantic categories. Fig-
ure 5.2 shows the reviewing interface that we presented to our study participants. As shown in
Figure 5.2, the reviewing interface enabled the participants to record their sensitivity judgements
based on the following three aspects:

1. Highlighting any text segment that the participants judge as being sensitive information.

2. Recording an overall judgement about whether a document is sensitive or non-sensitive.

3. Recording a brief description of the judgement to justify why the participants judged a
document as being sensitive.

In addition, the interface records the time taken by each participant to review each of the docu-
ments. The interface also allows the participants to pause the experimental system at any time to
ensure accurate recording of the reviewing times when a participant wishes to take a rest break.

5.2 Leveraging Document Clusters for Sensitivity Review

We now discuss the identification of latent semantic categories of the passages in the GovSen-
sitivity collection (c.f. Section 5.1.1) using document clustering.

As we discussed in Chapter 2 (c.f. Section 2.2.2), document clustering is a popular approach
for identifying semantic categories in document collections. Moreover, previous studies (e.g.
Oard and Webber, 2013; Vo et al., 2016; Trappey et al., 2020) have shown the importance of

3The number of participants reported in our Review Efficiency and Review Openness user studies (c.f. Sec-
tions 5.3.1 and 5.5.1, respectively) accounts for these exclusions.
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Review Status

1) Highlighted span of 

sensitive information

2) Sensitivity Judgement 3) Description of Judgement

4) Option to Pause the 

review system

5) Option to submit review

Sensitivity Review

Reviewed 3/10
Not-Sensitive        Sensitive

33%

Sensitive

Not Sensitive

Comments*

Information about Demographics, Religious beliefs, 

criminal allegation of a named individual.

Document: 4/10

PAUSE SUBMIT SUBMIT & CONTINUE

Document Passage

Federal Police have charged a 37-year-old woman after 2.6 kilograms of heroin was
allegedly found in the lining of her suitcase on May 23. Joe Bloggs's bags were
selected for closer inspection when her behaviour aroused the suspicion of customs
officials. Joe was travelling with her two children, aged 18 months and three years.
Senator Chandler Shelton, Minister for Justice and Customs, said the detection was the
largest seizure of heroin for 12 years.

Figure 5.2: The review interface used in the Review Efficiency and Review Openness studies.

document clustering to assist with human tasks that are involved in document review systems.
In the sensitivity review scenario, clustering documents by their semantic categories can provide
sensitivity reviewers with additional useful information about the underlying context relating
documents. Therefore, we hypothesise that sensitivity reviewing documents that are clustered
by their semantic categories can help the human reviewers to make faster sensitivity judgements
(i.e., more efficient reviews). In particular, we perform document clustering on the passages in
the GovSensitivity collection (c.f. Section 5.1.1), i.e., by treating each passage as an independent
document. Later in Section 5.3, we evaluate the impact of sequentially reviewing documents in
the semantic categories on the reviewers’ reviewing speed and accuracy.

In the remainder of this section, we first discuss the clustering techniques that we evaluate for
identifying semantic categories in Section 5.2.1. Next, in Section 5.2.2, we discuss the criteria
for selecting the optimal number of clusters, before presenting an analysis of the quality of the
identified clusters in Section 5.2.3.

5.2.1 Clustering Approaches

To evaluate the impact of semantic categories on the efficiency and accuracy of sensitivity re-
views, we deploy three widely used clustering approaches from the literature as follows:

• k-Means (MacQueen, 1967; Lloyd, 1982): As we discussed in Chapter 2 (c.f. Sec-
tion 2.2.2), k-Means is one of the most popular clustering techniques in the literature.
We deploy the scikit-learn (Pedregosa et al., 2011) implementation of k-Means. To train
k-Means, we first construct TF-IDF term feature representations of the GovSensitivity
passages. We then project the sparse TF-IDF vectors to a lower z-dimensional space using
Latent Semantic Analysis (LSA). We set z = 200 based on our initial experiments.

• DEC (Xie et al., 2016): As discussed in Chapter 2 (c.f. Section 2.2.2), DEC is a deep
neural clustering approach that simultaneously learns feature representations and cluster-
ing assignments. In particular, DEC deploys a deep autoencoder (Vincent et al., 2010) to
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learn document embeddings in a latent space while learning to cluster documents. DEC
achieves this by minimising the Kullback-Leibler (KL) Divergence Loss (Kullback and
Leibler, 1951), as defined in Equation (2.3). We use the publicly available implementa-
tion of DEC by Kim et al. (2020), and leverage TF-IDF term features as input for the DEC
autoencoder component.

• SCCL (Zhang et al., 2021): SCCL is a short-text clustering approach that leverages
instance-wise contrastive learning and transformer-based (Vaswani et al., 2017) contex-
tual word embeddings. We use the publicly available implementation of SCCL by Zhang
et al. (2021). Following Zhang et al. (2021), to support contrastive learning, we generate a
pair of augmented passages for each of the GovSensitivity passages. In particular, we gen-
erate the augmented passages by word substitution using the BERT-base and RoBERTa
models of the Contextual Augmenter Library (Ma, 2019). We then determine the contex-
tual embeddings of the original and augmented passages using the distilbert-base-nli-stsb-
mean-tokens model of the Sentence Transformer Library (Reimers and Gurevych, 2019).
We use these contextual embeddings of the original and augmented passages as input for
the SCCL model.

5.2.2 Selecting the Number of Clusters

Most clustering techniques (including the ones that we use in our experiments; c.f. Section 5.2.1)
require the number of clusters as a mandatory parameter. However, the number of semantic
category clusters within a collection is dependent on the type of content in a particular collection.
For example, a collection of government documents can comprise semantic categories such
as politics, criminality or finance. In contrast, a collection of medical records can comprise
semantic categories such as medical procedures or treatment plans. Therefore, it is important
to identify the optimal number of clusters in each collection before performing clustering to
identify the semantic categories specific to that particular collection.

To determine the number of clusters k in the GovSensitivity collection, we use two well-
known approaches that we discuss in this section, namely: (1) the elbow method (Bholowalia
and Kumar, 2014; Kodinariya et al., 2013) and (2) the silhouette analysis (Rousseeuw, 1987).
In particular, we first perform stratified sampling to split the collection across 5-folds to perform
Cross-Validation (similar to our discussion in Section 4.4.1). We then perform k-Means cluster-
ing on the TF-IDF vectors of the passages in each fold of GovSensitivity for different values of
k. Next, we use the elbow method to get an estimate of potential values of k based on the results
of k-Means clustering. Finally, we perform silhouette analysis for the potential values of k from
the elbow method to select the final value of k that we use in our experiments. We now discuss
the elbow method and silhouette analysis for selecting k as follows:

• Elbow Method (Bholowalia and Kumar, 2014; Kodinariya et al., 2013): We first use the
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Figure 5.3: Selecting, k, the number of clusters that are optimal for the GovSensitivity collection.

elbow method of plotting the within-cluster-sum-of-squares (WCSS) as a function of the
number of clusters (k). WCSS measures the cluster cohesion in terms of how close the
data points within each cluster are to each other, defined as follows:

WCSS =
n

∑
i=1

k

∑
j=1

wi j
∥∥xi −µ j

∥∥2 (5.1)

where xi is the ith input data point, n is the total number of data points, wi j = 1 if xi ∈
cluster j and 0 otherwise, and µ j is the cluster centroid. After plotting the WCSS vs k

curve, we examine the curve to look for the point where the curve begins to change its
slope noticeably, resembling an elbow. This elbow point is typically referred to as the
optimal value of k, at which a noticeable change in WCSS is observed (Bholowalia and
Kumar, 2014; Kodinariya et al., 2013). Figure 5.3(a) shows the elbow plot for clustering
on the GovSensitivity collection, which indicates an elbow point around k = 8.

• Silhouette Analysis (Rousseeuw, 1987): After getting an estimate of k around 8 from the
elbow method, we plot the silhouette coefficients (Rousseeuw, 1987) of each data point
(i.e., documents) in the clusters. In this silhouette plot, we analyse the separation distance
between the clusters. In particular, the silhouette coefficient measures how similar a data
point is to its own cluster compared to other clusters (i.e., cohesion), defined as follows:

si =
bi −ai

max{ai,bi}
(5.2)

where, for the ith data point, ai is the mean intra-cluster distance and bi is the mean distance
from the nearest-cluster that i is not part of.

As shown in Figure 5.3(b), for the GovSensitivity collection, we analyse two silhouette
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plots for k ∈ {8,10}. The silhouette plots in Figure 5.3(b) show the distribution of sil-
houette coefficients of each data point in the individual clusters, along with the average
silhouette score (Sil). In Figure 5.3(b), the height of the silhouette for a particular cluster
indicates the number of data points in that cluster. In particular, we observe the following
two aspects in the silhouette plots: (1) clusters with below average silhouette scores, and
(2) skewness in cluster sizes. Figure 5.3(b) shows that for k = 8, all clusters have silhouette
scores above the average, and the data partitions are less skewed (i.e., silhouette height)
as compared to the plot for k = 10. Therefore, as an outcome of both the elbow method
and the silhouette analysis, we set k = 8 when clustering the GovSensitivity collection.

We note that determining the exact number of clusters in a dataset using the elbow method
and silhouette analysis may not always be feasible. Consequently, the requirement of the number
of clusters by the clustering techniques can pose a limitation for our work, especially when
there is a notable difference between the estimated and actual number of clusters in a dataset.
Therefore, in the next section, we analyse the quality of the clusters identified by the different
techniques to ensure that the clusters are cohesive and represent meaningful semantic categories.

5.2.3 Analysis of the Clusters Quality

We now analyse the quality of the clusters that are identified by the three clustering methods
(k-Means, DEC and SCCL) that we discussed in Section 5.2.1. In particular, since we do not
have any ground-truth for the semantic clusters in the GovSensitivity collection, we analyse the
cluster quality using the following two well-known unsupervised metrics:

• Hopkins Statistics (Hopkins and Skellam, 1954; Lawson and Jurs, 1990): This metric
measures the cluster tendency of the representation of input data points. The value of
the Hopkins Statistics ranges between [0,1], where the values closer to 1 denote that the
representation of input data points is highly clusterable.

• Silhouette Score (Rousseeuw, 1987): This metric measures cohesion, as discussed in
Section 5.2.2. It evaluates the average distance from a data point to all other points in the
same cluster compared to the average distance to all of the points in the nearest neigh-
bouring cluster. The Silhouette score is defined as the mean of the silhouette coefficients
(c.f. Equation (5.2)) of all of the data points, i.e., meann

i=1(si). The silhouette score ranges
between [-1,1], where the values towards +1 indicate cohesive clusters.

Table 5.1 presents the results of the clusters quality evaluation of k-Means, DEC, and SCCL.
In Table 5.1, the Hopkins statistics (H) shows that all three input data representations, i.e.,
TF-IDF+LSA for k-Means, DEC’s latent embeddings, and SCCL’s contextual embeddings are
clusterable (H > 0.5). Moreover, the silhouette scores in Table 5.1 for the resulting clusters
show that DEC forms very compact and cohesive clusters (Sil > 0.9). Furthermore, SCCL also
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Table 5.1: Results for the clusters quality for the three clustering methods (k-Means, DEC and
SCCL) on the GovSensitivity Collection.

Clustering Method Hopkins Statistics (H) Silhouette Score (Sil)

k-Means 0.7766 0.0233
DEC 0.9897 0.9286
SCCL 0.9080 0.5637

(a) k-Means (b) DEC (c) SCCL

Figure 5.4: The t-SNE 2-D visualisations of resulting clusters from the different clustering
methods that we evaluate.

produces cohesive clusters with Sil > 0.5. However, k-Means results in overlapping clusters, as
indicated by its low silhouette score (Sil = 0.0233). To further investigate this observation of
cohesive clusters from the silhouette scores, in Figure 5.4, we visualise the identified clusters in
a 2-dimensional vector space using t-SNE (Van der Maaten and Hinton, 2008). As shown in Fig-
ure 5.4, our clusters quality results from Table 5.1 are consistent with the 2-dimensional t-SNE
visualisations of the resulting clusters. In particular, Figure 5.4 shows that the clusters from the
k-Means method are overlapping, unlike the clusters from DEC and SCCL, where the distinc-
tions between the clusters are more prominent. Overall, we observe that both DEC and SCCL
are effective methods for producing quality clusters compared to k-Means for the GovSensitivity
collection. Therefore, we expect that the semantic categories identified using DEC and SCCL
would be more effective in aiding the task of human sensitivity reviews compared to k-Means.
We validate this expectation in our Review Efficiency user study (later discussed in Section 5.3),
which evaluates the effectiveness of each of the three clustering methods (i.e., k-Means, DEC
and SCCL) in terms of improving the reviewing speed and/or accuracy of sensitivity reviewers.

In addition to evaluating the resulting clusters using cluster quality metrics, we also qualita-
tively analyse the clusters to gain insights into the semantic categories that the clusters represent.
In particular, we analyse the top keywords for each of the resulting clusters from the different
clustering methods to interpret the specific semantic categories represented by the clusters. Ta-
ble 5.2 shows the top-5 keywords for two of the resulting clusters from each of the three eval-
uated clustering methods. In Table 5.2, even though the top keywords are often different for
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Table 5.2: Top-5 Keywords for two example clusters from each of the clustering methods.

Cluster#1 (Middle-East) Cluster#2 (Commercial)
k-Means DEC SCCL k-Means DEC SCCL

iraq turkey president percent company percent
turkey eu palestinian company law market
israel us israel investment foreign local

us iraq ha’aretz bank ipr capital
israeli turkish turkey market investment rate

the resulting clusters in k-Means, DEC and SCCL, the keywords represent the same high-level
semantic categories. These categories can be interpreted as “Middle-East” and “Commercial”
respectively, for Cluster#1 and Cluster#2. Apart from the two clusters reported in Table 5.2, we
also observed consistency in the top keywords from the remaining clusters across the three clus-
tering methods. In particular, the keywords from other clusters were indicative of similar seman-
tic categories, i.e., Asia/Far-East, Politics, Medical, Education, Criminality and Legal-Trials. In
our Review Efficiency study (presented in the next section; c.f. Section 5.3), we asked our
study participants whether the cluster keywords are useful for understanding the type of content
in the clusters. We also asked the participants whether the clusters are meaningful and human-
interpretable based on whether they contain semantically similar documents (c.f., Section 5.3.3).

5.3 Review Efficiency User Study

We now present our first user study, namely the Review Efficiency study. This study aims to
evaluate the impact of reviewing documents in semantic clusters on the efficiency of the sensi-
tivity reviewers (i.e., the study participants). In particular, we expect that reviewing documents
in semantic clusters will improve the efficiency (i.e., reviewing speed) of reviewers without
negatively affecting their reviewing accuracy. For this user study, we deploy the clustering tech-
niques that we presented in Section 5.2.1 (i.e., k-Means, DEC and SCCL). We primarily evaluate
the following two aspects: (1) the impact of reviewing documents in semantic clusters, and (2)
the effectiveness of each of the clustering techniques that we deploy. In particular, we implement
the Review Efficiency study as a mixed experimental design (later discussed in Section 5.3.1.2).
In this mixed design, we evaluate the impact of reviewing documents with or without cluster-
ing in a within-subject design. On the other hand, we evaluate the effectiveness of the three
clustering techniques in a between-subject design.

In this section, we first present the experimental methodology for the Review Efficiency
study in Section 5.3.1. We then present the study results in Section 5.3.2 followed by presenting
the qualitative analysis in Section 5.3.3.
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Table 5.3: Statistics of the word length and the cluster assignments of the sampled passages in
Sets A and B, respectively, for the two test conditions in the Review Efficiency study.

Length (words) Number of Clusters
mean std k-Means DEC SCCL

Set A 72.5 7.71 4 6 4
Set B 73.3 10.39 4 6 3

5.3.1 Experimental Methodology

Our Review Efficiency study aims to answer the following two research questions about the im-
pact of semantic categories on helping the reviewers to make quick (i.e., efficient) and accurate
sensitivity judgements:

• RQ5.1 Does presenting the documents in semantic categories for sensitivity review improve
the reviewers’ efficiency without affecting their accuracy?

• RQ5.2 Which of the evaluated clustering techniques results in the best improvements in the
reviewers’ efficiency and accuracy?

5.3.1.1 Dataset

As mentioned in Section 5.1.1, we presented the GovSensitivity passages to our study partici-
pants by considering each passage as an independent document. To select passages to present
to our user study participants, we sampled 40 passages from the GovSensitivity collection. This
choice of the number of sampled passages was based on a statistical power analysis to ensure
that the study could provide conclusive answers to our research questions, while also keeping the
study duration under reasonable limits. We split these sampled passages across two different sets
A & B (i.e., 20 passages per set), respectively, based on the two test conditions in our study (i.e.,
one set per test condition, which we discuss in the next section). We presented each of the sam-
pled passages in Set A and Set B to our study participants, using the clusters assigned to the pas-
sages by either k-Means, DEC or SCCL. Table 5.3 shows the average length of passages in each
set and the number of clusters assigned by each clustering method. We controlled the number of
sensitive passages such that each set included 5 sensitive passages, i.e., 25% of the sample size.

5.3.1.2 Study Design

For RQ5.1, we evaluate the impact of reviewing documents that are clustered by each of the
clustering techniques (k-Means, DEC and SCCL) compared to reviewing documents without
clustering. We answer RQ5.1 in a within-subject experiment design, i.e., all of the study partic-
ipants were presented with the same two tasks corresponding to the following test conditions:
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Table 5.4: Participant groups for the Review Efficiency study based on different combinations
of Document Sets (i.e., A or B) for the two tasks (i.e., No-Cluster and Cluster) and the clustering
techniques (i.e., k-Means, DEC and SCCL).

Group
Task#1

(No-Cluster)
Task#2

(Cluster)
Set Config Set

1 A k-Means B
2 B k-Means A
5 A DEC B
6 B DEC A
9 A SCCL B
10 B SCCL A

Group
Task#1

(Cluster)
Task#2

(No-Cluster)
Config Set Set

3 k-Means B A
4 k-Means A B
7 DEC B A
8 DEC A B
11 SCCL B A
12 SCCL A B

• No-Cluster (Control Condition): In this condition, the participants performed sensitivity
reviews without clustering, i.e., the documents were presented randomly in a single batch.

• Cluster (Treatment Condition): In this condition, the participants sequentially reviewed
documents within their semantic categories.

We used a different set of GovSensitivity passages (i.e., Set A or Set B) for each of the con-
ditions. Overall, every participant was required to review 40 passages (20 in each condition).
For RQ5.2, we compare the effectiveness of the three clustering techniques in improving the
efficiency and/or accuracy of the reviewers. In RQ5.2, we choose to deploy a between-subject
experimental design for the three test conditions (k-Means, DEC and SCCL). The choice of
between-subject design was made because a within-subject design would require the partici-
pants to review (1+ 3) ∗ 20 = 80 passages. Having the participants review 80 passages of text
would have markedly increased the cognitive load for the participants and resulted in a high
risk of participant fatigue. Therefore, to investigate RQ5.2, we asked each participant to re-
view passages that are clustered by a single clustering method. We used random allocation of
the clustering methods to the participants and ensured that each participant participated in the
study only once. This randomised allocation approach mitigated the potential effects of fac-
tors such as learning (by gaining knowledge about the task) or individual differences (that can
bias participants for a particular condition). Therefore, we do not anticipate any impact of the
between-subject design choice on our analysis. As per the mixed experiment design, we cre-
ated 12 participant groups and counterbalanced the allocation of document sets and clustering
approaches, as shown in Table 5.4. We also asked the participants to complete a follow-up
questionnaire to analyse the users’ ratings on the task difficulty, cluster-interpretability and the
usefulness of cluster keywords. We provide details of the follow-up questionnaires and analyse
the participants’ responses to the questions in Section 5.3.3.
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We recruited 42 participants for this study. We validated the quality of the participants’
reviews and their understanding of the task, based on our discussions in Section 5.1.2. The
participants were remunerated $7.00 USD for completing the study. The mean completion time
for the study across all participants was 40 minutes.

5.3.1.3 Evaluation Metrics

To evaluate the performance of participants, we use the following two metrics:

• Balanced Accuracy (BAC): We use BAC to evaluate the accuracy of the participants’ re-
views compared to the sensitivity labels in the GovSensitivity collection. We select BAC
to measure accuracy following our sensitivity classification experiments in Chapter 4. As
described in Section 4.4.4, BAC can fairly evaluate the accuracy of reviews on imbal-
anced datasets. Therefore, BAC is well-suited for the imbalanced sets of GovSensitivity
passages used in our study (i.e., 25% sensitive passages in each set, c.f. Section 5.3.1.1).

• Normalised Processing Speed (NPS; Damessie et al., 2016): We use NPS to evaluate the
efficiency of participants, i.e., the reviewing speed in words per minute. Damessie et al.
(2016) defined NPS as follows:

NPS =
|d|

exp(log(time)+µ −µα)
(5.3)

where |d| is the length of a document d in words, log(time) is the natural logarithm of time
taken by a reviewer to review document d, µα is the mean log(time) of the reviewer and µ

is the global mean log(time) for all reviewers. We choose NPS as the measure of review-
ing speed following McDonald et al. (2020). In particular, NPS controls for variations in
the documents’ lengths and the reviewers’ reading speeds. Therefore, it enables to provide
a fair comparison of the reviewing speed across different documents and participants.

We measure statistical significance in our mixed experimental design using a two-way mixed
ANOVA test. This statistical test analyses whether the changes in NPS or BAC are a result of the
interaction between the use of clustering/no-clustering (i.e, within-subject factors: No-Cluster
and Cluster) and the specific clustering methods (i.e., between-subject factors: k-Means, DEC
and SCCL). We report the observed power and the Partial Eta Squared (η2) effect size for the
two-way mixed ANOVA test. We follow the two-way mixed ANOVA test with post-hoc tests
using paired samples t-Test for the within-subject factor and a one-way ANOVA for the between-
subject factor. We select p < 0.05 as our significance threshold.
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Table 5.5: Results of the two-way mixed ANOVA and the post-hoc one-way4ANOVA tests for
the Review Efficiency study. “Overall Interaction” compares the significant interaction between
the within-subject (No-Cluster vs Cluster) and between-subject factors (three clustering
methods). “No-Cluster vs Cluster” compares the significant effect of the within-subject factors,
and “Clustering Methods” compares the significant effect of the between-subject factors. F is
the ANOVA F-statistics, df1 and df2 are the degree of freedoms of the F distribution, p is the
p-value and “bold” represents a statistically significant difference at p < 0.05.

Metric Test Comparison F (df1,df2) p η2 Power

NPS
Two-Way Mixed
ANOVA

Overall Interaction 1.372 (2,35) 0.267 0.073 27.50%
No-Cluster vs Cluster 56.158 (1,35) <0.001 0.616 100.00%

One-Way ANOVA Clustering Methods 1.308 (2,35) 0.283 0.070 26.40%

BAC
Two-Way Mixed
ANOVA

Overall Interaction 0.568 (2,35) 0.572 0.031 13.70%
No-Cluster vs Cluster 0.025 (1,35) 0.876 0.001 5.30%

5.3.2 Results and Discussion

We now discuss the results of the Review Efficiency study. We first report the results of the
two-way mixed ANOVA significance test, followed by addressing our research questions RQ5.1
and RQ5.2 in Section 5.3.2.1 and Section 5.3.2.2, respectively.

Table 5.5 presents the results of the two-way mixed ANOVA test that compares the overall
interaction between No-Cluster/Cluster and the different clustering techniques (k-Means, DEC
and SCCL). For the two-way mixed ANOVA, the data samples meet the assumptions of homo-
geneity of variance for the between-group factor (clustering techniques) as assessed by Levene’s
test (p > 0.05). Moreover, the data samples meet the assumptions of homogeneity of covariance
as assessed by Box’s test (p > 0.05). From the two-way mixed ANOVA tests, we find that,
for NPS (participants’ reviewing speed), there is a statistically significant interaction between
the No-Cluster and Cluster conditions (c.f. Table 5.5; No-Cluster vs Cluster). However, there
is no statistically significant interaction between No-Cluster/Cluster and the different clustering
techniques for NPS (c.f. Table 5.5; Overall Interaction). For BAC (participants’ reviewing accu-
racy), the results are not significant as per the two-way mixed ANOVA (p < 0.05). Overall, the
two-way mixed ANOVA test shows that reviewing documents in semantic clusters significantly
impacts the participants’ reviewing speed (NPS). However, the impact on reviewing speed by
the different clustering techniques is not significant. Moreover, the participants’ reviewing ac-
curacy (BAC) is not affected by reviewing documents in semantic clusters. We discuss these
observations in detail when addressing RQ5.1 and RQ5.2, in the remainder of this section.

4For BAC, we do not conduct a post-hoc one-way ANOVA test because the results for BAC are not significant
(p < 0.05) as per the primary significance test (i.e., the two-way mixed ANOVA).
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Table 5.6: BAC and NPS of participants in different configurations of the Review Efficiency
study. “⋆” denotes a statistically significant difference as per a paired samples t-Test (p < 0.05)
compared to the corresponding No-Cluster configuration.

Group Configuration
mean BAC
(±95% CI)

mean NPS (wpm)
(±95% CI)

1-4
No Cluster 0.755 (±0.060) 132.22 (±08.77)
k-Means 0.727 (±0.076) 149.09 (±10.32)⋆

5-8
No Cluster 0.790 (±0.067) 140.43 (±13.04)

DEC 0.786 (±0.065) 162.41 (±13.55)⋆

9-12
No Cluster 0.823 (±0.054) 138.99 (±05.69)

SCCL 0.846 (±0.069) 151.99 (±09.85)⋆

5.3.2.1 RQ5.1: Impact of Semantic Clusters on the Reviewers’ Efficiency and Accuracy

To address RQ5.1, we measure statistical significance between the No-Cluster and Cluster condi-
tions, respectively, for each of the Cluster configurations (k-Means, DEC and SCCL). In partic-
ular, we follow the two-way mixed ANOVA test with post-hoc tests using paired samples t-Test.
We use the t-Test to compare the difference in NPS between the No-Cluster and Cluster condi-
tions (denoted as “⋆” in Table 5.6, p< 0.05). From Table 5.6, we observe that our treatment con-
dition (Cluster) shows significant improvements in the participants’ NPS compared to the control
condition (No-Cluster). Moreover, these improvements are consistent for all clustering methods,
with the best improvement observed in DEC (+15.65% wpm) followed by k-Means (+12.86%
wpm) and SCCL (+9.35% wpm). We also observe that the BAC of the participants slightly im-
proves for SCCL clustering compared to No-Cluster (0.846 vs 0.823). In contrast, we observe
a slightly lower BAC in DEC (0.786 vs 0.790) and a noticeably lower BAC in k-Means (0.727
vs 0.755). However, the differences in BAC between the No-Cluster and Cluster conditions are
not statistically significant, as discussed in the results of the two-way mixed ANOVA test. In
essence, the results in Table 5.6 show that the participants were able to more quickly review doc-
uments when the documents were presented sequentially in their semantic categories compared
to reviewing documents in a random sequence. Moreover, this improvement in reviewing speed
using the semantic categories did not cause a significantly lower reviewing accuracy for the par-
ticipants. Therefore, in response to RQ5.1, we conclude that reviewing documents in semantic
clusters can significantly improve (paired samples t-Test, p < 0.05) the efficiency (NPS) of the
sensitivity reviewers without significantly affecting the reviewers’ accuracy (BAC).

5.3.2.2 RQ5.2: Effectiveness of Different Clustering Methods

Moving on to RQ5.2, in Table 5.6, we observe that DEC achieves the best NPS, followed by
SCCL and k-Means (162.41 vs 151.99 vs 149.09 wpm). In terms of BAC, SCCL achieves the
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highest BAC (0.846), followed by DEC (0.786) and k-Means (0.727). Therefore, the results
show that the clustering methods DEC and SCCL are more effective in improving the BAC
and NPS of reviewers compared to k-Means. We follow the two-way mixed ANOVA test with
a post-hoc test using a one-way ANOVA (shown in Table 5.5) comparing differences in NPS
between the three clustering methods. In Table 5.5, we find that there are no significant differ-
ences in NPS for the different clustering methods. In essence, the results in Table 5.6 show that
the participants who reviewed documents from the DEC and SCCL clusters were more quick
and accurate in their reviews compared to the participants who reviewed documents from the
k-Mean clusters. However, there is no significant (one-way ANOVA; p < 0.05) difference in the
performance of participants in the three clustering conditions. Therefore, in response to RQ5.2,
we conclude that the improvement in the reviewers’ efficiency (NPS) by reviewing documents
in semantic clusters is not significantly affected by specific clustering methods.

5.3.2.3 Discussion

Overall, in the Review Efficiency study, we find that the semantic clustering of documents can
indeed significantly improve the efficiency of human reviewers (RQ5.1) regardless of the clus-
tering method (RQ5.2). The improved efficiency (i.e., reviewing speed) of reviewers reduces the
time needed for document review. This is particularly beneficial when the resources for sensitiv-
ity review are limited. In particular, the improved reviewing efficiency enables a higher number
of documents to be reviewed within the same time frame compared to reviewing documents
without clustering. For example, our user study results (c.f. Table 5.6) show that reviewing
documents in DEC clusters increases the reviewing speed (NPS) by 15.65% wpm. This increase
in NPS can be translated to a 13.49% reduction in the average time taken to review a document
based on the average length of documents in our user study (c.f. Table 5.3).

5.3.3 Qualitative Analysis

In this section, we provide an analysis of the participants’ responses to the follow-up question-
naire in our Review Efficiency study. In general, we asked our study participants their preferred
way of reviewing documents between the control and treatment conditions. We found that
85.37% of the participants rated reviewing documents in semantic clusters as their preferred
way compared to reviewing documents in a single large group (i.e., the control condition). In
addition, as mentioned in Section 5.3.1.2, to qualitatively compare the effectiveness of the three
clustering methods (k-Means, DEC and SCCL), we presented the participants with a follow-up
questionnaire that evaluates the following aspects (shown in Figure 5.5):

• Keyword Usefulness (Figure 5.5(a)): To evaluate the usefulness of the keywords (c.f.
Table 5.2) in interpreting the clusters, we asked the participants: “How useful were the
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Figure 5.5: Normalised participants’ ratings for the Review Efficiency study. “⋆” denotes statis-
tically significant difference as per independent samples t-Test (p< 0.05) compared to k-Means.

keywords to understand the context of each cluster?”. We captured the participants’ rat-
ings on keyword usefulness using a 5-point Likert scale, with options ranging from: 1
(Not at all Useful) to 5 (Highly Useful).

• Cluster Interpretability (Figure 5.5(b)): To evaluate the human interpretability of the
clusters, we asked the participants: “Were the document clusters meaningful or inter-
pretable, i.e., did each cluster contain semantically similar documents?”. We provided the
following options to the participants to rate cluster interpretability: (1) Yes, all the clusters
were meaningful, (2) Yes, some of the clusters were meaningful, and (3) No, the clusters
did not have semantically similar documents.

• Decision Difficulty (Figure 5.5(c)): To evaluate the difficulty in making sensitivity deci-
sions for the documents in clusters, we asked the participants: “How difficult was it to
make decisions about the sensitivity of documents in semantic clusters?”. We captured
the participants’ ratings on decision difficulty using a 5-point Likert scale, with options
ranging from: 1 (Very Easy) to 5 (Very Difficult).

Figure 5.5 shows the normalised participants’ ratings (i.e., in the range [0,1]) for the three as-
pects (i.e., Keyword Usefulness, Cluster Interpretability, and Decision Difficulty). In Figure 5.5,
“⋆” represents statistical significance compared to k-Means clustering as per the independent
samples t-Test (p < 0.05). From Figure 5.5(a), we observe that the participant ratings for the
usefulness of cluster keywords are comparable (i.e., not significantly different) for the three clus-
tering configurations. However, from Figure 5.5(b), clusters from both DEC and SCCL were
found to be significantly more interpretable than k-Means. We found the human interpretability
of the clusters to be consistent with the analysis of clusters quality that we presented in Sec-
tion 5.2.3. In particular, our analysis in Section 5.2.3 showed that both DEC and SCCL are
found to be effective in producing quality clusters compared to k-Means (c.f. Table 5.1). Inter-
estingly, even though DEC’s clusters quality was found to be better than SCCL (Sil 0.9286 vs
0.5637; c.f. Table 5.1), human interpretability for both methods is found to be comparable and
even slightly higher for SCCL. Lastly, as shown in Figure 5.5(c), the participants rated lower
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difficulty in making sensitivity decisions for documents in both the DEC and SCCL clusters
compared to k-Means. Moreover, the decision difficulty for DEC is found to be significantly
lower than k-Means (denoted as ⋆ in Figure 5.5(c)).

Based on the cluster quality results from Table 5.1 and decision difficulty ratings from Fig-
ure 5.5(c), we refine our response to RQ5.2 (c.f. Section 5.3.2.2). In particular, we note that
even though the specific clustering method does not significantly impact the reviewing speed
(NPS) and accuracy (BAC), reviewing documents in DEC clusters is significantly less difficult.
Therefore, overall for RQ5.2, we conclude that DEC is indeed an effective document clustering
approach for the GovSensitivity collection compared to k-Means and SCCL.

5.4 Review Prioritisation

Our Review Efficiency study (c.f. Section 5.3.2) showed that presenting semantic clusters to
the sensitivity reviewers can help them quickly provide sensitivity judgements for related docu-
ments, thereby improving their reviewing speed. However, clustering alone may not be sufficient
to effectively improve openness (i.e., the number of documents identified for public release in a
fixed time frame). This is because openness is dependent on the following two factors:

1. The reviewing speed of the sensitivity reviewers.

2. The order in which the documents are presented for review (i.e., review prioritisation).

As discussed in the introduction of this chapter, prioritising certain documents that are more
likely to be released to the public (i.e., non-sensitive documents) can increase the openness
of sensitivity review. In this section, we present our proposed review prioritisation approach to
prioritise document clusters for review using document metadata attributes and sensitivity classi-
fication to maximise openness. In particular, we leverage our RelDiff-based sensitivity classifier
(presented in Chapter 4) to prioritise clusters that are more likely to contain non-sensitive docu-
ments over clusters with sensitive documents. We illustrate the potential effectiveness of our pro-
posed approach using an example as shown in Figure 5.6. The illustrative example in Figure 5.6
compares the effectiveness of three ranking approaches (which stem from the use of sensitivity
classification and semantic clustering, as discussed shortly in this section) for review prioritisa-
tion on a set of 8 documents. In the example shown in Figure 5.6, the document reviewing speed
is controlled as a constant to isolate the effect of review prioritisation on openness. Later in
Section 5.5, we present our Review Openness study that evaluates the effectiveness of the three
ranking approaches (shown in Figure 5.6) for improving the openness of sensitivity reviews. We
now discuss the three ranking approaches that we evaluate for review prioritisation, as follows:

1. No-Cluster Ranking (Figure 5.6(a)): In a sensitivity review system that includes a sen-
sitivity classifier, the review organisers can prioritise the predicted non-sensitive documents in a
collection, which are more likely to be released. For example, in Figure 5.6(a), documents are
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Figure 5.6: An example of different document ranking approaches for sensitivity review. Ri is
ith level in the hierarchical ranking, PS is the predicted sensitivity probability of the documents,
L is the length of the documents (in words), dc is a document in cluster c, dcm is a document with
metadata attribute m in cluster c, and µc and µcm are the mean probabilities of the documents in
cluster c and Cluster+Metadata group (based on metadata attribute m) respectively. The yellow
shaded area denotes the total time that is available to sensitivity review the documents.

ranked according to the increasing order of sensitivity classification probability PS (least sensi-
tive ranked at the top). This ranking approach leads to the prioritisation of the documents that
are predicted to be non-sensitive. As shown in the example of Figure 5.6(a), only the predicted
non-sensitive documents are allocated to be reviewed in the available reviewing time (shown as
yellow shading in Figure 5.6).

In our Review Openness study (later discussed in Section 5.5), to prioritise the documents
(i.e., the GovSensitivity passages; c.f. Section 5.1.1) for review, we performed a hierarchical
ranking of documents based on the increasing order of the following two scores:

• Ps: the sensitivity classification probability of a document being sensitive.

• L: the length (in words) of a document, i.e., if two documents have the same classification
probability, then the shortest document will be reviewed first (since shorter documents can
be reviewed faster than longer documents).

In the No-Cluster ranking approach, we rank a document di in a collection D by the sensitivity
probability Pdi

s of the document followed by the document length, Ldi . We define the No-Cluster
ranking approach as follows:

rankNo−Cluster = arg_sort
di∈D

(Pdi
s ,Ldi) (5.4)

2. Cluster Ranking (Figure 5.6(b)): This approach is built upon our findings from our
Review Efficiency study (c.f. Section 5.3.2), i.e., reviewing documents in semantic clusters can



CHAPTER 5. SEMANTIC CLUSTERING FOR SENSITIVITY REVIEW 91

improve the reviewing speed of reviewers. In particular, in this approach, we rank a document di

by the mean sensitivity probability µc of all the documents in a cluster c that contains di followed
by the sensitivity probability Pdi

s of the document and the document length Ldi . We define the
Cluster ranking approach as follows:

rankCluster = arg_sort
di∈D

(µc,Pdi
s ,Ldi) (5.5)

However, when the documents are semantically clustered (for quickly reviewing related doc-
uments), it is not feasible to rank documents from different clusters in a collection based on the
documents’ predicted sensitivity. In other words, unlike the No-Cluster ranking approach, or-
ganising documents in clusters may disrupt the prioritisation of documents based on the increas-
ing order of the document’s sensitivity classification probabilities across the entire collection.
Moreover, in large collections, a cluster can comprise a large number of documents, including
a mix of many sensitive and non-sensitive documents. For example, in a semantic cluster com-
prising documents about “criminal incidents”, documents from Author#1 may contain detailed
information about a crime, including personal sensitive information of victims. In contrast, doc-
uments from another author, Author#2, may include general non-sensitive information about
how a country is dealing with criminal activities. Therefore, the proportion of predicted sensi-
tivity within a large cluster may not be an effective criteria for prioritising document clusters.

Figure 5.6(b) shows one such example of the hierarchical ranking of clustered documents. In
this example from Figure 5.6(b), the documents are first ranked by the mean sensitivity probabil-
ity of all documents dc in a cluster c. This is followed by ranking the documents based on their
predicted sensitivity Pdc

s and document length Ldc for each document within c. Compared to the
No-Cluster approach from Figure 5.6(a), in Figure 5.6(b), only 3 out of 4 prioritised documents
in the available reviewing time are non-sensitive. This is because, in the Cluster approach, all
the documents from cluster C3 (including the predicted sensitive document d6) are ranked above
the non-sensitive documents in other clusters (C1 and C2). To address this problem of effective
review prioritisation of semantic clusters, we propose our Cluster+Metadata Ranking approach.

3. Cluster+Metadata Ranking (c.f. Figure 5.6(c)): We now present our proposed ap-
proach to effectively prioritise documents for review while maintaining the semantic grouping
of documents. In particular, we propose to leverage document metadata attributes to split large
clusters into smaller document groups that can have finer-grained sensitivity proportions. This is
illustrated in the previous example for “Cluster Ranking”, where the “criminal incidents” cluster
can be divided into two document groups, respectively, for Author#1 and Author#2. In particu-
lar, using the “author” metadata attribute, we can split the “criminal incidents” cluster into two
semantic groups. These smaller semantic groups are more indicative of potentially sensitive
information (from Author#1) and non-sensitive information (from Author#2) compared to the
cluster itself. We refer to these smaller semantic groups of documents as Cluster+Metadata
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groups. In this work, we leverage the documents’ author attribute in the GovSensitivity col-
lection for splitting large clusters. However, we note that the choice of metadata attribute(s) to
split large clusters is specific to the document collection. For example, consider a collection
where most of the documents are published by different authors. In such a collection, splitting
the clusters using the documents’ author attribute may not be suitable since the resulting Clus-
ter+Metadata groups may be very small. On the other hand, the author attribute is well suited for
the GovSensitivity collections, where more than 75% of the documents (i.e., 2,890 documents)
are published by only 56 authors. Therefore, depending on the collection, other metadata at-
tributes, such as a document’s origin, year or month of creation, can also be potentially useful,
as we previously discussed in Chapter 3 (c.f. Section 3.3.3).

Figure 5.6(c) shows an illustrative example of our proposed review prioritisation approach
of hierarchically ranking documents for review. As shown in Figure 5.6(c), the documents are
first ranked by the mean sensitivity probability of all documents dcm in a cluster c having meta-
data attribute m. This is followed by ranking the documents within the Cluster+Metadata group
cm by the documents’ predicted sensitivity Pdcm

s and the document length Ldcm . The example
in Figure 5.6 shows that the Cluster+Metadata approach can achieve similar openness to the
No-Cluster approach (i.e., prioritising documents without clustering) in the available reviewing
time (4 documents each). We define the Cluster+Metadata ranking approach as follows:

rankCluster+Metadata = arg_sort
di∈D

(µcm,Pdi
s ,Ldi) (5.6)

where di is a document, µcm is the mean sensitivity probability of all documents in a Clus-
ter+Metadata group cm that contains di, Pdi

s is the sensitivity probability of di and Ldi is the
length of document di.

In addition to the semantic grouping of documents by the clustering techniques, document
metadata attributes such as “Author” can group documents with a potentially similar structure
and writing style. Therefore, Cluster+Metadata groups can potentially help the reviewers to
better gauge the document structure in a group and reduce the difficulty in making sensitivity
judgements. In our Review Openness study (c.f. Section 5.5), we analyse whether reviewing
documents in Cluster+Metadata groups is less difficult compared to reviewing documents in
large clusters (c.f. Section 5.5.3).

In the next section, we evaluate the effectiveness of the three review prioritisation approaches
(shown in Figure 5.6) using the Review Openness user study. We hypothesise that compared to
the No-Cluster and Cluster ranking approaches, our proposed Cluster+Metadata approach will
benefit both types of users in the sensitivity review process, as follows:

• Review Organisers, by enabling them to open more documents to the public within a
particular reviewing time budget.

• Sensitivity Reviewers, by improving their reviewing speed through interpreting the under-
lying context and structure of documents.
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5.5 Review Openness User Study

We now present our second user study, referred to as the Review Openness study. In this study,
we evaluate the effectiveness of our proposed review prioritisation approach (Cluster+Metadata)
compared to documents prioritised without clusters (No-Cluster) and prioritisation of document
clusters (Cluster). We evaluate the effectiveness of these approaches (c.f. Section 5.4) in terms
of the number of documents that are released (or opened) to the public in a fixed time frame, i.e.,
the review openness. We conducted this study using a between-subject experimental design. In
this section, we first present our experimental methodology in Section 5.5.1. Next, we present
the study results in Section 5.5.2, followed by presenting a qualitative analysis in Section 5.5.3.

5.5.1 Experimental Methodology

Our Review Openness study aims to answer the following two research questions:

• RQ5.3 Can the Cluster+Metadata review prioritisation approach increase the number of doc-
uments that are opened in a finite reviewing time budget compared to the No-Cluster
and Cluster approaches?

• RQ5.4 Does reviewing documents in the Cluster+Metadata groups offer similar or improved
review efficiency and accuracy compared to reviewing documents in semantic clusters?

5.5.1.1 Dataset

For our Review Openness study, we sampled5 20 passages (mean length 95.05 words) from the
GovSensitivity collection (c.f. Section 5.1). We restricted the number of sensitive documents to
25% of the sampled passages (the same as for our Review Efficiency study; c.f. Section 5.3.1.1).
For this study, we chose only the DEC clustering method. The choice of DEC was based on its
best performance (c.f. Table 5.6) for improving the reviewers’ efficiency as per the results of the
Review Efficiency study (c.f. Section 5.3.2). As mentioned in Section 5.4, we chose document
author as the metadata attribute for splitting the DEC clusters into Cluster+Metadata groups.
DEC assigned 3 cluster labels to the sampled passages, and we identified 7 Cluster+Metadata
groups by splitting these clusters using the author metadata attribute.

We performed sensitivity classification on the GovSensitivity documents to obtain the sensi-
tivity probabilities of the documents for review prioritisation (as discussed in Section 5.4). We
deployed our RelDiff-based classification approach as we described in Chapter 4 to classify the
documents as either sensitive or non-sensitive (using the best-performing RelDiffRotatE configu-
ration; c.f. Section 4.5). To train the classifier, we used the same 5-fold cross-validation setup
of the GovSensitivity collection as described in Section 4.4.1.

5Similar to our Review Efficiency study, we use a statistical power analysis to determine the required number
of passages (c.f. Section 5.3.1.1).
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5.5.1.2 Study Design

We evaluate RQ5.3 and RQ5.4 in a between-subject design, i.e., each participant in our experi-
ment was assigned to one of three review prioritisation approaches (c.f. Section 5.4). This led to
the creation of 3 participant groups (i.e., one participant group per approach). The participants
were each required to review 20 passages in a specific order, as defined by their assigned priori-
tisation approach (i.e., No-Cluster, Cluster and Cluster+Metadata). The participants were also
asked to complete a follow-up questionnaire at the end of the experiment. We used the partici-
pants’ responses to the follow-up questionnaire to analyse the cluster-interpretability and the dif-
ficulty in reviewing documents in the Cluster and Cluster+Metadata conditions. We discuss the
follow-up questionnaire and analyse the participants’ responses to the questions in Section 5.5.3.

For the Review Openness study, we recruited 36 participants (12 in each of the three groups).
As discussed in Section 5.1, we verify the participants’ understanding of the task and the quality
of their reviews. The participants were remunerated $4.00 USD for completing the experiment.
The mean time taken to complete the study across all participants was 25 minutes.

5.5.1.3 Evaluation Metrics

To evaluate openness in our experiments for the three prioritisation approaches (No-Cluster,
Cluster and Cluster+Metadata), we deploy the following two metrics:

• Absolute Openness (OAbs): This metric measures the number of documents selected for
release per unit time (hourly) defined as:

OAbs =
∑

n
i=1 λi

∑
n
i=1 ti

, λi =

1, if di is non-sensitive

0, otherwise
(5.7)

where n is the number of documents that are to be reviewed, di is the document at the ith

position of the document ranking, and ti is the time taken to review di. To account for
the difference in reading speeds of the participants in our experiment, we use Normalised
Dwell Time (NDT) (Damessie et al., 2016) as the measure of reviewing time ti. In par-
ticular, NDT measures the reviewing time of an average reviewer, which is defined as the
denominator part of the NPS measure that we previously presented in Equation (5.3).

• Openness AUC (OAUC): This metric measures the number of documents selected for re-
lease as a function of time. We calculate OAUC by determining the area under the curve
for the plot between the cumulative count of non-sensitive documents in the particular
ranking approach and the cumulative sum of review time (NDT), defined as follows:

OAUC =
∫ T

0
DNS(t)dt (5.8)
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where T is the total time taken to review all of the documents and function DNS(t) returns
the number of non-sensitive documents that are reviewed till a specific time t. We use the
scikit-learn (Pedregosa et al., 2011) implementation to compute the area under the curve
based on the trapezoidal rule for integration (Yeh et al., 2002).

We report the openness metrics (i.e., OAbs and OAUC) under the following two setups:

• True Labels (OT
Abs and OT

AUC), where we use the ground truth labels (sensitive or non-
sensitive) from the GovSensitivity collection to compute the metrics.

• Predicted Labels (OP
Abs and OP

AUC), where we use the sensitivity judgements from the
reviewers (i.e., the study participants) to compute the metrics.

In the real-life sensitivity review scenario, openness is measured as the interaction between: (1)
the number of documents selected by the sensitivity reviewers for public release, and (2) the
total time taken by the reviewers to achieve this number of selected documents. Among the
four deployed openness metrics (OT

Abs, OT
AUC, OP

Abs and OP
AUC), our OP

AUC metric (which uses the
reviewers’ predictions) most closely models the computation of openness in real-life sensitivity
review. Therefore, we consider OP

AUC as our main metric to measure openness.
In addition, we also compute BAC and NPS for the reviewers, similar to the Review Ef-

ficiency study (c.f. Section 5.3.1.3) to evaluate RQ5.4. Moreover, measuring BAC and NPS
also allows us to compare the consistency of results between the Review Efficiency and Review
Openness studies (i.e., the impact of semantic categories on reviewing efficiency).

We measure statistical significance for our between-subject factor under three review priori-
tisation conditions using a one-way ANOVA test. We report the observed power and the Partial
Eta Squared (η2) effect size for the ANOVA tests. We follow the ANOVA tests with post-hoc
tests using independent samples t-Test. We select p < 0.05 as our significance threshold.

5.5.2 Results and Discussion

We now discuss the effectiveness of prioritising semantic document clusters for review in im-
proving openness based on the results of our Review Openness study. We report the results of
the one-way ANOVA significance test comparing the three different review prioritisation ap-
proaches (No-Cluster, Cluster and Cluster+Metadata) in Table 5.7. For the one-way ANOVA
significance test, the data samples for OT

Abs, OT
AUC, OP

Abs, OP
AUC, NPS and BAC meet the assump-

tion of homogeneity of variance as assessed by Levene’s test (p > 0.05). We report the mean
absolute openness (OAbs) and openness AUC (OAUC) along with 95% confidence intervals (CI)
in Table 5.8. We also report the mean BAC and NPS scores along with 95% CI in Table 5.9.
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Table 5.7: Results of one-way ANOVA tests to measure statistically significant interaction be-
tween the three review prioritisation configurations. F is the ANOVA F-statistics, η2 is the effect
size, p is the p-value and “bold” represents a statistically significant difference at p < 0.05.

Metrics F(2,33) η2 p Power

OT
Abs 30.910 0.652 < 0.001 100.00%

OT
AUC 7.464 0.311 0.002 92.10%

OP
Abs 3.536 0.176 0.041 61.70%

OP
AUC 2.547 0.134 0.094 47.40%

NPS 9.720 0.371 <0.001 97.20%
BAC 1.298 0.073 0.287 26.10%

Table 5.8: Hourly Openness achieved by the participants in different configurations of the Re-
view Openness study. “⋆” denotes a statistically significant difference as per independent sam-
ples t-Test (p < 0.05) compared to the No-Cluster configuration.

Configuration
True Labels Predicted Labels

mean OT
Abs

(±95% CI)
mean OT

AUC
(±95% CI)

mean OP
Abs

(±95% CI)
mean OP

AUC
(±95% CI)

No-Cluster 37.324 (±2.651) 4.924 (±0.375) 27.095 (±3.729) 3.819 (±0.578)

Cluster 49.706 (±2.505)⋆ 5.506 (±0.162)⋆ 37.366 (±7.423)⋆ 4.622 (±0.596)

Cluster +
Metadata

49.813 (±2.077)⋆ 5.671 (±0.209)⋆ 37.391 (±6.027)⋆ 4.727 (±0.579)⋆

5.5.2.1 RQ5.3: Impact of Cluster+Metadata Review Prioritisation on Openness

To address RQ5.3, we evaluate the openness of documents in the three review prioritisation
approaches. From the one-way ANOVA tests presented in Table 5.7, we find that the interac-
tions between the three review prioritisation approaches are significant for OT

Abs, OT
AUC, and OP

Abs,
while not significant for OP

AUC. We follow the one-way ANOVA tests with post-hoc tests using an
independent samples t-Test comparing the pairs of the different review prioritisation approaches.
In Table 5.8, statistically significant differences compared to No-Cluster are represented as “⋆”
(independent samples t-Test, p < 0.05). From Table 5.8, we observe that our proposed ap-
proach Cluster+Metadata achieves the best openness consistently across all four metrics. We
also observe that both the Cluster and Cluster+Metadata configurations significantly improve
OT

Abs, OP
Abs and OT

AUC compared to No-Cluster. However, for OP
AUC, only the Cluster+Metadata

improvements are statistically significant compared to No-Cluster (4.727 vs 3.819, independent
samples t-Test, p < 0.05). These results from Table 5.8 provide strong evidence that our pro-
posed Cluster+Metadata approach can significantly improve the openness of sensitivity reviews.

To further validate our findings from Table 5.8, in Figure 5.7, we present the plot of the
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(a) Using the ground-truth sensitivity la-
bels from GovSensitivity (True Labels).
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(b) Using the labels predicted by the
participants (Predicted Labels).

Figure 5.7: Number of Documents selected for release as a function of time in the Review
Openness study.

mean number of non-sensitive documents reviewed as a function of reviewing time (NDT).
From Figure 5.7, we observe that the Cluster and Cluster+Metadata approaches show a higher
number of non-sensitive documents compared to No-Cluster at any point in time. Moreover,
the Cluster+Metadata configuration achieves the maximum number of non-sensitive documents
earlier than the Cluster and No-Cluster configurations. In particular, based on the true sensitiv-
ity labels (c.f. Figure 5.7(a)), for the Cluster+Metadata groups, the participants completed the
review of all non-sensitive documents (i.e., maximum possible openness) in 20.15 minutes. In
contrast, participants in the No-Cluster and Cluster conditions took 15.96% and 20.01% more
time, respectively, to achieve the same level of openness compared to the participants in the
Cluster+Metadata condition. We observe a similar trend when computing the openness based
on the predicted sensitivity labels, as shown in Figure 5.7(b). From Figure 5.7(b), we note that
the participants took 2.71% and 6.37% more time, respectively, in the No-Cluster and Cluster
conditions to achieve the same level of openness compared to the Cluster+Metadata condition.

Therefore, in response to RQ5.3, we conclude that our proposed approach of review pri-
oritisation can significantly improve mean absolute openness and openness AUC compared to
the baseline No-Cluster. Moreover, these improvements are consistent, whether the metrics are
calculated using the true labels (+33.4% OT

Abs & +15.2% OT
AUC) or predicted labels (+38.0%

OP
Abs & +23.8% OP

AUC). We also found that none of the metrics shows significant differences
between the Cluster and Cluster+Metadata approaches. However, we note that only the Clus-
ter+Metadata approach shows a statistically significant improvement compared to No-Cluster in
our main metric, i.e., openness AUC calculated using the predicted labels (OP

AUC). In essence,
these findings show that our proposed Cluster+Metadata review prioritisation approach can ef-
fectively improve the openness of human sensitivity reviews. In particular, by using our Clus-
ter+Metadata approach, more documents can be released to the public in a given time to comply
with FOI laws in a timely manner.
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Table 5.9: BAC and NPS of the participants in different configurations of the Review Openness
study. “⋆” denotes statistically significant difference as per independent samples t-Test (p <
0.05) compared to the No-Cluster configuration.

Configuration
mean BAC
(±95% CI)

mean NPS (wpm)
(±95% CI)

No-Cluster 0.781 (±0.064) 121.83 (±6.07)
Cluster 0.781 (±0.057) 138.32 (±5.26)⋆

Cluster + Metadata 0.847 (±0.069) 136.02 (±4.71)⋆

5.5.2.2 RQ5.4: Comparing Review Efficiency: Cluster+Metadata vs. Semantic Clusters

Now addressing RQ5.4, we evaluate the BAC and NPS scores for the participants between the
three review prioritisation approaches. From the one-way ANOVA test results presented in Ta-
ble 5.7, for BAC and NPS, we find that the interactions between the three review prioritisation
approaches are significant for NPS and not significant for BAC. The post-hoc tests using in-
dependent samples t-Tests (p < 0.05) are represented by “⋆” in Table 5.9 for the Cluster and
Cluster+Metadata conditions compared to the No-Cluster condition. From Table 5.9, we find
that the results for NPS and BAC between No-Cluster and Cluster conditions are consistent with
the Review Efficiency study (c.f. Table 5.6). In particular, both the Review Efficiency study and
the Review Openness study provide evidence to support that semantic clustering of documents
can significantly improve the reviewing speed (NPS) of human reviewers. Moreover, Table 5.9
shows that the NPS for the participants in both the Cluster+Metadata and Cluster conditions is
comparable (136.02 wpm vs 138.32 wpm). This observation about NPS from Table 5.9 shows
that the reviewing speed of the participants is not impacted by reviewing documents in smaller
Cluster+Metadata groups compared to large semantic clusters. In terms of the participants’ re-
view accuracy (BAC), from Table 5.9, we observe that the Cluster+Metadata condition has a
noticeably higher BAC (0.847) compared to the Cluster (0.781) and No-Cluster (0.781) condi-
tions. However, the improvements in BAC are not statistically significant, as shown in the results
of the one-way ANOVA test in Table 5.7. Therefore for RQ5.4, we conclude that, in addition
to improving openness (c.f. Section 5.5.2.1), the Cluster+Metadata approach also provides sim-
ilar improvements in the reviewing speed (compared to No-Cluster) as provided by reviewing
documents in semantic clusters.

5.5.2.3 Discussion

Overall, in the Review Openness study, we find that our proposed Cluster+Metadata review pri-
oritisation approach can effectively prioritise non-sensitive documents for review. In particular,
the Cluster+Metadata approach improves the openness of sensitivity reviews (RQ5.3), while
also enabling the reviewers to quickly make sensitivity judgements for documents in the seman-
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tic clusters (RQ5.4). As shown by this user study, the Cluster+Metadata review prioritisation
enables the efficient sensitivity review of related documents, as per their likeliness to be released
to the public. This is an important contribution that can help the Review Organisers to optimise
the use of the reviewing time budget for conducting human sensitivity reviews. For example,
as shown in our study results (c.f. Figure 5.7(a)), the Review Organisers can release the same
number of documents in 16.67% less time using the Cluster+Metadata prioritisation approach.

5.5.3 Qualitative Analysis

We now provide an analysis of the participants’ responses to the follow-up questionnaires in
our Review Openness user study. As mentioned in Section 5.5.1.2, we presented a follow-
up questionnaire to the participants to qualitatively compare the effectiveness of the Cluster
and Cluster+Metadata conditions. We asked the participants to provide ratings for two aspects,
namely: Cluster Interpretability and Decision Difficulty, which we introduced in Section 5.3.3.

Figure 5.8 shows the normalised participants’ ratings (i.e., in the range [0,1]) for Cluster
Interpretability and Decision Difficulty between the Cluster and Cluster+Metadata conditions.
From Figure 5.8(a), we observe that the human-interpretability of the Cluster+Metadata groups
is comparable to the original DEC Clusters. This observation shows that splitting large semantic
clusters into smaller Cluster+Metadata groups does not impact the semantic grouping of docu-
ments. In addition, as shown in Figure 5.8(b), the participants who reviewed documents in Clus-
ter+Metadata groups found it significantly less difficult to make sensitivity decisions compared
to the participants who reviewed documents in the DEC clusters. This analysis of decision dif-
ficulty supports our argument from Section 5.4 about the potential benefit of Cluster+Metadata
groups for reducing the difficulty in making sensitivity judgements.
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(b) Decision Difficulty.
(lower is better)

Figure 5.8: Normalised participants’ ratings for the Review Openness study. "⋆" denotes a
statistically significant difference as per an independent samples t-Test (p < 0.05) compared to
the Cluster configuration.
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5.6 Conclusions

In this chapter, we investigated the functionality of sequentially reviewing related documents
(c.f. Chapter 3; Section 3.3.1). We proposed to leverage document clustering (c.f. Section 5.2)
to assist human sensitivity reviewers by allowing them to quickly review related documents in
semantic clusters. In addition, we proposed a review prioritisation approach (c.f. Section 5.4)
for effectively prioritising semantic clusters to assist the review organisers. We argued that our
review prioritisation approach can increase the number of documents opened to the public in a
fixed reviewing time budget (i.e., openness).

In particular, in this chapter, we investigated the impact of reviewing documents that are se-
mantically clustered on the efficiency and openness of human sensitivity review. We conducted
two user studies that evaluated the effectiveness of different clustering techniques, document
metadata and automatic sensitivity classification, for grouping and prioritising documents for
review. Results from our first user study (i.e., the Review Efficiency study; c.f. Section 5.3)
showed that reviewing documents in semantic clusters can significantly increase the review-
ing speed (+15.65% NPS; p < 0.05; c.f. Table 5.6) of the reviewers without affecting their
accuracy. The Review Efficiency study evaluated three different clustering methods, namely k-
Means, DEC and SCCL (c.f. Section 5.2.1). We showed that the improvement in the reviewers’
speed by reviewing documents in clusters is not significantly affected by the evaluated clustering
methods (c.f. Section 5.3.2.2). Moreover, we presented a qualitative analysis of the participants’
feedback in Section 5.3.3. Our qualitative analysis showed that the neural clustering methods
that we evaluated (DEC & SCCL) produced significantly (t-Test; p < 0.05) more interpretable
clusters compared to k-Means clustering (c.f. Figure 5.5(b)). Furthermore, our findings from
the analysis of the human-interpretability (c.f. Section 5.3.3; Figure 5.5(b)) of the clusters were
consistent with our offline analysis of the clusters quality (c.f. Section 5.2.3; Table 5.1). In par-
ticular, both analyses of the clusters quality and the human-interpretability of clusters showed
that DEC and SCCL are more effective than k-Means clustering. These findings from our Re-
view Efficiency study highlighted that semantic clustering (particularly using neural clustering
techniques, such as DEC and SCCL) can enhance the efficiency of human sensitivity reviews.
More importantly, this increase in efficiency is achieved without sacrificing the accuracy of the
reviews (c.f. Table 5.6). Therefore, this efficiency gain can be pivotal in reviewing large volumes
of documents while ensuring the accurate identification of sensitivities.

In addition, we proposed a novel review prioritisation approach (Cluster+Metadata; c.f. Sec-
tion 5.4). Our Cluster+Metadata approach leveraged document metadata and automatic sen-
sitivity classification to prioritise semantic document clusters for review. We showed the ef-
fectiveness of our proposed review prioritisation approach using another user study (i.e., the
Review Openness study; c.f. Section 5.5). Our Review Openness study showed that our Clus-
ter+Metadata approach can significantly improve openness (+23.8% OP

AUC; p < 0.05; c.f. Ta-
ble 5.8) compared to prioritising documents by predicted sensitivity without clustering (c.f. Sec-
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tion 5.5.2). This is an important contribution that can help government agencies and public insti-
tutions in optimising their limited resources for conducting sensitivity reviews in large document
collections. Moreover, the effective prioritisation of documents to improve openness can assist
government agencies in fulfilling the requirements of timely releasing documents to the public
to comply with FOI laws. Consequently, this will help to prevent potential backlogs in releasing
documents to the public, as discussed in Section 1.1 (Allan, 2014; Kirtley, 2006; Silver, 2016).

In the next chapter, we extend the notion of sensitivity reviewing related documents beyond
semantic category clusters that represent a high-level subject domain. In particular, we intro-
duce coherent information threads of documents that discuss finer-grained events, activities or
discussions. Beyond sequentially reviewing related documents using semantic clusters, we pro-
pose to leverage information threads to collectively present coherent information from multiple
documents for review (as discussed in Chapter 3; c.f. Section 3.3.2). Chapter 6 presents our
proposed approach, SeqINT, for effectively identifying information threads. Later in Chapter 7,
we investigate whether collectively reviewing coherent information from multiple documents
can improve the accuracy and effectiveness of the sensitivity reviewers.



Chapter 6

Identification of Coherent Information
Threads

In Chapter 5, we investigated how sequentially reviewing semantically similar documents, us-
ing semantic categories, improves the efficiency and openness of human sensitivity reviews.
As discussed in Section 5.2, documents in a semantic category are typically related based on
high-level subject domains (e.g. criminality). In contrast, instead of grouping documents into
clusters, this chapter focuses on finer-grained latent groups of documents, which refer to spe-
cific events, activities, or discussions. Coherent information about such evolving events is often
spread across multiple documents in a collection (e.g. reports on a legal proceeding). We postu-
late that such coherent information can help the sensitivity reviewers to efficiently and accurately
review multiple related documents about specific events. In particular, this chapter describes the
information threading component of our SERVE framework, which we introduced in Chatper 3
(c.f. Section 3.2.3). We propose a novel approach for identifying coherent information about an
event, activity or discussion in a large collection, and presenting this information (which may
be scattered across multiple documents) in its chronologically evolving sequence. We refer to
these coherent and chronological sequences of documents as information threads, and refer to
our proposed approach as SeqINT, i.e., Sequential Information Threading.

Our SeqINT approach follows an unsupervised machine learning scheme, which enables its
practical application in real-world scenarios where ground-truth labels for threads are often not
available. In particular, our work on information threads can be generalised to various real-world
scenarios beyond sensitivity review, such as the news domain. For instance, as will be shown,
information threads can assist online news platforms to present the information extracted from
large collections of news articles to their users in an easily digestible format.

We perform thorough investigations of the effectiveness of our SeqINT approach for iden-
tifying high-quality information threads. In particular, we deploy SeqINT on the news domain
to identify coherent and chronological threads of news articles that are about a particular event,
activity or discussion. We choose the news domain to initially evaluate our proposed SeqINT

102
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approach, so as to ascertain its general usefulness in comparison to existing methods on public
datasets. We present offline experiments on two large collections of news articles (Gu et al.,
2020; Fabbri et al., 2019) to compare the effectiveness of SeqINT compared to related methods
from the literature (Gillenwater et al., 2012; Liu et al., 2020a). We also present a user study
(namely “SeqINT Effectiveness” study) to evaluate the users’ preferences and ratings for the
generated threads in terms of coherence, cohesiveness and explaining the chronological evo-
lution of an event. Later in Chapter 7, we investigate the impact of information threads on
sensitivity review in terms of improving the reviewers’ reviewing speed and the accuracy of
their review. The remainder of this chapter is structured as follows:

• In Section 6.1, we provide an introduction to information threading. We also introduce
our SeqINT approach for identifying sequential information threads.

• Section 6.2 details our SeqINT approach. We present the underlying components of Se-
qINT that use answers to 5W1H questions (Hamborg et al., 2019) and hierarchical ag-
glomerative clustering (Murtagh, 1983) for effective threads generation.

• Section 6.3 describes the experimental methodology to evaluate the effectiveness of Se-
qINT compared to related methods in the literature. We present two news article collec-
tions (Fabbri et al., 2019; Gu et al., 2020) that comprise labels about the events described
in the articles (c.f. Section 6.3.1). We also describe the baseline methods from the litera-
ture (c.f. Section 6.3.2), and the implementation details of SeqINT (c.f. Section 6.3.3).

• Section 6.4 presents our offline evaluation in terms of the quality of the threads generated
by SeqINT and our evaluated baselines. We present the evaluation metrics (c.f. Sec-
tion 6.4.1), followed by a discussion of the experimental results (c.f. Section 6.4.2).

• Section 6.5 describes our SeqINT Effectiveness user study. This study evaluates the users’
preferences for the threads generated by the methods that we evaluate. In particular, we
first present the study design (c.f. Section 6.5.1), and discuss the evaluation criteria (c.f.
Section 6.5.2), before discussing the study results (c.f. Section 6.5.3).

• In Section 6.6, we analyse the findings from our offline experiments and user study. In par-
ticular, we compare the thread quality with the user preferences for the generated threads,
along with analysing the effectiveness of different components of SeqINT.

• Section 6.7 summarises our conclusions from this chapter.

6.1 Information Threads

As we discussed in Chapter 1 (c.f. Section 1.1), government departments often report a massive
volume of documents that need to be sensitivity reviewed. Consequently, it becomes challenging
for the reviewers to review coherent information about a specific event, activity or discussion that
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Aug 14: Tesla's board forms a special committee to evaluate going private

Sep 18: Tesla now reportedly under a criminal probe over Elon Musk’s take-private comments
Sep 27: Elon Musk has been charged with securities fraud by U.S. SEC after tweeting plans to take Tesla Inc. private

Sep 28: Tesla shares plunge after SEC charges Musk with fraud
Sep 30: Elon Musk Ordered To Step DownAs Tesla's Chairman. Elon Musk is reportedly out after his SEC scandal.

Origin

Proceedings

Outcome

Figure 6.1: Example of a sequential information thread describing the origin, proceedings and
outcome of a legal trial.

is spread across multiple documents in large collections. Therefore, we focus on automatically
identifying coherent information about an event (e.g. a criminal investigation) and presenting its
chronological sequence from large unstructured collections to the reviewers. We postulate that
these coherent and chronological sequences of information, i.e., information threads, can assist
the reviewers in quickly and accurately identifying sensitive information.

Moreover, beyond the scope of sensitivity review, the rise of online platforms such as news
portals has led to a tremendous growth in the amount of information that is produced every day.
Therefore, information threads can also assist the users of news portals to quickly gauge relevant
information about an event from large unstructured collections. For example, Figure 6.1 shows
an information thread comprising a chronological sequence of news articles, which can help the
users to obtain the complete chronological evolution of a legal trial.

As illustrated in Figure 6.1, an information thread should comprise coherent information
about an event, i.e., the documents associated with the thread should describe the same particu-
lar event, activity or discussion. Moreover, the documents in the thread should mention diverse
aspects of an event, e.g., the background, progress and verdict of a legal trial (c.f. Figure 6.1). In
addition, the thread should capture temporal relationships between documents to indicate how
likely it is that documents that mention the same set of keywords or entities discuss the same
event. For example, documents that are published in different time periods are less likely to
discuss the same event (Nallapati et al., 2004). Based on this discussion, we formally define an
information thread as follows:

Definition 6.1 (Information Thread). A chronological and coherent sequence of documents or
passages from multiple documents that capture the temporal relationships between documents
and describe diverse information about a particular event, activity or discussion.

In this chapter, we propose a novel unsupervised machine learning approach, SeqINT, for
identifying information threads. Our SeqINT approach captures specific information about an
event such as who was involved in the event, what really happened, where, when, why and how,
i.e., the journalistic 5W1H questions (Hamborg et al., 2019). In particular, SeqINT performs
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sequential information threading using the hierarchical agglomerative clustering (HAC) of doc-
uments that are related based on their creation timestamps and answers to the 5W1H questions.
In Section 6.2, we provide details about the SeqINT approach, and describe its different compo-
nents. Our investigation in this chapter is first concerned with the effectiveness of our approach
as a general solution for identifying high-quality information threads in large public collections
in the news domain (namely, NewSHead and Multi-News; Gu et al., 2020; Fabbri et al., 2019).
Later, in Chapter 7, we discuss the specific added-value of information threads in the sensitivity
review scenario, particularly in improving the reviewers’ reviewing speed and accuracy.

6.2 Proposed Approach: SeqINT

In this section, we present our proposed approach, SeqINT, for identifying sequential threads
of information in a large collection of documents. Our SeqINT approach comprises three core
components (namely 5W1H Extraction, HAC and Candidate Selection) that collectively enable
effective thread identification in an unsupervised setting. Figure 6.2 presents these components
of SeqINT, which we describe in detail in the remainder of this section. In particular, as shown
in Figure 6.2, the inputs to our approach are all of the documents in a collection as well as the
documents’ timestamps, which we process through the following components:

• 5W1H Extraction (c.f. Section 6.2.1), which from each document, extracts the text seg-
ments that answer each of the 5W1H questions. We then concatenate the 5W1H answer
segments to form a pseudo-passage, which describes the main event that is discussed in
the extracted segments of text.

• HAC (Hierarchical Agglomerative Clustering; c.f. Section 6.2.3), which identifies candi-
date threads of documents that are related based on two aspects: (1) the 5W1H pseudo-
passages, and (2) the amount of time between the creation times of the documents (i.e.,
time-decay; c.f. Section 6.2.2).

• Candidate Selection (c.f. Section 6.2.4), where we select the final output threads from the
candidate threads based on thread coherence and the diversity of information in the thread.

TimeDocument
Timestamps

Coherence 
and

Diversity 

Documents

Pseudo-Passages

Time Decay

Content SimilarityWho, What,
When, Where,
Why and How

HAC
(Hierarchical Agglomerative Clustering) Identified Threads5W1H Extraction Select Candidates

Candidate
Threads

Figure 6.2: Components of our SeqINT information threading approach.
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Tesla   shares plunge after SEC   charges   Musk   with  fraud. The   lawsuit    filed   Thursday   afternoon

in  federal   court  in  Manhattan, alleged  that  Musk  misled   shareholders   in  a  series  of  unusual   tweets.

who whywhat when

where how

Figure 6.3: Example of 5W1H extraction from a document.

6.2.1 5W1H Extraction

For each of the documents in the collection, we determine answers to the 5W1H questions
(who, what, when, where, why, and how). These answers to the 5W1H questions can typically
describe the circumstances of an event, activity or discussion that the document is about (Ham-
borg et al., 2019). Figure 6.3 shows an example of answers to the 5W1H questions. These an-
swers represent the subject (who), temporal characteristics (when), environment (where), cause
(why), effect (what) and the method (how). We leverage an existing easy-to-deploy approach,
Giveme5W1H (Hamborg et al., 2019), for the automatic extraction of the 5W1H questions’ an-
swers. Giveme5W1H first identifies candidate text snippets in the documents that represent the
action, environment, cause and method of an event. The candidate snippets are then scored by
Giveme5W1H to identify the best snippets that can represent the 5W1H answers.

After extracting the answers to the 5W1H questions, we concatenate the answers to form
a pseudo-passage that describes the main event/activity/discussion in the document (i.e., one
pseudo-passage per document). These pseudo-passages are later represented as embeddings in
a vector space and are used as input to HAC. In our experiments (later discussed in Section 6.4),
we compare two types of representations for the pseudo-passages: (1) classic lexical bag-of-
words representations, and (2) transformer-based (Vaswani et al., 2017) contextual embeddings.

6.2.2 Capturing Time-Decay-based Similarity

We deploy a similarity function (following Nallapati et al., 2004) to perform HAC that accounts
for: (1) content similarity between the 5W1H pseudo-passages and, (2) the time difference be-
tween the creation times of each of the original documents. The content similarity component
determines whether a pair of documents are related based on the cosine similarity between their
5W1H pseudo-passage vectors. In particular, we compute cos(p⃗x, p⃗y) for the pseudo-passage
vectors p⃗x and p⃗y of documents x and y, respectively. The time-decay component determines
the temporal similarity of the documents such that a pair of documents with a larger differ-
ence in creation times is less similar than a document pair with a smaller time difference. The
time-decay similarity of two documents x and y is defined by Nallapati et al. (2004) as follows:

td(x,y) = e−α
|tx−ty|

T (6.1)
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where tx & ty are timestamps of x & y, respectively, T is the largest time difference between the
timestamps for all documents in the collection, and α is a hyperparameter to factor time-decay.
We define the combined cosine similarity and time-decay-based similarity function as follows:

sim(x,y) = cos(p⃗x, p⃗y).td(x,y) (6.2)

6.2.3 Hierarchical Agglomerative Clustering

After identifying the vectorised 5W1H pseudo-passages (c.f. Section 6.2.1), we identify the
candidate threads using Hierarchical Agglomerative Clustering (HAC) (Murtagh, 1983). HAC
is a widely used clustering approach, which aims to identify hierarchical clusters in a collection
by evaluating the hierarchical links between documents in a dendrogram structure.

We argue that HAC is well suited for the information threading task, since the dendro-
gram hierarchies can naturally represent the following association: documents→ threads (about
events) → higher-level topics or subject-domains. For example, news articles about different
natural disasters can form threads, each focusing on a specific event. Such threads about re-
lated events can further form a high-level topic about climate change. Unlike other popular text
clustering methods, such as k-Means, which simply allocates documents into a fixed number of
disjoint clusters, HAC begins with allocating each document to a single cluster. It then sequen-
tially combines similar clusters in a bottom-up approach as it moves up in the hierarchy. This
bottom-up approach can be particularly efficient for information threading, where the number
of clusters (i.e., candidate threads) is considerably higher than in a general clustering task, such
as identifying topical clusters (e.g. 8 news topics vs 27,681 threads for the NewSHead collec-
tion (Gu et al., 2020); c.f. Section 6.3.1). In particular, the bottom-up algorithm of HAC for
moving up in the dendrogram hierarchies can be stopped much earlier in the case of threading
after exploring a desired number of clusters. In Section 6.6.4, we show that HAC is indeed
markedly more efficient for information threading compared to the popular k-Means clustering,
while providing a competitive effectiveness.

We use the pseudo-passage vectors and timestamps of the documents as input to HAC. We
deploy HAC in a complete linkage1 setting to leverage the time-decay-based similarity function
defined by Equation (6.2). In particular, the distance D between two clusters, X & Y , is computed
as the maximum pairwise distance between all document pairs of X & Y , defined as:

Dcomplete(X ,Y ) = max
x∈X ,y∈Y

(1− sim(x,y)) (6.3)

This approach of performing HAC using the time-decay-based complete linkage, results in clus-
ters (i.e., nodes at a particular hierarchy in the dendrogram) of documents that are related based
on both the 5W1H pseudo-passages and the documents’ timestamps.

1In our preliminary experiments, we found HAC with complete linkage as more effective compared to single
and average linkage settings.
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We evaluate the effectiveness of our proposed setting (i.e., using a time-decay-based com-
plete linkage) when deploying HAC for information threading compared to the popular Ward
linkage algorithm (Ward Jr, 1963). In particular, the complete linkage setting provides flexibil-
ity to use a customised similarity function (c.f. Equation (6.3)) for clustering. In contrast, the
Ward algorithm specifically relies on minimising the variance of the clusters being combined by
computing the error sum of squares (ESS) of the clusters. The linkage distance D in the Ward
algorithm between two clusters, X & Y , is defined as the increase in ESS of the combined cluster
XY compared to the ESS of the individual clusters:

Dward(X ,Y ) = ESS(XY )− (ESS(X)+ESS(Y )) (6.4)

For each output HAC cluster, we use the creation timestamp of documents in the cluster to form a
chronological sequence of the documents as a candidate thread. We then select final information
threads from the pool of candidate threads as described in the following section.

6.2.4 Selecting Information Threads from Candidate Threads

After generating the candidate information threads using HAC (c.f. Section 6.2.3), we select
the final threads from the candidate threads. In particular, we keep only those candidate threads
that are estimated to be the most coherent and to provide diverse information about the event,
activity or discussion that they describe (c.f. Definition 6.1).

To determine coherence, we use the CV metric defined by Röder et al. (2015), which is
widely used in the topic-modelling approaches (as surveyed by Zhao et al., 2021; Churchill and
Singh, 2022). In the topic-modelling task, the CV metric is used to measure topic coherence,
i.e., the extent to which the generated topics are human interpretable. We apply this notion of
coherence to determine the human interpretability of the information threads based on whether
the documents in a thread discuss the same event. In addition to coherence, it is also important
to measure the diversity of information in the candidate threads to ensure that the selected output
threads do not contain a lot of repeated information. For example, news collections that contain
articles from various news agencies (e.g. NewSHead; Gu et al., 2020) typically have duplicate
information in multiple articles about the same event. This can result in some threads that
contain repeated information. To measure the information diversity of a thread, we deploy a
metric based on KL Divergence (Kullback and Leibler, 1951). This involves, for each document
in a thread, holding out a document, and computing the KL Divergence between the probability
distributions of the words in the held-out document and the words in the remaining documents
in the thread. In particular, to compute the information diversity of a thread T, we first hold-out
a document d ∈ T. We then compute a bag-of-word vector representation for each document in
T using the vocabulary tokens from the documents in a set T′ = T−{d}. Next, we compute
the element-wise mean of the document vectors in the set T′, i.e., u⃗T′ = meani∈T′ (⃗i). We then
compute the KL Divergence (as defined by Equation (2.3)) between the vector d⃗ of the held-out
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document d, and the mean vector u⃗T′ of the documents in the set T′. We compute this held-out
KL Divergence for each document d ∈ T, and finally report the mean KL Divergence as the
information diversity score for the thread T, defined as follows:

Diversity(T) = mean
d∈T

(
KL(d⃗||⃗uT′)

)
(6.5)

However, we note that the CV metric (for coherence) and the held-out KL divergence mea-
sure (for information diversity) can be expensive to compute on a large collection with a large
number of potential threads. Therefore, we use a subset of a given collection to estimate the
coherence and diversity of a thread, based on the CV scores and held-out KL divergence scores
for the threads generated in this subset. In particular, we first sample a subset of the documents
from a given large collection to form multiple (small) sets of documents, which we refer to as
the validation sets.2 We deploy HAC on each of the validation sets individually and calculate
the mean coherence (using CV ) and the mean diversity (using the held-out KL divergence) for
all candidate threads in the validation sets. We then use the mean coherence and mean diversity
scores to optimise (discussed later in this section; c.f. Equation (6.8)) the minimum and maxi-
mum threshold parameter values of three measures. The threshold parameters of these measures
ensure that the candidates with the maximum coherence and diversity are selected as output
threads. In particular, the three measures that we use to estimate the coherence and diversity of
threads, and to select the output threads from a large collection, are as follows:

1. |T|, the number of documents in a candidate thread T.

2. Tspan, the time period between the creation dates of the first and last documents in thread T.

3. TMPDCS, the mean pairwise document cosine similarity (MPDCS) of thread T, calculated
over all pairs of consecutive documents, dx ∈ T, defined as follows:

TMPDCS =
1

|T|−1
.
|T|−1

∑
x=1

cos(d⃗x, d⃗x+1) (6.6)

When selecting the final threads that are to be output by our SeqINT approach, we select the
threads that are within the minimum and maximum acceptable threshold limits of each of the
three measures. For example, consider the following threshold limits: the threads’ lengths in
[3,10], the threads’ time span in [1,100] days, and MPDCS in [0.2,0.8]. In this example, a
candidate thread T is selected only if, 3 ≤ |T| ≤ 10, 1 ≤ Tspan ≤ 100, and 0.2 ≤ TMPDCS ≤ 0.8.

To determine the best combination of (minimum and maximum) threshold parameter values
for each of the measures, we use a multi-objective optimisation. In particular, we optimise the
parameter values of the measures to select the threads that maximise: (1) the mean coherence,
ζ , computed using Cv; (2) the mean diversity, δ , computed using the held-out KL divergence;

2We provide details about how we sample the validation sets in Section 6.3.1.
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and (3) the number of selected threads, n, on S number of validation sets. For each parameter
combination, θ (i.e., a combination of the minimum and maximum parameters for all measures),
in the set of all possible parameter combinations, Θ, we compute the mean of ζθ , δθ and nθ ,
defined as follows:

xθ =
1
S
·

S

∑
i=1

xi
θ where x ∈ {ζ ,δ ,n} (6.7)

We then identify the set of non-dominated solutions from Θ (aka Pareto optimal solutions,
ΘNDS ⊂ Θ) using the NSGA-II algorithm (Deb et al., 2002). Finally, we select the best parame-
ters combination, θ ′ ∈ ΘNDS, that yields the highest individual standardised3 scores (ζ̂ , δ̂ and n̂),
with a minimum difference between the individual scores. The parameter θ ′ is defined as follows:

θ
′ = argmax

θ∈ΘNDS

ζ̂θ + δ̂θ + n̂θ

|ζ̂θ − δ̂θ |+ |ζ̂θ − n̂θ |+ |δ̂θ − n̂θ |
(6.8)

Overall, θ ′ is the best-estimated combination of the threshold parameters for |T| (thread length),
Tspan (thread time period) and TMPDCS (mean pairwise document cosine similarity), which we
use when selecting the final output threads from the candidates. We provide details of the set Θ

that we use to identify θ ′ for our experiments in Section 6.3.3.

6.3 Experimental Methodology

We now describe our experimental setup for our offline evaluation (Section 6.4) as well as for
our user study (Section 6.5) to evaluate the effectiveness of the proposed SeqINT approach. In
particular, we describe: (1) the document collection for evaluating the threading approaches in
Section 6.3.1, (2) the baseline approaches that we evaluate in Section 6.3.2, and (3) the imple-
mentation details of our proposed SeqINT approach in Section 6.3.3.

6.3.1 Datasets

There are very few test collections available for the evaluation of information threads that de-
scribe an event, activity or a discussion. Moreover, previous related work on document and event
threading (e.g. Gillenwater et al., 2012; Nallapati et al., 2004) often evaluated their approaches
using manual annotations, which are not publicly available. As mentioned in Section 6.1, the
news domain can be one of the direct applications of information threads. Therefore, for our
offline evaluation and our user study, we experiment with test collections that comprise news
articles and labels about the main events described in the articles. In particular, we use the New-
SHead (Gu et al., 2020) and Multi-News (Fabbri et al., 2019) collections,4 described below:

3We standardise the scores by removing the mean and scaling to unit variance.
4To facilitate reproducibility, we have publicly released the URLs of the articles from the NewSHead and

Multi-News collections, which we use in our experiments at: https://github.com/hitt08/HINT.

https://github.com/hitt08/HINT
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Figure 6.4: Example of creating ground truth thread labels from the overlapping stories labels
for articles in the NewSHead collection (Gu et al., 2020).

• NewSHead (Gu et al., 2020): The NewSHead collection contains URLs to 932,571 news
articles that were published by various news agencies between May 2018 and May 2019.
We could only crawl 112,794 available news articles from the URLs specified in the New-
SHead collection. We focus our experiments on this subset of available news articles. The
NewSHead collection also contains news story labels, where a story label corresponds to
a group of news articles about the same event. The 112,794 NewSHead articles that are
used in our experiments are associated with 95,786 story labels.

The NewSHead articles are often associated with more than one story label, i.e. the stories
can be overlapping sets of articles. For example, Figure 6.4 shows 5 NewSHead articles
that are associated with 4 story labels, with some articles being associated with more than
one story. For our evaluation of information threading approaches, we perform a union of
such overlapping article sets that are each corresponding to a story label (c.f. Figure 6.4).
We refer to these union sets as the ground truth thread labels. For example, we combine
all the articles shown in Figure 6.4 into a single thread ground truth label. Overall, we
created 27,681 ground truth thread labels for the NewSHead articles.

Similarly to Gillenwater et al. (2012), to reduce the time taken to run our experiments, we
split the NewSHead collection uniformly into three groups (37,598 articles each) based on
the article creation times. We refer to these groups as the NewSHead test sets. We deploy
each of the evaluated approaches on the three test sets separately, and combine the identi-
fied threads across all the three test sets into a single set to report the evaluation results.

• Multi-News (Fabbri et al., 2019): The Multi-News collection contains news articles along
with summaries of 56,216 news events that are mentioned in the articles. In particular,
each event summary is associated with multiple news articles. We create ground-truth
thread labels based on this association between the news articles and the events.
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Unlike the NewSHead collection, Multi-News does not contain the article creation times-
tamps, which are required by our evaluated methods. Therefore, to collect the timestamps,
we first crawl the original articles using the URLs provided by Fabbri et al. (2019). Next,
we select the events that are associated with at least three crawled articles with valid times-
tamps for evaluating our information threading approach. Overall, we identified 9,378
ground truth threads (i.e., news events) comprising 32,249 news articles. Due to this rel-
atively small number of articles (i.e., 32,249) compared to NewSHead, we consider all of
the Multi-News articles as a single test set (unlike creating three test sets for NewSHead).

For both the NewSHead and Multi-News collections, we create three smaller subsets as our
validation sets (S = 3) for parameter tuning. In particular, each validation set comprises articles
that are associated with 1000 randomly sampled threads from the test sets of NewSHead and
Multi-News collections. We note that since our SeqINT approach is unsupervised, the ground
truth thread labels are not used during parameter tuning (and are only used for evaluation).
Therefore, the overlap between the test and validation sets cannot lead to any overfitting.

6.3.2 Baselines

We evaluate the effectiveness of our proposed SeqINT information threading approach (c.f. Sec-
tion 6.2) compared to the following three baselines from the literature:

• k-Means (Lloyd, 1982; MacQueen, 1967): The first approach that we compare against
is the k-Means document clustering approach. We perform k-Means clustering on the
articles in the NewSHead and Multi-News test sets using their sparse TF-IDF vectors pro-
jected onto a 200-D dense space by latent semantic analysis (LSA). We use the default
scikit-learn (Pedregosa et al., 2011) implementation of k-Means, TF-IDF vectorisation
and LSA. Since k-Means requires a fixed number of clusters, we set the number of clus-
ters as the total threads in each of the test sets. Finally, we select the output k-Means
candidate clusters based on the same criteria as described in Section 6.2.4 (i.e., using
|T|,Tspan and TMPDCS).

• k-SDPP (Gillenwater et al., 2012): The second approach that we compare against is the
k-SDPP document threading approach (c.f. Section 2.2.3.2). We use a publicly available
implementation of SDPP sampling (Kulesza and Taskar, 2010). Following Gillenwater
et al. (2012), we deploy TF-IDF term features to create the graph5 of the articles in the
NewSHead and Multi-News test sets (i.e., one graph per test set). Since k-SDPP returns
threads of a fixed length (i.e., |T|), we specify |T| = 4 for NewSHead and |T| = 3 for
Multi-News based on the mean ground-truth thread length in each collection, respectively.
Moreover, since k-SDPP samples a small number of threads in a single run, we conduct
200 k-SDPP runs with a sample size of 50 threads on each of the test sets. The number of

5As discussed in Section 2.2.3.2, k-SDPP uses this document graph to sample threads.
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runs (200) and the sample size (50) are based on the ground-truth threads in the NewSHead
and Multi-News test sets. For example, for the three NewSHead test sets, we generate
200 ∗ 50 ∗ 3 = 30,000 candidate threads, which is an approximation of the total 27,681
ground truth threads. Similarly, for the single Multi-News test set, we generate 200 ∗
50 ∗ 1 = 10,000 candidate threads based on the 9,378 ground-truth threads. Due to the
possibility of generating duplicate threads across multiple runs, we ensure to remove any
such duplicates among the candidate threads before evaluating them collectively.

• EventX (Liu et al., 2020a): The third approach that we compare against is the EventX
event extraction approach (c.f. Section 2.2.3.3), using its publicly available implemen-
tation (Liu et al., 2020a). The EventX approach requires the articles and their topics as
input. Therefore, based on the 8 NewSHead topics presented by Gu et al. (2020), we
acquire topic labels for the NewSHead and Multi-News articles using a news topic classi-
fier. In particular, we fine-tune the distilBERT (Sanh et al., 2019) model to classify news
topics (e.g. Politics or Sports) using the publicly available News Category dataset (Misra,
2018). On the News Category dataset, the distilBERT classifier achieved a micro F1 score
of 0.802 and a macro F1 score of 0.725 across 8 topics. We use this distilBERT classifier
to infer the topics of the NewSHead and Multi-News articles for evaluating the EventX
approach on these collections.

6.3.3 SeqINT Implementation

We now discuss the implementation details of our proposed SeqINT6 threading approach along
with the different configurations that we evaluate for this proposed approach.

• 5W1H-Extraction: We use the publicly available implementation of Giveme5W1H (Ham-
borg et al., 2019) for the 5W1H extraction from the news articles. We then concatenate
the extracted answers to the 5W1H questions to form a pseudo-passage for each arti-
cle. As mentioned in Section 6.2.1, we compare the lexical bag-of-words and contextual
embedding representations of the pseudo-passages. In particular, we evaluate three dif-
ferent representations of the pseudo-passages for generating the threads: (1) TF-IDF term
features (Pedregosa et al., 2011), and two variants of contextual embeddings, namely:
(2) all-miniLM-L6-v2 and (3) all-distilRoBERTa-v1 from the Sentence Transformer Li-
brary (Reimers and Gurevych, 2019). We denote the two contextual embedding models
as mLM and dRoB, respectively, when discussing our results in Section 6.4.2.

• Hierarchical Agglomerative Clustering (HAC): We deploy HAC using the scikit-learn (Pe-
dregosa et al., 2011) implementation. Similar to the k-Means baseline, we use the total
number of thread labels in each of the test sets as the number of clusters for HAC.

6The code for SeqINT is available at: https://github.com/hitt08/HINT

https://github.com/hitt08/HINT
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Table 6.1: Sets used for tuning the parameter values of SeqINT.

Parameter Set Description

α
{

10i ∀ −4 ≤ i ≤ 4; step = 1
}

Time-decay factor
x ≤ |T| ≤ y {x,y} ∈ {{3, i} ∀ 10 ≤ i ≤ 100; step = 10} Thread Length

x ≤ Tspan ≤ y
{x,y} ∈ {{0, i} ∀ 30 ≤ i ≤ 360; step = 30} (NewSHead) Thread time

period (days){x,y} ∈ {{0,360∗ i} ∀ i ∈ {1/12,1/4,1/2,1,2,3,4,5}} (Multi-News)

x ≤ TMPDCS ≤ y {x,y} ∈ {{0+ i,1− i} ∀ 0 ≤ i ≤ 0.4; step = 0.1}
Thread’s mean pair-
wise document co-
sine similarity

• Configurations: We deploy various configurations of SeqINT based on the different com-
binations of the pseudo-passage representations, i.e., TF-IDF, mLM or dRoB, and the
deployed HAC linkage strategy, i.e., time-decay-based complete linkage (TD) or Ward
linkage (W) (c.f. Section 6.2.3). We denote these configurations as SeqINT<Features>-<Linkage>,
e.g., SeqINTmLM-TD refers to the time-decay-based linkage with mLM representations.

• Parameters: Table 6.1 presents the sets that we use to tune the parameters specified in
Section 6.2, i.e., the time-decay factor (α) and the threshold limit parameters for the esti-
mated coherence and diversity measures (|T|, Tspan and TMPDCS). We tune the parameters
for the various SeqINT configurations based on their average effectiveness on the three
validation sets of both the NewSHead and Multi-News collections.

6.4 Offline Evaluation

We now present the offline evaluation of our SeqINT approach compared to the document clus-
tering (k-Means), document threading (k-SDPP) and event extraction (EventX) baselines. We
first discuss our evaluation metrics in Section 6.4.1, before presenting the experimental results
in Section 6.4.2. Our offline evaluation aims to answer the following three research questions:

• RQ6.1 Is our proposed SeqINT information threading approach more effective for generating
good quality information threads than the existing approaches from the literature?

• RQ6.2 Are contextual embeddings more effective than TF-IDF vectors for representing the
5W1H pseudo-passages?

• RQ6.3 Does deploying our proposed time-decay similarity function in our SeqINT threading
approach increase the quality of the generated threads, compared to the Ward linkage?

6.4.1 Evaluation Metrics

Since threads can be typically considered as small document clusters, we measure the quality of
the generated threads (by the evaluated approaches) using the following cluster quality metrics:
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• Homogeneity Score (h) (Rosenberg and Hirschberg, 2007): Homogeneity measures the
extent to which the resulting clusters meet the homogeneity criteria, i.e., whether data
points in the clusters are members of a single true class.

• Normalised Mutual Information (NMI) (Cai et al., 2005): NMI measures the uncer-
tainty in the model in assigning a document to a cluster.

Both h and NMI are well suited to measure thread quality in large collections since these metrics
are computationally inexpensive compared to other cluster quality metrics such as clustering
accuracy (Xie et al., 2016) and pairwise F1 (Nallapati et al., 2004).

As mentioned in Section 6.3.1, all the NewSHead and Multi-News articles have each an as-
sociated thread ground truth label. However, our proposed approach and the baseline approaches
do not necessarily select all of the articles to be part of a generated thread. This results in the
following two possible scenarios for evaluating the effectiveness of the threading approaches:

• Overall Performance: Firstly, since the number of documents identified as part of the
threads is an important factor, we evaluate the h and NMI measures of the approaches
using the ground truth labels of all of the articles in the NewSHead and Multi-News col-
lections. This provides a measure of the overall effectiveness of a threading approach. We
use it as our main measure for evaluating the effectiveness of a threading approach.

• Generated Threads: Secondly, we evaluate the effectiveness of the approaches in terms
of h and NMI using only the ground truth labels of the NewSHead and Multi-News articles
that are selected to be part of an information thread. This measure provides an insight into
the quality of the threads that are generated, regardless of the number of generated threads.

6.4.2 Results and Discussion

We now discuss the results of the offline evaluation of our SeqINT approach. Table 6.2 presents
the results of our experiments to evaluate the quality of the threads under the two setups dis-
cussed in Section 6.4.1, i.e., for the Generated Threads setup and the Overall Performance setup,
in terms of Homogeneity (h) and Normalised Mutual Information (NMI). In Figure 6.5, we also
report the number of documents that are identified as being part of a thread, the number of gen-
erated threads, the mean thread length (|T|), the mean time span of a thread (Tspan) and the mean
pairwise document cosine similarity (TMPDCS) of the threads.

6.4.2.1 RQ6.1: Effectiveness of SeqINT for Generating Good Quality Threads

Firstly, addressing RQ6.1, we observe from Table 6.2 that, under the Overall Performance setup,
all of the configurations of our proposed SeqINT approach markedly outperform k-Means, k-
SDPP and EventX on both the NewSHead and Multi-News collections (e.g., NewSHead; TD-
mLM: 0.7537 NMI vs k-Means: 0.0003 NMI, k-SDPP: 0.1908 NMI & EventX: 0.2405 NMI).
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Table 6.2: SeqINT’s thread quality results compared to the evaluated baselines (higher scores
are better).7 TD refers to time-decay and W to Ward linkage.

Configurations
Generated Threads Overall Performance

NewSHead Multi-News NewSHead Multi-News
h NMI h NMI h NMI h NMI

B
as

el
in

e k-Means 0.6458 0.7848 0.7447 0.8537 0.0001 0.0003 0.0010 0.0021
k-SDPP 0.8819 0.8962 0.8911 0.8979 0.1079 0.1908 0.1318 0.2273
EventX 0.8241 0.8832 0.8139 0.8808 0.1415 0.2405 0.1326 0.2274

Se
qI

N
T

TFIDF-W 0.8366 0.8676 0.8337 0.8726 0.5043 0.6286 0.3903 0.5294
mLM-W 0.8947 0.9129 0.8743 0.8989 0.5937 0.7157 0.5989 0.7121
dRoB-W 0.8918 0.9098 0.8718 0.8963 0.5812 0.7053 0.6021 0.7139
TFIDF-TD 0.8508 0.8856 0.8211 0.8582 0.5063 0.6369 0.6215 0.7195
mLM-TD 0.9144 0.9348 0.8827 0.9093 0.6329 0.7537 0.7165 0.8008
dRoB-TD 0.9106 0.9318 0.8803 0.9080 0.6082 0.7350 0.7112 0.7978

Under the Generated Threads setup (c.f. Table 6.2), we first observe that the threads gener-
ated by k-Means achieve the lowest h and NMI scores. This suggests that simple document clus-
tering (using k-Means) is not effective for generating high-quality information threads. More-
over, on the NewSHead collection, all of the SeqINT configurations, except the TFIDF config-
urations, generate threads that are of higher quality than those from the k-SDPP and EventX
approaches in terms of h and NMI scores. In addition, on the Multi-News collection, all the
time-decay (TD) SeqINT configurations (except TFIDF) outperform k-SDPP and EventX in
terms of NMI. However, k-SDPP achieves a slightly higher homogeneity (h) than the SeqINT
configurations on Multi-News (e.g. mLM-TD: 0.8827 NMI vs k-SDPP: 0.8911). These results
under the Generated Threads setup suggest that, overall, SeqINT generates threads of higher
quality compared to k-SDPP and EventX, except the TFIDF configuration and the homogeneity
scores on Multi-News.

From Table 6.2, we also observe that the improvements by the SeqINT configurations under
the Generated Threads setup are comparatively smaller than the improvements under the Overall
Performance setup. However, as shown in Figure 6.5, the SeqINT configurations generate a
notably higher number of threads (c.f. Figure 6.5(c) and Figure 6.5(d)), and a higher number
of documents associated with the threads (c.f. Figure 6.5(a) and Figure 6.5(b)), compared to
the baseline approaches. This improvement in the number of generated threads, along with the
improvement in the quality of the threads (under both setups), shows that our proposed SeqINT
approach can identify quality threads that comprise a majority of the documents in the collection
(i.e. on the three NewSHead test sets and the Multi-News test set; c.f. Section 6.3.1).

7We do not report any statistical significance in Table 6.2 since there are no standard statistical tests for com-
paring differences in the clusters quality of different methods. However, Table 6.2 shows a notable difference in the
quality of the clusters (i.e., threads) identified by SeqINT compared to the existing methods (c.f. Section 6.4.2.1).
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Therefore, in response to RQ6.1, we conclude that our SeqINT approach is indeed effective
for information threading. This effectiveness is demonstrated by the notable improvements in
the number of, and the quality of, the generated threads by SeqINT, compared to the document
clustering (k-Means), document threading (k-SDPP) and event extraction (EventX) approaches.

6.4.2.2 RQ6.2: Effect of the Contextual Embeddings of 5W1H Pseudo-passages

Now addressing RQ6.2, from Table 6.2, we observe that all of the configurations of our SeqINT
approach that deploy contextual embedding representations of the 5W1H pseudo-passages (i.e.,
mLM & dRoB; c.f. Section 6.3.3) outperform the configurations that deploy the TF-IDF rep-
resentations, in terms of both h and NMI. These improvements with contextual embeddings
are consistent when either the Ward linkage “W” or the time-decay-based similarity “TD” are
deployed. This comparison between contextual and TF-IDF representations suggests that cap-
turing the context in which an event is discussed is important for generating high-quality infor-
mation threads. Therefore, in response to RQ6.2, we conclude that leveraging the contextual
similarity of the 5W1H pseudo-passages is notably more effective than deploying the classic
TF-IDF representations.

6.4.2.3 RQ6.3: Effect of the Time-Decay Similarity

Lastly, addressing RQ6.3, we observe from Table 6.2 that, under the Overall Performance setup,
the time-decay-based HAC configuration, mLM-TD, is the most effective (e.g. NewSHead:
0.6329 h and 0.7537 NMI). Moreover, we observe from Figure 6.5 that SeqINTmLM-TD iden-
tifies the highest number of documents that are associated with the threads, i.e., 66.28% of
the NewSHead documents (c.f. Figure 6.5(a)) and 78.68% of the Multi-News documents (c.f.
Figure 6.5(b)). Furthermore, SeqINTmLM-TD achieves the best h and NMI scores, under the
Generated Threads setup (e.g. NewSHead: 0.9144 & 0.9348; c.f. Table 6.2).

In general, both the mLM and dRoB variants (contextual embeddings models; c.f. Sec-
tion 6.3.3) of the time-decay (TD) configuration outperform the respective variants in the Ward
(W) configuration (e.g. mLM +6.6% h & +5.3% NMI, Overall Performance on NewSHead; c.f.
Table 6.2). In addition, when comparing the mean time span of the threads (c.f. Figure 6.5(g)
and Figure 6.5(h)), we observe that the threads generated by the time-decay “TD” configura-
tions more closely match the time span of the ground-truth threads compared to the Ward “W”
configurations (e.g., NewSHead Ground Truth: 5.76 days vs mLM-TD: 2.07 days vs mLM-
W: 43.06 days). Therefore in response to RQ6.3, we conclude that deploying SeqINT with
our time-decay-based similarity function (Equation (6.2)) is more effective than the Ward link-
age configuration. Moreover, SeqINT with time-decay is overall the most effective information
threading approach among those that we have evaluated.
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Figure 6.5: Comparison of various statistics of the information threads that are generated by
different configurations of SeqINT and the evaluated baseline approaches.
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6.4.2.4 Discussions

Overall, from our offline experiments, we found that our proposed SeqINT approach is markedly
more effective in identifying high-quality information threads compared to our evaluated base-
line approaches. Moreover, SeqINT identified the most number of threads from both the New-
SHead and Multi-News collections among the evaluated approaches. This ability of SeqINT
can benefit the online news portals by enabling them to present to their users most of the news
articles in coherent and chronological threads.

We note that our offline evaluation primarily evaluates whether the documents in a gener-
ated thread are all associated with a particular event, activity or discussion (i.e., evaluating the
threads’ quality based on the ground-truth threads in the test collections). To further evaluate
other aspects of the threads, such as the coherence, diversity of information and chronological
order, we conduct a user study (i.e., the SeqINT Effectiveness study), as discussed in the follow-
ing section. We select the best SeqINT configuration (i.e., mLM-TD) for our user study. Due to
the markedly low number of generated threads by k-Means (e.g., only 5 NewSHead threads; c.f.
Figure 6.5(c)), we only select the k-SDPP and EventX baselines for our user study.

6.5 SeqINT Effectiveness User Study

The offline evaluation in Section 6.4 was limited to evaluating the effectiveness of a thread-
ing approach only in terms of the documents that the threads contain, compared to the ground
truth of the test collection. However, an information thread is not just a cluster of documents
but primarily a coherent chronological sequence of related documents. Therefore, it is essen-
tial to evaluate whether the threads provide meaningful sequences of information about an
event/activity/discussion to the human users. In this section, we present our conducted user
study, which we refer to as the SeqINT Effectiveness study. This study evaluates the effective-
ness of our proposed SeqINT information threading approach, compared to the k-SDPP and
EventX approaches from the literature. We selected the SeqINTmLM-TD configuration to evalu-
ate in our user study since it was found to be the best-evaluated configuration in Section 6.4.2.
For this user study, we conduct a pairwise evaluation of the threads that are generated by the
three approaches from the NewSHead collection.8 In particular, we evaluate the participants’
preferences for the threads in terms of the coherence, diversity of information, and chronolog-
ical correctness of the threads, as well as the participants’ overall preferences. We obtained
full ethical approval for this study from our University’s ethics committee (Application Number
300200296). Our SeqINT Effectiveness study aims to answer the following research question:

• RQ6.4 Do the human users prefer the threads that are identified by our SeqINT approach
compared to the baseline methods?

8We use the NewSHead collection, due to the larger number of threads to sample from, compared to Multi-
News (c.f. Section 6.3.1). Section 6.5.1.1 describes the sampling of the threads to present to our study participants.
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Table 6.3: Participant groups for the SeqINT Effectiveness user study based on a balanced Latin
square counterbalancing of the pairs of approaches (right) and the test conditions (left).

Id Method#1 Method#2

A k-SDPP SeqINT
B SeqINT k-SDPP
C EventX SeqINT
D SeqINT EventX
E k-SDPP EventX
F EventX k-SDPP

Order → 1st 2nd 3rd 4th 5th 6th

Group 1 A B F C E D
Group 2 B C A D F E
Group 3 C D B E A F
Group 4 D E C F B A
Group 5 E F D A C B
Group 6 F A E B D C

6.5.1 Study Design

Our SeqINT Effectiveness study follows a within-subject design, i.e., all of the participants
were presented with all of the three possible pairs of threading approaches: SeqINT vs EventX,
SeqINT vs k-SDPP, and k-SDPP vs EventX. In particular, the participants were presented with
6 pairs of threads (two from each of the three pairs of approaches), where both of the threads
in a pair describe the same event. Table 6.3 shows the 6 possible pairs of threads from the
combination of different threading approaches. We used balanced Latin square counterbalancing
to create a participant group respective to each of the 6 pairs.

For each of the pairs of threads, the participants were asked to select the thread that they
preferred overall based on the description of a particular event, activity or discussion in the
thread. Additionally, the participants were asked to rate each of the threads individually, with
respect to the following three aspects:

1. Coherence: How many articles in the thread belong to the same event?

2. Diversity: How many articles in a thread provide diverse information about the same event?

3. Chronological Correctness: How many articles in a thread follow the correct chronological
order as per the true chronology of the information presented in the thread?

For each of these three aspects, we captured the participants’ ratings on a 4-point Likert scale
with the following options: (1) None of the articles, (2) Some of the articles, (3) Most of the
articles and (4) All of the articles. Since these options are about the number of articles, we
selected a 4-point scale based on the number of articles that we fixed (i.e. 4, as discussed
in the next section) in each of the threads that we presented to the users. Moreover, unlike
providing an odd number of options (e.g. 5-point), the 4-point Likert scale does not have a
neutral option, thereby allowing to obtain a more conclusive response from the participants. We
note that different participants may attribute different Likert scale options to the same number
of articles that meet a specific criteria (e.g. coherence) within a thread. For example, given
threads containing 4 articles each, if 2 articles meet the coherence criteria, one participant might
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choose the option “Some of the articles”, while another participant might choose “Most of the
articles”. However, it is unlikely that the participants would inconsistently choose different
options for the same number of articles in two different threads (i.e., each from a different
method) simultaneously presented on the same screen. Therefore, by conducting a pairwise
comparison between a participant’s preferences for two methods, we minimise inconsistencies in
individual participants’ interpretations of Likert scale options relative to the number of articles.

To reduce the time and complexity of reading large articles, we present the participants with
only the titles of the articles from the threads. In the remainder of this section, we first discuss
how we chose the pairs of threads to present to our study participants (c.f. Section 6.5.1.1). We
then describe our participant recruitment criteria in Section 6.5.1.2.

6.5.1.1 Selecting Pairs of Threads

Based on the different combinations of the threading approaches (as shown in Table 6.3), we
sampled 6 pairs of threads to present to the participants of our user study. We controlled the
number of documents in each of the sampled threads to be exactly 4 (i.e., |T|= 4) based on the
mean thread length in the NewSHead collection. To help the participants in their comparisons
of two different threads in a pair, we selected the pairs where the majority of the documents in
both the threads discuss the same event. In particular, we used the ground truth thread label (c.f.
Section 6.3.1) that is associated with the majority of documents in a generated thread as the gold
label of the generated thread. We then selected the pairs of threads where each thread in a pair is
associated with the same gold label. Furthermore, for a fair comparison of the threads generated
by two different methods in a pair, we selected the pairs with the highest average quality across
both threads in a pair. In particular, we ranked the pairs of threads based on two scores: (1) the
mean pairwise document cosine similarity of a thread, i.e., TMPDCS (defined by Equation (6.6)),
and (2) the precision score of a thread Tprec, which is the ratio of the number of documents asso-
ciated with the gold label t ′ to the total number of documents in the thread T, defined as follows:

Tprec = |Tt ′|/|T| (6.9)

For both the scores (i.e., prec and MPDCS), we deploy a gain function G that favours the pairs
of threads with the higher individual scores and a lower trade-off between the scores of threads,
A & B, in a pair, defined as follows:

GAB
ψ = Aψ .Bψ −abs(Aψ −Bψ), where ψ ∈ {prec,MPDCS} (6.10)

In a set C of all the selected pairs of threads generated by two different methods, we sort the
pairs of threads first based on Gprec and then based on GMPDCS, to find the top-n pairs, defined
as follows:

sample(C) = arg_sort
c∈C

(
−Gc

prec,−Gc
MPDCS;n = 2

)
(6.11)
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We sampled two pairs of threads (n = 2) from each of the three pairwise combinations between
SeqINT, k-SDPP and EventX, resulting in a total of 6 pairs that we use in our study.

6.5.1.2 Participant Recruitment

We recruited 63 participants using the MTurk (https://www.mturk.com) crowdsourcing plat-
form. These 63 participants were assigned uniformly across the 6 participant groups (c.f. Ta-
ble 6.3). Similar to the participant recruitment criteria in Section 5.1.2, we restricted the partic-
ipants to be aged 18+ years and from countries where English is their first language. Moreover,
to ensure the reliability of the participants’ responses, we required the participants to have a
high MTurk HIT approval rate (>98%) and a minimum of 5,000 previously approved HITs (c.f.
Section 5.1.2). Furthermore, we integrated attention checks in the study to identify and filter
out inattentive participants in order to avoid common crowdsourcing issues such as speeding
and straight-lining (Paas et al., 2018).9 In particular, we asked an attention-check question after
every two pairs of threads (i.e., a total of 3 questions), to confirm if participants noticed a given
named entity in the preceding pair of threads. We accepted the HITs from only those participants
who correctly answered all these attention-check questions. The participants were remunerated
$3.00 USD for completing the experiment. The mean time taken to complete the study across
all participants was 15 minutes.

6.5.2 Evaluation Criteria

We evaluate the effectiveness of the three threading approaches (SeqINT, k-SDPP and EventX)
based on the participants’ preferences and ratings of the threads generated from each approach.

First, we determine the participants’ preferences for a thread in each pair of threads. Since
we capture the coherence, diversity and chronological correctness of the threads as ratings (c.f.
Section 6.5.1), we consider the highest-rated thread in a pair as the preferred thread. We use
the chi-square (χ2) goodness-of-fit test to measure statistical significance for the proportion of
participants preferring threads from a given method. For this test, we select p < 0.05 as our
significance threshold, and report the observed power, χ2 statistics and Cohen’s w effect size.

Second, we determine the mean of the participants’ ratings of a thread in a pair, i.e., how good
the participants rated a thread from a threading method. For each of the three rating criteria (i.e.,
coherence, diversity and chronological correctness), we compute the mean of the participants’
responses on the 4-point scale (c.f. Section 6.5.1). We use the paired-samples t-Test to measure
the statistical significance of the difference in the mean participants’ ratings of a thread within
a pair. We select p < 0.05 as our significance threshold, and report the observed power and
Cohen’s d effect size for the t-Test.

9Speeding refers to participants completing tasks very quickly without paying adequate attention, while
straight-lining refers to selecting the same response option (i.e., in a straight order) for all of the questions.

https://www.mturk.com
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6.5.3 Results and Discussion

We now discuss the results of our SeqINT Effectiveness user study. Figure 6.6 shows the per-
centages of the participants’ preferences in the pairwise comparison of the three threading ap-
proaches (SeqINT, k-SDPP and EventX). Figure 6.7 shows the mean participants’ ratings for
the threads generated by the three evaluated approaches. In Figures 6.6 & 6.7, statistically sig-
nificant differences (p < 0.05) compared to the k-SDPP and EventX are denoted as “†” & “‡”,
respectively. Table 6.4 presents the results of the statistical significance tests, i.e., the chi-square
goodness-of-fit test and the paired samples t-Test when comparing the participants’ preferences
and ratings, respectively. First evaluating the participants’ preferences, Figure 6.6 shows that
participants significantly (chi-square test, p < 0.05) prefer the SeqINT threads compared to the
threads from both k-SDPP and EventX. This observation is consistent across all four of the
criteria: overall preference, coherence, diversity and chronological correctness.

Second, we evaluate the mean participants’ ratings. Figure 6.7 shows that the participants
provided higher ratings for the SeqINT threads compared to both the k-SDPP and EventX
threads. This observation is consistent across all of the three criteria, i.e., coherence (+10.99% &
+11.20%), diversity (+6.84% & +13.79%) and chronological correctness (+12.10% & +13.20%).
According to the paired samples t-Test results in Table 6.4, the participants rated the SeqINT
threads significantly (p < 0.05) higher compared to the EventX threads, in terms of coherence,
diversity and chronological correctness. Moreover, compared to the k-SDPP threads, the partic-
ipants rated the SeqINT threads as significantly more coherent and chronologically correct.
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SeqINT vs k-SDPP
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Figure 6.6: Pairwise participants’ preferences of the threading methods in the SeqINT Effective-
ness user study. Statistically significant (chi-square test, p < 0.05) proportions of preferences
for the SeqINT threads are denoted by “†” & ‘‡” wrt k-SDPP & EventX, respectively.
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Figure 6.7: Mean participants’ ratings of the threading methods in the SeqINT Effectiveness
user study. Statistically significant (t-Test, p < 0.05) differences in ratings between the SeqINT
and k-SDPP threads are denoted by “†”, while between the SeqINT and EventX threads are
denoted by “‡”.

Table 6.4: Participants’ preferences (Chi-square test) and the mean participants’ ratings (t-Test)
for the SeqINT Effectiveness user study. χ is the chi-square statistics, df is the degree of free-
dom, p is the p-value and “bold” represents a statistically significant difference at p < 0.05.

Criteria Configuration
Chi-Square Goodness-of-Fit Test

(preference)
Paired Samples t-Test

(ratings)
χ2(df ) Cohen’s w p Power Cohen’s d p Power

Overall

SeqINT
vs k-SDPP

8.127 (1) 0.254 0.004 81.36% - - -

SeqINT
vs EventX

41.143 (1) 0.571 < 0.001 100.00% - - -

k-SDPP
vs EventX

0.127 (1) 0.032 0.722 6.49% - - -

Coherence

SeqINT
vs k-SDPP

17.762 (2) 0.375 < 0.001 97.25% 0.268 0.003 84.80%

SeqINT
vs EventX

16.048 (2) 0.357 < 0.001 95.73% 0.262 0.004 83.10%

k-SDPP
vs EventX

2.048 (2) 0.127 0.359 22.86% 0.044 0.620 7.80%

Diversity

SeqINT
vs k-SDPP

11.476 (2) 0.302 < 0.001 86.84% 0.165 0.067 45.00%

SeqINT
vs EventX

18.476 (2) 0.383 < 0.001 97.76% 0.313 0.001 93.60%

k-SDPP
vs EventX

6.048 (2) 0.219 0.050 58.73% 0.045 0.615 7.90%

Chronological
Correctness

SeqINT
vs k-SDPP

17.762 (2) 0.375 < 0.001 97.25% 0.272 0.003 85.70%

SeqINT
vs EventX

14.333 (2) 0.337 0.001 93.34% 0.309 0.001 93.10%

k-SDPP
vs EventX

1.000 (2) 0.089 0.607 13.25% 0.031 0.727 6.40%
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In response to RQ6.4, we conclude that the threads generated by SeqINT are indeed signif-
icantly (chi-square test, p < 0.05) preferred by the participants, compared to the threads from
k-SDPP and EventX. The participants also rated the threads from SeqINT significantly higher
(t-Test, p < 0.05) in terms of coherence, diversity and chronological correctness compared to
EventX, and in terms of coherence and chronological correctness compared to k-SDPP. Over-
all, this user study provides strong evidence that our SeqINT approach can effectively generate
information threads that align with the preferences of real users. Moreover, by capturing user
ratings for coherence, diversity, and chronological correctness, our study offers an in-depth eval-
uation of our proposed SeqINT approach compared to the baseline methods. We provide further
analysis of our findings from the user study in the following section.

6.6 Analysis

In this section, we provide an analysis of the findings from our experiments (c.f. Section 6.4 and
Section 6.5) of the proposed SeqINT threading approach. For our analysis, we use the larger
NewSHead collection (compared to Multi-News; c.f. Section 6.3.1). In particular, we first quali-
tatively analyse the threads that are generated by SeqINT in Section 6.6.1. Next, in Section 6.6.2,
we compare our observations from our offline evaluations and user study. In Section 6.6.3, we
analyse the role of the time-decay similarity function in effectively generating threads. Sec-
tion 6.6.4 presents an analysis of the efficiency of SeqINT’s HAC component compared to k-
Means clustering. Finally, in Section 6.6.5, we analyse the importance of SeqINT’s candidate
selection component for identifying threads that describe diverse information about an event.

Mar 17: Trump criticizes GM over Lordstown
Ohio facility closure

Mar 18: Trump Gives GM Ultimatum: Reopen
Closed Lordstown, Ohio, Plant

Mar 20: Trump faces political risks in fight over 
GM plant

Feb 20: Norwegian Air aims to fly stranded plane
out of Iran in next few days

Feb 22: Breaking: Norwegian 737 Takes Off From 
Iran After Being Stuck For 2 Months

Feb 22: Iran-stranded Boeing airliner took off and 
expected in Sweden -Norwegian Air

May 29: Puerto Rico hurricane death toll 70 times higher than official government estimate

May 29: Puerto Rico’s Hurricane Maria death toll: study estimates more than 4,600 deaths

Jun 01: How the media ignored Puerto Rico, in one chart

Jun 03: Puerto Rico: How Do We Know 3,000 People Died as a Result of Hurricane Maria?

Jun 04: Media Reports About The Death Toll In Puerto Rico Are Needlessly Confusing

Jun 05: Puerto Rico’s Hurricane Maria deaths: judge orders release of death certificates

Jun 06: Death toll in Puerto Rico is just another political football

Trump’s fight over a closed GM plant1

Hurricane Maria death toll3

Stranded aircraft taking off from Iran2

Figure 6.8: Sample threads identified by our SeqINT approach (mLM-TD configuration) from
the NewSHead collection.
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6.6.1 Qualitative Analysis

Figure 6.8 presents three randomly sampled threads that are generated by our SeqINT approach
(mLM-TD configuration) on the NewSHead collection. Thread#1 presents news articles de-
scribing the origin, process and outcome of the event “Trump’s fight over a closed GM plant”.
Thread#2 discusses related articles about the activity “stranded aircraft taking off from Iraq”.
Thread#3 presents the origin and follow-up stories of a discussion about “Hurricane Maria death
toll”. Even though some of the articles provide repeated information (e.g., the last two articles
in Thread#2 and the first two articles in Thread#3), overall the threads present coherent and
chronological sequences of related information. We find this observation aligned with our user
study findings (c.f. Section 6.5).

6.6.2 Thread Quality vs Human Preferences

We now provide a brief analysis comparing the findings from our offline evaluation of thread
quality (c.f. Section 6.4), and our user study of human preferences (i.e., SeqINT Effectiveness
study; c.f. Section 6.5.3). The offline evaluation showed that our SeqINT approach can markedly
improve the number of identified threads in a collection (e.g. Figure 6.5(c)). In addition, Se-
qINT generates high-quality information threads, as measured by Homogeneity and NMI (c.f.
Table 6.2). Moreover, our user study showed that the threads from SeqINT are preferred by the
users and are rated highest in terms of coherence, diversity and chronological correctness.

In particular, our SeqINT approach outperforms the baseline methods (EventX and k-SDPP)
in multiple aspects of effective thread generation, i.e., the number and quality of threads, as
well as the thread coherence, diversity and chronology. Although the EventX and k-SDPP base-
line approaches are each effective in certain aspects, they do not perform consistently across
the different aspects. For example, compared to k-SDPP, EventX identified more threads (e.g.
Figure 6.5(c)), and was more preferred by our study participants in terms of coherence (c.f. Fig-
ure 6.7(a)). However, EventX generated threads of lower quality compared to k-SDPP (c.f. Gen-
erated Thread setup in Table 6.2). Moreover, EventX was less preferred by our study participants
in terms of diversity and chronological correctness compared to k-SDPP (c.f. Figure 6.7(b) and
Figure 6.7(c), respectively). In terms of diversity, our study participants rated k-SDPP threads
comparably to the threads from SeqINT (c.f. Figure 6.7(b)). However, k-SDPP identified the
least number of threads compared to EventX or SeqINT (e.g. Figure 6.5(a)).

Overall, this analysis shows that the threads generated by the existing methods (EventX and
k-SDPP) are effective only in certain aspects (e.g. EventX: number of threads and coherence; k-
SDPP: diversity). In contrast, our proposed SeqINT approach consistently achieves the highest
effectiveness across all evaluated aspects in our offline experiments and user study.
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Figure 6.9: Impact of the time-decay (TD) factor, α , on the thread quality and overall similarity
score in SeqINT’s HAC component.

6.6.3 Role of the Time-Decay Component

We now analyse the role of the time-decay component in improving the quality of the threads.
In particular, we investigate how to select the right value for the α parameter that factors the
time-decay component in the HAC similarity function, as defined by Equation (6.1).

Figure 6.9 shows the effect of the time-decay factor α on the thread quality metrics (h and
NMI) and the similarity scores in HAC. From Figure 6.9(a), we observe that the thread quality
scores improve when α > 0.1 and peak at α = 10 before rapidly declining when α > 100.
We investigate this trend of thread quality by analysing the individual cosine (cos) and time-
decay (TD) similarity scores along with the combined cos ∗ TD similarity score (defined by
Equation (6.2)). Recall that cos is the cosine similarity of the 5W1H pseudo-passages, and TD
is the normalised time-decay between the documents from which these pseudo-passages were
extracted (c.f. Section 6.2.2). For the different possible pairs of documents, Figure 6.9(b) shows
the mean cos and TD similarity scores of the document-pairs that have high (≥ 0.6) and low
(≤ 0.4) similarity scores, respectively. Figure 6.9(c) presents the cos ∗TD similarity scores of
the document pairs that have high and low similarity scores based on cos and TD, respectively.
In particular, Figure 6.9(c) shows four groups of document pairs that have either (1) high cos

and TD, (2) low cos and TD, (3) high cos but low TD, or (4) low cos but high TD.
In Figure 6.9(c), for the document-pairs with a low cos and high TD (in blue), we observe

that the TD component does not increase the overall similarity score even for higher values
of α . This is an essential property showing that the inclusion of the TD component does not
favour documents with a small time gap if the content similarity between the documents is
low. Most importantly, for the document-pairs with a high cos but low T D (in orange), for
α > 0.1, the document-pairs with a high cos have low cos ∗TD similarity scores. Therefore,
from Figures 6.9(a) and 6.9(c), we conclude that the improvements in thread quality are related
to the variations in the similarity scores caused by the time-decay factor α . Moreover, the decline
in thread quality for higher values of α (> 100) is related to the penalisation of the document-
pairs with low TD scores as the cos∗TD score tends to 0. In general, we find that increasing the
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value of α is beneficial for improving thread quality, up to the point where cos∗TD nears 0.
Overall, the best values for α in this case are observed at 0.1<α ≤ 100 (i.e., α ∈{1,10,100}).

This is an important analysis to select the right time-decay factor in unsupervised tasks such as
information threading.

6.6.4 Efficiency of HAC for Information Threading Compared to k-Means

As briefly discussed in Section 6.2.3, due to the large number of clusters in the information
threading task, we argue that HAC is a more suitable clustering method compared to more pop-
ular methods such as k-Means. In this analysis, we investigate the efficiency and effectiveness
of HAC compared to k-Means for the information threading task. All evaluations in this analysis
were performed on an Intel(R) Xeon(R) Gold 6244 CPU @ 3.60GHz with 64GB memory, and
the time taken is reported as an average of 10 runs.

In general for clustering tasks where the number of clusters is usually much smaller than the
number of items to be clustered, k-Means is considered a more efficient method compared to
HAC (Singh and Singh, 2012; Shetty and Singh, 2021). However, HAC can be more efficient
than k-Means, when there is a large number of clusters (such as the case in information thread-
ing). We show this by investigating the efficiency of HAC and k-Means for the information
threading task. In particular, we evaluate our proposed SeqINT threading approach by replacing
HAC with k-Means clustering. Table 6.5 presents the time taken by SeqINT with k-Means and
HAC clustering (i.e., SeqINTkMeans and SeqINTHAC). We deploy the SeqINT configurations
with the mLM representations of the pseudo-passages (c.f. Section 6.3.3). Table 6.5 also shows
the time taken by the k-Means document clustering baseline that we described in Section 6.3.2.
From Table 6.5, we observe that HAC-based information threading is markedly more efficient
than k-Means-based threading, e.g. -99.85% total run time by SeqINTHAC-TD vs SeqINTkMeans.

In addition, the quality of the SeqINTkMeans threads is comparable to the SeqINTHAC threads.
For example (c.f. Table 6.5), SeqINTkMeans slightly outperforms SeqINTHAC-TD under the Over-
all Performance setup. On the other hand, under the Generated Thread setup, SeqINTHAC-TD

slightly outperforms SeqINTkMeans. Moreover, the proposed SeqINTHAC-TD approach is the
most efficient configuration that we evaluated.

Table 6.5: Comparison of the thread quality and time taken by k-Means clustering and HAC for
SeqINT Information Threading.

Configurations
Run Time (↓) Generated Threads (↑) Overall Performance (↑)

Total Average (per split) h NMI h NMI

k-Means 9h 21m 33.89s 3h 07m 11.30s 0.6458 0.7848 0.0001 0.0003
SeqINTkMeans 101h 12m 25.67s 33h 44m 08.56s 0.8833 0.9049 0.6476 0.7539
SeqINTHAC-W 16m 06.60s 05m 22.20s 0.8947 0.9129 0.5937 0.7157
SeqINTHAC-TD 09m 14.02s 03m 04.67s 0.9144 0.9348 0.6329 0.7537
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Overall from this analysis, we conclude that, although both HAC and k-Means can be effec-
tive for information threading, HAC is much more efficient compared to k-Means clustering in
our information threading experiments. In particular, HAC’s bottom-up algorithm is well-suited
for information threading, where the number of clusters is much higher than the general topic-
based clustering task. Moreover, our proposed configuration for the deployment of HAC for
information threading (i.e., SeqINTHAC-TD based on complete linkage and TD similarity) is the
most effective and efficient (c.f. Table 6.5).

6.6.5 Effect of Candidate Thread Selection

We also present an analysis of the effect of the candidate selection (c.f. Section 6.2.4) on the
quality and diversity of the generated threads. Indeed, we use the held-out KL divergence (Kull-
back and Leibler, 1951) metric defined by Equation (6.5) (c.f. Section 6.2.4) to measure the
threads’ diversity of information. Since in this analysis, we are focused on the quality of the
generated threads, we compute NMI using only the articles that are identified as part of the
generated threads, i.e., using the Generated Thread evaluation setup (c.f. Section 6.4.1).

Figure 6.10 shows the thread quality (NMI) and information diversity of the candidate
threads identified by HAC (c.f. Section 6.2.3) and the final output threads from the candidate
selection component (c.f. Section 6.2.4) of SeqINT. We first observe that the quality (NMI) of
the candidate threads and the final threads are comparable across the different configurations
of SeqINT. However, the diversity scores of the final threads are significantly (Welch’s t-Test;
p < 0.05) higher than the candidate threads for all of the SeqINT configurations, except TFIDF-
TD. Therefore, in this analysis, we conclude that our proposed candidate selection component
(c.f. Section 6.2.4) can effectively select quality information threads that describe diverse infor-
mation about an event.
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6.7 Conclusions

In this chapter, we introduced information threading (c.f. Section 6.1) as a general task to help
users easily interpret evolving information about an event, activity or discussion. In particular,
we proposed a novel unsupervised information threading approach, called SeqINT (c.f. Sec-
tion 6.2), as part of the information threading component of our SERVE framework. Our SeqINT
approach generates sequential information threads by leveraging hierarchical agglomerative
clustering (HAC) based on the answers to journalistic 5W1H questions from documents and the
documents’ timestamps. We investigated the effectiveness of SeqINT in the news domain using
two large publicly available collections, namely NewSHead and Multi-News (c.f. Section 6.3).

We first conducted an offline evaluation (c.f. Section 6.4) to evaluate the quality of the
threads that are generated by our SeqINT approach. Our offline evaluation showed that our Se-
qINT approach markedly outperforms the k-Means document clustering, the k-SDPP document
threading and the EventX event extraction approaches from the literature, in terms of the num-
ber and the quality of the generated threads. For example, on the NewSHead collection, SeqINT
increased the number of generated threads by up to 100.98% (c.f. Section 6.4.2; Figure 6.5(c)),
and improved the quality of the generated threads by up to +213.39% NMI (Normalised Mutual
Information) compared to the best-evaluated baseline (c.f. Section 6.4.2; Table 6.2).

To further evaluate the preferences of human users for the threads generated by our SeqINT
approach, we conducted a user study (i.e., the SeqINT Effectiveness study; c.f. Section 6.5). Our
user study evaluated the user preferences for the SeqINT threads in terms of coherence, infor-
mation diversity, chronological correctness and overall preference compared to existing related
methods. Our study showed that the study participants significantly (chi-square goodness-of-fit
test, p < 0.05) preferred the SeqINT threads compared to the threads from k-SDPP and EventX
(c.f. Section 6.5.3; Figure 6.6). Furthermore, the user study participants rated the threads from
SeqINT significantly (paired samples t-Test, p< 0.05) higher in terms of coherence, information
diversity, and chronological correctness (c.f. Section 6.5.3; Figure 6.7).

Our contributions in this chapter about effective information threading can help human users
to quickly make sense of coherent information about an event from a large collection of docu-
ments. Moreover, with the focus on identifying a maximum number of threads in a collection,
information threading can be particularly useful to provide a threaded structure to unstructured
document collections. Based on these benefits of information threads, we postulate that in-
formation threads can assist sensitivity reviewers in quickly finding time-ordered and diverse
information about an event, activity or discussion. In particular, we hypothesise that presenting
coherent information from multiple documents helps the sensitivity reviewers to provide more
accurate and efficient reviews compared to the traditional document-by-document review. We
validate this hypothesis in the next chapter.



Chapter 7

Hierarchical Information Threading for
Sensitivity Review

In Chapter 6, we presented our SeqINT information threading approach, which deploys cluster-
ing to identify sequential threads using 5W1H questions and the documents’ timestamps. We
demonstrated the effectiveness of SeqINT on two large collections of news articles in terms of
the quality of the generated threads and the user preference for the threads. In this chapter, we in-
vestigate the impact of information threading on effective and efficient sensitivity review. More-
over, unlike the cluster-based SeqINT approach, in this chapter, we focus on identifying threads
of hierarchically associated documents, which can better capture the evolving stories of an event.

In particular, we propose a novel unsupervised approach to identify and present coherent
information about a particular event in a hierarchical structure. We call this approach HINT,
i.e., Hierarchical Infomation Threading. Our HINT approach identifies hierarchical threads of
documents, where each branch of the hierarchy contains a chronologically evolving sequence of
documents that describe a story relating to the event.1 Figure 7.1 shows an illustrative example
to compare between a hierarchical and sequential information thread. In particular, the hierar-
chical thread in Figure 7.1(a) presents different stories that are related to the event “Lira, rand
and peso crash” as separate branches of a hierarchical list. Figure 7.1(a) illustrates the following
three characteristics of hierarchical threads as follows:

1. All of the articles in the thread present coherent information that relates to the same event.

2. Different stories (i.e., branches) capture diverse information relating to the event.

3. The articles that discuss a story are chronologically ordered.

Indeed, compared to hierarchical threads, a sequential thread (such as those generated by Se-
qINT) might not simultaneously capture both the chronology and the logical division of diverse
information about an event. For example, a simple chronological order of the articles (as shown
in Figure 7.1(b)) cannot represent the articles about “Countermeasures” as a coherent story in

1Recall that as defined in Chapter 2 (c.f. Section 2.2.3), a topic is a group of events, where each event can
comprise different stories from multiple documents, i.e., topic→event→story→article.
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Aug 30: Argentina to announce new economic measures after peso freefall

Aug 31: Argentine peso and Turkish lira crash, pressuring emerging currencies. 

Sep 03: Argentina unveils 'emergency' austerity measures, grain export taxes

Aug 30

Aug 31

Sep 03

Stories identified in the example: Background Countermeasures External Impacts

Aug 30: Lira, rand tumble after Argentine peso crashes Aug 30

(a) Hierarchical thread showing different stories in separate branches. (b) Sequential thread based
on the articles’ timestamps.

Figure 7.1: Comparative example of Hierarchical and Sequential Information Threads.

the thread. On the other hand, hierarchical threads (c.f. Figure 7.1(a)) enable the users to find
diverse stories about the event’s evolution in an easily interpretable structure.

Our proposed HINT approach identifies such hierarchical information threads by analysing
the network of related documents in a collection. In particular, similar to SeqINT (c.f. Sec-
tion 6.2), HINT leverages document timestamps and the 5W1H questions (Who, What, Where,
When, Why and How) (Hamborg et al., 2019) to identify related documents about an event.
However, differently from clustering in SeqINT, HINT constructs a network representation of
the documents, and identifies threads as strongly connected hierarchical network communities.

Similar to our experiments in Chapter 6, we conduct an offline evaluation and a user study
to evaluate HINT’s effectiveness for identifying quality threads that are preferred by users in
the news domain. Our experiments show that HINT is a more effective information threading
approach compared to SeqINT and existing related methods. In addition, we also evaluate the
effectiveness of presenting information threads from HINT to assist the sensitivity reviewers.
In particular, we present another user study (namely the “Thread Review” study), which in-
vestigates the effectiveness of the functionality “Collectively Reviewing Coherent Information
Threads” of our SERVE framework (introduced in Section 3.3.2). The Thread Review study
evaluates whether a collective presentation of information from multiple documents in threads
can improve the reviewing accuracy and speed of the sensitivity reviewers, compared to a tradi-
tional document-by-document review. The remainder of this chapter is organised as follows:

• In Section 7.1, we provide details about our novel HINT approach for identifying hierar-
chical information threads. We describe the various components of the HINT approach,
which involve constructing a graph representation of the collection and network commu-
nity detection for generating hierarchical threads.

• In Section 7.2, we evaluate the effectiveness of HINT through an offline experiment and
a user study. In our offline experiments (c.f. Section 7.2.1), we compare the effectiveness
of our HINT approach to that of SeqINT for identifying high-quality information threads.
Our user study (c.f. Section 7.2.3) evaluates the users’ preference and rating for HINT’s
hierarchically structured threads compared to SeqINT’s sequential threads.
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• Section 7.3 presents our Thread Review user study. This study investigates whether infor-
mation threads can improve the sensitivity reviewers’ reviewing speed, accuracy, overall
review duration and the ability to identify a specific portion of sensitivity in a document.
In this study, we use our HINT approach, which we show as more effective than SeqINT
in our experiments in the news domain (c.f. Section 7.2). In this section, we present
our experimental methodology of the Thread Review study (c.f. Section 7.3.1) compris-
ing the dataset, study design and evaluation metrics, followed by the study results (c.f.
Section 7.3.2) and qualitative analysis (c.f. Section 7.3.3).

• Section 7.4 summarises our conclusions from this chapter.

7.1 Proposed Approach: HINT

In this section, we present our proposed approach, HINT, for identifying hierarchical informa-
tion threads. HINT leverages the documents’ timestamps, answers to the 5W1H questions (Ham-
borg et al., 2019), along with the entities that are mentioned in the documents, to define a di-
rected graph structure of the collection (i.e., a network of documents). We propose a community
detection algorithm to identify coherent threads by identifying hierarchical links in the network
of documents. Figure 7.2 shows the components of HINT, namely: (1) 5W1H Extraction, (2)
Constructing a Document-Entity Graph, (3) Constructing a Directed Graph of the Documents,
(4) Nearest Parent Community Detection, and (5) Candidate Thread Selection. The first and
last components, i.e., 5W1H extraction and Candidate Thread Selection, are the same as in our
SeqINT approach, which we discussed in Chapter 6 (c.f. Section 6.2.1 and Section 6.2.4, re-
spectively). In the remainder of this section, we provide details about the remaining novel com-
ponents of HINT. In particular, we first discuss the construction of the document-entity graph in
Section 7.1.1. Next, in Section 7.1.2, we describe the construction of the directed graph of the
documents. Finally, Section 7.1.3 describes our proposed Nearest Parent Community Detection
(NPC) algorithm for identifying hierarchical threads.

7.1.1 Constructing Document-Entity Graph

Following discussions of our SeqINT approach in Chapter 6 (c.f. Section 6.2.1), we first per-
form 5W1H extraction (Hamborg et al., 2019) and create the 5W1H pseudo-passages, i.e.,
one pseudo-passage per document. After the 5W1H extraction, we construct an undirected
document-entity graph, E , to identify the common entities between the documents in the col-
lection. The graph E comprises two types of nodes, i.e., the entities and documents in the
collection. We first identify the key entities associated with an event by leveraging the answers
to the 5W1H questions. In particular, we re-use the available answers to the “who” and “where”
questions, which directly correspond to named-entities, i.e., “person/organisation” (who) and
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Figure 7.2: Components of the HINT hierarchical information threading approach.

“place” (where). In other words, we re-purpose the available named-entity information from the
5W1H extraction to avoid needing an additional named-entity recogniser (Tjong Kim Sang and
De Meulder, 2003; Nadeau and Sekine, 2007). We then create edges between the documents
and the entities that are mentioned in the documents, i.e., at most two edges per document node
(who and/or where). We use the Document-Entity Graph to identify documents that are related
based on the mention of common entities, which we discuss in the next section.

7.1.2 Constructing a Directed Graph of Documents

We use the answers to the 5W1H questions, the document-entity graph E along with the creation
timestamps of the documents to construct a document graph, D, from which we identify can-
didate hierarchical threads. In the graph D, the nodes are the documents in the collection. We
define directed edges between the document nodes in D based on the documents’ timestamps to
represent a chronological progression between the documents. In particular, an edge from a doc-
ument x (parent node) to document y (child node) denotes that y was created after x. In addition,
we define weights for the edges based on the relatedness of the child node to the parent node in
a directed edge between two documents. In particular, to effectively capture the relatedness of
the document nodes based on the event they describe, the weight of each edge is defined based
on the following three aspects:

1. 5W1H Cosine Similarity: First, we determine the similarity between the 5W1H pseudo-
passages of the documents. In particular, we represent these pseudo-passages as embed-
dings in a vector space (c.f. Section 6.2.1). Next, we compute the cosine similarity of the
pseudo-passage embeddings p⃗x & p⃗y for documents x & y, respectively, i.e., cos(p⃗x, p⃗y).

2. Time-decay Similarity: Second, we determine the chronological relationship between the
documents. In particular, we compute the documents’ time-decay (Nallapati et al., 2004),
which is the normalised time difference between the creation times of documents x & y,
i.e., td(x,y) as defined in Equation (6.1) (c.f. Section 6.2.2).

3. Entity Similarity: Finally, we determine the number of entities mentioned in each pair of
documents in the graph D. In particular, for a pair of documents, x & y, we first count
the number of paths (|Pxy|) that connect x & y in the graph E through exactly one entity
node. Next, if there are no common entities between documents x & y (i.e., |Pxy| = 0),
we determine the length of the shortest path (|sxy|) that connects x & y through multiple
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Figure 7.3: Illustration of HINT’s Entity Similarity Score as defined by Equation (7.1).

entities or other document nodes in E . Figure 7.3 illustrates the computation of |Pxy| and
|sxy|. In Figure 7.3, the documents A and B have the most number of common entities
(|PAB| = 2). However, since documents A and D (or B and D) do not have any common
entities (|PAD|= |PBD|= 0), we determine their entity similarity score based on the length
of the shortest path (|sAD|= |sBD|= 3). Intuitively, when documents share common enti-
ties, a higher value of |Pxy| denotes a higher similarity between documents x & y, (e.g. in
Figure 7.3, the similarity between A and B would be the highest). In contrast, when doc-
uments do not share common entities (i.e., |Pxy|= 0), a longer length of the shortest path,
|sxy|, denotes less similarity between x & y (e.g. in Figure 7.3, the similarities between A

and D, or B and D would be the lowest). Based on these definitions of |Pxy| and |sxy|, we
define the overall entity similarity score between documents x & y as follows:

es(x,y) =
λ

2
(1+(1− e−γ

|Pxy|
M ))+

(1−λ )

2
e−γ

|sxy|
N , λ =

1, if |Pxy|> 0

0, otherwise
(7.1)

where M is the largest number of common entities between any two documents in the
collection, N is the largest shortest path between any two document nodes in graph E , and
γ is a parameter to control the relative weights of the number of common entities or the
length of the shortest path between x & y.

Overall, we define the edge weights in the document graph D (i.e., the distance between x

& y) using the 5W1H cosine similarity, the time-decay similarity (c.f. Equation (6.1)) and the
entity similarity (c.f. Equation (7.1)), as follows:

w(x,y) = 1− cos(p⃗x, p⃗y) · td(x,y) · es(x,y) (7.2)

7.1.3 Nearest Parent Community Detection (NPC)

From the Directed Graph D, we identify hierarchically connected communities for thread gener-
ation. We propose a Nearest Parent Community Detection (NPC) method that identifies strongly
connected components of graph D as communities of hierarchically linked documents.
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Nodes with multiple parents Edge to be prunedEdge to the nearest parent

(a) For nodes with multiple par-
ents, keep exactly one parent
with the shortest edge.

(b) Identify and prune signifi-
cantly longer edges in a com-
munity.

(c) Output connected components
as candidate hierarchical threads.

Figure 7.4: Illustrative example of Nearest Parent Community Detection.

Algorithm 1: Nearest Parent Community Detection (NPC) Algorithm
input : Directed Graph of Documents D
output: Connected components of D as communities
foreach node n ∈ D do

if inDegree(n)> 1 then
Find the parent p′ that is nearest to n
foreach p ∈ parents(n) do

if p ̸= p′ then
Remove edge (p → n)

foreach connected component c ∈ D do
Compute outlier weight threshold for c using Equation (7.3).
foreach edge e ∈ c do

if weight(e)> threshold and outDegree(childNode(e))> 1 then
Remove e from D

The NPC algorithm is presented in Algorithm 1 and is illustrated in Figure 7.4. To identify
hierarchical links between document nodes, as shown in Figure 7.4(a), NPC first identifies the
nodes that have multiple parents. It then follows a greedy approach to keep only the edge that
corresponds to the nearest parent (i.e., the edge with the lowest weight; shown with a dashed
green arrow in Figure 7.4(a)), and prune edges from other parents (shown with a solid yellow
arrow in Figure 7.4(a)). This selection of only the nearest parent node results in various hierar-
chically connected components of graph D, as shown in Figure 7.4(b). However, the connected
graph components may still have some weakly connected nodes (i.e., edges with high weights).
Therefore, to remove such weak connections, we split the connected graph components by iden-
tifying edges that have significantly higher weights (calculated by Equation (7.2)) based on the
outlier detection method (Tukey, 1977). In particular, within a connected graph component, we
determine a threshold edge weight. This threshold corresponds to the outliers in the distribution
of the edge weights within a connected graph component, defined as (Tukey, 1977) follows:

threshold = P3 +1.5∗ (P3 −P1) (7.3)
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where P1 and P3 are, respectively, the values for the first and third quartiles (i.e. 25 and 75
percentile) of the edge weight distribution, and (P3 −P1) is the interquartile range. We compute
this threshold for each connected graph component (e.g. the two components shown in Fig-
ure 7.4(b)). While pruning the outlier edges, we do not prune edges where the child nodes do
not have any outward edges so that the graph does not contain any isolated nodes. Finally, as
shown in Figure 7.4(c), NPC outputs the connected graph components (i.e., strongly connected
communities) as candidate hierarchical threads.

After identifying these candidate threads, we select the output threads using HINT’s Candi-
date Thread Selection component (c.f. Figure 7.2). Following our discussion in Chapter 6 (c.f.
Section 6.2.4), we select the output threads based on the thread coherence and diversity of in-
formation. As detailed in Section 6.2.4, we define an estimate of coherence and diversity using
the maximum and minimum threshold ranges of three measures, namely: (1) the thread length
|T|, (2) the thread time period, Tspan, and (3) the mean pairwise document cosine similarity,
TMPDCS. We select the threads that are within the minimum and maximum acceptable threshold
limits for each of these three measures.

7.2 Effectiveness of Hierarchical Threads

In this section, we present our experiments to evaluate HINT’s effectiveness to generate hier-
archical threads in news collections. We evaluate HINT compared to our sequential thread-
ing approach (SeqINT; c.f. Chapter 6) and existing methods from the literature, namely k-
SDPP (Gillenwater et al., 2012) and EventX (Liu et al., 2020a). Similar to our experiments
in Chapter 6, we evaluate HINT’s effectiveness using an offline experiment and a user study
(i.e., the HINT Effectiveness study). Moreover, in real-world scenarios where a large number
of documents (e.g. news articles) are published every day, it is also important to analyse the
efficiency of the information threading approaches. Therefore, we also analyse whether HINT
can efficiently identify threads in dynamic collections.

In the remainder of this section, we first present the experimental methodology of our offline
experiments and the user study in Section 7.2.1. We then discuss the results from our offline
experiments and the HINT Effectiveness user study, respectively, in Sections 7.2.2 and 7.2.3.
Lastly, in Section 7.2.4, we present an analysis of the scalability of the HINT’s architecture for
identifying threads incrementally in dynamic collections.

7.2.1 Experimental Methodology

We now describe our experimental setup for HINT’s offline evaluation, where we evaluate the
threads’ quality (c.f. Section 7.2.2), and for the HINT Effectiveness user study, where we evalu-
ate the effectiveness of the hierarchical and sequential threads with real users (c.f. Section 7.2.3).
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• Datasets: To evaluate HINT’s effectiveness, we use the NewSHead (Gu et al., 2020) and
Multi-News (Fabbri et al., 2019) test collections, which we discussed in Section 6.3.1.

• Baselines: We mainly use our SeqINT approach (c.f. Section 6.2) as a baseline to com-
pare the effectiveness of cluster-based sequential threading with hierarchical informa-
tion threading (i.e., HINT). Unlike HINT, SeqINT requires an estimate of the number
of threads. For our experiments, we use the number of true thread labels as the number
of threads in SeqINT (as mentioned in Section 6.3.3). Moreover, unlike HINT, SeqINT’s
similarity function (defined in Equation (6.2)) does not incorporate entity similarity (Equa-
tion (7.1)). Therefore, for a fair comparison between SeqINT and HINT, we deploy Se-
qINT using the same similarity function as HINT, i.e., using Equation (7.2). Later in
Section 7.2.2.2, we analyse HINT’s effectiveness compared to SeqINT by using only the
5W1H cosine similarity (i.e., cos(p⃗x, p⃗y)), and the cosine similarity and time-decay simi-
larity (i.e., cos(p⃗x, p⃗y) · td(x,y); c.f. Equation (6.2)).

In addition, we compare the effectiveness of HINT to the k-SDPP (Gillenwater et al.,
2012) and EventX (Liu et al., 2020a) baselines from the literature (c.f. Section 6.3.2).

• Implementation of HINT: We now present HINT’s implementation details.2

– Pseudo-Passage Embedding: Following our setup for SeqINT (c.f. Section 6.3.3),
we evaluate two contextual embedding models (Reimers and Gurevych, 2019), namely:
all-miniLM-L6-v2 and all-distilRoBERTa-v1, for representing the 5W1H pseudo-
passages. We denote the two embedding models as mLM and dRoB, respectively,
when discussing our experimental results in Section 7.2.2.1.

– Community Detection: We evaluate the effectiveness of our proposed community
detection method, NPC, for thread generation, compared to two widely-used com-
munity detection methods, namely: Louvain (Blondel et al., 2008) and Leiden (Traag
et al., 2019).

– Parameters: Table 7.1 presents the sets that we use to tune HINT’s parameters (c.f.
Section 7.1) based on thread coherence and diversity on small samples of the New-
SHead and Multi-News collections (i.e. validation sets; c.f. Section 6.3.1).

Table 7.1: Sets used for tuning the parameter values of HINT.

Parameter Set

α,γ
{

10i ∀ −3 ≤ i ≤ 3; step = 1
}

x ≤ |T| ≤ y {x,y} ∈ {{3, i} ∀ 10 ≤ i ≤ 100; step = 10}

x ≤ Tspan ≤ y
{x,y} ∈ {{0, i} ∀ 30 ≤ i ≤ 360; step = 30} (NewSHead)
{x,y} ∈ {{0,360∗ i} ∀ i ∈ {1/12,1/4,1/2,1,2,3,4,5}} (Multi-News)

x ≤ TMPDCS ≤ y {x,y} ∈ {{0+ i,1− i} ∀ 0 ≤ i ≤ 0.4; step = 0.1}

2The code for HINT is available at: https://github.com/hitt08/HINT

https://github.com/hitt08/HINT
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7.2.2 Offline Evaluation

Our offline evaluation assesses the effectiveness of HINT in terms of the quality of the generated
threads, compared to the threads from the baselines discussed in Section 7.2.1 (namely: SeqINT,
k-SDPP and EventX). We aim to answer the following two research questions:

• RQ7.1 Is HINT more effective for identifying good quality threads than SeqINT and existing
document threading and event extraction approaches?

• RQ7.2 Is our NPC component more effective at identifying communities for thread genera-
tion than existing general community detection methods?

Based on our discussion in Section 6.4.1, we evaluate thread quality by determining whether
the documents in a generated thread correspond to a specific ground-truth thread in the test col-
lections (NewSHead and Multi-News). To measure the thread quality, we use the Homogeneity
(h) (Rosenberg and Hirschberg, 2007) and Normalised Mutual Information (NMI) (Cai et al.,
2005) metrics (c.f. Section 6.4.1). We calculate h and NMI using all the articles in the collection
to evaluate the overall effectiveness of the threading approaches. In particular, we calculate h

and NMI under the Overall Performance setup, which we presented as our main setup to mea-
sure thread quality in Chapter 6 (c.f. Section 6.4.1). We also report the number of generated
threads (“#Threads”) along with the total and mean of the number of articles (“#Articles” and
“mean |T|”, respectively) in each of the generated threads. However, we note that thread quality
cannot indicate whether the generated threads effectively present the chronological evolution
of an event. We evaluate this aspect of the generated threads in our user study (i.e., the HINT
Effectiveness study, c.f. Section 7.2.3).

7.2.2.1 Results and Discussion

Table 7.2 presents the quality of the threads that are generated by the evaluated approaches on the
NewSHead and Multi-News collections. In addition, Table 7.3 presents the number of articles
identified as part of the threads (“#Articles”), and the number (“#Threads”) and length (“mean
|T|”) of the generated threads.

• RQ7.1: Effectiveness of HINT for Generating Good Quality Threads

Firstly addressing RQ7.1, we observe from Table 7.2 that the NPC configurations for HINT
markedly outperform the SeqINT approach along with the k-SDPP and EventX approaches in
terms of h and NMI across both collections (e.g. NewSHead; mLM-NPC: 0.7969 NMI vs Se-
qINT: 0.7242 NMI vs k-SDPP: 0.1908 NMI vs EventX: 0.2405 NMI). Even though both HINT
and SeqINT use 5W1H questions, HINT’s NPC community detection and graph construction
using time-decay and entity similarity contribute to its higher effectiveness over SeqINT. More-
over, since we measure h and NMI on the entire collection, the number of articles identified
as threads is an important factor in HINT’s effectiveness compared to existing methods. From
Table 7.3, we observe that the NPC configurations of HINT identified the highest number of
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Table 7.2: Results for the HINT’s Thread Quality compared to the evaluated baselines (SeqINT,
k-SDPP and EventX).

Configuration
NewSHead Multi-News

h NMI h NMI

K-SDPP 0.1079 0.1908 0.1318 0.2273
EventX 0.1415 0.2405 0.1326 0.2274
SeqINTmLM 0.5923 0.7242 0.7165 0.8008
SeqINTdRoB 0.5414 0.6840 0.7112 0.7978
HINTmLM-Louvain 0.0014 0.0029 0.0004 0.0008
HINTdRoB-Louvain 0.0013 0.0026 0.0003 0.0005
HINTmLM-Leiden 0.0006 0.0013 0.0004 0.0008
HINTdRoB-Leiden 0.0006 0.0012 0.0003 0.0005
HINTmLM-NPC 0.7061 0.7969 0.7889 0.8389
HINTdRoB-NPC 0.6860 0.7835 0.7920 0.8410

articles as threads among the evaluated methods (i.e. mLM-NPC: 74.67% NewSHead arti-
cles and mLM-dRoB: 88.76% Multi-News articles based on the ground-truth). We further ob-
serve from Table 7.3 that the number of threads identified is markedly higher for HINT (e.g.
NewSHead; mLM-NPC: 18,340) compared to SeqINT (13,690), k-SDPP (4,599), and EventX
(7,149). Therefore, for RQ7.1, we conclude that HINT is indeed effective for generating qual-
ity information threads compared to cluster-based information threading (SeqINT), as well as
existing document threading (k-SDPP) and event extraction (EventX) approaches.

• RQ7.2: Effectiveness of NPC for Community Detection in HINT

Moving on to RQ7.2, from Table 7.2, we observe that the Louvain and Leiden configurations of
HINT are the least effective (e.g. NewSHead; mLM-Louvain: 0.0029 NMI and mLM-Leiden:
0.0013 NMI). Upon further investigations, we found that these general community detection
methods identify comparatively larger communities than NPC, which can affect the coherence
of the generated threads. Therefore, the candidate selection component in HINT (c.f. Fig-
ure 7.2) when using Louvain or Leiden selects a very small number of threads, as can be seen
in Table 7.3 (e.g., NewSHead; mLM-Louvain: 20, mLM-Leiden: 17, compared to mLM-NPC:
18,340). Therefore, in response to RQ7.2, we conclude that our proposed NPC method is the
most suitable method among the evaluated approaches for identifying the strongly connected
communities for effective thread generation.

Overall, our offline evaluation provides strong evidence that our HINT approach outperforms
SeqINT (and other existing methods) in terms of both the number and quality of information
threads. Moreover, our proposed NPC method for community detection in HINT can effectively
identify high-quality information threads compared to existing methods. We further investigate
the effectiveness of the different components of HINT in the following section.
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Table 7.3: Comparison of various statistics of the generated threads from HINT and the evalu-
ated baseline approaches (SeqINT, k-SDPP and EventX).

Configuration
NewSHead Multi-News

#Articles #Threads mean |T| #Articles #Threads mean |T|

K-SDPP 13,076 4,599 2.84 4,478 1,959 2.28
EventX 18,698 7,149 2.62 5,020 2,125 2.36
SeqINTmLM 69,430 13,690 5.07 25,375 5,475 4.63
SeqINTdRoB 63,336 12,522 5.06 25,219 5,335 4.73
HINTmLM-Louvain 207 20 10.35 16 4 4.00
HINTdRoB-Louvain 202 15 13.47 10 3 3.33
HINTmLM-Leiden 78 17 4.59 16 4 4.00
HINTdRoB-Leiden 69 14 4.93 10 3 3.33
HINTmLM-NPC 84,228 18,340 4.59 28,502 6,319 4.51
HINTdRoB-NPC 81,770 17,819 4.59 28,625 6,326 4.52

Ground Truth 112,794 27,681 4.07 32,249 9,378 3.44

Table 7.4: Effect of Time-Decay and Entity Similarity on the thread quality of HINT and SeqINT.

Configuration
SeqINT HINT

h NMI h NMI

mLM 0.5937 0.7157 0.6573 0.7588
dRoB 0.5812 0.7053 0.6416 0.7472
mLM-TD 0.6329 0.7537 0.7047 0.7955
dRoB-TD 0.6082 0.7350 0.6863 0.7831
mLM-TD-ENT 0.5923 0.7242 0.7061 0.7969
dRoB-TD-ENT 0.5412 0.6840 0.6860 0.7834

7.2.2.2 Ablation Study

We now present an analysis of the effectiveness of different components of HINT. For this
analysis we use the larger NewSHead collection (compared to Multi-News; c.f. Section 6.3.1)

• Effect of Time-Decay and Entity Similarity:

We first analyse the effectiveness of the time-decay and entity similarity scores to compute the
weights of the edges in the Document Graph (D; c.f. Section 7.1.2). In particular, we evaluate
HINT in two additional settings to compute the edge weights:

1. Cosine similarity of the 5W1H pseudo-passages, i.e., by setting td(x,y) = es(x,y) = 1 in
Equation (7.2). We denote this configuration as either mLM or dRoB, respectively, based
on the embedding models for representing the pseudo-passages (c.f., Section 7.2.1).
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2. Cosine similarity and time-decay, i.e., by setting es(x,y) = 1 in Equation (7.2). We denote
this configuration using a “TD” suffix.

We also denote the proposed configuration of HINT (i.e., with cosine similarity, time-decay and
entity-similarity; c.f. Section 7.1) with a “TD-ENT” suffix.

In addition to HINT, we also use our SeqINT approach in this analysis to compare the effec-
tiveness of both the threading approaches under each of these configurations. Table 7.4 presents
the results of this analysis. From Table 7.4, we observe that our proposed configuration for
HINT to compute the edge weights with both time-decay and entity similarity (e.g. mLM-TD-
ENT: 0.7969 NMI) outperforms other configurations that include only cosine similarity (e.g.
mLM: 0.7588 NMI) or cosine and time-decay similarity (e.g. mLM-TD: 0.7955 NMI). How-
ever, including both time-decay and entity similarity negatively affect SeqINT’s effectiveness
(e.g. mLM-TD-ENT: 0.7242 NMI vs mLM-TD: 0.7537 NMI). This shows that the graph-based
entity similarity is not effective with HAC clustering in SeqINT to generate good-quality threads.
In contrast, the network-based architecture of HINT enables it to generate threads of higher
quality compared to SeqINT, for each of the evaluated configurations. From Table 7.4, we also
observe that including entity similarity results in only a slight improvement in HINT’s effective-
ness. This small improvement is likely due to using only the available named-entity information
from 5W1H extraction (i.e., the who and where entities; c.f. Section 7.1.1). We conjuncture
that integrating a dedicated named entity recognition (NER; c.f. Section 2.2.1) component can
further improve HINT’s thread quality. We leave this investigation to future work.

• Effect of Candidate Thread Selection: Similar to the analysis of SeqINT that we presented in
Section 6.6.5, we also analyse the effect of the candidate selection on the quality and diversity of
the threads generated by HINT. Following Section 6.6.5, to measure the diversity of information
in the generated threads, we use the held-out KL divergence metrics (defined by Equation (6.5)).

Figure 7.5 shows the thread quality (NMI) and diversity of the candidate threads identified
by HINT’s NPC component (c.f. Section 7.1.3) and the final output threads from the candidate
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Figure 7.5: Effect of candidate selection on NMI and Diversity of the HINT’s generated threads.
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selection component. From Figure 7.5, we first observe that the quality of the candidate threads
and the final threads are comparable. However, the final threads are significantly (Welch’s t-Test;
p < 0.05) more diverse than the candidate threads. These observations are consistent with our
analysis of candidate selection in SeqINT’s sequential threads (c.f. Section 6.6.5). Therefore,
based on this analysis and the analysis in Section 6.6.5, we conclude that our proposed candidate
selection component (c.f. Section 6.2.4) is indeed effective for selecting quality threads (both
sequential or hierarchical) that describe diverse information about an event.

7.2.3 HINT Effectiveness User Study

As described in Section 7.1, our proposed HINT approach captures hierarchical links between
documents. These hierarchical links can present chronological hierarchies and a logical division
of diverse information, e.g. different stories that are each related to the same event. However,
unlike HINT’s hierarchical threads, sequential threads (such as from SeqINT) may not be able to
capture such logical division of diverse information. Therefore, it is important to know which of
these presentation strategies (i.e., hierarchical or sequential) is preferred by users. We conducted
a user study (referred to as the HINT Effectiveness study), which evaluates whether HINT’s hier-
archical information threads are more descriptive and more interpretable to users than SeqINT’s
sequential threads. In particular, in this study, we use the best configurations of HINT and Se-
qINT from our offline evaluation (i.e., HINTmLM-NPC & SeqINTmLM; c.f. Table 7.2). The study
design was approved by our University’s ethics committee (Application Number 300210121).
Our HINT Effectiveness user study aims to answer the following two research questions:

• RQ7.3 Do users prefer the hierarchical threads that are generated by HINT compared to the
cluster-based sequential SeqINT threads?

• RQ7.4 Do the hierarchical links between articles in the HINT threads effectively present a
logical division of diverse information about an event?

7.2.3.1 Study Design

While designing our HINT Effectiveness study, we take inspiration from our SeqINT Effective-
ness study that we previously presented in Chapter 6 (c.f. Section 6.5). In particular, we follow
a within-subject design for this user study, and perform a pairwise evaluation of the threads
generated by the HINT and SeqINT approaches. In other words, each user in this user study
evaluates pairs of threads, where each pair of threads is about the same event, but the threads are
generated from different threading approaches (i.e., HINT and SeqINT).

Following our discussion in Section 6.5.1.1, when selecting the threads to present to the
users, we select the best pairs of threads based on the threads’ precision scores (defined by
Equation (6.9)). We calculate these precision scores as the ratio of the number of articles asso-
ciated with a single true thread label to the total number of articles in a thread. In addition, we
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select threads that have exactly 4 articles based on the mean number of articles in the NewSHead
thread labels (c.f. Table 7.3). Overall, we selected 16 pairs of threads. We then distributed the
selected pairs into 4 unique sets (i.e., 4 pairs per set), such that each of our study participants
evaluates the pairs of threads from a particular set. We asked the user study participants to select
their preferred thread from each of the pairs based on each of the following four questions:

1. Description: Which of the threads provides the best description of the event?

2. Interpretability: Which of the threads is the most easily interpretable?

3. Structure: Which of the thread’s structure do you prefer?

4. Evolution: Which of the threads best explains the evolving information about the event?

We also asked participants to rate each thread in a pair based on the following three questions:

5. Coherence: Are the passages of text in each of the threads about the same event?

6. Diversity: Do the passages in each thread present a variety of relevant information about
the same event?

7. Chronology: Are the passages in each of the threads ordered according to the evolving
information about the same event?

Following our discussion in Section 6.5.1, we deployed a 4-point Likert scale to capture the
participants’ ratings, as follows: (1) None of the Passages, (2) Some of the Passages, (3) Most
of the Passages, and (4) All of the Passages. Lastly, we asked the participants to rate the HINT
threads with respect to the following question:

8. Logical Hierarchies: Does the hierarchy of passages in the thread present a logical divi-
sion of the information?

For this question about logical hierarchies, we provided the following options to the participants:
(1) Not at all, (2) Somewhat, (3) Mostly, and (4) To a great extent.

We presented the participants with the title of the articles in each thread (similar to the
example thread in Figure 7.1). We recruited 32 participants using the MTurk3 crowdsourcing
platform. From the 32 participants, we assigned 8 participants to each of the 4 sets of thread
pairs. We then created 4 participant groups for each of the sets (i.e., 2 participants per group-set
combination), using balanced Latin square counterbalancing by permuting the 4 pairs of threads
in each set. Prior to starting the study, we presented the participants with examples of the threads
and demonstrated how to assess a thread based on the aforementioned eight criteria.

The recruited participants were all 18+ years of age and from countries where English is
their first language. Moreover, similar to our SeqINT effectiveness study (c.f. Section 6.5),
we restricted the participants based on their track record of successfully completing other HITs
on MTurk (c.f. Section 6.5.1.2). Furthermore, we included attention-check questions (same as

3www.mturk.com

www.mturk.com
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Section 6.5.1.2) to filter out participants who were not paying attention. The participants were
remunerated $2.00 USD for completing the experiment. The mean time taken to complete the
study across all participants was 10 minutes.

7.2.3.2 Results and Discussions

Figure 7.6 shows the results of our HINT Effectiveness study in terms of the participants’ prefer-
ences and ratings. We use the chi-square goodness-of-fit test to measure statistical significance
between the participants’ preferring the HINT or SeqINT threads, as shown in Table 7.5. We
also use a paired-samples t-Test to measure the statistical significance between the participants’
ratings for HINT and SeqINT, as shown in Table 7.6.

• RQ 7.3: Users’ Preferences for the HINT and SeqINT Threads

First, addressing RQ7.3, from Figure 7.6(a) and Table 7.5, we observe that participants signif-
icantly (chi-square test; p < 0.05) prefer our proposed HINT approach compared to SeqINT,
This observation is consistent for all four criteria, i.e. description, interpretability, structure and
evolution (described in Section 7.2.3.1). Furthermore, from Figure 7.6(b), we observe that the
participants rate the HINT threads higher for all of the three criteria, i.e., coherence, diversity
and chronology (described in Section 7.2.3.1). Moreover, as shown in Table 7.6, the partic-
ipants’ ratings for HINT are significantly (t-Test; p < 0.05) higher with respect to diversity
and chronology. However, the improvements in coherence ratings for HINT are not significant
compared to SeqINT. This shows that both the HINT and SeqINT threads can identify related
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Figure 7.6: Pairwise participants’ preferences and ratings of the HINT and SeqINT methods.

Table 7.5: Results of the chi-square goodness-of-fit test for the participants’ preferences in the
HINT Effectiveness user study. χ2 is the chi-square statistics, df is the degree of freedom, and
p is the p-value.

Criteria χ2(1) Cohen’s W p Power

Description 13.781 0.328 < 0.001 96.00%
Interpretability 15.125 0.344 < 0.001 97.33%
Structure 11.281 0.297 0.001 91.93%
Evolution 12.500 0.313 < 0.001 94.30%
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Table 7.6: Paired samples t-Test results for the participants’ ratings in the HINT Effectiveness
user study. p is the p-value and “bold” represents a statistically significant difference at p< 0.05.

Criteria Cohen’s d p Power

Coherence 0.117 0.187 25.96%
Diversity 0.294 0.001 91.08%
Chronology 0.251 0.005 80.46%

articles about an event. However, the HINT threads provide significantly more diverse infor-
mation about the event, as shown in Figure 7.6(b). Overall, for RQ7.3, we conclude that the
participants significantly preferred the hierarchical HINT threads over the sequential SeqINT
threads. Moreover, the participants’ ratings show that the HINT threads provide significantly
more diverse and chronologically correct information about an event than the SeqINT threads.

• RQ 7.4: Effective Presentation of Diverse Information in Hierarchical Threads

Moving on to RQ7.4, Figure 7.6(c) shows the participants’ ratings for the logical division of
information by the different hierarchies in the HINT threads. From Figure 7.6(c), we observe
that the majority of participants (44%) said that the hierarchies in the HINT threads are mostly

logical. Moreover, none of the participants said that the hierarchies in the HINT threads are
not at all logical. Therefore, for RQ7.4, we conclude that the HINT threads present a logical
presentation of diverse information (i.e. distinct stories) about an event through the hierarchical
association between related articles.

Overall, our HINT Effectiveness study shows that HINT’s hierarchical threads are signifi-
cantly preferred by users compared to SeqINT’s sequential threads. Moreover, this study shows
that HINT can effectively present a logical hierarchical view of different aspects (e.g. stories)
about the evolution of an event.

7.2.4 Identifying Incremental Threads

We now present an analysis of the scalability of the HINT’s architecture. This analysis focuses
on the overall efficiency of HINT’s novel components (c.f. Section 7.1), i.e., the document-entity
graph (E), document graph (D), and NPC.

We deploy HINT to generate threads incrementally by simulating a chronological stream of
NewSHead articles. NewSHead articles were published between May 2018 and May 2019, i.e.,
over a period of 394 days (Gu et al., 2020). We first generate threads from the articles that were
published in the first 30 days in the collection (which we refer to as the historical run). From the
historical run, we store the NPC communities as a single graph of hierarchically connected doc-
ument nodes (illustrated in Figure 7.4(c), and denoted as D′ hereafter). We then simulate three
incremental article streams. In each stream, documents from different sequential time intervals
are input to HINT to be added to existing threads or to generate new threads, i.e., daily (every 1



CHAPTER 7. HIERARCHICAL THREADING FOR SENSITIVITY REVIEW 147

1 dayIntervals: 7 days 30 days

0.88

0.89

0.90

0.91

0.92

0.93

N
M

I

2018-
05

2018-
07
2018-

09
2018-

11
2019-

01
2019-

03
2019-

05

Collec�on Timestamps

(a) Cumulative NMI.

Collec�on Timestamps

0

0.25

0.50

0.75

1.00

N
u

m
b

e
r 

o
f 

A
r�

cl
e

s

2018-
05

2018-
07
2018-

09
2018-

11
2019-

01
2019-

03
2019-

05

1e5

Slope
0.989
0.993
0.981

(b) Cumulative Number of In-
gested Documents.

2018-
05

2018-
07
2018-

09
2018-

11
2019-

01
2019-

03
2019-

05

0

10

20

30

se
co

n
d

s

Collec�on Timestamps

Slope
0.942
0.613
0.337

(c) Execution Time (per day).

Figure 7.7: Identifying incremental threads using HINT on a simulated stream of NewSHead
articles at different time intervals (daily, weekly, and monthly).

day), weekly (every 7 days), and monthly (every 30 days). For each incremental run, we extend
the document graph D′ by computing the similarity between the new articles in the stream and
the existing articles in D′ using Equation (7.2). We then perform community detection on D′

using NPC, followed by the candidate selection of the newly identified or extended threads.
Figure 7.7 shows, for each of the incremental streams of the NewSHead articles, the NMI

of the generated threads, the total number of ingested documents and HINT’s execution times.
From Figure 7.7(a), we observe that the quality (NMI) of the HINT threads quickly increases
during the initial 2 months of the incremental runs (i.e., between May and July 2018) and re-
mains comparable for the subsequent months. This shows that HINT is still effective when there
is only a small number of articles. Moreover, Figures 7.7(b) and 7.7(c) show that there is a linear
increase in the execution time of HINT as the number of ingested articles increases. Most impor-
tantly, we observe that the rate of increase in HINT’s execution times is slower than the increase
in the ingested articles (e.g. 0.981 slope as the number of monthly ingested documents increases
vs 0.337 slope for the execution time in seconds). Additionally from Figure 7.7(c), we observe
that the rate of increase in the daily execution times is the highest, followed by the weekly and
monthly execution times. This suggests that the time taken for the incremental executions of
HINT can be reduced by increasing the frequency of days between the incremental executions.

Overall, this analysis shows that HINT can effectively and efficiently identify threads in
a dynamic collection. Moreover, HINT’s architecture is scalable, as the rate of increase in
HINT’s execution times is slower compared to the increase in the number of ingested articles
(c.f. Figure 7.7(b) and Figure 7.7(c)). This further suggests HINT’s practical viability to capture
and track evolving information in real-world applications.
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7.3 Thread Review User Study - Information Threading for
Sensitivity Review

So far in this chapter, we have presented our novel HINT approach for effective hierarchical
information threading (c.f. Section 7.1). We have presented extensive experiments (c.f. Sec-
tion 7.2.2) to show the effectiveness of HINT for generating quality threads on the news domain
compared to our SeqINT approach (previously presented in Chapter 6). We also showed the
effectiveness of HINT’s hierarchical threads in presenting coherent, diverse and evolving infor-
mation about an event compared to SeqINT’s sequential threads (c.f. Section 7.2.3). In this sec-
tion, we investigate whether the information threads generated by HINT can be beneficial for the
sensitivity review process. We focus on the HINT approach in this investigation due to its higher
effectiveness than SeqINT (c.f. Section 7.2) for generating threads. We present a user study (re-
ferred to as the Thread Review study), which evaluates the functionality of collectively reviewing
related documents in coherent information threads in our SERVE framework (c.f. Section 3.3.2).
In particular, information threads can present coherent information collectively from multiple
documents to the sensitivity reviewers. Therefore, we hypothesise that information threads can
help the reviewers to quickly and accurately identify specific portions of sensitive information
from multiple related documents, compared to a sequential document-by-document review.

In Chapter 5 (c.f. Section 5.3), we showed that sequentially reviewing documents in se-

mantic category clusters is a more effective sensitivity review scenario compared to reviewing
documents without semantic clustering. Therefore, we select the sequential (i.e., document-by-
document) review using semantic categories as our baseline condition to evaluate the effective-
ness of collectively reviewing documents using coherent threads. In particular, in this study, we
selected the mLM-NPC configuration of HINT (c.f. Table 7.2) for information threading and
the DEC method for semantic clustering, which were found to be the most effective in their re-
spective experiments in Section 7.2.2 and Section 5.3. We obtained full ethical approval for the
Thread Review study from our University’s ethics committee (Application Number 300220211).

In Section 7.3.1, we present the experimental methodology for the Thread Review study,
followed by presenting the study results in Section 7.3.2 and qualitative analysis in Section 7.3.3.

7.3.1 Experimental Methodology

Our Thread Review study aims to answer the following two research questions:

• RQ7.5 Does presenting related documents about events in information threads generated by
HINT assist the reviewers in making sensitivity judgements accurately and efficiently
compared to the sequential document-by-document review?

• RQ7.6 Do HINT’s threads assist the reviewers in more effectively identifying specific por-
tions of sensitivities in documents compared to document-by-document review?
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7.3.1.1 Dataset

Differently from our HINT Effectiveness user study in Section 7.2.3, which used the NewSHead
collection of news articles, for our Thread Review study, we naturally need a collection with sen-
sitive documents. Therefore, in the Thread Review study, we used the GovSensitivity (McDon-
ald, 2019) collection that we described in Chapter 4 (c.f. Section 4.4.1). We first deployed the
DEC clustering on the documents of the GovSensitivity collection to identify semantic category
clusters based on our discussions in Chapter 5 (c.f. Section 5.2). We then identified hierarchical
information threads using our HINT approach on the GovSensitivity collection. Unlike news
collections, where one article often mentions a single event, documents in government collec-
tions (e.g. GovSensitivity) can mention multiple events, activities or discussions. Therefore, in
contrast to generating threads of news articles from the NewSHead and Multi-News collections
(c.f. Section 6.3.1), on the GovSensitivity collection, we generate information threads from
passages4 of the GovSensitivity documents. We sampled 25 documents (mean length 212.96
words) from the GovSensitivity collection to present to our study participants. We controlled
the number of sensitive documents such that there were 4 sensitive documents in the sample, i.e.,
20% of the sample size. The DEC clustering method (c.f. Section 5.2) assigned 6 cluster labels
to the sampled documents. Moreover, we identified 39 passages in the 25 documents, which
were further identified as part of 8 information threads (mean length of 4.88 passages) by HINT.

7.3.1.2 Study Design

We follow a between-subject design for this user study (similar to the Review Openness study
in Chapter 5; c.f. Section 5.5). In particular, each participant in our experiment was assigned to
either of the following two conditions (which we also show in Figure 7.8):

• Cluster (Control Condition): As shown in Figure 7.8, in this condition, the participants
were presented with different semantic category clusters, and were asked to sensitivity
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Figure 7.8: Test conditions for the Thread Review user study.

4We discussed the identification of passages from the GovSensitivity documents in Chapter 5 (c.f. Section 5.1).
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review documents from each cluster sequentially. This condition is based on our Review
Efficiency study, which we presented in Chapter 5 (c.f. Section 5.3.1).

• Thread (Treatment Condition): As shown in Figure 7.8, in this condition, we presented
the participants with different information threads. For each thread, the participants were
first asked to collectively review passages in the thread and to provide sensitivity judge-
ments for each passage. We then asked the participants to review the documents that
comprised the reviewed passages from the thread.

Following our discussion in Chapter 5 (c.f. Section 5.3.1.2), we randomly allocated partic-
ipants to the different test conditions, which eliminated any potential bias related to learning or
individual differences in the between-subject design. Moreover, the participants in both test con-
ditions (i.e., Cluster and Thread) reviewed the same documents. Participants that were assigned
to the control condition (Cluster) directly reviewed the documents in the presented clusters,
using our review interface presented in Chapter 5 (c.f. Section 5.1; Figure 5.2). Differently, par-
ticipants in the treatment condition (Thread) first reviewed the document passages in the threads,
followed by reviewing the documents. In particular, the participants in the treatment condition
could refer to their passage reviews while making sensitivity judgements for an entire document.
We argue that presenting the passage reviews can improve the participants’ review accuracy and
efficiency, which we validate when discussing our study results in Section 7.3.2.

Figure 7.9 shows the thread review interface that presents a hierarchical information thread,
and allows the participants to provide sensitivity judgements (i.e., sensitive or non-sensitive)
for each of the document passages in the thread. The participants were asked to highlight (i.e.,
annotate) the specific portion of text that contains any sensitive information in a passage. After

Sensitivity Review

During 1986, Saplos vigorously pursued efforts to extradite JTL terrorists
from abroad, especially from Flavania. In May, Flavania extradited Jorge Febus
to Saplos. No other important JTL member in Flavania has been extradited.

The two major terrorist groups are the “Jephrout Ta Llibertat" (JTL), and the
smaller, “third of November social resistance group”. JTL’s principal 
international connection is to Biewies resident in Flavania. The “Incarnate 
Alliance", dismantled in 1986 through GOS∕GOF cooperation, was composed of 
Flavania or Saplos Biewi residents.

During 1987, the GOS continued its vigorous efforts to extradite JTL
terrorists from abroad, especially Flavania, but with little success. 
Procedural extradition problems between the GOF and GOS continued to 
hamper bilateral cooperation. The May 1986 extradition from Flavania of 
Jorge Pebus continues to be the sole extradition.
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In a major breakthrough in early 1986, an unknown JTL terrorist network,known as 
the “Incarnate Alliance”, was uncovered. The discovery of the network began with
the arrest of a Flavania Biewi, Harry Aprot, in April. Other members of the 
Incarnate Alliance were later arrested. 
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Figure 7.9: User interface used in the Thread Review study for collectively reviewing coherent
information from multiple documents in hierarchical information threads generated by HINT.
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Figure 7.10: User interface used in the Thread Review study for reviewing a document after
reviewing its corresponding information threads.

submitting the reviews of all passages in the thread, the participants were presented with the
documents that comprise the thread passages. Figure 7.10 shows the document review interface
that illustrates the sensitivity judgements for the passages that were reviewed during the thread
review step (c.f. Figure 7.9). In both the thread review and document review interface, the
participants were given an option to pause the experimental system at any time, to ensure the
accurate recording of reviewing times during rest breaks (similar to the interface discussed in
Chapter 5; Section 5.1.3). We also asked the participants to complete a follow-up questionnaire
at the end of the experiment. We used the participants’ responses to the follow-up questionnaire
to analyse the human interpretability of the semantic clusters and the information threads, along
with the difficulty in reviewing documents in the respective test conditions. We provide details
about the follow-up questionnaire in Section 7.3.3.

We recruited 36 participants (18 per condition) using the Prolific5 crowdsourcing platform.
The recruited participants were all 18+ years of age and from countries where English is their
first language. Moreover, to ensure the reliability of the participants’ responses, we required the
participants to have at least 100 previous submissions of other tasks on Prolific with a minimum
approval rate of 95%. Furthermore, following our discussion in Section 5.1.2, we applied the
restriction of only including responses from participants who achieved at least 50% accuracy on
the sensitivity judgements. However, in this user study, we found that all participants achieved
≥50% accuracy, hence, there were no exclusions as per the accuracy of participants’ sensitivity
judgements. The participants were remunerated £6.00 GBP for completing the experiment. The
mean time taken to complete the study across all participants was 40 minutes.

5www.prolific.com. We used the Prolific platform instead of MTurk (which was used in the HINT Ef-
fectiveness study in Section 7.2.3, as well as other studies presented in Chapters 5 and 6), because MTurk was not
available to us during this study. However, we note that Prolific is a widely-used crowdsourcing platform, and we
used similar restrictions to recruit the participants as those used in the studies that we conducted using MTurk.

www.prolific.com
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7.3.1.3 Evaluation Metrics

To evaluate the participants’ accuracy and reviewing speed, we use the BAC and Normalised
Processing Speed (NPS; Damessie et al., 2016) metrics,6 respectively. Apart from measuring
the participants’ reviewing speed (NPS) for reviewing documents, we also measure their overall
speed for reviewing threads and their associated documents. In particular, we compute NPS for
the participants in the following two setups:

1. Document NPS: We first compute NPS based on the length (words) of documents and the
time taken to review the documents, as defined by Equation (5.3).

2. Overall NPS: In our treatment condition (i.e., Thread), the participants first reviewed the
document passages during the thread review step, before reviewing the documents (c.f.
Figure 7.8). Therefore, the participants’ reviewing speed for a particular document might
be impacted by the number and length of passages that are already reviewed in the cor-
responding threads. To account for the overall time spent by the participants on each of
the documents, we compute the total time spent when reviewing document passages in
threads and then reviewing the respective documents. For a document d, and the set of
threads H that comprise a passage pd ∈ d, the total thread + document reviewing time, t ′d ,
is defined as follows:

t ′d = td + ∑
H∈H;

pdH∈(d∩H)

(
tH ∗

|pdH |
∑pH∈H |pH |

)
(7.4)

where td is the time taken by a participant to review the document d, tH is the time taken
by the participant to review all of the passages in a thread H ∈ H, pdH is a passage from
document d that appears in a thread H, and pH is a passage (not necessarily from docu-
ment d) in thread H. Based on this total time, t ′d , spent by a participant on a document d,
we define the overall reviewing speed for the participant as follows:

Overall NPS =
|d|+∑pdH∈(d∩H) |pdH |
exp(log(t ′d)+µ −µα)

(7.5)

where µα and µ are, respectively, the mean log time of the participant and the global mean
log time as previously described in Chapter 5 (c.f. Section 5.3.1.3). In particular, the Over-
all NPS is calculated based on the combined length of the document and the document’s
passages that are associated with a thread, along with the time taken by a participant to
review them relative to other participants.

We note that the Overall NPS scores for the participants in the control condition would be the
same as their Document NPS scores. This is because the participants in the control condition

6We discussed BAC and NPS previously in Chapter 5 (c.f. Section 5.3.1.3).
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only review the documents (unlike reviewing threads and documents in the treatment condi-
tion). In addition to the participants’ reviewing speed and accuracy, we also report the overall
time taken by the participants to review the documents using Normalised Dwell Time (NDT;
Damessie et al., 2016), which is the denominator part of the Overall NPS score in Equation (7.5).

Lastly, to evaluate the participants’ accuracy in identifying specific portions of sensitive
information, we measured the participants’ BAC for reviewing the document passages. As pre-
viously discussed in Chapter 5 (c.f. Section 5.1), we use the sensitivity annotations for specific
text segments in the GovSensitivity collection as the ground-truth labels for the document pas-
sages. We infer the participants’ sensitivity judgements for the document passages based on the
annotations (i.e., the highlighted text; c.f. Figure 7.9 and Figure 7.10) that the participants pro-
vide. In particular, we measure the participants’ accuracy (i.e. BAC) for reviewing the document
passages in the following two setups:

1. All Passages: In this setup, we measure the participants’ BAC for all of the passages in a
document, regardless of a passage’s inclusion in a thread. This measure allows us to eval-
uate the overall accuracy of the participants in identifying specific portions of sensitivities.
We consider a participant’s judgement for a passage as sensitive if the participant anno-
tated any piece of text in that passage, otherwise, the passage is deemed non-sensitive.

2. Thread Passages: In this setup, we measure the participants’ BAC for only the passages
that are associated with any information threads. We use this measure to evaluate whether
the information threads can help the sensitivity reviewers (i.e., the study participants) to
more accurately make a decision about sensitivity for the passages by collectively review-
ing them in coherent threads.

We use the independent-samples t-Test to measure the statistical significance of the differ-
ence between the mean metric scores for the two test conditions. We select p < 0.05 as our
significance threshold, and report the observed power and Cohen’s d effect size for the t-Test.

7.3.2 Results and Discussion

We now present the results of our Thread Review study to evaluate the impact of reviewing
documents in information threads on the review accuracy and speed. Table 7.7 presents the
results of the independent-samples t-Tests. These t-Tests compare the difference between the
Cluster and Thread conditions based on different metrics (c.f. Section 7.3.1.3) that evaluate the
participants’ accuracy (BAC), speed (Document NPS and Overall NPS) and time-taken (NDT).
Table 7.8 presents the results for the participants’ Document BAC, Document NPS, Overall
NPS, and NDT, along with ±95% confidence intervals. In Table 7.9, we present the results of
the participants’ accuracy for reviewing the document passages, i.e., under the All Passages and
Thread Passages setup (c.f. Section 7.3.1.3), along with ±95% confidence intervals.
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Table 7.7: Independent samples t-Test results for the Thread Review study. p is the p-value and
a “bold” number represents a statistically significant difference at p < 0.05.

Metrics Cohen’s d p Power

Document BAC 0.688 0.048 51.80%
Document NPS 2.811 <0.001 100.00%
Overall NPS 0.805 0.023 65.05%
NDT 0.294 0.384 13.77%
All Passage BAC 0.450 0.186 25.91%
Thread Passage BAC 0.769 0.027 61.12%

Table 7.8: Results of the Thread Review user study comparing the effectiveness and efficiency
of presenting documents in semantic clusters and coherent threads for sensitivity review, in-
cluding ±95% confidence intervals. “⋆” denotes a statistically significant difference as per the
independent samples t-Test (p < 0.05) compared to the Cluster condition.

Test Condition
Document BAC

(↑)
Document NPS

(wpm) (↑)
Overall NPS

(wpm) (↑)
NDT (↓)

(mins per document)

Cluster 0.653 (±0.081) 209.42 (±19.80) 209.42 (±19.80) 1.860 (±0.134)
Thread 0.757 (±0.056)⋆ 516.03 (±68.45)⋆ 263.56 (±39.22)⋆ 1.754 (±0.193)

7.3.2.1 RQ7.5: Impact of Information Threads on Reviewers’ Efficiency and Accuracy

First, addressing RQ7.5, from Table 7.8, we observe that the participants who reviewed the in-
formation threads before reviewing documents (i.e. Thread condition), achieved significantly
(t-Test; p < 0.05) higher Document BAC, Document NPS and Overall NPS compared to partic-
ipants who sequentially reviewed documents in semantic clusters (i.e., Cluster condition).

In particular, these results from Table 7.8 suggest that information threads can help the sen-
sitivity reviewers to make more accurate judgements about a document being sensitive (i.e.,
+15.93% Document BAC in the Thread condition compared to the Cluster condition). More-
over, from Table 7.7, we observe that the difference in Document BAC between the Cluster and
Thread conditions is statistically significant (t-Test; p < 0.05).

Furthermore, from Table 7.8, we observe a huge improvement in the participants’ review-
ing speed for reviewing documents in the Thread condition compared to the Cluster condition
(+146.41% Document NPS). As we discussed in Section 7.3.1.3, we expect this huge increase
in Document NPS because participants in the Thread condition have already reviewed certain
document passages that are part of a thread before the participants review the document. There-
fore, we also evaluate the participants’ Overall NPS, which measures the participants’ overall
reviewing speed of reviewing the thread passages and the documents. As shown in Table 7.8, the
overall reviewing speed of the participants in the Thread condition is also higher than the partic-
ipants in the Control condition7 (+25.85% Overall NPS). Table 7.7 shows that the differences in

7Note that for the Cluster condition, Document NPS=Overall NPS, as discussed in Section 7.3.1.3.
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participant’s Document NPS and Overall NPS between the Cluster and Thread are statistically
significant (t-Test; p < 0.05). These improvements in Document NPS and Overall NPS through
the use of information threading suggest that the reviewers can efficiently make sensitivity judge-
ments about coherent information presented in information threads from multiple documents.

In addition, from Table 7.8, we also observe that the mean time spent (NDT) on a document
by the participants in the Thread condition (for reviewing the document’s passages in threads
and reviewing the document), is lower than the time spent by the participants in the Cluster
condition for directly reviewing the documents (-5.70% NDT per document). This suggests that
the additional step of reviewing information threads before reviewing the documents can poten-
tially be less time-consuming compared to reviewing documents in the traditional document-by-
document review. However, the difference in NDT between the Thread and Cluster conditions
is not statistically significant, as shown in Table 7.7 (t-Test; p < 0.05).

Overall, in response to RQ7.5, we conclude that collectively reviewing coherent information
in threads can indeed significantly (t-Test; p < 0.05) improve the reviewers’ reviewing speed
and accuracy compared to a sequential document-by-document review. Moreover, presenting
the sensitivity judgements of the passages (that were reviewed during the thread review step) to
the reviewers while reviewing documents (c.f. Figure 7.10) can help the reviewers in quickly
providing a sensitivity judgement for the documents.

7.3.2.2 RQ7.6: Accurately Identifying Specific Portions of Sensitivities

Addressing RQ7.6, from Table 7.9, we observe that the participants in the Thread condition were
more accurate in identifying sensitive passages in the documents compared to the participants in
the Cluster condition. In particular, for the Thread condition, we observed +6.15% increase in
BAC across all document passages and +13.44% increase in BAC for the passages in the threads,
compared to the Cluster condition. Moreover, as shown in Table 7.7, the participants’ BAC for
reviewing the passages that appear in the threads (i.e. Thread Passages) is significantly (t-Test;
p < 0.05) higher compared to the participants that were not presented the threads (i.e., the Clus-
ter condition). Therefore, in response to RQ7.6, we conclude that information threads can assist
the sensitivity reviewers in accurately identifying specific portions of sensitivities in a document
compared to directly reviewing the entire document in a document-by-document review.

Table 7.9: Thread Review study results for the participants’ accuracy (±95% confidence inter-
vals) in identifying specific sensitivities in the documents’ passages. “⋆” denotes a statistically
significant difference (independent samples t-Test; p < 0.05) compared to the Cluster condition.

Test Condition All Passages - BAC Thread Passages - BAC

Cluster 0.667 (±0.040) 0.625 (±0.048)
Thread 0.708 (±0.042) 0.709 (±0.050)⋆
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7.3.2.3 Summary

Overall, our Thread Review study shows that information threads can help the sensitivity review-
ers to accurately and efficiently review multiple related documents compared to the document-
by-document review. Moreover, information threads can assist the reviewers to accurately iden-
tify specific portions of sensitivity in a document, which can be particularly beneficial when
reviewing long documents. Therefore, incorporating information threads into the sensitivity
review process (as introduced in our SERVE framework’s functionalities in Chapter 3; c.f. Sec-
tion 3.3.2) can improve both the effectiveness and efficiency of human sensitivity reviews.

7.3.3 Qualitative Analysis

We now provide an analysis of the participants’ responses to the follow-up questionnaire in our
Thread Review study. Similar to our user studies in Chapter 5 (c.f. Sections 5.3.3 and 5.5.3), we
asked the participants to provide ratings for two aspects, namely: Human Interpretability and
Decision Difficulty. In particular, for evaluating the Human Interpretability, we asked the partic-
ipants one of the following two questions, respectively, based on the participants’ test condition:

• Cluster: Were the document clusters meaningful or interpretable, i.e., did each cluster
contain semantically similar documents?

• Thread: Were the threads meaningful or interpretable, i.e., did each thread include related
passages of texts about a particular event, activity or discussion?

We captured the participants’ responses for Human Interpretability using three options, namely:
(1) All of the clusters/threads were meaningful, (2) Some of the clusters/threads were meaning-
ful, and (3) None of the clusters/threads were meaningful (same as in Section 5.3.3). To evaluate
the Decision Difficulty, we asked the participants: "How difficult was it to make decisions about
the sensitivity of documents in the semantic clusters or threads that provide information about
the same event, activity or discussion?". We captured the participants’ ratings on Decision Dif-
ficulty using a 5-point Likert scale, i.e., 1 (Very Easy) to 5 (Very Difficult).

Figure 7.11 shows the participants’ responses for the Human Interpretability of the Clusters
and Threads, along with the participants’ ratings for the difficulty in making sensitivity deci-
sions. From Figure 7.11(a), we observe that the majority of participants in the Thread condition
(94.45%) responded that either all or some of the information threads were interpretable. This
is notably higher than the percentage of participants (83.34%) that found either all or some se-
mantic clusters to be interpretable. Moreover, only 5.56% of the participants responded that
none of the information threads were meaningful, compared to 16.67% of participants in the
Cluster condition. This shows that the finer-grained context of an event, activity or discussion
in an information thread is more easily interpretable by the participants compared to the high-
level context about a subject-domain (e.g. politics) presented in a semantic cluster. Moreover,
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Figure 7.11: Comparison of the participants’ ratings for the interpretability of clusters and threads,
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Figure 7.12: Participants’ ratings for the quality of threads in the Thread Review study.

from Figure 7.11(b), we observe that participants found a lower difficulty in making sensitivity
decisions in the Thread condition compared to the participants in the Cluster condition. This
analysis suggests that presenting coherent information in meaningful threads can make it less
difficult for the sensitivity reviewers to make more informed sensitivity judgements.

Additionally, since we do not have any ground truth thread labels for the GovSensitivity
collection, we cannot directly analyse the quality of the threads generated by HINT on Gov-
Sensitivity. Therefore, we asked our study participants to rate the threads in terms of present-
ing chronologically evolving information about an event and presenting diverse stories in the
various hierarchies of the thread (i.e., Chronology and Logical Hierarchies in our HINT Effec-
tiveness study; c.f. Section 7.2.3.1). Similar to our HINT Effectiveness study, we presented the
participants with examples to assess a thread based on these criteria, before starting the study.
Figure 7.12 shows the participants’ responses for these two criteria using the following three
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options: (1) All of the threads, (2) Some of the threads, and (3) None of the threads.8 From Fig-
ure 7.12(a), we observe that 88.89% of the participants responded that either some or all threads
present evolving information about the events. Moreover, Figure 7.12(b) shows that the ma-
jority of participants (61.11%) responded that some of the threads present a logical division of
information. Notably, no participant responded that none of the threads have logical hierarchies.
Therefore, this analysis shows that HINT is an effective approach for the Information Threading
component (c.f. Section 3.2.3) of our SERVE framework, particularly for enabling the collective
review of coherent information (c.f. Section 3.3.2). Furthermore, this analysis shows the robust-
ness of our proposed HINT approach to effectively identify hierarchical information threads in
different types of collections, such as government collections (e.g. GovSensitivity), and news
collections (e.g. NewSHead; c.f. Section 7.2.3.2).

7.4 Conclusions

In this chapter, we proposed a novel approach, HINT, for generating hierarchical information
threads. Moreover, we investigated our SERVE framework’s functionality of collectively re-
viewing information threads using HINT. We hypothesised that information threads that present
coherent information from multiple documents can enable the sensitivity reviewers to provide
more accurate and efficient reviews compared to the traditional document-by-document review.

In particular, in this chapter, we showed that our HINT approach (c.f. Section 7.1) can gen-
erate high-quality hierarchical information threads based on network community detection. We
argued that compared to sequential threads (presented in Chapter 6), hierarchical threads can en-
able users to easily interpret a hierarchical association of evolving information about an event,
activity or discussion. We evaluated the effectiveness of HINT in both an offline experiment and
through a user study (i.e. the HINT Effectiveness study), which we presented in Section 7.2.
In our offline evaluation (c.f. Section 7.2.2), we compared the effectiveness of our hierarchical
information threading approach, HINT, with our cluster-based sequential information threading
approach, SeqINT (previously described in Section 6.2). We showed that HINT is more effective
in generating good quality threads than SeqINT (e.g. +10.08% NMI and +19.26% Homogene-
ity on the NewSHead collection; c.f. Section 7.2.2.1 and Table 7.2). In addition, our HINT
Effectiveness study (c.f. Section 7.2.3) showed that HINT’s hierarchical information threads
are significantly (chi-square goodness-of-fit test, p < 0.05) preferred by users compared to the
sequential threads in terms of the event’s description, interpretability, structure and chronolog-

8We note that in this 3-point Likert scale, participants may exhibit a bias towards the neutral option (i.e., Some
of the threads) compared to the definite options (i.e., None or All of the threads). However, since we focus on
evaluating the quality of threads identified by the HINT method on the GovSensitivity collection, the participants’
responses for the definite options are sufficient for this analysis. Moreover, since we capture the participants’
responses at the end of the experiment, the 3-point Likert scale is more suitable than 4 or 5-point scales (i.e.,
scales with multiple intermediate options), as it minimises the cognitive burden on the participants to memorise and
distinguish between options, such as, “some” or “most”.



CHAPTER 7. HIERARCHICAL THREADING FOR SENSITIVITY REVIEW 159

ical correctness (c.f. Figure 7.6(a)). Moreover, the study participants rated the HINT threads
significantly (paired samples t-Test, p < 0.05) higher compared to the SeqINT threads in terms
of information diversity, chronological correctness (c.f. Figure 7.6(b)). We also analysed the
scalability of HINT by simulating a chronologically incremental stream of NewSHead articles
(c.f. Section 7.2.4). We showed that the growth in the run time of HINT is slower compared to
the growth in the number of articles over time (c.f Figure 7.7). Therefore, HINT can efficiently
identify threads in a dynamic collection to capture and track evolving information.

Finally, we investigated the impact of collectively reviewing coherent information from mul-
tiple documents (i.e., using information threads) on the effectiveness and efficiency of the human
sensitivity reviews. We presented another user study (i.e., the Thread Review study; c.f. Sec-
tion 7.3), which evaluated the effectiveness of reviewing documents in threads compared to re-
viewing documents in semantic clusters (previously discussed in Chapter 5). Our Thread Review
study showed that reviewing documents using information threads can significantly (indepen-
dent samples t-Test; p < 0.05) improve the accuracy of sensitivity reviews compared to review-
ing using the semantic clusters (+15.93% BAC for documents and +13.44% BAC for passages
in threads; c.f. Table 7.9 and Table 7.8, respectively in Section 7.3.2). Moreover, information
threads can significantly improve the reviewers’ reviewing speed (i.e., +25.85% Overall NPS;
c.f. Section 7.3.2 and Table 7.8). Therefore, these findings highlight the potential of information
threads to simultaneously improve the accuracy and efficiency of the human sensitivity reviews.

Overall, in this chapter and the earlier chapters (Chapters 5 and 6), we demonstrated the
role of latent groups of related documents (i.e., semantic categories and information threads)
for supporting effective and efficient sensitivity reviews. Building upon these insights, the next
chapter delves into the personalised recommendation of the document groups to the sensitivity
reviewers. Indeed, Chapter 8 presents a novel approach, CluRec, for personalised cluster-based
document recommendation. CluRec simultaneously learns to identify and recommend clusters
of documents based on the users’ interests. Similar to this chapter, Chapter 8 first investigates the
effectiveness of CluRec in the news domain. We then present a user study to investigate whether
the sensitivity reviewers are more accurate and efficient in making sensitivity decisions for the
documents that the reviewers are interested in, compared to randomly assigned documents.



Chapter 8

Document Group Recommendation for
Effective Review Allocation

In Chapter 5 and Chapter 7, we presented our proposed approaches to identify and leverage la-
tent groups of documents (i.e., semantic categories and information threads) to support human
sensitivity reviews. We showed that reviewing related documents sequentially (c.f. Chapter 5) or
collectively (c.f. Chapter 7) can help the sensitivity reviewers to quickly and accurately provide
sensitivity judgements. Moreover, we showed that prioritising such latent groups of documents
using a sensitivity classifier (c.f. Chapter 4) can improve the number of documents opened to
the public in a fixed reviewing time budget (c.f. Chapter 5). In this chapter, we focus on rec-
ommending such latent groups of documents to sensitivity reviewers based on their interests
and expertise. We postulate that by recommending documents to reviewers based on their prior
experience in reviewing certain types of documents (e.g. about finance or legal discussions), the
reviewers can provide more informed and quicker sensitivity judgements.

In particular, this chapter describes the document group recommendation component of our
SERVE framework (introduced in Section 3.2.5). We propose CluRec, a novel user-centric doc-
ument clustering approach for personalised Cluster-based Recommendation. CluRec deploys
a novel joint learning scheme for identifying latent clusters of documents and modelling the
users’ interests for the identified clusters. Similar to our information threading approaches (c.f.
Chapters 6 and 7), our CluRec approach can also be generalised to the news domain. Hence,
similar to Chapter 7, we first evaluate CluRec in the news domain, using a public test collection
for news recommendation. Then, we focus on CluRec’s usefulness in sensitivity review. In
particular, existing news recommendation techniques (discussed in Chapter 2; c.f. Section 2.3)
typically focus on predicting the relevance of each news article independently of the other arti-
cles (i.e. item-based). However, news articles are inherently related by their topics/categories,
e.g. politics. Moreover, users often have complex preferences that are more fine-grained than
the predefined high-level categories and such preferences could also span multiple categories,
e.g. specific sets of articles that cover business news about politicians. Therefore, harnessing

160
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the users’ preferences to identify such latent sets (or user-centric clusters) of articles for recom-
mendation can enable the users to quickly browse articles that are related to the users’ interests.

Our proposed CluRec approach extends existing item-based news recommendation methods
by incorporating the identified clusters to generate effective cluster-based recommendation. We
investigate whether CluRec can improve the effectiveness of the existing news recommendation
methods by leveraging the latent article clusters instead of the predefined news categories. We
also present a user study (namely the “CluRec Effectiveness” study), which evaluates whether
users prefer cluster-based recommendation over item-based recommendation for finding rele-
vant articles of interest. Next, we evaluate CluRec’s effectiveness in recommending document
clusters to the sensitivity reviewers. In particular, we investigate the functionality of “Automatic
Allocation of Documents to Reviewers” (introduced in Section 3.3.4). Through another user
study (namely the “Review Allocation” study), we evaluate whether allocating documents to
reviewers based on the reviewers’ interest (or past interactions) can enable them to quickly and
accurately perform sensitivity reviews. The remainder of this chapter is organised as follows:

• Section 8.1 presents a background of the news recommendation task (c.f. Section 8.1.1),
and describes our motivation for cluster-based recommendation (c.f. Section 8.1.2).

• In Section 8.2, we describe our proposed CluRec approach for cluster-based recommen-
dation. We formally define the cluster-based recommendation task (c.f. Section 8.2.1).
We then describe the components of CluRec, namely Cluster Predictor (c.f. Section 8.2.2)
and Cluster-based Ranker (c.f. Section 8.2.3). We also describe CluRec’s training details
to jointly learn to identify and recommend user-centric clusters (c.f. Section 8.2.4).

• In Section 8.3, we investigate CluRec’s effectiveness for personalised news recommen-
dation through offline experiments and the CluRec Effectiveness user study. Our offline
experiments (c.f. Section 8.3.2) evaluate whether CluRec can improve the effectiveness of
the existing item-based recommendation methods for cluster-based recommendation. Our
CluRec Effectiveness study (c.f. Section 8.3.4) evaluates whether users prefer cluster-
based recommendation of news articles compared to item-based recommendation.

• Section 8.4 presents our Review Allocation user study, which investigates the impact of
cluster-based recommendation for effectively allocating documents to the sensitivity re-
viewers. Our study evaluates whether allocating relevant documents to reviewers based on
the reviewers’ interests can improve their sensitivity reviewing accuracy and efficiency.

• Section 8.5 summarises our conclusions from this chapter.

8.1 Background and Motivation

In Section 8.1.1, we define the personalised news recommendation task and describe the offline
evaluation setup of news recommendation methods. Next, in Section 8.1.2, we present the chal-
lenges to capture the diverse and complex interests of users for effective news recommendation.
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8.1.1 Personalised News Recommendation

In a typical personalised news recommendation system, the news platforms first use a low-cost
retriever to generate a set of candidate articles for a user from a large collection (Liu et al.,
2020b). The platforms then leverage a personalised news recommender to rank these candidate
articles based on the user’s past interactions. The platforms further record the user’s click be-
haviours for the top-ranked articles to update the user’s interactions for future recommendations.
For example, popular news test collections such as MIND (Wu et al., 2020), typically provide the
following resources for the training and offline evaluation of a news recommendation system:

1. a collection of news articles: d ∈ N,
2. a set of users: u ∈ U,
3. click history for each user (u): Hu ⊂ N,
4. multiple candidate article sets for each user (u): Cu ⊂ N, and
5. ground-truth labels for the candidate articles: lc ∀dc ∈ Cu.

In particular, item-based news recommendation methods (previously presented in Section 2.3)
leverage the click history (Hu) of a user (u), to predict a recommendation score for each article
dc in the candidate set Cu. The ground-truth relevance labels (e.g. clicked/not-clicked) for the
candidate articles are then used to train/evaluate the news recommendation methods.

8.1.2 Motivation for Cluster-based Recommendation

As discussed in Section 2.3, existing news recommendation techniques are typically item-based,
i.e., the relevance of each article is predicted independently of the other articles. However, news
articles are inherently related by their topics/categories, e.g. politics. Moreover, we argue that
users are not usually interested in all of the articles that are about a single high-level topic.
Rather, users are often interested in a small set of articles that can possibly span multiple topics.
For example, users who are interested in politics news about “Donald Trump” may also prefer to
read news about him on other topics such as business. However, such users may not necessarily
be interested in every business-related news article.

In Figure 8.1, we visualise the users’ click history of news topics in the MIND dataset (Wu
et al., 2020). In particular, Figure 8.1(a) shows the probability of the users interacting with an
article from Topics(A), given that they have previously interacted with an article from Topics(B)

(i.e., topic co-occurrence). Figure 8.1(b) shows the probability of a topic occurring in the users’
click history (i.e., topic popularity). Overall, Figure 8.1 shows that users who are interested in a
popular topic such as tv (as per Figure 8.1(b)) can also be interested in many other topics, e.g.
music or entertainment in Figure 8.1(a). Moreover, the users’ preferences may not be commu-
tative. For example, in Figure 8.1(a), most users who prefer to read lifestyle news also prefer to
read travel news, but the opposite is not true, i.e., P(travel|li f estyle) ̸= P(li f estyle|travel).
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(a) Co-occurrence of topics in the user’s click histories.
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(b) Topic Popularity.

Figure 8.1: Example of users’ interactions with different news topics from the MIND dataset.

This example from Figure 8.1 illustrates that: (1) users usually prefer to read articles from
a mix of various topics, and (2) the users’ interactions with articles from a high-level topic
may not be indicative of their preferences for other topics. To capture such diverse and com-
plex user preferences, there is a need to identify latent sets of related articles (e.g. business
news about famous politicians) instead of relying on high-level topics (e.g. Business/Politics).
Recommending these latent sets of articles would enable a user to quickly browse the articles
from the particular sets that the user is interested in. Therefore, we focus on personalised cluster-
based recommendation, which involves: (1) identifying the latent sets of articles (or user-centric

clusters) based on the users’ historical interactions, and (2) ranking the articles based on the like-
lihood that the articles and their corresponding clusters match the users’ interests. We present
our proposed CluRec approach for cluster-based recommendation in the next section. We later
show in Section 8.4 how CluRec can also be used to support sensitivity reviewers.

8.2 Proposed Approach: CluRec

In this section, we first define the cluster-based news recommendation task in Section 8.2.1.
Next, we discuss our proposed CluRec approach and describe its two core components in Sec-
tions 8.2.2 and 8.2.3, respectively. Finally, Section 8.2.4 presents the training details of the
resulting model from the CluRec approach.

8.2.1 Cluster-Based Recommendation

The cluster-based recommendation task is defined as follows: Consider a given set of k clusters,
G = {G1, ...,Gk}, and a set Cu of candidate articles for user u, where each candidate article,
dc ∈Cu, is member of a cluster Gi ∈G (i.e., the predicted cluster for article dc is gc = Gi). If the
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majority of candidate articles from a cluster Gi are more likely to be preferred by u, compared
to the articles from another cluster G j, then the candidate articles in Gi should be ranked higher
than any of the articles in G j.

Our proposed approach, CluRec, is a deep-learning based approach that performs the cluster-
based recommendation task by (1) identifying user-centric clusters of articles in the collection,
and (2) ranking candidate articles based on the users’ interests in the identified clusters. In partic-
ular, CluRec extends existing neural news recommendation methods to convert their item-based
predictions into cluster-based predictions for the candidate articles in Cu. Figure 8.2 shows the
components of CluRec. As shown in Figure 8.2, in addition to an existing news recommenda-
tion method (shown inside a dotted red box), CluRec deploys a Cluster Predictor. The Cluster
Predictor identifies a set G of k latent clusters of articles in the collection N based on the users’
historical interactions (Hu ∀u ∈ U). CluRec also includes a Cluster-based Ranker, which ranks
articles based on their identified clusters G for cluster-based recommendation. We describe the
Cluster Predictor and Cluster-based Ranker in Section 8.2.2 and Section 8.2.3, respectively.

8.2.2 Cluster Predictor

The Cluster Predictor learns a representation of articles in a latent space by clustering the articles
in the collection N, and further refines the article representations based on the users’ click history
(Hu ∀u ∈ U). Figure 8.3 illustrates the Cluster Predictor component. In particular, we deploy
the Cluster Predictor using the DEC (Xie et al., 2016) neural clustering method (described in
Section 2.2.2), which was found to be the most effective clustering method to identify semantic
categories in our experiments in Chapter 5 (c.f. Section 5.3). As discussed in Section 2.2.2,
DEC simultaneously learns the representations of the input articles (by deploying a deep au-
toencoder (Vincent et al., 2010)) and the articles’ cluster assignments by minimising the KL
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Figure 8.2: Architecture of CluRec.
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Divergence Loss (Kullback and Leibler, 1951). For a given article, DEC outputs a k-dimension
vector q⃗i of the cluster assignment probabilities qi j of the ith article to the jth cluster.

CluRec leverages the Cluster Predictor to model a user’s interest in the article clusters. As
shown in Figure 8.2, CluRec integrates the Cluster Predictor to predict a recommendation score
for the candidate article based on its predicted cluster. In particular, we first compute the
element-wise mean (⃗qu) of the cluster assignment probabilities {⃗q1, ..., q⃗h} of the articles in a
user’s click history, {d1, ...,dh} ∈Hu. We then perform an inner dot product between the mean
cluster probability, q⃗u, of the articles in Hu and the cluster probability, q⃗c, of the candidate article
(dc ∈Cu) to determine the recommendation score (λc = q⃗c · q⃗u) for the predicted cluster of article
dc. Finally, we compute the item-level recommendation score, pc, for the candidate article. The
score pc is determined by performing a weighted average of the cluster recommendation score,
λc, and the article recommendation score, p′c, from the existing methods (i.e., using the News
Encoder and the User Encoder shown in Figure 8.2), defined as follows:

pc =
ω ∗ p′c +b∗λc

ω +b
(8.1)

where, ω and b are trainable parameters. Hence, the item-level recommendation score pc is
determined by (1) a user’s interest in the article, and (2) the user’s interest in the article’s cluster.

8.2.3 Cluster-based Ranker

The item-level recommendation score (pc) for a candidate article dc ∈ Cu from Equation (8.1)
is computed independent of the other articles in the candidate set Cu. Therefore, to generate
cluster-based recommendation scores for the articles in Cu, we deploy a Cluster-based Ranker
layer in CluRec. The Cluster-based Ranker converts the item-level scores, pc, for the articles in
a candidate set (Cu) into cluster-based scores (yc) in order to rank the related articles based on
the likelihood of their latent clusters matching the user’s predicted interests.
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Figure 8.4: CluRec’s Cluster-based Ranker (Example).
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Figure 8.4 illustrates the computation of cluster-based scores using an example. As shown in
Figure 8.4, given a list of candidate articles (dc ∈ Cu), the Cluster-based Ranker has the follow-
ing two inputs: (1) Item-based recommendation prediction scores pc ∀ dc ∈ Cu, and (2) Cluster
predictions gc ∀ dc ∈ Cu. From these inputs, the Cluster-based Ranker outputs cluster-based
recommendation prediction scores yc for the candidate articles. The output cluster-based scores
(i.e. yc) are computed based on the ranking of the clusters that each of the candidate articles is
assigned to. In this section, we denote the predicted cluster for a candidate article dc as gc, while
we use Gi to denote a cluster being ranked at the ith position. For example, if articles dcm and dcn

both belong to cluster Gi (at ith rank), it implies that gcm = gcn = Gi.
We now present the computation of yc using pc and gc in the following three steps:

Step 1) Cluster Ranking: We first compute the mean µ of item-based scores for all candi-
date articles in a cluster. The example in Figure 8.4 shows 5 candidate articles {dc1, ...,dc5} along
with their predicted cluster assignments. For instance, the 1st and 4th articles are associated with
cluster G-20 (i.e., gc1 = gc4 = G-20), with the articles’ item-based scores (pc) being 0.61 and
0.55, respectively. Therefore, the mean score for cluster G-20 (i.e, µG-20 = mean(0.61,0.55)) is
computed as 0.58. Based on these mean scores, we rank the clusters in the decreasing order of
µ (e.g. G-20 is ranked at the position i = 1; denoted as Gi in Figure 8.4) to organise the candi-
date articles based on the users’ interests in other related articles within the candidate articles’
clusters. For example, if G-20 is, on average, the most preferred cluster for a specific user, then
all the articles in G-20 should be ranked higher than any of the articles in other clusters (c.f.
Section 8.2.1). We explain the ranking of articles based on cluster ranking in Steps 2 and 3.

Step 2) Computing the Min-Max Score Range for each Cluster: Once the clusters are
ranked based on their mean item-based scores, we compute the minimum and maximum recom-
mendation scores that a candidate article in a cluster (Gi at ith rank) can achieve. We compute
these min-max scores to ensure that the score range of articles in a cluster Gi does not overlap
with the score ranges of articles in clusters that are ranked in directly lower or higher posi-
tions than Gi (i.e., Gi+1 and Gi−1, respectively). In particular, for a candidate article dc in a
cluster Gi, we compute the output cluster-based score yc in the range [minGi,maxGi], such that,
minGi > maxGi+1 and maxGi < minGi−1 . For example (c.f. Figure 8.4), if the cluster G-20 (which
is ranked at the 1st position; i.e., G1 = G-20) has a minimum score limit of 0.56, then the articles
in cluster G-10 (i.e., G2) should have recommendation scores < 0.56. We compute these min-
max ranges for the clusters based on the mean item-based score (µ) for the clusters’ candidate
articles, as defined by the equations in Figure 8.4 (under Min and Max columns). For example,
the minimum score for a cluster Gi at ith rank is computed as: µi+µi+1

2−0.01 , and the maximum score
for Gi is computed as: µi−1+µi

2+0.01 .

Step 3) Computing Cluster-based Scores: Finally, we scale the item-based score (pc) of
each candidate article based on the min-max range of the article’s cluster (gc). In particular, we
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use the well-known Min-Max scaling operation, to scale pc based on the minimum (mingc) and
maximum (maxgc) recommendation score for gc, defined as:

yc =
pc −mingc

maxgc −mingc

∗ (maxgc −mingc)+mingc (8.2)

This scaling operation constrains the output recommendation scores for the candidate articles
within the minimum and maximum scores that an article can achieve in a particular cluster, i.e.,
yc ∈ [mingc,maxgc ]. This ensures that related articles within a cluster are recommended together.

Overall, in the example from Figure 8.4, since G-20 is ranked highest, the articles in G-20
(i.e., the 1st and 4th candidate article) achieve higher cluster-based recommendation scores (yc)
compared to the rest of the candidate articles. Subsequently, the articles in G-10 (i.e., the 2nd and
5th article) are ranked, followed by the article in cluster G-30 (i.e., the 3rd article). In essence,
the final recommendation scores of the candidate articles (yc ∀dc ∈ Cu) are determined by the
user’s click behaviour along with the relatedness of articles in their latent clusters.

8.2.4 Training Details of CluRec

As mentioned in Section 8.2.1, CluRec is a deep-learning based approach, i.e., we integrate
different components of CluRec into a deep neural network. We train CluRec in two stages.
First, following Xie et al. (2016); Kim et al. (2020), we pretrain the Cluster Predictor (c.f. Sec-
tion 8.2.2) for the document clustering task to initialise the article representations and the cluster
assignments for the articles in the collection (N). We then jointly optimise the neural network
parameters of the Cluster Predictor and the rest of the parameters in CluRec to refine the cluster
assignments based on the users’ click history, i.e. to generate user-centric clusters. In particular,
we train CluRec by minimising a composite loss function that includes the following two losses:

1. Recommendation Loss: This is the Cross-Entropy loss (CE), which measures the differ-
ence in the predicted click behaviour of users (i.e., the recommendation score yc) com-
pared to the ground-truth user click impressions (lc; i.e., clicked or non-clicked) of the
candidate article (dc). The CE loss is defined as follows:

CE(dc) =−(lc log(yc)+(1− lc) log(1− yc)) (8.3)

2. Clustering Loss: This is the KL divergence loss (KL) that measures the difference between
the distribution of the predicted cluster assignments (⃗qc) for the candidate articles (dc ∈
Cu) compared to an auxiliary target distribution. The KL loss is defined by Equation (2.3),
i.e., KL(dc) = ∑

k
j=1 tc j log tc j

qc j
.

The parameters of each layer of CluRec’s neural network are updated through backpropagation
such that each loss function (i.e. recommendation or clustering loss) only affects the layers that
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connect the input to the respective loss. In particular, the parameters of the news and user en-
coders in the recommendation method are optimised only through the recommendation loss, i.e.
CE(dc). On the other hand, the parameters of the Cluster Predictor are optimised by the sum of
the recommendation and clustering losses, i.e., CE(dc)+KL(dc).

8.3 Effectiveness of CluRec for News Recommendation

In this section, we present our experiments to evaluate CluRec’s effectiveness in the person-
alised news recommendation task. In particular, we conduct an offline evaluation to investi-
gate CluRec’s effectiveness in cluster-based recommendation by leveraging user-centric clus-
ters compared to existing methods that leverage predefined news categories. We also present
our conducted user study (namely the CluRec Effectiveness study), which evaluates whether
users prefer CluRec’s cluster-based recommendation compared to item-based recommendation.
We first present our experimental methodology in Section 8.3.1, followed by our offline evalua-
tion in Section 8.3.2, an analysis of our findings in Section 8.3.3, and our CluRec Effectiveness
user study in Section 8.3.4.

8.3.1 Experimental Methodology

We now describe our experimental methodology for our conducted offline evaluation (c.f. Sec-
tion 8.3.2) and our user study (c.f. Section 8.3.4) to evaluate the effectiveness of CluRec for
cluster-based news recommendation. In particular, we describe: (1) the dataset for evaluating the
news recommendation methods in Section 8.3.1.1, (2) the used baseline news recommendation
methods and their different configurations in Section 8.3.1.2 and Section 8.3.1.3, respectively,
and (3) the implementation details of CluRec in Section 8.3.1.4.

8.3.1.1 Datasets

We use the popular MIND (Wu et al., 2020) news recommendation dataset for our experiments.
The MIND dataset is the largest publicly available English news dataset with ∼1 million users,
∼161K news articles, and ∼24 million user click impressions. Compared to other non-English
datasets (e.g., Kille et al., 2013; de Souza Pereira Moreira et al., 2018), the MIND dataset com-
prises a much larger and diverse user base from the English-speaking world, which is important
to thoroughly investigate the effectiveness of recommendation methods in modelling the users’
complex interests. In particular, MIND comprises the impression logs and historical click be-
haviours for real-world users. The impression logs provide the users’ candidate article sets, and
the ground-truth labels (clicked or not-clicked) for each of the candidate articles that are dis-
played to a user. In addition, the news articles provided in MIND also include predefined high-
level news category labels (e.g. sports) and finer-grained subcategory labels (e.g. sports-golf).



CHAPTER 8. DOCUMENT GROUP RECOMMENDATION 169

Table 8.1: Statistics of different splits of the MIND Dataset.

MIND-Small MIND-Large
Train Dev Train Dev Test

#News 51,282 42,416 101,527 72,023 120,961
#Users 50,000 50,000 711,222 255,990 702,005
#Impression Logs 156,965 73,152 2,232,748 376,471 2,370,727
#Categories 18 18 18 18 18
#Sub-Categories 270 270 295 295 295

Wu et al. (2020) provided two versions of MIND, namely MIND-Large and MIND-Small.
Table 8.1 describes the statistics of the different splits of the MIND dataset that we use in our
experiments. Since MIND is associated with a public Leaderboard,1 the ground-truth labels
for the MIND-Large test split are not publicly available. Therefore, to thoroughly evaluate the
methods for cluster-based recommendation, we also use the dev splits from MIND-Small and
MIND-Large, in addition to the test split of MIND-Large. We do not expose the dev splits while
training the baseline methods or CluRec to avoid any overfitting. In particular, we train CluRec
and the baseline methods using the MIND-Small-Train and MIND-Large-Train splits, and report
the evaluation results on the MIND-Small-Dev, MIND-Large-Dev and MIND-Large-Test splits.

8.3.1.2 News Recommendation Baselines

We evaluate the following recent news recommendation methods from the literature:

• NPA (Wu et al., 2019b), a personalised attention-based method that learns the representa-
tions of articles and users by identifying important articles based on the users’ interests.

• LSTUR (An et al., 2019), a method that models long-term and short-term user interests
based on the users’ click history.

• NRMS (Wu et al., 2019d), a method based on multi-head self-attention to learn the repre-
sentations of news articles and users.

• Fastformer (Fast) (Wu et al., 2021b), a method that leverages pretrained language models
to learn representations of news articles.

We use the implementations of NPA, LSTUR and NRMS from the Microsft recommenders
library (Graham et al., 2019). We implement the Fastformer news recommendation baseline
using the publicly available implementations of the PLM-NR2 (Wu et al., 2021a) method (upon
which the Fastformer method is built) and the underlying Fastformer model3 (Wu et al., 2021b).
In particular, we implement the best performing Fastformer+PLM-NR (as reported by Wu et al.,

1MIND Leaderboard: https://msnews.github.io/
2https://github.com/wuch15/PLM4NewsRec
3https://github.com/wuch15/Fastformer

https://msnews.github.io/
https://github.com/wuch15/PLM4NewsRec
https://github.com/wuch15/Fastformer
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2021b) configuration that uses the UniLM (Bao et al., 2020) language model. We also use an
unofficial implementation of the Fastformer news recommendation baseline.4 We report com-
parable results from our implementation of Fastformer to the results originally reported by the
authors, e.g., AUC 0.7015 (ours c.f. Table 8.4) vs 0.7104 (Fastformer+PLM-NR; Wu et al.,
2021b). We extend each of the NPA, LSTUR, NRMS and Fastformer methods using CluRec for
cluster-based recommendation (discussed later in Section 8.3.1.4).

8.3.1.3 Baselines Configuration

The news recommendation methods mentioned in Section 8.3.1.2 are item-based. Therefore,
to evaluate their effectiveness for cluster-based recommendation compared to CluRec, we de-
ploy a configuration of each of the baselines that applies CluRec’s Cluster-based Ranker (c.f.
Section 8.2.3) to generate cluster-based recommendations. In particular, we use the predefined
ground truth news categories in the MIND dataset as input to the Cluster-based Ranker to con-
vert the item-based predictions from the baseline methods into cluster-based predictions. We
refer to this configuration of the baselines as CatCR (i.e., category + Cluster-based Ranker).

The MIND dataset also provides finer-grained subcategory labels for news articles, which
can potentially better indicate the users’ interests compared to the high-level news categories.
We deploy another configuration for the baselines that uses the predefined subcategory labels for
cluster-based recommendation, called SubCatCR. However, we note that such finer-grained sub-
category labels are not predefined in other popular news recommendation datasets (Gulla et al.,
2017; Kille et al., 2013; de Souza Pereira Moreira et al., 2018), and can be difficult to acquire
for real-world datasets. Therefore, for our offline evaluation (later discussed in Section 8.3.2),
we choose CatCR as our main configuration for the baselines. We select the SubCatCR config-
uration specifically to analyse the effect of using the finer-grained subcategory labels compared
to the latent fine-grained clusters identified by CluRec in capturing the users’ interests.

Our deployed baseline configurations investigate the impact of each of the CluRec’s com-
ponents (i.e., Cluster Predictor and the Cluster-based Ranker; c.f. Sections 8.2.2 and 8.2.3) on
CluRec’s overall effectiveness. In particular, we present the following in-depth experiments and
analyses to evaluate the effectiveness of CluRec’s core components:

• In the CatCR configuration, we exclude the Cluster Predictor that is responsible for iden-
tifying user-centric clusters. In Section 8.3.2.2, we compare CluRec with CatCR (for
each baseline method) to evaluate the impact of using only the Cluster-based Ranker for
cluster-based recommendation.

• Further in Section 8.3.2.2, we also investigate the importance of CluRec’s Cluster Predictor
component in identifying user-centric clusters. This study investigates the effectiveness of
user-centric clusters identified by the Cluster Predictor compared to predefined categories
and subcategories (i.e., CatCR and SubCatCR, respectively, for each baseline method).

4https://github.com/Wenjun-Peng/fastformer-for-rec

https://github.com/Wenjun-Peng/fastformer-for-rec
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• In addition, in Section 8.3.3.1, we present a configuration, CluRec-NoCR, by excluding the
Cluster-based Ranker, which is responsible for converting the item-based recommendation
into cluster-based recommendation. We analyse whether extending the original item-based
configuration of the baselines with CluRec affects their item-based effectiveness.

8.3.1.4 Implementation Details of CluRec

We now present CluRec’s implementation details.5 We deploy four configurations for CluRec by
extending the four news recommendation methods that we evaluate (i.e., NPA, LSTUR, NRMS
and Fastformer; c.f. Section 8.3.1.2). In addition, to deploy the DEC method in the Cluster
Predictor component (c.f. Section 8.2.2), we use the publicly available implementation of DEC
by Kim et al. (2020) (same as used in Section 5.2.1). Following the baseline methods such as
NPA, LSTUR and NRMS, we initialise the word embeddings of the input articles to DEC using
300-dimensional Glove embeddings (Pennington et al., 2014). We tune the hyperparameters of
DEC using a random sample of the MIND-Small-Train dataset consisting of 5,000 users and
26,740 news articles. In particular, we tune DEC’s hyperparameters in the following sets: batch
size ∈ {128,256,512} and learning rate ∈ {1e-3,1e-4,1e-5}. We set the number of clusters for
DEC based on the number of subcategories in the MIND dataset (i.e., 295 and 270, respectively,
for MIND-Large and MIND-Small; c.f. Table 8.1). We also report the effectiveness of CluRec
for different numbers of clusters (c.f. Section 8.3.3.1).

8.3.2 Offline Evaluation

In this section, we present the offline evaluation of our proposed CluRec approach compared
to the existing news recommendation methods that we presented in Section 8.3.1.2. We first
discuss our evaluation metrics in Section 8.3.2.1 before presenting the experimental results in
Section 8.3.2.2. In particular, we address the following two research questions by extending
existing recent item-based news recommendation methods using the CluRec approach:

• RQ8.1 Can CluRec improve the effectiveness of existing news recommendation methods for
cluster-based recommendation?

• RQ8.2 Can CluRec’s Cluster Predictor effectively identify latent user-centric clusters based
on the users’ historical interactions?

8.3.2.1 Evaluation Metrics

As mentioned in Section 8.3.1.1, the MIND dataset is associated with a Leaderboard to obtain
evaluation scores on MIND-Large-Test by submitting the recommendation predictions. There-
fore, our experiments on MIND-Large-Test are limited to the official metrics: AUR, MRR,

5The code for CluRec is available at: https://github.com/hitt08/CluRec

https://github.com/hitt08/CluRec
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nDCG@5 and nDCG@10. These metrics gauge the effectiveness of the recommendation meth-
ods based on their predicted ranking of articles for recommendation compared to the ground-truth
data of the users’ interactions (i.e., clicked/not-clicked) with the articles. However, metrics such
as MRR and nDCG@5 that only focus on the top few articles in the ranking, are not well-suited
for cluster-based recommendation. This is due to the possibility that all the top articles could
belong to a single cluster, which does not provide any insight into the ranking of relevant articles
from other clusters. Therefore, we extend the evaluation on MIND-Large-Dev and MIND-Small-
Dev to report our experimental results using AUC and nDCG@x ∀x ∈ {10,30,50}. We select x

based on the distribution of candidate articles in the user impression logs, i.e., the 25th percentile
(k = 10), median (k = 30) and 75th percentile (k = 50) of the number of candidate articles.

In addition, to evaluate the effectiveness of CluRec’s Cluster Predictor component in iden-
tifying latent user-centric clusters (i.e., RQ8.2), we deploy two additional metrics, namely:
Cluster-Wise AUC and Off-topic preference Ratio, defined as follows:

• Cluster-Wise AUC: We first deploy a macro averaged cluster-wise AUC score to measure
the quality of the recommendation of articles in each cluster. This measure evaluates how
effective a recommendation method is at predicting if a user will click on an article in a
particular article cluster. Cluster-Wise AUC is defined as follows:

Cluster-Wise AUC =
1
k

k

∑
i=1

AUC(pi, li) (8.4)

where k is the total number of clusters, and pi & li are respectively the recommendation
predictions and the clicked/not-clicked ground-truth of the candidate articles in cluster Gi.

• Off-topic Preference Ratio@x: Furthermore, a user can benefit from being recommended
articles from clusters that the user could be interested in but are not in the user’s historical
interactions. Therefore, we measure the preference of users for the recommended articles
that do not belong to any article cluster in the user’s click history. We refer to such articles
as the off-topic articles. In particular, we compute the ratio of the number of off-topic ar-
ticles (ot ′x) that the users prefer (based on ground-truth impressions) to the total number of
recommended off-topic articles otx at a particular rank x, i.e., ot ′x/otx. We use x= 10, when
presenting our results later in Section 8.3.2.2. We also evaluated the Off-topic Preference
Ratio @30 and @50 and found the results to be consistent.

We report our results for Cluster-Wise AUC and Off-topic Preference Ratio on MIND-Large-
Dev and MIND-Small-Dev since MIND-Large-Test can be evaluated only on the four official
metrics from the MIND Leaderboard.
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Table 8.2: Results for cluster-based recommendation (“bold” and “underline” denote the best
and second-best results, respectively). The improvements from CluRec compared to CatCR on
all the metrics are statistically significant (paired t-Test; p < 0.05) for the respective methods,
i.e., NPA, LSTUR, NRMS and Fastformer (Fast). The t-Tests do not require any corrections
(e.g. Bonferroni) as we compare only 2 configurations (CluRec & CatCR) per method.

Configurations
MIND-Small-Dev MIND-Large-Dev

AUC nDCG@10 nDCG@30 nDCG@50 AUC nDCG@10 nDCG@30 nDCG@50

CatCRNPA 0.6105 0.3722 0.4369 0.4544 0.6229 0.3798 0.4440 0.4606
CluRecNPA 0.6431 0.3953 0.4573 0.4727 0.6629 0.4074 0.4694 0.4835
CatCRLSTUR 0.6324 0.3850 0.4484 0.4640 0.6426 0.3921 0.4551 0.4706
CluRecLSTUR 0.6553 0.4050 0.4662 0.4810 0.6667 0.4128 0.4741 0.4880
CatCRNRMS 0.6454 0.3966 0.4583 0.4735 0.6484 0.3951 0.4572 0.4719
CluRecNRMS 0.6615 0.4124 0.4732 0.4875 0.6691 0.4196 0.4795 0.4924
CatCRFAST 0.6350 0.3874 0.4507 0.4664 0.6538 0.3985 0.4607 0.4751
CluRecFAST 0.6478 0.3983 0.4618 0.4760 0.6784 0.4220 0.4824 0.4955

8.3.2.2 Results and Discussion

In this section, we discuss our experimental results that compare: (1) the effectiveness of CluRec
and the evaluated baselines for cluster-based recommendation, and (2) the effectiveness of
CluRec’s user-centric clusters in capturing the users’ interests, as follows:

• RQ8.1: CluRec’s Effectiveness for Cluster-based Recommendation

Addressing RQ8.1, Table 8.2 presents the cluster-based recommendation results for the eval-
uated baseline methods (i.e., NPA, LSTUR, NRMS and Fastformer) using the CatCR base-
line configuration compared to CluRec on MIND-Large-Dev and MIND-Small-Dev. In addi-
tion, Table 8.3 presents the cluster-based recommendation results on MIND-Large-Test. From
Table 8.2, we observe that CluRec consistently outperforms the CatCR baseline configura-
tion for all of the news recommendation methods. This is evident in both MIND-Small-Dev
(e.g., nDCG@10 for NRMS: 0.4124 CluRec vs 0.3966 CatCR) and MIND-Large-Dev (e.g.,
nDCG@10 for Fastformer: 0.4220 CluRec vs 0.3985 CatCR). Moreover, we observe that the
improvements from CluRec over CatCR are statistically significant (paired t-Test, p < 0.05)
for all of the metrics. Similarly, from Table 8.3, we observe that CluRec notably outperforms
the CatCR baseline across all of the official metrics on MIND-Large-Test. Note that since the
ground-truth labels for MIND-Large-Test are not disclosed (c.f. Section 8.3.1.1), we cannot
report statistical significance on the results in Table 8.3.

From Tables 8.2 and 8.3, we conclude that CluRecFAST is the best-evaluated approach on
the large splits of the MIND dataset (i.e., MIND-Large-Dev and MIND-Large-Test). However,
on the small split of MIND (i.e., MIND-Small-Dev), CluRecNRMS achieves the best results.
This notable difference in the effectiveness of CluRecFAST between the large and small splits
of the MIND dataset can be attributed to its higher complexity compared to other evaluated
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Table 8.3: Results for cluster-based recommendation on the MIND-Large-Test collection
(“bold” and “underline” denote the best and second-best results, respectively).6

Configurations AUC MRR nDCG@5 nDCG@10

CatCRNPA 0.6150 0.2944 0.3123 0.3668
CluRecNPA 0.6542 0.3139 0.3373 0.3930
CatCRLSTUR 0.6458 0.3060 0.3271 0.3836
CluRecLSTUR 0.6706 0.3240 0.3501 0.4063
CatCRNRMS 0.6533 0.3102 0.3338 0.3908
CluRecNRMS 0.6786 0.3309 0.3594 0.4158
CatCRFAST 0.6654 0.3198 0.3437 0.4004
CluRecFAST 0.6881 0.3374 0.3667 0.4229

methods, such as NRMS. In particular, the Fastformer method (Wu et al., 2021b) that is used
in CluRecFAST is based on pretained transformer-based language models (e.g. Bao et al., 2020),
which are known to be effective only in the presence of large training data (Li et al., 2020; Yu
and Wu, 2023). However, CluRecFAST remains more effective than its corresponding CatCR
configuration regardless of the size of the training dataset (i.e., across both small and large splits
of MIND). Therefore, in response to RQ8.1, we conclude that CluRec significantly improves
the effectiveness of existing news recommendation methods for cluster-based recommendation
compared to when the methods use the predefined news category labels.

• RQ8.2: Effectiveness of CluRec in Identifying User-Centric Clusters
Moving on to RQ8.2, we first compare CluRec’s effectiveness with the SubCatCR baseline con-
figuration that uses the predefined subcategory labels for cluster-based recommendation (c.f.
Section 8.3.1.3). In particular, Figure 8.5 presents the comparison of CluRec with SubCatCR on
MIND-Large-Test in terms of AUC and nDCG@10 (c.f. Figures 8.5(a) and 8.5(b), respectively).
From Figure 8.5, we observe that the AUC and nDCG@10 scores for CluRec and SubCatCR are
only slightly different, and overall CluRec achieves a comparable effectiveness to SubCatCR.
This shows that, similar to CluRec’s user-centric clusters, the predefined subcategories can also
be effective for cluster-based recommendation. However, as discussed in Section 8.3.1.3, these
fine-grained subcategories are often not available in real-world datasets. In contrast, CluRec
can automatically identify fine-grained clusters and provide a comparable recommendation ef-
fectiveness without relying on predefined subcategories. This ability of CluRec makes it more
viable for real-world recommendation scenarios.

We further investigate the differences between CluRec’s user-centric clusters and the prede-
fined subcategories in terms of their effectiveness in capturing the users’ interests. In particular,
we use the Cluster-Wise AUC and Off-topic preference ratio metrics (c.f. Section 8.3.2.1) to

6We note that the results in Table 8.3 are not comparable to the results that are reported on the MIND Leader-
board. This is because we compare the methods’ effectiveness on the cluster-based recommendation task, unlike
the item-based evaluation results in the MIND Leaderboard (which we report later in Table 8.4).



CHAPTER 8. DOCUMENT GROUP RECOMMENDATION 175

CluRecSubCatCR

(a) Effectiveness in terms of AUC. (b) Effectiveness in terms of nDCG@10.

Figure 8.5: Comparing CluRec with the SubCatCR baseline configuration on MIND-Large-Test.

evaluate the effectiveness of CluRec’s clusters compared to the predefined news categories and
subcategories on MIND-Large-Dev and MIND-Small-Dev. Figure 8.6 and Figure 8.7 present
our evaluation results for Cluster-Wise AUC and Off-topic preference ratio, respectively.

Firstly, in terms of Cluster-Wise AUC, from Figure 8.6, we observe that CluRec consistently
outperforms the CatCR and the SubCatCR baseline configurations for all of the methods (NPA,
LSTUR, NRMS and FAST) on both MIND-Small-Dev (Figure 8.6(a)) and MIND-Large-Dev
(Figure 8.6(b)). Moreover, the improvements from CluRec compared to CatCR are statistically
significant (Welch’s t-Test; p < 0.05) across all the methods on MIND-Small-Dev (denoted by
† in Figure 8.6(a)). On MIND-Large-Dev (c.f. Figure 8.6(b)), the improvements from CluRec
compared to CatCR are statistically significant (Welch’s t-Test; p< 0.05) for the NRMS method.
In addition, compared to SubCatCR, CluRec’s improvements for Cluster-Wise AUC are statis-
tically significant (Welch’s t-Test; p < 0.05) for the Fastformer method on MIND-Small-Dev
(denoted by ‡ in Figure 8.6(a)). On MIND-Large-Dev (c.f. Figure 8.6(b)), the improvements
from CluRec compared to SubCatCR are statistically significant (Welch’s t-Test; p < 0.05)
for NRMS. Overall these results show that the recommendation methods (i.e., NPA, LSTUR,
NRMS and Fastformer) are more effective in predicting the users’ interests in articles from
CluRec’s user-centric clusters compared to the predefined news categories and subcategories.

Secondly, we evaluate the effectiveness of CluRec in correctly recommending articles from
clusters that a user has not previously interacted with, i.e., off-topic articles (c.f. Section 8.3.2.1).
Figure 8.7 presents the off-topic preference ratio@10 for CluRec compared to the CatCR and
SubCatCR baseline configurations. From Figure 8.7, we observe that CluRec significantly
(Welch’s t-Test, p < 0.05) outperforms CatCR and SubCatCR for all of the baseline methods on
both MIND-Small-Dev (Figure 8.7(a)) and MIND-Large-Dev (Figure 8.7(b)).

Overall, in response to RQ8.2, we make the following conclusions: (1) CluRec can achieve
a comparable effectiveness to the SubCatCR baseline, which uses the predefined fine-grained
subcategory labels from the MIND dataset, (2) the clusters identified by CluRec are more effec-
tive in capturing the users’ interests compared to using the predefined category or subcategory
labels, and (3) by learning to identify article clusters based on the users’ interests, CluRec can
provide better recommendations for off-topic articles compared to the baseline configurations.
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Figure 8.6: Results for Cluster-Wise AUC for CluRec’s clusters compared to the baselines.
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(b) Results on MIND-Large-Dev.

Figure 8.7: Results for Off-topic article preference ratio for CluRec and the baselines.

8.3.3 Analysis

We now provide an analysis of the findings from our offline experiments that we presented
in Section 8.3.2. First, in Section 8.3.3.1, we analyse the effect of the number of clusters on
CluRec’s effectiveness. Next, Section 8.3.3.2 analyses the impact of extending the existing
news recommendation methods in CluRec on the methods’ item-based recommendation effec-
tiveness. Finally, Section 8.3.3.3 analyses CluRec’s training and inference time compared to the
baseline methods it extends.

8.3.3.1 Effect of the Number of Clusters

We first analyse the effect of the number of clusters, k, assigned in CluRec’s Cluster Predictor
(c.f. Section 8.2.2) on the overall cluster-based recommendation effectiveness. Since training
CluRec on the MIND-Large dataset for various numbers of clusters can be computationally ex-
pensive, we select the MIND-Small dataset for this analysis. We extend the NRMS method with
CluRec, which is the best-performing configuration on MIND-Small-Dev (c.f. CluRecNRMS,
Table 8.2), and evaluate its effectiveness for different values of k, as shown in Figure 8.8. From
Figure 8.8, we observe that the AUC and nDCG@10 scores (c.f. Figures 8.8(a) & 8.8(b), respec-
tively) for k < 50 are markedly lower compared to higher values of k. This is expected as per
our discussion in Section 8.1.2, in that high-level clusters cannot adequately capture the users’
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(a) Effect on AUC. (b) Effect on nDCG@10.

Figure 8.8: Effect of the number of clusters on CluRec’s effectiveness.

Table 8.4: Item-based recommendation on MIND-Large-Test (“bold” & “underline” denote the
best and second-best results, respectively). A “Base” prefix denotes the original item-based con-
figuration of the baseline recommendation methods, and the “CluRec-NoCR” prefix represents
the item-based configuration of CluRec, i.e., without the Cluster-based Ranker.

Configurations AUC MRR nDCG@5 nDCG@10

BaseNPA 0.6676 0.3259 0.3541 0.4108
CluRec-NoCRNPA 0.6692 0.3260 0.3532 0.4102
BaseLSTUR 0.6839 0.3335 0.3624 0.4195
CluRec-NoCRLSTUR 0.6820 0.3320 0.3606 0.4179
BaseNRMS 0.6825 0.3343 0.3646 0.4216
CluRec-NoCRNRMS 0.6849 0.3356 0.3657 0.4220
BaseFAST 0.7015 0.3495 0.3815 0.4384
CluRec-NoCRFAST 0.6984 0.3476 0.3798 0.4366

preferences. For k > 50, we observe a steady rise in both AUC and nDCG@10 up to k = 270,
after which the scores remain comparable. This shows that, in general, defining a higher value
of k is beneficial for cluster-based recommendation, i.e., finer-grained clusters can better capture
the users’ interests. Moreover, values of k close to the actual number of subcategories (i.e., 270;
c.f. Table 8.1) offer the best recommendation effectiveness. Overall, such an analysis shows that
suitably choosing a value of k for cluster-based recommendation is important in the absence of
predefined subcategory labels.

8.3.3.2 Item-Based Recommendation

We now analyse the effectiveness of the baseline methods (i.e., NPA, LSTUR, NRMS and Fast-
former) in their original item-based configuration compared to CluRec. We investigate the im-
pact of CluRec on the item-based recommendation effectiveness of the baseline method that it
extends. In particular, we evaluate CluRec by removing the Cluster-based Ranker (c.f. Sec-
tion 8.2.3) during inference, i.e., using the item-level prediction of articles (pc in Figure 8.2).
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We call this configuration, CluRec-NoCR (i.e., CluRec without the Cluster-based Ranker).
Table 8.4 presents the results for items-based recommendation on MIND-Large-Test. From

Table 8.4, we observe that even though CluRec achieves a slightly lower effectiveness for 3
out of the four methods (i.e., all expect NRMS) compared to the corresponding baseline, over-
all the effectiveness of CluRec and that of the baselines remain comparable (e.g., only -0.04%
nDCG@10 for Fastformer). This result suggests that training the news recommendation meth-
ods by extending them in the CluRec approach (i.e. for cluster-based recommendation) does not
negatively affect the methods’ effectiveness for item-based recommendation.

8.3.3.3 Analysis of Training and Inference Time

Table 8.5 presents the training times per epoch and the inference times for the baseline recom-
mendation methods (i.e., NPA, LSTUR, NRMS and Fastformer) along with their corresponding
CluRec configurations. The training times on MIND-Small-Train are reported as an average of
5 runs, and for MIND-Large-Train, as an average of 3 runs.7 The inference times are reported as
an average of 5 runs for both MIND-Small-Dev and MIND-Large-Dev. All the experiments were
performed on an AMD Ryzen Threadripper PRO 3955WX CPU @ 3.9 GHz with an NVIDIA
GeForce RTX 3090 GPU.

From Table 8.5, we note that the methods in the CluRec approach take more time than the
original methods for both training as well as inference. However, since the method is trained
only once, the increase in training time is a compensatory trade-off for the significantly increased
effectiveness of CluRec for cluster-based recommendation (c.f. Section 8.3.2.2). In addition, we
find that the increase in the inference time of CluRec is proportionally lower than the increase in
the method’s training time. For example, CluRecFAST takes 55.18 ms to predict recommendation
scores for a batch of 32 user impression logs compared to 28.13 ms by the original BaseFAST

Table 8.5: Training times (per epoch) and Inference times for the evaluated models. A “Base”
prefix denotes the original item-based configuration of the baseline recommendation methods.

Model
Training Inference

MIND-Small-Train MIND-Large-Train MIND-Small-Dev MIND-Large-Dev

BaseNPA 0h 13m 29.00s 02h 39m 21.49s 0h 11m 18.83s 1h 02m 58.74s
CluRecNPA 0h 14m 36.89s 03h 47m 33.82s 0h 12m 02.38s 1h 07m 06.49s
BaseLSTUR 0h 07m 19.27s 03h 01m 44.04s 0h 06m 54.36s 0h 56m 43.53s
CluRecLSTUR 0h 12m 51.19s 04h 21m 58.27s 0h 11m 50.21s 1h 16m 41.15s
BaseNRMS 0h 11m 43.93s 01h 48m 35.80s 0h 07m 29.21s 1h 12m 29.29s
CluRecNRMS 0h 16m 27.85s 03h 05m 22.24s 0h 13m 58.73s 1h 49m 11.20s
BaseFAST 1h 58m 03.65s 28h 16m 15.95s 0h 11m 13.13s 0h 55m 37.11s
CluRecFAST 4h 15m 14.92s 86h 23m 38.84s 0h 21m 23.77s 1h 47m 13.75s

7The lower number of runs for MIND-Large-Train (compared to MIND-Small-Train) is due to the longer
training time on the large data split.
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method. In contrast, the training time for CluRecFAST and BaseFAST was 448.40ms vs 144.80ms
per batch, respectively. Therefore, the proportionally lower increment in the inference time of
CluRec (compared to training time) shows the practical viability of deploying CluRec in real-
world scenarios.

When analysing efficiency, other metrics, such as FLOPS and the number of learnable pa-
rameters in a neural network model, can also be useful to indicate a method’s complexity. How-
ever, in this work, such metrics offer limited insights beyond highlighting the known difference
in complexity resulting from extending the baseline methods with CluRec’s components (i.e., the
Cluster Predictor and the Cluster-based Ranker; c.f. Section 8.2). For example, the comparison
of the number of learnable parameters between the baseline method and its CluRec configu-
ration, merely reflects the additional parameters in CluRec (apart from the baseline method’s
parameters), i.e., the number of parameters in the existing DEC method within CluRec’s Cluster
Predictor (c.f. Section 8.2.2).

8.3.4 CluRec Effectiveness User Study

Our offline experiments on the MIND dataset (c.f. Section 8.3.2) compared the effectiveness
of news recommendation methods for cluster-based recommendation. To further evaluate how
useful the cluster-based recommendations are for users, we conducted a user study (namely the
CluRec Effectiveness study). This user study evaluates CluRec’s cluster-based news recom-
mendations compared to the item-based news recommendations, in a pair-wise setting on the
MIND-Large data split (c.f. Table 8.1). In particular, we extend the NRMS method with CluRec
(i.e., CluRecNRMS; c.f. Table 8.3), and compare it with the original item-based configuration
of NRMS (i.e., BaseNRMS; c.f. Table 8.4). We chose the second-best performing configura-
tion, CluRecNRMS, for our user study over the best-performing CluRecFast configuration (c.f.
Table 8.3) due to the high latency and resource requirements for the Fastformer model. With our
limited resources, we found it infeasible to deploy two Fastformer approaches8 (i.e., CluRecFast

and the baseline, BaseFast) simultaneously and still provide a seamless real-time experience to
our participants. Note that we compare CluRec against the baseline it extends, which is a fair
comparison. Our study has been fully approved by our University’s ethics committee (Applica-
tion Number 300220067). This study aims to answer the following two research questions:

• RQ8.3 Do users prefer cluster-based recommendation over item-based recommendation of
news articles?

• RQ8.4 Do articles that are related based on the users’ interests appear closer to each other in
CluRec’s recommendations compared to the baseline’s item-based recommendation?

8We note that the baseline approach and our CluRec approach are trained differently (i.e., for item-based and
cluster-based recommendation, respectively) and are two separate models. Therefore, we must deploy the two
approaches at the same time to perform a pair-wise comparison in our user study.
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8.3.4.1 Study Design

Our user study follows a within-subject design, i.e., we presented all of the participants with two
side-by-side lists of articles that are recommended by CluRec and the baseline, respectively. We
split the participants into two groups, and for each group, we permuted the order (i.e., left or
right on the screen) of the two recommendation methods. We showed to the participants the titles
of the top-10 articles from MIND-Large-Test that are recommended by each of the methods,
without showing the method names. Unlike the MIND dataset that provides candidate articles
for the users of the Microsoft News platform (Wu et al., 2020) to support offline evaluation (c.f.
Section 8.1.1), we do not have the candidate articles for our user study participants. Therefore,
we deployed an approximate nearest-neighbour (ANN) search method (described later in this
section) that uses the users’ click history to efficiently retrieve the candidate articles as input to
the recommendation methods. For each of the recommended articles from the candidate set, the
participants were asked whether they would prefer to read the article or not (i.e. a binary choice).
We treated these article preferences as the participants’ click-behaviour (i.e., click or not-click,
respectively) to evaluate the effectiveness of CluRec compared to the baseline. In addition,
we leveraged the set of articles (denoted as B) that are clicked by a participant to update the
participant’s click-history (H) before recommending another set of articles to the participant.
Overall, we repeated this step of simulating click-behaviours from participants and updating
the participant’s click-history 5 times9 to dynamically capture the participant’s interests based
on their past interactions. In particular, a participant’s click-history at step i (Hui) is the union
of articles in the participant’s click-history at the previous step and the articles clicked by the
participant in the previous step, i.e., (Hui = Hui−1 ∪Bui−1). We evaluate the effectiveness of
CluRec and the baseline at each of these recommendation steps (i.e., si ∀i ∈ [1,5]).

In addition to capturing the participants’ click-behaviour, we captured the participants’ over-
all preferences for the recommendations from either CluRec or the baseline. Moreover, we
asked the participants to rate the recommendation lists from CluRec and the baseline in terms
of whether the related articles appear closer to each other in the recommended list (i.e., cluster-
based rating). We capture the cluster-based rating using a 5-point Likert scale with the following
options: (1) Not at all, (2) Slightly, (3) Somewhat, (4) Very and (5) Extremely.

In the remainder of this section, we provide details about: (1) initialising the click history
of participants at the beginning of the study, (2) identifying sets of candidate articles for the
participants, and (3) our participant recruitment criteria, in turns:

• Initialising Participants’ Click History:

Providing personalised recommendations to new users is a challenging task, which is commonly
referred to as the cold-start problem in recommendation systems. At the beginning of the user
study, we do not have the participants’ historical interactions with news articles. To address this,

9The choice of 5 recommendation steps was to keep the study duration within a reasonable limit, while allowing
to investigate the effectiveness of a recommendation method in dynamically capturing users’ interests.
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we initialised the participants’ click history based on their interests in popular articles from var-
ious news categories in the MIND dataset. In particular, we selected n popular articles for each
of the news categories in the MIND dataset (i.e., based on the number of times an article appears
in the users’ click histories), to show to the participants and log their preferences. However, the
most popular articles from a high-level news category may not adequately indicate the diverse
interests of different users (e.g. all top-n popular articles from the sports category could be about
football). Therefore, we used the predefined news subcategories in the MIND dataset to identify
the top-3 most popular subcategories for each of the high-level news categories. We then find
the top-2 most popular articles from each of the popular subcategories.

Overall, we selected the top-6 most popular articles for each news category to show to the
participants. We initialised the participants’ click history as follows: First, we asked the partic-
ipants to select the 3-5 high-level news categories that they are most interested in. Second, we
asked the participants to select at least 2 popular articles from each category to capture their spe-
cific interests. We then used the articles selected by the participants as their initial click-history.

• Identifying Candidate Articles for the Participants:

As discussed in Section 8.1.1, in a typical news recommendation system, online news platforms
first deploy a low-cost retriever (e.g. Liu et al., 2020b) to obtain a candidate set of articles and
then rank the articles in the candidate set using a news recommendation method. Offline test
collections mimic this setup by providing sets of candidate articles (Cu) for each user u, to train
and evaluate the news recommendation methods. However, we do not have a curated set of can-
didate articles for our user study participants. Moreover, using a news recommendation method
to rank all of the articles in the MIND-Large-Test split is very time-consuming and is, therefore,
impractical for providing real-time recommendations to our study participants. Consequently,
we deploy an approximate nearest-neighbour (ANN) search method (Johnson et al., 2019) to
efficiently retrieve a candidate set of articles based on the user’s click history (H). In particular,
we divide the MIND-Large-Test split (i.e., 120,961 articles; c.f. Table 8.1) into 5 time-ordered
splits of equal size, i.e., each split is used to sample candidate articles for a particular recommen-
dation step si ∀i ∈ [1,5]. We then construct a FAISS (Johnson et al., 2019) index for each of the
splits to perform the ANN search. For every recommendation step, we use the user embedding
(i.e., the representation of a user’s click history, u⃗ in Figure 8.2) as an input to the ANN-search
to retrieve the top-100 articles as Cu. We then use the respective recommendation methods (i.e.,
CluRec and the BaseNRMS baseline) to rank the top-10 articles from the set Cu.

• Participant Recruitment:

We recruited 50 participants using the MTurk10 crowdsourcing platform. The recruited partic-
ipants were all 18+ years of age and from countries where English is their first language. To
ensure the quality and reliability of the participants, we restricted the participants based on their
high track record of successfully completing other HITs on MTurk (c.f. similar to Section 5.1.2,

10www.mturk.com

www.mturk.com


CHAPTER 8. DOCUMENT GROUP RECOMMENDATION 182

Section 6.5.1.2 and Section 7.2.3.1). Furthermore, we used attention checks to filter out inatten-
tive participants in our study (c.f. Section 6.5.1.2). In particular, we placed an attention-check
question at the end of each pair-wise comparison screen (i.e., five questions per participant, re-
spectively, for each of the five recommendation steps). We used two types of attention-check
questions in the study. First, we presented a recommended article to the users and asked in which
of the recommendation lists (i.e. either in CluRec’s list or the baseline) does the article appear,
with options: “List A”, “List B” or “Both”. Second, we randomly sampled an article from the
collection and asked the users, whether the article appears in any of the recommendation lists,
with options “Yes” or “No”. We accepted the HITs from only those participants who provided
correct responses to all of the attention check questions. The participants were remunerated
$4.00 USD for completing the experiment. The mean time taken to complete the study across
all participants was 20 minutes.

8.3.4.2 Results

This section presents the results of our CluRec Effectiveness study. Figure 8.9 shows the effec-
tiveness of CluRec and the baseline at each recommendation step using the articles’ relevance to
the users based on nDCG. Moreover, Figure 8.10 shows the effectiveness of CluRec compared to
the baseline using: (a) the users’ overall preferences when comparing cluster-based recommen-
dation to item-based recommendation, (b) the users’ ratings for how closely the related articles
are ranked in the recommendation lists (i.e., cluster-based rating; c.f. Section 8.3.4.1). We
conducted Chi-Square goodness-of-fit tests to measure statistical significance for the observed
proportion of participants preferring the recommendations from CluRec or the baseline method
in each recommendation step (c.f. Figure 8.10). We also conducted paired samples t-Tests to
measure the statistical significance between the mean participants’ ratings of each of the rec-
ommendation methods (i.e., CluRec or the baseline). We select p < 0.05 as our significance
threshold for both types of tests. Table 8.6 presents the results of both the Chi-Square goodness-
of-fit tests and paired t-Tests. In Table 8.6, we report the chi-square (χ2) statistics, Cohen’s w

effect size and the observed power for the chi-square goodness-of-fit tests. Similarly, for the
paired t-Tests, we report the t-statistics (t), Cohen’s d effect size and the observed power.

• RQ8.3: Users’ Preference for Cluster-based Recommendation

Addressing RQ8.3, from Figure 8.9, we observe that CluRec achieves better nDCG@10 scores
compared to the baseline across all steps except s2. Moreover, the nDCG@10 score for CluRec
steadily improves from s1 till s3 and remains comparable thereafter (i.e., +8.46% nDCG@10
from s1 to s5). Differently, the nDCG score achieved by the baseline method does not steadily
increase. This shows that cluster-based CluRec is more robust in dynamically capturing the
users’ interests and recommending more relevant articles to the users compared to the item-based
baseline. Moving on to Figure 8.10(a), we observe that users prefer CluRec’s recommendations
compared to the baseline, consistently across the 5 steps. Moreover, from Table 8.6, we observe
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CluRecBaseline

Figure 8.9: Results from the CluRec Effectiveness user study comparing the effectiveness of
CluRec with the baseline method (NRMS) for recommending articles in terms of nDCG.
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Figure 8.10: Results from the CluRec Effectiveness user study comparing the participants’ pref-
erences for CluRec with the baseline. Statistical significant (p < 0.05) improvements are de-
noted by “†” as per Chi-Square goodness-of-fit test and paired t-Test in (a) and (b), respectively.

that the users’ preference for CluRec over the baseline is statistically significant (Chi-square test;
p< 0.05) for 3 out of the 5 steps (e.g. up to 70% for s1 in Figure 8.10(a)). Therefore, in response
to RQ8.3, we conclude that CluRec achieves a better effectiveness compared to the baseline in
terms of recommending more relevant articles to the users (i.e., +5.46% nDCG@10 for step
s5 in Figure 8.9). Moreover, users explicitly preferred CluRec’s cluster-based recommendation
over the baseline item-based recommendation.

• RQ8.4: CluRec’s Ability to Group Related Articles

To address RQ8.4, we investigate the effectiveness of CluRec compared to the baseline in terms
of the participants’ cluster-based rating, i.e., whether the related articles appear closer to each
others in the recommended list. From Figure 8.10(b), we observe that users consistently provide
a higher cluster-based rating for CluRec compared to the baseline for all 5 steps. Moreover, as
shown in Table 8.6, the difference between the cluster-based ratings for CluRec and the baseline
is statistically significant (paired t-Test; p < 0.05) for 3 out of the 5 steps. Therefore, in response
to RQ8.4, we conclude that CluRec can more effectively rank related articles based on the users’
interests close to each others compared to the baseline.

In the next section, we present a qualitative analysis of our study participant’s responses, fol-
lowed by discussing the study results in comparison to our offline experiments in Section 8.3.4.4.
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Table 8.6: Users’ overall preferences (Chi-square test) and the mean users’ ratings (t-Test) in the
CluRec Effectiveness study. χ2 is the chi-square statistics, t is the t-statistics, p is the p-value
and “bold” represents a statistically significant difference at p < 0.05.

Steps
Chi-Square Goodness-of-Fit Test (preference) Paired Samples t-Test (ratings)

χ2(1) Cohen’s w p Power (%) t(49) Cohen’s d p Power (%)

1 8.000 0.400 0.005 80.74 3.834 0.542 <0.001 96.39
2 0.080 0.040 0.777 5.92 2.293 0.324 0.026 61.34
3 5.120 0.320 0.024 61.90 1.630 0.231 0.110 35.89
4 0.320 0.080 0.572 8.74 1.460 0.206 0.151 29.88
5 6.480 0.360 0.011 72.09 2.982 0.422 0.004 83.24

(a) Easier to explore the recommendation list when
the related articles appear close to each other.

(b) Related articles in CluRec’s recommendations
are ranked closely based on users’ preferences.

Figure 8.11: User Ratings for CluRec.

8.3.4.3 Analysis of the Follow-up Questionnaire

At the end of the CluRec Effectiveness user study, we presented a follow-up questionnaire to the
participants to learn more about the usefulness of cluster-based recommendation for the users.
In particular, we asked the participants (1) whether it is easier to explore the recommendation
list when the related articles appear close to each others, and (2) overall, whether the related
articles were ranked closely based on the participants’ interests in the articles.

To further support our conclusions for RQ8.3 and RQ8.4 (c.f. Section 8.3.4.2), Figure 8.11
shows the results from the follow-up questionnaires. In particular, from Figure 8.11(a), we ob-
serve that the majority of participants either agree or strongly agree (i.e. 62.74%) that it is easier
for them to find relevant articles in cluster-based recommendations, which supports our previous
findings where CluRec’s nDCG is better compared to the baseline (c.f. Figure 8.9). Moreover,
from Figure 8.11(b), we observe that the participants found that CluRec ranks related articles
close to each others based on the participants’ personalised preferences for related articles (i.e.,
somewhat close: 41.18% and very/extremely close: 35.29%).
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8.3.4.4 Discussion

We now discuss our observations from our CluRec Effectiveness user study compared to our
offline experiments from Section 8.3.2. In particular, our user study shows that CluRec’s cluster-
based recommendations are more effective compared to the item-based recommendation base-
line method (e.g. up to +5.46% nDCG@10 for step s5 in Figure 8.9). Our offline evaluation
separately evaluates the effectiveness of cluster-based recommendation (Section 8.3.2.2) and
item-based recommendation in (Section 8.3.3.2). Differently, our user study directly compares
the effectiveness of cluster-based recommendation to the item-based recommendation. Offline
test collections (e.g. MIND) provide a static click history for each user. In contrast, our user
study evaluates the methods in a real-world recommendation scenario by dynamically updating
a user’s click history based on the user’s past interactions (i.e., clicked articles). The size of a
user’s click history increases as the user clicks on more articles, and the recommender systems
can better capture the user’s actual interests over time (c.f. Figure 8.9). Therefore, our user
study evaluation, with the dynamic user histories, provides an insight into the recommendation
methods’ robustness in effectively capturing the users’ interests. Overall, by evaluating with
real users, we show that CluRec’s cluster-based recommendations are more effective than item-
based recommendations since the users were able to find more relevant articles using CluRec
than the corresponding item-based baseline.

We note that compared to a large-scale study on a real news platform, our user study may
not fully reflect the dynamics and complexities of real-world recommendation scenarios. Con-
ducting a large-scale study on a real news platform with diverse users requires the deployment
of a resource-intensive service as well as various other logistics that are beyond our current
reach. However, we argue that our user study still provides valuable insights into the effective-
ness of cluster-based recommendation of news articles compared to item-based recommendation
by mimicking a real-life recommendation scenario. Having established CluRec’s usefulness in
the news recommendation domain, in the next section, we focus on using CluRec in the sen-
sitivity review task. In particular, Section 8.4 presents another user study, which evaluates the
effectiveness of CluRec’s cluster-based recommendation for assisting sensitivity reviewers.

8.4 Review Allocation User Study: Cluster-based Recommen-
dation for Sensitivity Review

This section presents our Review Allocation user study, which investigates whether CluRec
can effectively recommend relevant document clusters to suitable sensitivity reviewers. In par-
ticular, as discussed in Chapter 3 (c.f. Section 3.3.1), allocating documents to the sensitivity
reviewers based on their interests and expertise can help them to quickly provide more informed
and accurate sensitivity judgements. The Review Allocation study evaluates the impact on re-
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viewers’ reviewing speed and accuracy when they review documents in the recommended clus-
ters, compared to reviewing documents in randomly assigned clusters (i.e., semantic categories;
c.f. Chapter 5). Moreover, this study evaluates whether recommending document clusters (i.e.
cluster-based recommendation) is more effective in improving reviewers’ reviewing speed and
accuracy compared to individually recommending documents (i.e. item-based recommenda-
tion). We obtained full ethical approval for the Review Allocation study from our University’s
ethics committee (Application Number 300220067).

Similar to our Review Efficiency study in Chapter 5 (c.f. Section 5.3), our Review Allo-
cation study follows a mixed experimental design. In particular, we follow a within-subject
design to evaluate the impact of reviewing documents with or without recommendation on the
speed and accuracy of reviewers. Simultaneously, we evaluate the effectiveness of cluster-based
recommendation compared to item-based recommendation in a between-subject design. In the
remainder of this section, in Section 8.4.1, we present the experimental methodology of our user
study. We then present our study results in Section 8.4.2, followed by presenting the analyses
and discussion of our findings in Section 8.4.3 and Section 8.4.4, respectively.

8.4.1 Experimental Methodology

Our Review Allocation study aims to address the following two research questions:

• RQ8.5 Does recommending documents to sensitivity reviewers based on the reviewers’ in-
terests improve their reviewing accuracy and/or efficiency?

• RQ8.6 Is cluster-based recommendation more effective in improving the reviewers’ accuracy
and/or efficiency compared to item-based recommendation?

8.4.1.1 Dataset

We used the GovSensitivity collection (described in Section 4.4.1), which we also used for con-
ducting our Review Efficiency, Review Openness and Thread Review studies (c.f. Section 5.3,
Section 5.5 and Section 7.3, respectively). Similar to Section 5.1.1, we focused on personal sen-
sitive information in our Review Allocation study, and presented passages of the documents in-
stead of long documents to our study participants. Moreover, to ensure that our study participants
were not presented with markedly long or short passages, we selected passages with lengths be-
tween 35-80 words (i.e., within the 25th and 75th percentiles). This selection process resulted in a
total of 4,796 passages. We then split the selected passages into two different sets, A & B, by uni-
formly distributing the passages across the two sets based on the passage lengths and the propor-
tion of sensitive passages. Set A comprised 2400 passages (82 sensitive; 3.42%), and Set B com-
prised 2396 passages (86 sensitive; 3.59%). We used these two sets of passages (A & B) for two
test conditions (i.e., one set per condition) in our user study, as described in the next section. We
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Table 8.7: Top-5 keywords of the identified semantic clusters on the GovSensitivity passages.

Clusters Keywords

Cluster#1 money school child education financial
Cluster#2 foreign department embassy investment company
Cluster#3 zagreb singapore outbreak vietnam witness
Cluster#4 eu turkish us turkey iraq
Cluster#5 victim libya diplomatic minister government

note that since we presented the GovSensitivity passages as independent documents to our study
participants, we typically refer to these passages as documents in the remainder of this chapter.

8.4.1.2 Study Design

We asked our user study participants to perform the sensitivity review of documents (i.e., the
GovSensitivity passages; c.f. Section 8.4.1.1) in the following two test conditions:

1. Control Condition: We choose the same control condition as our Thread Review study
(c.f. Section 7.3.1.2), namely presenting documents in semantic category clusters for re-
view. In particular, in this condition, we randomly allocated different semantic clusters
to the participants, irrespective of the participants’ interests in the clusters. Similar to
Section 7.3.1.2, to identify semantic category clusters for the GovSensitivity passages, we
deployed the DEC (Xie et al., 2016) clustering method. The filtered 4,769 passages (c.f.
Section 8.4.1.1) were assigned into 5 clusters by DEC. Table 8.7 presents the top-5 key-
words of the 5 clusters identified by DEC. We presented each of the clusters to the study
participants and asked them to sequentially review a set of randomly sampled passages in
each cluster. We refer to this condition as “Cluster”.

2. Treatment Condition: In our treatment condition, we recommend documents to our study
participants based on their interests. Similar to our CluRec Effectiveness study (c.f. Sec-
tion 8.3.4), in this user study, we evaluate the effectiveness of the cluster-based recommen-
dation configuration CluRecNRMS compared to the item-based recommendation configu-
ration BaseNRMS. Unlike the MIND dataset, we do not have any ground-truth (e.g. click-
behaviour) to learn the reviewers’ interests or expertise for the passages in the GovSensi-
tivity collection. Therefore, we used the pretrained CluRecNRMS and BaseNRMS methods
(i.e., trained on the MIND dataset) to predict the users’ interest (i.e., click probabilities)
for the GovSensitivity passages. In addition, we compare CluRecNRMS with another con-
figuration of CluRec (CluRec-SemCatNRMS), which uses the semantic category clusters
identified by DEC (c.f. Table 8.7), instead of the user-centric clusters. This comparison
aims to investigate the effectiveness of CluRec’s pretrained Cluster Predictor in assigning



CHAPTER 8. DOCUMENT GROUP RECOMMENDATION 188

GovSensitivity passages to the user-centric clusters (which were identified on the MIND
dataset). Overall, we evaluate the following three methods of recommending documents
(i.e., the GovSensitivity passages) to the reviewers:

(a) BaseNRMS, baseline item-based method of recommending individual documents.

(b) CluRecNRMS, our proposed cluster-based method that recommends user-centric clus-
ters of documents.

(c) CluRec-SemCatNRMS, our proposed cluster-based method that recommends seman-
tic category clusters of documents.

We follow a mixed experimental design in this user study (similar to Section 5.3). In particu-
lar, for RQ8.5, we evaluate the impact of reviewing documents with or without recommendation
in a within-subject design. For RQ8.6, we follow a between-subject design to evaluate the effec-
tiveness of the three recommendation methods, i.e., the two cluster-based methods (CluRecNRMS

& CluRec-SemCatNRMS) and the item-based methods (BaseNRMS). In each condition, we pre-
sented the GovSensitivity passages to the participants from a different set (A & B). Overall, we
presented 48 passages to the participants (i.e., 24 passages per condition). In the control condi-
tion, we presented a randomly sampled set of 24 passages to the participants. In the treatment
condition, we recommended passages (by a particular recommendation method) to the partici-
pants in 3 different steps (i.e., 8 passages per step).11 This allowed us to dynamically capture the
participants’ interests based on their past interactions (similar to our CluRec Effectiveness study;
c.f. Section 8.3.4.1). For this mixed design, we created 12 participant groups after counterbal-
ancing the allocation of passage sets and the recommendation methods, as shown in Table 8.8.

In both the control and treatment conditions, we asked the participants to review the passages
and record their judgements about whether a passage is sensitive or non-sensitive. In particu-
lar, the participants were assigned the role of sensitivity reviewers, and were provided with a

Table 8.8: Participant groups for the Review Allocation user study.

Group
Task#1 (Control) Task#2 (Treatment)

Set Configuration Set
1 A BaseNRMS B
2 B BaseNRMS A
5 A CluRecNRMS B
6 B CluRecNRMS A
9 A CluRec-SemCatNRMS B

10 B CluRec-SemCatNRMS A

Group
Task#1 (Treatment) Task#2 (Control)
Configuration Set Set

3 BaseNRMS B A
4 BaseNRMS A B
7 CluRecNRMS B A
8 CluRecNRMS A B

11 CluRec-SemCatNRMS B A
12 CluRec-SemCatNRMS A B

11We note that we used a lower number of recommendation steps and passages compared to the CluRec Effec-
tiveness study, where we used 5 steps and 10 article titles (c.f. Section 8.3.4.1). This choice was due to the longer
time needed to sensitivity review the passages, compared to assessing the titles of the news articles. In particular,
using 5 steps with 10 passages each would have resulted in 50 passages per test condition (i.e., overall 100 passages)
for the participants to review, which would have led to a high risk of participant fatigue.



CHAPTER 8. DOCUMENT GROUP RECOMMENDATION 189

detailed description and examples of the sensitivity review task prior to starting the study. We
also asked the participants whether they would prefer to read the passages or not (i.e. a binary
choice). We use these participants’ preferences to update the participant’s historical interactions
and to evaluate the effectiveness of the different recommendation methods. We also use the par-
ticipants’ preferences to analyse the impact on sensitivity reviewers’ speed and accuracy when
they review their preferred passages compared to reviewing the passages that they do not prefer.

For identifying candidate documents and initialising the participants’ history interactions, we
follow the same setup from our CluRec Effectiveness study, as discussed in Section 8.3.4.1. In
particular, to retrieve a candidate set of GovSensitivity passages based on the participants’ histor-
ical interactions, we deployed the ANN search method (Johnson et al., 2019). We divided the set
of GovSensitivity passages into 3 time-ordered splits and created a FAISS index for each split for
the ANN search. For each recommendation step (i.e., si ∀i∈ [1,3]), we retrieved the top-100 pas-
sages using ANN based on the participant’s historical interactions. Finally, we re-ranked these
candidate passages using a particular recommendation method (i.e., BaseNRMS, CluRecNRMS or
CluRec-SemCatNRMS) to select the top-8 passages for each recommendation step.

To initialise the participants’ history for step s1 (i.e., cold-start), we first captured the par-
ticipants’ high-level interests in the semantic categories (i.e., the five clusters presented in Ta-
ble 8.7). For the selected categories, we then presented each participant with 4 passages that are
the most representative of the categories (i.e., closest to the cluster centroids). We asked the par-
ticipants to select at least 2 passages from each category to capture their specific interests. We
then used the selected passages by the participants as their historical interactions to recommend
passages in the first recommendation step s1.

8.4.1.3 Participants Recruitment

We recruited 36 participants for our user study (i.e., 3 in each participant group; c.f. Table 8.8).
Unlike our CluRec Effectiveness study, which involved crowdsourced participants (c.f. Sec-
tion 8.3.4.1), in this study, we recruited the participants to perform the experiment in-person.
The primary reason for conducting an in-person user study is that the documents in GovSensi-
tivity contain real sensitive information, which cannot be made public (e.g. on crowdsourcing
platforms). Moreover, our previously presented sensitivity review user studies (c.f. Section 5.3,
Section 5.5 and Section 7.3) used a small number of sampled GovSensitivity passages (e.g.
40 passages in the Review Efficiency Study; c.f. Section 5.3.1.1). In contrast, in our Re-
view Allocation study, we used a relatively larger number of sampled passages (i.e., 4,796;
c.f. Section 8.4.1.1). Consequently, manually sanitising sensitive information (e.g. using real-
istic pseudonyms; c.f. Section 5.1.1) in 4,796 passages is very resource intensive. Therefore,
the in-person setting enabled us to ensure the confidentiality of sensitive information without
conducting a large-scale data sanitisation.

Our study participants comprised our University’s students and staff from diverse disciplines.
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This diverse pool of participants enabled a thorough evaluation of the recommendation methods’
effectiveness across users with different interests and expertise. We restricted the participants to
be aged 18+ years and to be fluent in the English language. Following our discussion in Sec-
tion 5.1.2, we validated the participants’ completed assignment, and only included responses
from participants who achieved at least 50% accuracy on the sensitivity judgements. The par-
ticipants were remunerated £10.00 GBP for completing the experiment. The mean time taken to
complete the study across all participants was 60 minutes.

8.4.1.4 Evaluation Metrics

We evaluate the effectiveness of recommending documents to sensitivity reviewers in terms
of improving the reviewers’ reviewing speed and accuracy using the BAC and NPS metrics
(discussed in Section 5.3.1.3), respectively. For our mixed experimental design, we use the two-
way mixed ANOVA test to measure the statistical significance interaction between our within-
subject factors (i.e., recommendation or no recommendation) and the between-subject factors
(i.e., different recommendation methods). We report the Partial Eta Squared (η2) effect size,
and the observed power for the ANOVA tests. We also follow the ANOVA tests with post-hoc
tests using a paired samples t-Test for the within-subject factor and one-way ANOVA for the
between-subject factor. We select p < 0.05 as our significance threshold.

In addition, we analyse the effectiveness of the different recommendation methods in the
treatment condition (i.e., BaseNRMS, CluRecNRMS and CluRec-SemCatNRMS; c.f. Section 8.4.1.2)
based on the participants’ preferences for the documents using nDCG@x (∀x ∈ {3,5,8}). As
mentioned in Section 8.4.1.2, we also use the participants’ document preferences to analyse the
difference in the participants’ BAC and NPS scores for the documents that a participant prefers
compared to documents that the participant does not prefer.

8.4.2 Results

We now present the results of our Review Allocation study. Table 8.9 presents the BAC and
NPS of the participants in different groups (c.f. Table 8.8) for the control condition (i.e., Clus-
ter) and the three treatments (i.e., the recommendation methods: BaseNRMS, CluRecNRMS and
CluRec-SemCatNRMS). Table 8.10 presents the results of our two-way mixed ANOVA tests that
compare the interaction between our within-subject (recommendation or no recommendation)
and between-subject (three recommendation methods) factors. Table 8.10 also presents the find-
ings of the post-hoc one-way ANOVA tests that compare the between-subject factors.

8.4.2.1 RQ8.5: Impact of Recommending Documents on the Reviewing Accuracy & Speed

Addressing RQ8.5, from Table 8.9, we observe that the participants achieved higher BAC and
NPS in the treatment condition (i.e., when reviewing documents based on their interests) com-
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pared to the control condition (i.e. when reviewing documents that may not align with their
interests). This observation is consistent across the different treatments, i.e., the three evaluated
recommendation methods (e.g. CluRecNRMS: +6.41% BAC and +18.44% NPS). The results
of two-way mixed ANOVA tests show that there is a significant (p < 0.05) effect of recom-
mending documents on the participants’ BAC and NPS compared to the control condition (c.f.
Table 8.10; Cluster vs Recommendation). Moreover, the two-way mixed ANOVA tests also in-
dicate whether this effect of recommending/not-recommending documents on the participants’
BAC and NPS is significantly different across the different recommendation methods (denoted
as Cluster-Recommendation Interaction in Table 8.10). From Table 8.10, we find that there is a
significant (p < 0.05) Cluster-Recommendation Interaction for the participants’ NPS. However,
there is no significant Cluster-Recommendation Interaction observed for the participants’ BAC.
In addition, from our post-hoc paired t-Tests, we found that the improvements in the participants’
NPS across all of the recommendation methods (i.e., treatments) are significant (p < 0.05) com-

Table 8.9: Results from the Review Allocation study comparing the participants’ BAC and NPS
(±95% confidence intervals). “⋆” and “†” denote statistically significant differences (p < 0.05)
compared to the control condition (i.e., Cluster, as per paired samples t-Test) and the baseline
recommendation condition (i.e., BaseNRMS, as per the independent samples t-Test), respectively.

Participant Groups Configuration mean BAC mean NPS (wpm)

1-4
Cluster 0.797 (±0.046) 91.405 (±3.973)
BaseNRMS 0.830 (±0.119) 102.108⋆ (±2.521)

5-8
Cluster 0.843 (±0.032) 93.099 (±4.630)
CluRecNRMS 0.897 (±0.053)⋆ 110.265 (±7.001)⋆†

9-12
Cluster 0.810 (±0.038) 97.651 (±4.743)
CluRec-SemCatNRMS 0.890 (±0.037)⋆ 103.874 (±2.974)⋆

Table 8.10: Results of the statistical significance tests for the Review Allocation study. “Cluster-
Recommendation Interaction” compares the significant interaction between the within-subject
(Cluster vs Recommendation) and between-subject factors (Treatments: three recommendation
methods). “Cluster vs Recommendation” compares the significant effect of within-subject
factors, and “ Recommendation Methods” compares the significant effect of the between-subject
factors. F is the ANOVA F-statistics, df1 & df2 are the degree of freedoms of the F distribution,
p is the p-value and “bold” represents a statistically significant difference at p < 0.05.

Metric Test Comparison F (df1,df2) η2 p Power

BAC
Two-Way Mixed
ANOVA

Cluster-Recommendation Interaction 0.356 (2,33) 0.021 0.703 10.20%
Cluster vs Recommendation 6.081 (1,33) 0.156 0.019 66.80%

One-Way ANOVA Recommendation Methods 0.842 (2,35) 0.049 0.440 19.70%

NPS
Two-Way Mixed
ANOVA

Cluster-Recommendation Interaction 4.405 (2,33) 0.211 0.020 72.00%
Cluster vs Recommendation 56.391 (1,33) 0.631 <0.001 100.00%

One-Way ANOVA Recommendation Methods 3.305 (2,35) 0.167 0.049 62.70%
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pared to the control condition (i.e., Cluster), as denoted by ⋆ in Table 8.9. However, only our
proposed cluster-based recommendation methods (CluRecNRMS and CluRec-SemCatNRMS) sig-
nificantly improved the participants’ BAC compared to the Cluster condition. Therefore, in
response to RQ8.5, we conclude that recommending documents to reviewers can improve their
reviewing speed (NPS) and accuracy (BAC) compared to reviewing documents that they are not
necessarily interested in. Moreover, the improvements in both BAC and NPS by the proposed
cluster-based recommendation methods are statistically significant (paired t-Test; p < 0.05).
This also indicates the effectiveness of cluster-based recommendation over item-based recom-
mendation for assisting sensitivity reviewers, which we further investigate in the next section.

8.4.2.2 RQ8.6: Effectiveness of Cluster-based vs Item-based Recommendation Methods

Now addressing RQ8.6, from Table 8.9 we can see that our cluster-based recommendation meth-
ods (CluRecNRMS and CluRec-SemCatNRMS) are more effective compared to the item-based
recommendation baseline (BaseNRMS) in terms of improving the participant’s BAC and NPS
(e.g. CluRecNRMS: +8.07% BAC and +7.99% NPS). From the post-hoc one-way ANOVA
tests (shown in Table 8.10), we find that there is a significant (p < 0.05) effect of the differ-
ent recommendation methods on NPS, while the effect on BAC is not significant. We follow up
the one-way ANOVA test using independent samples t-Tests comparing the differences in the
participants’ NPS for the different recommendation methods. From the independent samples
t-Tests, we find that the difference in NPS between CluRecNRMS and BaseNRMS is significant
(p < 0.05), as denoted by † in Table 8.9. However the difference between CluRec-SemCatNRMS

and BaseNRMS is not significant. These results from Table 8.9 suggest that among our two eval-
uated cluster-based recommendation methods, CluRecNRMS (i.e., recommending user-centric
clusters) is more effective to improve the sensitivity reviewers’ reviewing speed (NPS) compared
to CluRec-SemCatNRMS (i.e., recommending high-level semantic clusters). Overall, for RQ8.6,
we conclude that the participants who reviewed the documents in the recommended clusters (i.e.,
cluster-based) were more quick and accurate in providing reviews compared to participants who
reviewed the recommended documents without clustering (i.e., item-based). In addition, partic-
ipants reviewing documents in CluRec’s user-centric clusters achieved significantly (p < 0.05)
higher reviewing speed compared to the participants reviewing without clusters.

We further analyse the findings from our Review Allocation study in the next section, fol-
lowed by a discussion of the implication of these findings in Section 8.4.4.

8.4.3 Analysis

We now present a further analysis of the findings from our user study. We first analyse the effec-
tiveness of the three recommendation methods in terms of ranking relevant documents for the
study participants in Section 8.4.3.1. Next, in Section 8.4.3.2, we analyse the variation in the
participants’ BAC and NPS for the documents they prefer and don’t prefer.
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Table 8.11: Effectiveness of the evaluated recommendation methods (in terms of nDCG) for
recommending documents to the study participants in the Review Allocation user study; “bold”
and “underline” denote the best and second-best results, respectively.

Configuration nDCG@3 nDCG@5 nDCG@8

BaseNRMS 0.8460 0.8394 0.8762
CluRecNRMS 0.8258 0.8582 0.9056
CluRec-SemCatNRMS 0.8776 0.8741 0.9445

Figure 8.12: Variations in the effectiveness of the evaluated recommendation methods at the
three recommendation steps in the Review Allocation user study.

8.4.3.1 Recommendation Effectiveness

We first analyse the effectiveness of the three recommendation methods (BaseNRMS, CluRecNRMS

and CluRec-SemCatNRMS) in ranking relevant documents for the study participants. Table 8.11
presents the nDCG@x scores (∀x ∈ {3,5,8}) for the evaluated recommendation methods. From
Table 8.11, we first observe that for the initial ranking positions (i.e., x ∈ {3,5}), the baseline
item-based recommendation method (BaseNRMS) slightly outperforms the cluster-based method
CluRecNRMS. In contrast, for x = 8 (i.e., for all passages in a recommendation step; c.f. Sec-
tion 8.4.1.2), CluRecNRMS outperforms BaseNRMS. However, CluRec-SemCatNRMS outperforms
both BaseNRMS and CluRecNRMS in terms of nDCG scores for all values of x. In other words,
participants who received recommendations based on the semantic category clusters found more
documents that matched their interests, compared to the user-centric clusters. We expect that
this difference is due to the semantic categories being inherently based on the content in the
GovSensitivity collection. In contrast, the user-centric clusters were initially identified in the
MIND dataset by CluRec, and then the GovSensitivity passages were assigned to these clus-
ters. To further investigate this observation, Figure 8.12 presents the variation in nDCG@8 (i.e.,
based on all recommended passages) for the recommendation methods in the three recommen-
dation steps (i.e., si∀i ∈ [1,3]; c.f. Section 8.4.1.2). From Figure 8.12, we first observe that
CluRec-SemCatNRMS consistently outperforms BaseNRMS across all the three steps. Second,
for CluRecNRMS, we observe a sharp decline in nDCG@8 from step s1 to s2. However, the
nDCG@8 score for CluRecNRMS improves from step s2 to s3, and seems to converge towards
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a similar nDCG score as CluRecNRMS. This finding highlights that the effectiveness of a pre-
trained CluRec model in recommending user-centric clusters can be improved after a few initial
user interactions (e.g., only 2 iterations; c.f. Figure 8.12) in a new dataset (i.e., different from
the one that CluRec was pretrained on). Moreover, despite a slightly lower recommendation
effectiveness, the participants performed more accurate and faster reviews for the documents in
the user-centric clusters of CluRecNRMS (c.f. Section 8.4.2; Table 8.9). We conjuncture that
this improvement in the speed and accuracy is due to the finer-grained relatedness between ar-
ticles in the user-centric clusters compared to the high-level semantic categories. In particular,
the fine-grained user-centric clusters can assist the participants to quickly make more informed
review judgements for related documents.

Overall, from this analysis, we conclude that cluster-based recommendation is more effec-
tive for recommending documents to sensitivity reviewers based on the reviewers’ interests com-
pared to item-based recommendation. This conclusion is consistent with our findings from the
CluRec Effectiveness study (c.f. Section 8.3.4.2). Moreover, a pretrained CluRec model (e.g.
trained on the MIND dataset) for recommending user-centric clusters can be effectively used on
diverse datasets after a few user-interaction iterations (i.e., only two recommendation steps in
our study). Additionally, when using the pretrained CluRec model on a different dataset, the
CluRec Cluster Predictor component can be replaced with a new set of clusters identified within
that dataset (e.g., CluRec-SemCat) for effective cluster-based recommendation.

8.4.3.2 Impact of Participant’s Preference on their Reviewing Accuracy and Speed

We also analyse the impact of the reviewers’ document preferences on their reviewing speed
and accuracy. In particular, we use the document preferences provided by the study participants
to compute their BAC and NPS separately for the preferred and not-preferred documents. Ta-
ble 8.12 presents our results from this analysis. From Table 8.12, we observe that the participants
are more accurate and efficient in providing reviews for the preferred documents across all of
the treatments (i.e., the recommendation methods). Moreover, the participants in groups 1-4 and
5-8 also achieve a higher BAC and NPS in the control condition for the preferred documents. On
the other hand, participants in groups 9-12 achieve a comparable BAC and NPS for the preferred
and not-preferred documents. In addition, the participants’ BAC and NPS for the preferred doc-
uments in the cluster-based recommendation treatments (CluRecNRMS & CluRec-SemCatNRMS)
are notably higher compared to the item-based baseline (BaseNRMS) and the control condition
(Cluster). Overall, these results from Table 8.12 show a clear trend that the reviewers can be
more accurate and efficient when they review documents based on their interests.
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Table 8.12: Impact of the preferences of the study participants on their reviewing accuracy
(BAC) and speed (NPS) in the Review Allocation study, including ±95% confidence intervals.

Groups Configuration Preference mean BAC mean NPS (wpm)

C
on

tr
ol

1-4 Cluster
Not-Preferred 0.790 (±0.097) 83.646 (±21.475)
Preferred 0.811 (±0.051) 93.990 (±5.239)

5-8 Cluster
Not-Preferred 0.747 (±0.155) 89.045 (±7.366)
Preferred 0.876 (±0.063) 95.325 (±5.924)

9-12 Cluster
Not-Preferred 0.814 (±0.125) 95.254 (±14.667)
Preferred 0.813 (±0.064) 94.502 (±7.397)

Tr
ea

tm
en

t

1-4 BaseNRMS
Not-Preferred 0.826 (±0.202) 101.058 (±18.720)
Preferred 0.829 (±0.123) 104.046 (±4.805)

5-8 CluRecNRMS
Not-Preferred 0.855 (±0.212) 103.569 (±26.485)
Preferred 0.875 (±0.078) 110.287 (±8.863)

9-12 CluRec-SemCatNRMS
Not-Preferred 0.883 (±0.086) 93.812 (±15.056)
Preferred 0.901 (±0.045) 109.745 (±8.000)

8.4.4 Discussion

In this section, we provide a discussion about the implications of the results of our Review Allo-
cation study. Our user study showed that recommending documents to the sensitivity reviewers
based on their interest can significantly improve their reviewing speed and accuracy. This can
help the review organisers (c.f. Section 3.1.1) to effectively allocate documents to the sensitivity
reviewers, thereby ensuring accurate and efficient sensitivity reviews.

Moreover, our study showed that cluster-based recommendation, especially with user-centric
clusters, is more effective for assisting sensitivity reviewers compared to item-based recommen-
dation. Therefore, our findings from this user study, and the CluRec Effectiveness study (c.f.
Section 8.3.4), highlight the generalised utility of cluster-based recommendation over traditional
item-based recommendation for different document recommendation tasks.

Our Review Allocation study also demonstrated the adaptability of the proposed CluRec
approach to new datasets with only a few user interactions. In particular, CluRec identifies user-
centric clusters based on the past interactions of all of the users in a collection (and not per
user), i.e., a static list of clusters. Therefore, CluRec’s Cluster Predictor can effectively predict
the cluster assignments for new documents by matching the users’ interests in a document with
the specific user interests captured by the different user-centric clusters. Our Review Allocation
study provided empirical evidence that CluRec does not require constant retraining over time
for different data sources and user preferences, thereby making it well-suited for cluster-based
recommendation in real-life scenarios, such as for the sensitivity review task as well as news
recommendation. However, we expect that to model evolving long-term user interests, CluRec
can benefit from occasional retraining to identify new clusters that better capture shifting users’
interests. We leave this investigation to future work.
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8.5 Conclusions
In this chapter, we proposed a novel user-centric article clustering approach, CluRec, for per-
sonalised cluster-based recommendation. Moreover, we investigated our SERVE framework’s
functionality of automatically allocating latent groups of documents to the sensitivity reviewers
using CluRec. We hypothesised that allocating documents to reviewers based on their interests
and expertise can help the sensitivity reviewers to quickly make accurate sensitivity judgements.

In particular, we showed that our CluRec approach (described in Section 8.2) can automati-
cally identify fine-grained article clusters that can capture the diverse interests of the users. We
first conducted thorough experimentation (c.f. Section 8.3) to evaluate the effectiveness of our
proposed CluRec approach in the news domain, i.e., for cluster-based news recommendation,
through both offline experiments and a user study. In our offline experiments (c.f. Section 8.3.2),
we showed that compared to predefined high-level news categories, CluRec’s user-centric clus-
ters can significantly (paired t-Test; p < 0.05) improve the effectiveness of 4 existing item-based
news recommendation methods for generating cluster-based recommendations (up to +5.63%
nDCG@10; c.f. Section 8.3.2.2 and Table 8.2). We also showed that CluRec can effectively
recommend articles from clusters that the users have not previously interacted with (c.f. Sec-
tion 8.3.2.2; Figure 8.7). Therefore, CluRec can enable the users to find relevant articles from
a diverse range of article groups. In addition, our user study (i.e., CluRec Effectiveness study;
c.f. Section 8.3.4) showed that users prefer cluster-based recommendation of news articles over
item-based recommendation (c.f. Figure 8.10) to find relevant articles.

Next, we investigated the effectiveness of CluRec’s cluster-based recommendation for rec-
ommending relevant documents to the sensitivity reviewers based on the reviewers’ interests.
Through our Review Allocation user study (c.f. Section 8.4), we showed that cluster-based rec-
ommendation can assist the human sensitivity reviewers by significantly (paired t-Test; p< 0.05)
improving the reviewers’ reviewing speed and accuracy (up to +9.88% BAC and +18.44% NPS;
c.f. Section 8.4.2 and Table 8.9). Hence, our CluRec approach can effectively automate the al-
location of documents to the sensitivity reviewers, thereby assisting the reviewers in reviewing
documents that are related based on the reviewers’ interests.

With this chapter, we conclude the experimental validation of our SERVE framework, which
we proposed in Chapter 3. In particular, we have shown that latent relations between documents,
namely entity-relations (c.f. Chapter 4), semantic categories (c.f. Chapter 5) and information
threads (Chapters 6 and 7), can assist human sensitivity reviewers and review organisers in iden-
tifying sensitive information. Moreover, in Chapter 5 and Chapter 7, we showed that reviewing
documents using latent groups of documents (i.e., semantic categories and information threads)
can improve the accuracy and speed of human sensitivity reviewers. Furthermore, in Chapter 5,
we showed that prioritising such latent groups can enable the review organisers to improve open-
ness. Lastly, in this chapter, we showed that recommending these latent groups of documents
can assist the review organisers to effectively allocate relevant documents to suitable reviewers.
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Therefore, in the next chapter, we close this thesis by summarising the results and conclusions
from each chapter. We also discuss different future directions for extending SERVE and its
components, as opportunities for future research.



Chapter 9

Conclusions and Future Work

In over 130 countries (UNESCO, 2022), Freedom of Information (FOI) Laws legislate the pub-
lic access to documents that are held by governments and public organisations. These FOI laws,
while ensuring openness, also mandate the protection of sensitive information to uphold the
human rights of individuals and safeguard national security. Therefore, prior to releasing the
documents to the public, the document must undergo a thorough sensitivity review. Due to the
need for utmost accuracy in identifying sensitivities, sensitivity review is typically a manual pro-
cess. However, the massive volume of government documents makes a fully manual sensitivity
review impractical (Gollins et al., 2014; The National Archives, 2016b). Moreover, identifying
sensitivities is a challenging task (McDonald, 2019), which often involves analysing hidden con-
nections and patterns (i.e., latent relations) between documents. Furthermore, manually identi-
fying these latent relations is infeasible since relations, such as references to a specific individual
or information about an event, can be spread across multiple documents in large collections.

This thesis addressed these challenges to assist the human users involved in the sensitivity re-
view process by leveraging latent relations between documents. In particular, we focused on two
user roles, namely: (1) Sensitivity Reviewers, who are responsible for efficiently making accu-
rate sensitivity judgements about each document in a collection, and (2) Review Organisers, who
are responsible for prioritising and allocating the documents to the sensitivity reviewers, to max-
imise the number of documents released to the public in a fixed amount of time, i.e., openness.
To assist the sensitivity reviewers and review organisers in their respective roles, we proposed
the use of three latent relations, namely: entity-relations (Chapter 4), semantic categories (Chap-
ter 5), and information threads (Chapters 6 and 7). In particular, we introduced a framework for
sensitivity review, SERVE (Chapter 3), which proposed novel methods to effectively identify
these latent relations, and leverage them to enable a series of new functionalities. Over the course
of this thesis, we empirically showed the effectiveness of these functionalities to help the review
organisers and sensitivity reviewers in conducting accurate and efficient sensitivity reviews.

In the remainder of this chapter, Section 9.1 summarises our main contributions and the
conclusions that validate our thesis statement. Next, in Section 9.2, we present some directions
for future research. Finally, in Section 9.3, we present our closing remarks.

198
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9.1 Contributions and Conclusions

In this section, we first summarise the main contributions and conclusions of this work in Sec-
tion 9.1.1 and Section 9.1.2, respectively. Next in Section 9.1.3, we validate the statement of this
thesis, as presented in Section 1.3. Finally, we discuss the limitations of the work in Section 9.1.4.

9.1.1 Contributions

The main contributions of this thesis are as follows:

• In Chapter 3, we proposed a novel framework for sensitivity review called, SERVE. Our
SERVE framework proposed novel methods to identify and leverage latent relations be-
tween documents (i.e., entity-relations, semantic categories and information threads) for
efficient and effective sensitivity reviews. SERVE integrates these methods into five dif-
ferent components to provide various new functionalities to the sensitivity reviewers and
the review organisers. In particular, the Entity-Relation Representation component (c.f.
Section 3.2.1) identifies named-entities and their corresponding relations, and represents
them in an embedding space for effectively identifying sensitive information. The Seman-
tic Categorisation component (c.f. Section 3.2.2) identifies semantic clusters of documents
to enable the reviewers to sequentially review similar sensitive information from related
documents (c.f. Section 3.3.1). The Information Threading component (c.f. Section 3.2.3)
identifies coherent and chronological threads of documents that are about a specific event,
activity or discussion. These threads collectively present coherent information from mul-
tiple documents to enable the reviewers to quickly make informed sensitivity judgements
(c.f. Section 3.3.2). The Review Prioritisation component (c.f. Section 3.2.4) prioritises
latent groups of documents (i.e., semantic categories or information threads) using sen-
sitivity classification predictions. This prioritisation is aimed at reviewing non-sensitive
documents (which are more likely to be released to the public) before sensitive documents,
thereby helping the review organisers to improve openness (c.f. Section 3.3.3). Finally, the
Document Group Recommendation component (c.f. Section 3.2.5) models the interests
and expertise of the reviewers in the latent groups of documents. This component enables
the review organisers to effectively allocate relevant documents to reviewers who have
the required expertise to review specific types of document contents (c.f. Section 3.3.4).
We described each of these components and their underlying novel methods in separate
chapters throughout this thesis, which we summarise in the remainder of this section.

• In Chapter 4, we proposed a novel approach, RelDiff, for representing entity-relations for
effective sensitivity classification. Our RelDiff approach (c.f. Section 4.2) represents enti-
ties and their relations as single embeddings (i.e., entity-relation-entity triple embeddings).
We showed that the effectiveness of automatic sensitivity classification is improved by
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leveraging entity-relations as classification features (c.f. Section 4.5). Moreover, we
showed that RelDiff is more effective for sensitivity classification compared to existing
knowledge graph embedding methods that learn separate embeddings for the entities and
relations (c.f. Section 4.5). We summarise the outcome of this investigation later in Sec-
tion 9.1.2. In addition, we investigated the impact of different relation types on the classi-
fication effectiveness (c.f. Section 4.6). We proposed a new promising research direction
involving the use of reinforcement learning to learn the importance of different entity-
relations in individual documents for effective sensitivity classification (c.f. Section 4.6.4).

• In Chapter 5, we proposed to leverage document clustering to assist the human reviewers
in guaging the types of contents in a collection. We investigated the impact of reviewing
documents clustered by their semantic categories on the efficiency, accuracy and openness
of human sensitivity reviews. In particular, we first presented a user study called the Re-
view Efficiency study (c.f. Section 5.3). This study showed that sequentially presenting
related documents using semantic categories improves the reviewing speed of the sensi-
tivity reviewers without affecting their reviewing accuracy. In addition, we proposed a
review prioritisation approach (c.f. Section 5.4) to prioritise non-sensitive documents over
sensitive documents in order to release more documents to the public in a fixed amount of
time (i.e., to improve openness). Our review prioritisation approach leverages document
metadata attributes to split large semantic category clusters into smaller cluster+metadata
groups. We then leveraged our RelDiff-based sensitivity classifier to prioritise these smaller
document groups based on their predicted proportion of sensitive documents. We also pre-
sented another user study (called the Review Openness study; c.f. Section 5.5) to evaluate
our review prioritisation approach. This study showed that prioritising cluster+metadata
groups increases the openness of sensitivity reviews (thus benefiting the review organisers),
while also assisting the sensitivity reviewers to efficiently make sensitivity judgements.

• In Chapter 6, we proposed a novel information threading approach, SeqINT, which identi-
fies coherent and chronological sequences of information from multiple documents about
an event, activity or discussion. In particular, we introduced information threading as a
general task (c.f. Section 6.1) beyond sensitivity review, also helping the users of online
news platforms to quickly find related information about a specific event from large collec-
tions. Our SeqINT approach (c.f. Section 6.2) leverages answers to the 5W1H questions,
documents’ timestamps and hierarchical agglomerative clustering to effectively identify
sequential information threads. We showed that the information threads produced by Se-
qINT are of higher quality compared to existing related methods (c.f. Section 6.4). More-
over, we presented a user study (called the SeqINT Effectiveness study; c.f. Section 6.5),
which showed that the users prefer SeqINT threads in terms of coherence, diversity of
information and chronological correctness compared to existing methods in the literature.
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• In Chapter 7, we proposed our second information threading approach, HINT, for identify-
ing hierarchically structured threads. Compared to our SeqINT approach, which identifies
sequential threads, we showed that HINT’s hierarchical threads are more effective in cap-
turing the evolving information about different aspects (e.g. stories) of an event (c.f. Fig-
ure 7.1). Our HINT approach (c.f. Section 7.1) constructs a graph for the documents in a
collection using answers to the 5W1H questions, documents’ timestamps and mentions of
common entities between documents. HINT then identifies threads as hierarchically con-
nected networks of documents using network community detection (c.f. Section 7.1.3).
We showed that HINT’s threads are of higher quality compared to SeqINT’s threads in
an offline evaluation (c.f. Section 7.2.2). Moreover, through a user study (called the
HINT Effectiveness study; c.f. Section 7.2.3), we showed that users prefer HINT’s hi-
erarchical threads compared to the sequential threads in terms of the event’s description,
interpretability, structure and chronological correctness. In addition, we presented an-
other user study (namely the Thread Review study; c.f. Section 7.3), which investigated
whether information threads from HINT can assist sensitivity reviewers. Our Thread Re-
view study showed that HINT’s information threads enable the reviewers to quickly and
accurately make sensitivity judgements through a display of coherent information from
multiple documents.

• In Chapter 8, we proposed CluRec, a user-centric clustering approach for cluster-based
recommendation of documents. We proposed cluster-based recommendation as a gen-
eral solution for not only effectively allocating documents to the sensitivity reviewers, but
also for effective news recommendation (c.f. Section 8.1). Our CluRec approach (c.f.
Section 8.2) jointly learns to identify and recommend latent clusters of documents that
are related based on the users’ interests. We first showed the effectiveness of CluRec in
the personalised news recommendation task, where we compared CluRec with existing
item-based new recommendation methods (c.f. Section 8.3). In particular, in an offline
evaluation (c.f. Section 8.3.2), we showed that CluRec improves the effectiveness of
existing item-based recommendation methods for cluster-based recommendation. More-
over, through a user study (namely the CluRec Effectiveness study; c.f. Section 8.3.4), we
showed that users prefer cluster-based recommendation over item-based recommendation.
In addition, we presented another user study (namely the Review Allocation study; c.f.
Section 8.4), which showed CluRec’s effectiveness for allocating documents to the sensi-
tivity reviewers. The Review Allocation study showed that the reviewers more accurately
and efficiently make sensitivity judgements for the documents that are recommended by
CluRec, compared to the documents that the reviewers are not interested in.
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9.1.2 Conclusions

We now summarise the main conclusions of this work for the human sensitivity review task,
along with more general tasks, namely information threading and news recommendation.

Our main conclusions for assisting sensitivity reviewers and review organisers are as follows:

• Effective Sensitivity Classification: In Chapter 4, we proposed to leverage entity-relations
as features for automatic sensitivity classification. On a collection with real sensitive docu-
ments (GovSensitivity; c.f. Section 4.4.1), we evaluated the effectiveness of our proposed
entity-relation representation method, RelDiff, for sensitivity classification (c.f. Sec-
tion 4.5). In particular, we compared our RelDiff method for generating entity-relation-

entity triple embeddings with existing knowledge graph embedding (KGE) methods. Our
experiments showed that RelDiff significantly (p < 0.05) improved the effectiveness of
sensitivity classification compared to both a baseline text classifier (up to +4.16% F1; c.f.
Table 4.3), and the KGE baselines (up to +3.40% F1; c.f. Table 4.3). We discussed the
importance of these improvements in classification effectiveness for assisting the sensitiv-
ity reviewers in making more efficient sensitivity judgements (up to 53% speed gain for
the documents that were correctly classified; c.f. Section 4.5.3). We also showed that var-
ious relation types (e.g. person/place_of_birth) have different effects on the classification
performance (c.f. Section 4.6). In particular, we showed that the importance of different
relations is intrinsic to individual documents, and that the sensitivity classification effec-
tiveness is further improved by identifying important relations that correspond to sensitive
information (c.f. Table 4.6).

• Efficient Reviews using Semantic Categories: In Chapter 5, we investigated the role of
latent semantic categories in assisting both the sensitivity reviewers and the review organ-
isers. We first presented our Review Efficiency user study (c.f. Section 5.3). This study
showed that sequentially presenting documents using their semantic categories signifi-
cantly (p < 0.05) improves the reviewers’ reviewing speed (up to +15.65% Normalised
processing speed or NPS; c.f. Table 5.6) compared to reviewing documents in a ran-
dom sequence. Moreover, we showed that this improvement in reviewing speed does not
negatively affect the accuracy of the reviews. Next, we evaluated the effectiveness of
our review prioritisation approach, which uses our RelDiff-based sensitivity classifier, se-
mantic category clusters and document metadata attributes, for prioritising non-sensitive
documents over sensitive documents. In particular, we presented our Review Openness
user study (c.f. Section 5.5), which showed that prioritising cluster+metadata groups of
documents significantly (p < 0.05) improves openness (+23.8% OP

AUC; c.f. Table 5.8)
compared to prioritising documents without semantic clustering. Therefore, our review
prioritisation approach is shown to be useful to assist review organisers to release more
documents to the public in a fixed reviewing time-budget, thereby enabling the govern-
ment organisations to comply with FOI laws in a timely manner.
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• Effective and Efficient Reviews using Information Threading: In Chapter 7, we in-
vestigated the impact of collectively reviewing coherent information from multiple docu-
ments on the speed of human sensitivity reviewers and the accuracy of their reviews. In
particular, we presented our Thread Review user study (c.f. Section 7.3), which evaluated
the effectiveness of reviewing documents using threads from our proposed HINT method
compared to a document-by-document review using semantic clusters. This study showed
that reviewing documents using HINT’s information threads significantly (p < 0.05) im-
proves the reviewers’ reviewing speed and accuracy compared to document-by-document
reviews (up to +25.85% NPS and +15.93% BAC; c.f. Table 7.8). Moreover, review-
ing documents using information threads improves the reviewers’ accuracy in identifying
specific portions of sensitivities in documents compared to reviewing documents using
semantic clusters (up to +13.44% BAC; c.f. Table 7.9).

• Effective Allocation of Documents to Reviewers: In Chapter 8, we investigated the ef-
fectiveness of recommending relevant documents to the sensitivity reviewers based on the
reviewers’ interests. We evaluated the effectiveness of our proposed CluRec approach for
allocating documents to the reviewers using cluster-based recommendation. In particular,
we presented our Review Allocation user study (c.f. Section 8.4). This study showed
that allocating documents to reviewers using cluster-based recommendation significantly
(p < 0.05) improves the reviewers’ reviewing speed and accuracy (up to +9.88% BAC and
+18.44% NPS; Table 8.9) compared to randomly allocating documents that may not align
with reviewers’ interests. Therefore, CluRec enables the review organisers to effectively
automate the allocation of documents to the sensitivity reviewers, thereby improving both
the accuracy and the efficiency of human sensitivity reviews (c.f. Table 8.9).

In addition, we describe our conclusions for tasks beyond sensitivity review, as follows:

• Effective Information Threading: In Chapter 6 and Chapter 7, we investigated the effec-
tiveness of our proposed approaches for information threading (i.e., SeqINT and HINT) in
the news domain using two publicly available collections, namely NewSHead and Multi-
News (c.f. Section 6.3.1). Our experiments in these chapters showed: (1) The information
threads produced by both SeqINT and HINT are notably of higher-quality compared to
existing related methods in the literature, i.e., up to +213.39% NMI from SeqINT (c.f.
Table 6.2), and up to +231.35% NMI from HINT (c.f. Table 7.2). (2) Users significantly
(p < 0.05) prefer threads from SeqINT compared to the threads from existing methods
(c.f. Figure 6.6). (3) Users significantly (p < 0.05) prefer hierarchical information threads
from HINT compared to the sequential threads from SeqINT (c.f. Figure 7.6). Overall,
our extensive experiments using both offline evaluation and user studies showed that our
proposed SeqINT & HINT approaches assist the users of online news platforms to quickly
find and gauge information about an event from large unstructured collections. Moreover,
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hierarchical threads help the users to better understand the chronological evolution of di-
verse aspects (e.g. stories) of an event compared to sequential threads (c.f. Figure 7.6(b)).

• Effective Personalised News Recommendation: In Chapter 8, we investigated the ef-
fectiveness of the user-centric clusters identified by our proposed CluRec approach, com-
pared to predefined categories and subcategories in a large-scale news article collection
(i.e., MIND; c.f. Section 8.3.1.1). We showed that CluRec’s user-centric clusters sig-
nificantly (p < 0.05) improve the effectiveness of existing news recommendation meth-
ods for cluster-based recommendation (up to +5.63% nDCG@10; c.f. Table 8.2). We
also investigated the effectiveness of CluRec’s cluster-based recommendation compared
to classical item-based recommendation (c.f. our CluRec Effectiveness user study). This
study showed that CluRec recommends more relevant documents to users compared to the
item-based recommendation (up to +5.46% nDCG@10; c.f. Figure 8.9). Moreover, users
notably better prefer (up to 70%; c.f. Figure 8.10) articles recommended by CluRec’s
cluster-based recommendation compared to item-based recommendation.

9.1.3 Validation of Thesis Statement

We argue that the conclusions summarised in Section 9.1.2 fully validate the statement of this
thesis, as presented in Section 1.3. The main claim of our thesis statement is that information
about latent relations between documents can assist human sensitivity reviewers and review
organisers in identifying sensitive information in documents. We validate the specific claims of
our thesis statement based on our experimental results and observations, as follows:

• Claim 1: Latent information about entity-relations, semantic categories and coherent threads

can effectively indicate sensitive information in a collection of documents. The experiments
in Chapter 4, about the proposed RelDiff method, showed that entity-relation embeddings
significantly improve the effectiveness of a classifier to identify sensitive information. Our
Review Efficiency study in Chapter 5 showed that the semantic categories effectively in-
dicate different types of sensitivities in a collection, thereby assisting the reviewers to
quickly make sensitivity judgements for documents with similar sensitivities. Our Thread
Review study in Chapter 7 showed that information threads assist the reviewers in effec-
tively identifying specific portions of sensitive information in documents.

• Claim 2: A sensitivity review framework can provide the sensitivity reviewers with a compre-

hensive view of the identified latent relations, enabling the reviewers to efficiently make accu-

rate sensitivity judgements. Our proposed SERVE framework for sensitivity review (c.f.
Chapter 3) enabled various novel functionalities to improve the accuracy and efficiency of
sensitivity reviewers. In particular, in Chapter 5, we showed that sequentially reviewing
related documents using semantic categories improves the reviewers’ reviewing speed,
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without negatively affecting their accuracy. Moreover, in Chapter 7, we showed that us-
ing information threads to collectively present coherent information about events from
multiple documents, improves the reviewers’ reviewing speed and accuracy.

• Claim 3: Latent information indicative of sensitivities can be essential in prioritising docu-

ments for review to increase the volume of documents opened to the public. In Chapter 5, we
showed that prioritising latent semantic categories of documents using a sensitivity clas-
sifier, significantly improves the openness of human sensitivity reviews, i.e., the number
of documents that can be opened to the public in a fixed reviewing time budget.

• Claim 4: By mapping the latent information about document attributes to the expertise and

preferences of sensitivity reviewers, specific documents can be automatically allocated to appro-

priate reviewers to maximise the review accuracy and speed. In Chapter 8, we showed that
cluster-based recommendation, by leveraging latent user-centric clusters of documents, ef-
fectively allocates relevant documents to suitable reviewers. In particular, we showed that
the reviewers provide more accurate and quicker sensitivity judgements for the documents
that are allocated to the reviewers based on their interests and expertise.

In summary, we have validated each of the claims of our thesis statement in Section 1.3.
We have shown that our proposed novel methods to identify latent relations between documents
indeed assist the human sensitivity reviewers and review organisers, in conducting efficient and
effective sensitivity reviews. By integrating these novel methods, our proposed SERVE frame-
work, enables various functionalities to improve the accuracy of sensitivity judgements, the
reviewing speed of the reviewers, and the openness of the reviewed documents.

9.1.4 Limitations of this Work

In this section, we discuss some of the limitations of our work in this thesis.
First, the GovSensitivity collection (which we used to evaluate our RelDiff sensitivity clas-

sifier; c.f. Chapter 4) only contains the documents and their ground-truth sensitive/non-sensitive
labels, thus limiting its primary usage for the offline evaluation of sensitivity classification ap-
proaches. Consequently, our proposed information threading methods (c.f. Chapters 6 & 7)
and cluster-based recommendation method (c.f. Chapter 8) are not directly evaluated for the
sensitivity review task in an offline setting. Therefore, there is a need for more specific datasets
to broaden the scope of offline evaluation for our proposed methods specifically for the sensi-
tivity review task. To alleviate this limitation, we first evaluated our information threading and
cluster-based recommendations methods using offline public datasets in the news domain. We
then conducted user studies to evaluate the methods’ effectiveness in terms of improving the
sensitivity reviewers’ reviewing speed and/or accuracy.

Second, our conducted user studies are limited to evaluating the benefits of the various end-
user functionalities of our SERVE framework for non-expert sensitivity reviewers. In particular,



CHAPTER 9. CONCLUSIONS AND FUTURE WORK 206

recruiting expert reviewers from the government is both difficult and time-consuming, making it
impractical to conduct the numerous user studies required to evaluate our proposed framework
within the timeline of completing this thesis. As an alternative, we recruited our study partici-
pants based on their understanding of the task of identifying sensitive information, using criteria
such as ≥50% accuracy in sensitivity decisions and the quality of description for the identified
sensitivities (c.f. Section 5.1.2). However, further experimentation involving expert reviewers is
needed to fully evaluate the effectiveness of the proposed methods and their proposed integration
within the SERVE framework for the end-to-end sensitivity review process (c.f. Figure 1.3).

Finally, we have only evaluated the effectiveness of our SERVE framework with respect to
the Freedom of Information (FOI) sensitivities within the GovSensitivity collection (c.f. Sec-
tion 4.4.1). However, various types of data across real-world applications can comprise differ-
ent types of sensitivities. Therefore, based on the different notions of sensitive information, the
components of SERVE and their proposed integration might require adjustments to tailor the
components to the specific requirements of particular real-world applications.

9.2 Directions for Future Work

In this section, we describe some future research directions for identifying latent relations be-
tween documents.

• Learning to Quantify for Review Prioritisation: In Chapter 5, we proposed to leverage
sensitivity classification to identify which semantic categories should be prioritised for re-
view based on the number of predicted sensitive documents in the specific categories. We
showed that this prioritisation of semantic categories based on the proportion of sensitive
documents is an effective review prioritisation approach to improve openness. However,
it is also of note that such identification of likely sensitive semantic categories can ben-
efit from modelling a quantification loss (Moreo and Sebastiani, 2021). The latter can
be effective in learning to quantify the distribution of sensitive documents in a semantic
category. In particular, our approach used a classifier to classify documents and then find
the distribution of documents that have been assigned to each class, i.e., sensitive or non-
sensitive. This is commonly referred to as the “Classify and Count” (CC) method (Moreo
and Sebastiani, 2021). Some previous studies (e.g. Moreo and Sebastiani, 2021; Esuli
et al., 2023) have shown that the effectiveness of CC methods can be improved when they
are optimised with a quantification-based loss. Therefore, an interesting future direction
could consist in using quantification-oriented approaches (Esuli et al., 2023) to prioritise
the semantic categories to further improve the openness of human sensitivity reviews.

• Identifying related Information Threads using RelDiff: In Chapter 7, we showed the
benefits of information threads for presenting coherent information from multiple docu-
ments to improve the accuracy and efficiency of sensitivity reviews. It is possible that the
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scope and capability of our proposed information threading approaches (namely SeqINT
and HINT) can be further enhanced to identify topical associations between threads of re-
lated events, activities or discussions. For example, a sensitive discussion about an organ-
isation having military contracts with a country could make other discussions about that
organisation more likely to be sensitive. In particular, it would be interesting to expand our
work on entity-relation representations (i.e., RelDiff; Chapter 4) to identify relationships
between threads that mention related entities (e.g. an organisation’s dealings with a given
country). The information about such related threads could further assist the sensitivity
reviewers to identify similar types of sensitive information from multiple related events,
activities or discussions.

• Dynamic Clustering for CluRec: In Chapter 8, we showed the effectiveness of cluster-
based recommendation using our proposed CluRec user-centric clustering approach. How-
ever, currently our CluRec approach is focused on the identification of article clusters in a
collection based on all of the users’ past interactions, resulting in a fixed set of user-centric
clusters. Hence, an interesting further direction of work is to go beyond static clusters, and
identify dynamic personalised clusters for individual users to more effectively capture the
user’s evolving interests over time. These user-specific article clusters could be more ro-
bust in dynamically adapting to the changing preferences and behaviours of users.

• Recommending Information Threads: In Chapter 8, we showed that our CluRec ap-
proach can effectively identify and recommend clusters of documents to the sensitivity
reviewers as well as to the users of online news platforms. Going beyond clusters, it
would be worth extending this work by recommending information threads to users to
help them quickly find the complete context of an event from multiple news articles of the
users’ interests. Moreover, such thread-based recommendation could assist the sensitivity
reviewers to accurately review documents about events, activities or discussions that are
aligned with the reviewers’ interests and/or prior experience. Therefore, a promising di-
rection for future work is to further develop CluRec to model the users’ interests in specific
information threads based on the users’ past interactions with articles about related events.

9.3 Closing Remarks

In this thesis, we have addressed the challenging task of assisting human users involved in the
sensitivity review process using latent relations between documents. In particular, this the-
sis contributed a novel framework for sensitivity review, called SERVE. Our SERVE frame-
work proposed effective methods to provide various functionalities to improve the accuracy,
efficiency, as well as the openness of the sensitivity reviewing process. Moreover, this thesis
demonstrated the effectiveness of the proposed methods beyond sensitivity review for effective
information threading and personalised news recommendation. Furthermore, as presented in
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Section 9.2, our work provides solid motivation and opportunities for future research directions
in leveraging latent relations for sensitivity review. It is our view that the identification and use
of various latent relations between documents will continue to be increasingly important for
future research in the sensitivity review field and beyond.
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