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Abstract

The advent of the Internet of Things has spurred the deployment of Low Power
Wide Area Networks (LPWANs) to facilitate a myriad of commercial and private
services. However, while LPWANs offer benefits such as low power consumption
and wide coverage, their lower data rates and reliability have constrained their
utility in industrial processes and high data rate multimedia applications. This
thesis addresses these limitations by exploring the integration of LPWANs into
the Fifth Generation (5G) cellular networks and enhancing the management of the
hybrid network in terms of server offloading, data volume reduction, and scalability
management.

The first part of the thesis surveys the challenges and solutions of LPWAN-5G
integration, emphasizing hybrid architectures, security, mobility, interoperability,
and coexistence with other wireless technologies. Building upon this, the second part
of the thesis designs and implements a Long Range Wide Area Network (LoRaWAN)-
5G integrated network with a collaborative radio access network and a converged
core network. The integrated network has been deployed for heating monitoring,
demonstrating the feasibility, flexibility, and cost-effectiveness of the hybrid network.
The implemented LoRaWAN-5G integrated network has attracted new funding from
the European Space Agency for a telemedicine project.

The third part of the thesis proposes a Long Range (LoRa) mesh-5G integrated
network to address coverage gaps in railway operations, leveraging 5G for backhaul
and computing while extending coverage with LoRa mesh. The integration of edge
computing and a cloud-edge-terminal collaborative architecture enhances network
efficiency and timeliness, as validated in a proof-of-concept deployment for trackside
weather monitoring. The LoRa mesh-based trackside weather monitoring system
has been adopted by Network Rail for potential widespread use.

Lastly, the fourth part of the thesis investigates the reliability and scalability

i



ABSTRACT ii

of the LoRa mesh-5G integrated network for monitoring linear infrastructure,
proposing a deployment strategy and novel 5G-enabled routing algorithm to optimize
node placement and enhance network performance within duty cycle regulations.
Moreover, a simulation tool has been developed to validate these findings, offering
insights into practical deployments.

Collectively, this thesis contributes to the understanding and advancement of
LPWAN-5G integration, offering solutions for diverse industrial and infrastructure
monitoring applications, e.g., trackside weather monitoring. This thesis serves
as a comprehensive exploration of the integration and optimization of LPWAN
technologies within 5G networks, paving the way for enhanced Internet of Things
deployments in various domains.
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Chapter 1

Introduction

1.1 Background

In the landscape of Industry 4.0, characterized by the integration of digital
technologies into manufacturing processes, the demand for robust Internet of
Things (IoT) solutions has surged. As industries transition towards this new
paradigm, marked by automation, data analytics, and interconnectivity, the need
for seamless connectivity and real-time data exchange becomes paramount. This
paradigm shift in manufacturing aims to enhance efficiency, productivity, and
predictive maintenance strategies. The adoption of Low-Power Wide Area Networks
(LPWANs) has played a pivotal role in facilitating this transition, offering scalable,
cost-effective connectivity solutions tailored for industrial applications. Low-Power
Wide Area Network (LPWAN) technologies provide the backbone for deploying
sensors, actuators, and other IoT devices across vast industrial environments,
enabling remote monitoring, predictive maintenance, and resource optimization.
However, LPWANs cannot meet the needs of all industrial applications such as
process control due to its limitations like low data rate. To address this, it
is anticipated that cutting-edge cellular communication technologies will have a
crucial impact. However, as industrial IoT applications evolve and scale, the
transition to advanced networking technologies such as Fifth Generation (5G) poses
unique challenges. These challenges encompass compatibility issues, infrastructure
adaptation, and cost considerations, underscoring the importance of a seamless
migration strategy. Against this backdrop, the discussion shifts to explore the specific
context of Long Range (LoRa)-based technologies within the realm of LPWANs,

1
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highlighting its unique features and advantages in addressing the needs of Industry
4.0 applications. By delving into the interplay between LPWANs and 5G, this thesis
argues that the integration and optimization of LPWANs and 5G will significantly
enhance efficiency, productivity, and innovation within industrial manufacturing
processes.

Industry 4.0 requires massive IoT connections to facilitate real-time data
exchange, optimize production efficiency, and enable predictive maintenance
strategies [1]. LPWANs have become the main driver for the growth of IoT
connections globally and are expected to replace most Second Generation (2G)
and third generation cellular IoT connections in the future [2]. Depending on
spectrum license requirements, Low-Power Wide Area (LPWA) technologies can be
classified into licensed LPWA technologies, such as Narrowband–Internet of Things
(NB-IoT) and Long-Term Evolution for Machines (LTE-M), and unlicensed LPWA
technologies, such as Long Range Wide Area Network (LoRaWAN) and Sigfox. The
rise in IoT adoption has spurred the utilization of unlicensed LPWA technologies,
both for commercial and private purposes, due to their cost-effectiveness and
performance benefits. In contrast to licensed LPWA technologies, which operate
on spectrum designated by regulators for exclusive use and seamlessly integrate
with mobile networks, unlicensed LPWANs function as standalone networks with
non-exclusive spectrum rights, necessitating specialized equipment and management
systems. While unlicensed LPWANs offer advantages like low power consumption,
extensive coverage, affordability, and scalability, they generally exhibit lower data
rates and reliability, constraining their suitability for certain industrial applications
such as process control and high-data-rate multimedia usage.

To address these limitations, industrial operators often employ a dual deployment
approach, utilizing both licensed cellular networks like Long-Term Evolution (LTE)
and the 5G cellular network alongside unlicensed IoT networks to accommodate
diverse industrial needs. However, this deployment model poses challenges associated
with complexity and cost management. Compared to previous generation cellular
networks, 5G is a flexible, scalable, agile, and programmable communication system
that can support integration with other technologies [3]. Thus, the integration
of unlicensed LPWANs into 5G emerges as a promising method to avoid dual
deployment and enhance network optimization. To ensure seamless integration, it is
crucial to design a hybrid network architecture that can leverage the advantages of
LPWANs and 5G. Moreover, optimizing the management of LPWANs by leveraging
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the computational capabilities of 5G networks can significantly enhance efficiency
and performance. For instance, offloading LPWAN management functions to 5G’s
robust core network, a potent platform for conducting complex calculations, can
lighten the workload on LPWANs and improve overall system efficiency.

On the other hand, although unlicensed LPWANs, such as LoRaWAN and
Sigfox, can provide extensive coverage with one-hop communication distances of
up to tens of kilometers [4], their star network topology necessitates dense gateway
deployment, especially in environments with many obstacles or when monitoring
extensive infrastructure such as pipelines, roads, and railways. To address the
high cost and management complexity induced by dense gateway deployment,
mesh technologies have been introduced to unlicensed LPWANs. Mesh topologies
offer increased flexibility, allowing end nodes to retransmit messages received from
other nodes, thereby facilitating multi-hop communication. Due to these features,
unlicensed mesh LPWANs, such as LoRa mesh, can achieve extended coverage
without the need for densely deploying gateways. However, like unlicensed star-
topology LPWANs, unlicensed mesh LPWANs also suffer from low scalability and
reliability, which can also be improved through integration with 5G and careful design
of the mesh network’s routing algorithm.

This thesis investigates the integration of LoRaWAN, a promising unlicensed
LPWAN, with 5G. To extend coverage further, a cloud-edge-terminal collaboration
architecture is proposed to integrate LoRa mesh into a 5G network, along with a
routing algorithm considering reliability and scalability. To mitigate the management
burden of LPWANs, the LoRaWAN servers are offloaded to the 5G core network
and a LoRa mesh server is designed and deployed within the 5G core network
infrastructure.

1.2 Motivation and Objectives

This thesis integrates two promising unlicensed LPWA technologies, LoRaWAN
and LoRa mesh, with 5G networks. The motivations behind the integration and
optimization of the hybrid network are discussed as follows:

• The integration and optimization of LoRaWAN, LoRa mesh, and 5G networks
stem from the pressing need to meet the requirements of massive IoT
deployments, particularly in massive Machine Type Communication (mMTC)
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scenarios. With an anticipated density of 1 million devices per square
kilometer, traditional cellular technologies alone cannot fulfill the demands
for low-cost, low-power, and wide-coverage connectivity. By leveraging
LPWAN technologies, such as LoRaWAN and LoRa mesh, alongside 5G, the
gap between current cellular limitations and the evolving needs of mMTC
applications can be bridged.

• Despite the benefits of low power consumption, extensive coverage, and low
end device cost, unlicensed LPWANs often suffer from drawbacks such as lower
data rates and decreased reliability. As a complementary technology, 5G can
realize reliable and high data rate communications, supporting the use cases
that unlicensed LPWANs cannot support.

• Commercial 5G systems have been deployed progressively since 2018. Due to
its boundary-stretching performance metrics, the 5G system can provide the
backbone connectivity and management functions for unlicensed LPWANs,
thereby significantly reducing complexity and costs while enhancing the
resilience of unlicensed LPWAN deployment. Moreover, 5G networks can serve
as a powerful computing platform for data processing and network optimization
in unlicensed LPWANs.

• The dual deployment of unlicensed LPWANs and 5G requires two
separate management systems. Integration enables unified management and
optimization of both networks, including authentication, security, and mobility
management, thereby improving overall efficiency.

This thesis focuses on addressing the challenges associated with architecture
design, management function offloading, data volume reduction, and routing
algorithm design. The Objectives of this thesis are

• To perform a thorough survey of unlicensed LPWAN-5G integration by
examining state-of-the-art LPWA technologies, cellular technologies, and mesh
technologies.

• To develop a hybrid architecture for integrating LoRaWAN with 5G core
networks to facilitate the offloading of LoRaWAN servers.
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• To integrate LoRa mesh technology into 5G networks, and propose a framework
and algorithms for collaborative management of the LoRa mesh network via
the 5G network.

• To design a routing algorithm for the LoRa mesh network to enhance network
performance, focusing on the reliability, scalability, and coverage of the hybrid
network.

1.3 Contributions and Research Outcome

Based on the objectives outlined earlier, this research aims to seamlessly integrate
LoRaWAN and LoRa mesh into 5G networks and efficiently optimize the hybrid
network. This section highlights the main contributions and research outcomes of
this thesis.

1.3.1 Contributions

The major contributions of this thesis are summarised as follows:

• A comprehensive survey of state-of-the-art unlicensed LPWA technologies, 5G
technologies, and mesh technologies is conducted. The survey also presents
the LPWAN-5G integration challenges associated with hybrid architecture,
security, mobility, interoperability between LPWANs, and coexistence of
LPWANs with other wireless technologies. The potential solutions to address
these challenges are discussed and evaluated. The outcome of this contribution
is published in [P1].

• A LoRaWAN-5G integrated network with a collaborative Radio Access
Network (RAN) and a converged core network is designed and implemented
by utilizing the Glasgow 5G testbed. A LoRaWAN gateway, built using
Raspberry Pi and a 5G modem, is developed with the ability to access the
5G new radio network wirelessly, functioning as a 5G User Equipment (UE).
To the best of the author’s knowledge, the gateway is the first LoRaWAN
gateway that uses 5G as its backhaul technology. Moreover, the LoRaWAN
servers are deployed on an edge server of the Glasgow 5G testbed, which
is also the first set of LoRaWAN servers running within the core network
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infrastructure of a 5G network. Furthermore, a prototype of a smart building
heating management system is implemented, showcasing the feasibility of the
hybrid network approach. The outcome of this contribution is published in
[P2].

• A novel approach to integrate LoRa mesh into 5G networks is proposed,
featuring the deployment of specially designed LoRa mesh servers within the
5G core network. A cloud-edge-terminal collaborative architecture with three
algorithms, i.e., timely significant-change updates, packet loss detection, and
adaptive threshold algorithms, is proposed, significantly reducing the data
volume of the hybrid network. Using off-the-shelf components, the LoRa mesh-
5G integrated network is implemented at the University of Glasgow campus.
While initially designed for weather monitoring, its application extends as a
prototype for low data rate sensing along extensive linear infrastructure. The
outcome of this contribution is published in [P3].

• A deployment strategy is proposed for the LoRa mesh-5G integrated network
in the context of linear infrastructure monitoring, aiming to reduce deployment
complexity while ensuring the scalability and extended coverage of the network.
The upper and lower bounds of the hybrid network’s scalability and coverage
extension ratio are derived, along with the conditions for reaching the upper
bounds. A novel routing algorithm is proposed, achieving the upper bounds of
the network’s scalability and coverage extension ratio. Furthermore, a LoRa
mesh simulator is developed to verify the system analysis and the proposed
routing algorithm. This simulator is expected to make a valuable contribution
to the field of LoRa mesh. The outcome of this contribution is published in
[P4].

1.3.2 Research Outcome

The outcomes of this thesis have resulted in the following publications:

[P1] Y. Chen, Y. A. Sambo, O. Onireti, and M. A. Imran, “A survey on LPWAN-
5G integration: main challenges and potential solutions,” IEEE Access, vol.
10, pp. 32132-32149, 2022.
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[P2] Y. Chen, Y. A. Sambo, O. Onireti, S. Ansari, and M. A. Imran, “LoRaWAN-
5G integrated network with collaborative RAN and converged core network,”
in 2022 IEEE 33rd Annual International Symposium on Personal, Indoor and
Mobile Radio Communications (PIMRC). IEEE, 2022, PP. 1-5.

[P3] Y. Chen, G. Shi, M. Al-Quraan, Y. A. Sambo, O. Onireti, and M. A. Imran,
“LoRa mesh-5G integrated network for trackside smart weather monitoring,”
IEEE Transactions on Vehicular Technology, 2024.

[P4] Y. Chen, G. Shi, Y. A. Sambo, O. Onireti, and M. A. Imran, “On the
scalability and coverage of LoRa Mesh for monitoring linear infrastructure,”
submitted to IEEE Internet of Things Journal.

In addition, two prototypes have been implemented using the Glasgow 5G
testbed. Firstly, a LoRaWAN-5G integrated network is deployed in the James Watt
South (JWS) building of the University of Glasgow to upgrade the heating system.
Secondly, a proof of concept for a trackside smart weather monitoring system based
on a LoRa mesh-5G integrated network is deployed on the main campus of the
University of Glasgow. Notably, the trackside smart weather monitoring system
has been adopted by Network Rail, the largest railway operator in the UK. It is
currently undergoing final trackside testing and has the potential to be widely used
in UK railways.

Furthermore, a LoRa mesh simulator, called LoRaMeshSim1, is developed for
simulating signal collisions, routing behaviors, and duty cycles. Its open source is
expected to facilitate the development of new routing algorithms and enable in-depth
analysis of network reliability, scalability, and coverage.

1.4 Thesis Outline

The rest of this thesis is organized as follows:
Chapter 2 compiles an in-depth comparison of nine popular LPWA technologies,

which are classified into licensed LPWANs and unlicensed LPWANs. Then, mesh
technologies are surveyed, before transitioning to an exploration of the intricate
architecture and enabling technologies of 5G networks. Finally, the challenges of

1Available at https://github.com/YuChenUoG/LoRaMeshSim

https://github.com/YuChenUoG/LoRaMeshSim
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LPWAN-5G integration are identified, followed by the potential solutions for these
challenges.

Chapter 3 describes the LoRaWAN-5G integrated network with collaborative
RAN and converged core network. The implementation of the LoRaWAN gateway
with a 5G UE module is presented, followed by a detailed discussion of offloading
the LoRaWAN servers to a 5G edge server. Finally, a smart heating use case based
on the hybrid network is presented.

Chapter 4 presents the network model and integration methods of the LoRa
mesh-5G integrated network. It introduces the cloud-edge-terminal collaborative
architecture, and elucidates three key algorithms about timely significant-change
updates, packet loss detection, and adaptive thresholds. Additionally, a prototype
based on the hybrid network for trackside weather monitoring is deployed on the
University of Glasgow campus. Its experimental results are illustrated and analyzed.

Chapter 5 describes a deployment strategy and analyzes the performance of the
hybrid network proposed in Chapter 4 in terms of reliability, scalability, and coverage.
Based on the analysis, a novel LoRa mesh routing algorithm is proposed to achieve
optimal scalability and coverage. Moreover, a LoRa mesh simulator is developed to
verify the system analysis and the proposed routing algorithm.

Chapter 6 provides the conclusion. It summarizes the major findings of this
thesis and discusses potential future directions to improve the performance of the
unlicensed LPWAN-5G integrated networks.



Chapter 2

Literature Review

This chapter provides a comprehensive overview of the integration of unlicensed
LPWAN with 5G. It begins by discussing popular LPWA technologies and providing
a comparative analysis. Subsequently, it delves into mesh technologies and explores
the advancements in 5G technologies. Following this, the chapter identifies the key
challenges associated with LPWAN-5G integration and presents potential solutions
to these challenges. Parts of the work in this chapter have been published in [P1].

2.1 LPWA Technologies

LPWAN [5] is a class of communication technologies characterized by low power
consumption, low data rate, and wide-area coverage, which are perfectly suitable
for most IoT applications such as smart cities, smart agriculture, connected
industries, etc. As a promising solution for IoT and Machine-to-Machine (M2M)
communication, LPWAN can provide billions of connections at a lower cost than
conventional cellular systems.

LPWAN can be classified into two types: cellular LPWAN and non-cellular
LPWAN. Cellular LPWA technologies, such as NB-IoT, enhanced Machine Type
Communication (eMTC), and Extended Coverage Global System for Mobile
Communication IoT (EC-GSM-IoT), are introduced by 3rd Generation Partnership
Project (3GPP), operating in licensed cellular frequency bands. They are designed
to seamlessly integrate with cellular networks and rely on the infrastructure of the
cellular network. Unlike cellular LPWAN, non-cellular LPWA technologies, such
as LoRaWAN, SigFox, and Random Phase Multiple Access (RPMA), are designed

9
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independently of cellular systems. Working in unlicensed bands (mostly in sub-GHz
ISM bands), non-cellular LPWA technologies are run by both public and private
operators. In this section, nine popular LPWA technologies, including NB-IoT,
eMTC, EC-GSM-IoT, LoRaWAN, SigFox, RPMA, DASH7, Weightless, and Telensa,
are introduced and compared. The Key Performance Indicators (KPIs) of these
technologies are listed in Table 2.1.

2.1.1 Licensed LPWAN

2.1.1.1 NB-IoT

NB-IoT [6] was standardized by 3GPP in Release 13 [7] in 2016. Based on LTE,
NB-IoT is introduced to achieve M2M communication with the demand of low cost,
low power, long-distance and massive capacity [8]. Due to these characteristics,
NB-IoT can be classified as an LPWA technology. Facilitating radio network
evolution and efficient coexistence with mobile broadband, NB-IoT can share the
same infrastructure as LTE [9]. NB-IoT can be deployed in three operation modes
including standalone mode, in-band mode, and guard band mode. In standalone
mode, NB-IoT operates in a dedicated band re-farmed from the Global System for
Mobile Communication (GSM) with a bandwidth of 200 kHz. In in-band mode,
NB-IoT is allocated a LTE carrier with a bandwidth of 180 kHz. In guard band
mode, NB-IoT utilizes the unused guard band (180 kHz) of LTE which is located at
the edge of the LTE band. The collision and interference between LTE and NB-IoT
may occur when NB-IoT operates in in-band mode or guard mode even though their
power spectrum density is restricted [10]. NB-IoT is currently operated by many
cellular operators in their Fourth Generation (4G) systems.

2.1.1.2 eMTC

In addition to NB-IoT, 3GPP Release 13 also introduces eMTC which is
an amendment of the LTE-M [11] standard. Compared with machine-type
communication in 3GPP Release 12, eMTC can provide extended coverage (less than
11 km) with lower device complexity and lower power consumption [12]. Compared
with other LPWA technologies, eMTC can provide a comparatively high data rate of
1 Mbps at the cost of occupying a relatively wider frequency bandwidth of 1.08 MHz
within LTE band. Utilizing power savings management and extended discontinuous
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reception, the battery life of eMTC can be extended to over 10 years [13]. However,
due to the relatively extended coverage and higher data rate, the cost of eMTC end
devices is increased, making it have no price advantage [14].

2.2.1.3 EC-GSM-IoT

The 2G cellular network is the first global digital mobile network that has extensive
coverage in the world. So, utilizing GSM, 3GPP introduced EC-GSM-IoT [18] for IoT
application. Operating in the GSM frequency band with a narrow bandwidth of 200
kHz, EC-GSM-IoT can provide long-range communication of up to 15 km. However,
GSM is not specifically designed for IoT applications, resulting in the relatively
higher power consumption of EC-GSM-IoT. The battery life of EC-GSM-IoT is
shorter than other LPWA technologies due to the relatively high transmitting power
of GSM end devices.

2.1.2 Unlicensed LPWAN

2.1.2.1 LoRaWAN

LoRaWAN is one of the most popular LPWA IoT networks [19–22]. With regard to
5G mMTC use cases especially those without time-critical requirements, LoRaWAN
is a potential complementary solution for the 5G network. It can achieve around
10% of the 5G mMTC connection density objective in the uplink [23]. LoRaWAN
is a Medium Access Control (MAC) layer standard based on the LoRa Physical
layer standard proposed by Semtech [24] and promoted by the LoRa Alliance [19].
LoRa operates in unlicensed Industrial, Scientific and Medical (ISM) bands with
a bandwidth of 125 kHz. According to the Regional Parameters [25] proposed by
LoRa Alliance, nine different ISM bands are specified for different regions. In the
EU, there are two available bands including the EU 863-870MHz ISM band and the
EU 433MHz ISM band. The key technology of LoRa is the Chirp Spread Spectrum
(CSS) modulation which will generate a chirp signal for every single bit of data
in the same time duration. This kind of modulation enables long-range end-to-end
communication which can usually reach 2-5 km in urban areas and 15 km in suburban
areas. In [26], the authors conduct a practical experiment using EU 868 MHz ISM
band and 14 dBm transmit power, showing the maximum communication range of
LoRa is 15 km on the ground and close to 30 km on water. However, due to the CSS
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Figure 2.1: The architecture of LoRaWAN.

modulation, LoRa is only suitable for low data rate communication.
Benefiting from the feature of LoRa, LoRaWAN is designed at MAC layer level to

achieve long-range, low power, and low data rate communication which is perfectly
suitable for IoT networks. As shown in Figure 2.1, LoRaWAN has a star topology
with multiple gateways supporting end devices, LoRaWAN servers, and application
servers. The core services of a LoRaWAN network include the Join Server, Network
Server, and Application Server. The Join Server facilitates the onboarding of new
devices onto the network securely. The Network Server manages the communication
between end devices and gateways, handling tasks such as routing, data rate control,
and security enforcement. The Application Server processes and stores data received
from end devices, enabling application-specific logic and functionality.

For the uplink, the packets from an end device should be received and forwarded
by all the gateways that can receive the packets. The gateways then forward
the packets to the LoRaWAN servers including the network server, the network
controller, and the join server. These servers are responsible for controlling the
network and determining the network parameters. Specifically, the adaptive data
rate is a key function realized by these servers which specify a minimum transmitting
power for each end node by adjusting its data rate in the range of 300 to 50k bps.
In doing so, the lowest power consumption of the whole network can be achieved.
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Finally, LoRaWAN servers also send the frame payloads of the message to application
servers for a variety of use cases.

For the downlink, LoRa Alliance defines three kinds of end nodes including class A
(baseline), class B (beacon), and class C (continuous) in the LoRaWAN specification
[19]. Class A end devices can receive messages only in two short downlink receiving
windows following every uplink transmission. Compared with class A, class B end
devices can open an extra periodic receiving window for downlink message reception.
Class C end devices keep the receiving window open all the time. The three kinds
of end devices can be chosen for different use cases to achieve the lowest power
consumption. A well-configured LoRaWAN end device powered by a battery of 2400
mAh can achieve a 6-year lifetime when communicating infrequently [27].

In terms of security, LoRaWAN adopts a message integrity code and two-layer
Advanced Encryption Standard (AES) secured encryption. Each frame and each
MAC layer message have a message integrity code to ensure the integrity of each
packet. Further, the application session has a different encryption key from the
network session. In doing so, the network operator cannot decrypt the payload data
of each application, ensuring the privacy of application users.

LoRaWAN doesn’t have a standardized programming API like some other
networking protocols do. Instead, it operates on a set of specifications defined
by the LoRa Alliance, which includes the physical layer (LoRa) and the MAC
layer (LoRaWAN). To interact with LoRaWAN networks, developers typically
use LoRaWAN libraries provided by hardware manufacturers or open-source
communities. These libraries abstract away the low-level details of LoRa
communication and provide higher-level functions for sending and receiving data
over LoRaWAN networks.

2.1.2.2 SigFox

SigFox [28] is a typical LPWA technology proposed by its operator, the company
also known as SigFox. Based on Low Throughput Network (LTN) [29], SigFox has a
similar star network architecture to LoRaWAN. The packets sent from objects, i.e.,
the end nodes of SigFox, can be received by any base station in the range. Then all
the packets are forwarded to the SigFox Cloud to be processed and subsequently,
the application payload would be transmitted to the corresponding application
server. Unlike LoRaWAN in which the network infrastructure is operated by several
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independent operators having joined the LoRa Alliance, the infrastructure of SigFox
is operated by SigFox itself.

Operating in unlicensed bands such as EU 433 MHz, EU 868 MHz, and USA 915
MHz, SigFox adopts Binary Phase-Shift Keying (BPSK) [30] modulation in ultra-
narrowband which is 100 Hz wide for each message. The message payload is confined
within 12 bytes for uplink transmission and 8 bytes for downlink transmission, which
is very limited but enough for many sensor data transmissions such as GPS location,
temperature, and speed. Unlike the adaptive data rate of LoRaWAN, the data
rate of SigFox is fixed to 100 or 600 bps depending on the region. Given that the
bandwidth, payload size, and data rate are limited, SigFox can achieve long-distance
communication [31] [32] and low power consumption [33]. In rural areas, SigFox can
cover a range of 30-50 km while in urban areas the distance is reduced to 3-10 km.
Due to low power consumption, the battery life can be significantly extended which
is predicted to be over 10 years.

2.1.2.3 RPMA

RPMA [34] is a proprietary LPWA technology proposed and operated by Ingenu
which is an American company founded in 2008. Unlike other LPWA technologies
that use different sub-GHz frequency bands in different regions, RPMA adopts
a unified unlicensed 2.4 GHz ISM band all over the world, which is beneficial
for roaming across regions. The bandwidth of RPMA reaches 1 MHz, which is
also much wider than other LPWA technologies. In the physical layer, Direct
Sequence Spread Spectrum (DSSS) is employed as the modulation method for uplink
transmission and a single time slot can be shared by multiple transmitters [35]. In the
downlink transmission, RPMA adopts the Frequency Shift Keying (FSK) modulation
technique [36]. This physical layer standard has been made to comply with IEEE
802.15.4k, which is a low-power critical infrastructure monitoring networks standard.
RPMA can cover a range of 15 km in rural areas and 5 km in urban areas with
a payload size of up to 10 kB [37]. In terms of security, RPMA prioritizes data
protection through robust encryption mechanisms. It employs AES-256b based
encryption, ensuring that data transmitted over the network remains secure and
protected from unauthorized access or tampering. This encryption standard is
widely recognized for its strength and is commonly used in high-security applications,
providing peace of mind for IoT deployments utilizing RPMA technology.
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2.1.2.4 DASH7

Stemming from the International Organization for Standardization 18000-7 Radio-
frequency Identification [38], DASH7 [39] [40] is an open-source LPWAN standard
proposed by DASH7 Alliance. With the modulation technique of Gaussian Frequency
Shift Keying (GFSK) [41], DASH7 operates in the sub-GHz ISM bands including 433
MHz, 868 MHz, and 915 MHz. It is designed for ultra-low-power sensor-actuator
applications where sensors can report data and actuators can receive commands
typically within a latency of 1 second but only consuming 30 uA on average. Offering
data rates up to 200 kbps, DASH7 can cover a range of 0-5 km.

2.1.2.5 Weightless

Weightless [42] is an open LPWA technology operated in sub-GHz frequency bands.
It is developed, standardized, and maintained by Weightless Special Interest Group.
This technology consists of three types of standards including Weightless-W, which
operates on licensed bands, and Weightless-N and Weightless-P which both operate
on unlicensed bands. They have similar network architecture but the coverage and
power consumption of the three stands are different to meet the demands of different
use cases.

Based on LTN, Weightless-N [43] is the second standard released by Weightless
Special Interest Group. With the Differential Binary Phase Shift Keying (DBPSK)
modulation scheme, Weightless-N operates in ISM Sub-GHz bands including EU
868 MHz and US 915 MHz with an ultra-narrow bandwidth. To relieve spectrum
collision, a special frequency hopping method is used by Weightless-N to randomly
select a channel for each transmission [44]. Weightless-N can cover a range of 2
km with 20-byte payloads. The main disadvantage of Weightless-N is the one-way
communication from nodes to the base station.

To conquer the disadvantage of Weightless-N, Weightless-P [45] is proposed to
achieve bidirectional communication at the cost of consuming more energy. Adopting
Gaussian Filtered Minimum Shift Keying (GMSK) and offset Quadrature Phase Shift
Keying (QPSK) modulation scheme, Weightless-P operates in sub-GHz bands such
as 433 MHz and 868 MHz or licensed bands with a bandwidth of 12.4 kHz.
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2.1.2.6 TELENSA

Telensa [46] provides LPWAN IoT solutions and infrastructure for smart city
buildings, especially smart street lighting [47]. With the Ultra Narrow Bandwidth
(UNB) 2-FSK modulation scheme, Telensa operates in unlicensed ISM bands
including EU 868 MHz, US 915 MHz, and Asia 430 MHz. Although the source
is not open, Telensa is trying to standardize its technology to comply with European
Telecommunications Standards Institute (ETSI) LTN.

2.1.3 Summary of LPWA Technologies

In summary, the landscape of LPWA technologies offers a diverse array of options,
each with its unique characteristics and advantages. Among them, unlicensed
LPWAN technologies, such as LoRaWAN, emerge as compelling choices for IoT
deployments. Unlicensed LPWANs provide distinct advantages over licensed
counterparts, including lower regulatory burdens and deployment costs.

Within the realm of unlicensed LPWANs, LoRaWAN stands out for several
reasons. Its long-range capability, robustness in challenging environments, and
support for bi-directional communication and adaptive data rates make it suitable for
a wide range of applications. Moreover, LoRaWAN benefits from a vibrant ecosystem
and widespread adoption, fostering interoperability and innovation. Additionally,
LoRaWAN’s high programmability and adherence to open specifications provide
opportunities for customization and innovation, further enhancing its appeal for
IoT deployments.

Overall, the advantages of unlicensed LPWANs over licensed alternatives, coupled
with the specific benefits of LoRaWAN, position these technologies as key enablers for
IoT deployments, offering cost-effectiveness, reliability, adaptability, and scalability
for various use cases.

2.2 Mesh Technologies

Mesh networks have emerged as a crucial solution for extending the coverage and
scalability of IoT deployments, particularly in scenarios where densely deploying
gateways is impractical or cost-prohibitive. Traditional LPWAN technologies, such
as those employing a star topology like LoRaWAN, face limitations in monitoring
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massive infrastructure like railways, where coverage extension becomes essential.
Mesh technology addresses this challenge by allowing devices to communicate not
only with gateways but also with each other, forming a self-healing and self-
organizing network. In a mesh network, each node serves as a potential relay,
enabling data to hop through multiple nodes until it reaches a gateway or its
final destination. This approach not only extends the coverage area but also
enhances network resilience and reliability. The next paragraph will review how
mesh technologies have been applied to enhance the capabilities of LPWANs.

As the most promising unlicensed LPWAN, many efforts have been put to extend
its coverage by using mesh technologies. Lundell et al. [48] proposed a routing
protocol for LoRa mesh networks and validated it in both laboratory and field
tests. Berto et al. [49] implemented a LoRa mesh network based on RadioHead
packet radio library [50] which is a popular open-source LoRa mesh library for
embedded microprocessors with very limited resources. Lee and Ke [51] evaluated
the performance of LoRa mesh networks via a real experiment of monitoring large-
area IoT sensors. Huh and Kim [52] proposed a LoRa mesh protocol and discussed
its use cases including fire pipe freeze monitoring, street light smart control, and
toxic gas monitoring. Ebi et al. [53] used a LoRa mesh network to monitor
underground infrastructure. By evaluating the performance of two field tests, the
authors in [53] proved that LoRa mesh networks have advantages over LoRa and
LoRaWAN in terms of the coverage and reliability of packet delivery. Hong et
al. [54] proposed a hierarchical-based energy-efficient routing protocol for LoRa mesh
networks. They demonstrated that the proposed protocol outperforms conventional
ad hoc on-demand distance vector routing methods in terms of energy efficiency
and transmission delay. Tian et al. [55] developed LoRaHop which is an add-on
protocol compatible with LoRaWAN to extend the coverage by a multi-hop mesh
network. They evaluated its performance on an outdoor testbed demonstrating that
LoRaHop can extend the coverage of a LoRaWAN network with improved reliability
and reduced power consumption. Wu and Liebeherr [56] proposed a self-organizing
communication protocol, called CottonCandy, to mitigate packet collisions during
data collection.
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2.3 5G Architecture

5G was initially standardized by 3GPP from Release 15 in 2018 [57] and shortly
afterward, deployments by both public and private network operators commenced.
For example, Verizon and AT&T released their first 5G service in the USA at the end
of 2018. The early commercial systems of 5G are deployed in the Non-standalone
Architecture (NSA) mode in which only the 5G New Radio is utilized and the 4G core
network, Evolved Packet Core (EPC), remains as the core network. This architecture
provides only enhanced Mobile Broadband (eMBB) service. However, subsequent
Releases of 5G provide Ultra-Reliable and Low-Latency Communications (URLLC)
service and mMTC service to support varieties of IoT applications. As shown in
Figure 2.2, the requirements of the three application scenarios are distinct from each
other. For eMBB, 5G is required to provide communication with a high data rate
of up to 10 Gbps. For URLLC, 5G should provide mission-critical communication
with a latency of less than 1 ms. For mMTC, 5G is expected to enable ultra-dense
connection (1 million per km2 [58]). The KPIs of the three application scenarios are
too strict to be met simultaneously. Fortunately, most practical use cases do not
require 5G to meet all the KPIs. For example, some mission-critical applications
require URLLC to function properly but a lot of these applications have low data
rate requirements.

Figure 2.2: Applications scenarios of 5G.

5G has been designed with evolved network architecture and a set of
enabling technologies, such as Software Defined Network (SDN), Network Function
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Virtualization (NFV), and network slicing, are utilized to support its stringent
requirements. Before 5G, cellular technologies are designed by the hardware-based
method. SDN, a network paradigm evolved from work done at UC Berkeley and
Stanford [59], can replace this method with a software-driven network design, which
can make the network more flexible and programmable [60]. NFV can be the
complement to SDN for 5G. It enables the functions of the 5G core to work in general-
purpose hardware rather than dedicated hardware, which can reduce the operators’
costs and make the network more scalable and agile. Due to the distinct scenarios
that 5G should be applied to, a physical 5G network is expected to incorporate
multiple logical networks with different quality of service. Network slicing can achieve
this goal by providing different network topologies and parameter configurations for
different services.

There are two methods to describe and visualize the architecture of 5G: reference
point representation and service-based representation. In both representations, each
network element is called a function. As shown in Figure 2.3, reference point
representation is a traditional method that describes the logical interfaces between
two functions. In 5G, the interaction between two functions is regarded as a service
provisioning process in which one function serves as the service provider and the
other one serves as the service user [61]. Thus, service-based representation, shown
in Figure 2.4, can describe this notion better. Moreover, the control plane and
user plane are completely separated in 5G. Compared with 4G, there are three
noticeable features in the 5G network architecture. First, some 4G entities are
separated into several logical functions in 5G. For example, the home subscriber
server in 4G can achieve UE authentication while in 5G the subscription information
stored in Unified Data Repository (UDR) [62] should be retrieved by Authentication
Server Function (AUSF) through Unified Data Management (UDM). This kind of
separation can simplify the deployment and management of the functions even when
the network scales up in size. Second, new functions have been introduced to provide
more services. For example, a network slicing Select Function is introduced to achieve
network slicing. Third, unlike 4G, the entities in 5G are called functions because
they are just logical functions that may run in the same physical general-purpose
hardware by NFV.

In the realm of 5G networks, several key components play pivotal roles in
enabling seamless connectivity and efficient data management. The Access and
Mobility Management Function (AMF) oversees device authentication and mobility
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Figure 2.3: Reference-point network architecture of 5G [57].

Figure 2.4: Service-based network architecture of 5G [57].

management, ensuring smooth transitions between network cells. The Session
Management Function (SMF) handles session establishment and management,
facilitating data flow between devices and applications. The User Plane Function
(UPF) serves as the traffic anchor, managing data routing and forwarding across the
network. AUSF authenticates users and devices, enhancing network security. The
UDM and UDR collectively manage subscriber data, enabling personalized services
and efficient resource allocation. Lastly, the Network Slice Selection Function (NSSF)
dynamically selects and allocates network slices based on service requirements,
optimizing network resources for diverse applications and user needs. Together,
these components form the backbone of 5G infrastructure, empowering high-speed,
low-latency connectivity and unlocking the potential of next-generation technologies.

It can be seen from Sections 2.2 and 2.3 that the requirements of the mMTC
scenario can be met by LPWAN and with 5G being a flexible, scalable, agile, and
programmable network platform, it is the opportunity to integrate LPWAN into 5G
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network to create a hybrid ecosystem for IoT [60]. The authors in [63] introduce the
5G test network in Oulu, Finland, which has a highly heterogeneous architecture
including IEEE 802.11, Bluetooth Low Energy, LoRa, NB-IoT, ultra-wideband and
LTE evolution like LTE-M and LTE-U. The 5G test network demonstrates the
feasibility of unlicensed LPWAN-5G integration, but there are still many challenges.

2.4 LPWAN-5G Integration

Cellular LPWA technologies are designed to be compatible with cellular networks,
but they operate in licensed cellular bands, which results in significant initial capital
investment. Non-cellular LPWA technologies, operating in unlicensed bands with
low power consumption, wide coverage, low-cost, and scalability, are expected to
complement 5G networks to support a variety of applications. By integrating
unlicensed LPWAN into 5G, the capital and operational expenditures of the operator
can be significantly reduced through a hybrid network with a unified management
entity. However, there are several challenges to the integration of non-cellular
LPWAN and 5G, including hybrid architecture, security, mobility, interoperability
between LPWA technologies, and coexistence of LPWANs with other wireless
technologies. In this section, all the identified challenges and potential solutions
will be discussed as all of them are important aspects of LPWAN-5G integration.
However, this thesis only focuses on addressing the challenge of hybrid architecture
in the subsequent chapters. Other challenges will be tackled in my future work.

2.4.1 Challenges

2.4.1.1 Hybrid Architecture

5G and unlicensed LPWAN have their own infrastructures which are different from
each other. For operators that require both 5G and LPWAN, it could be costly
and inefficient to deploy and manage two network infrastructures simultaneously.
Thus, there is an urgent need for a hybrid architecture that can support and manage
LPWAN end devices through 5G infrastructure. Unfortunately, it is challenging to
design such hybrid architecture for both access and core networks. As shown in
Figure 2.1, LoRaWAN has a simple architecture that is distinct from the much more
complicated architecture of 5G shown in Figure 2.3. In terms of access networks,
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LoRaWAN end devices transmit each packet over the air to all the gateways that can
receive the signal, and then these gateways will forward the copies of the packet to
the network server without processing. In contrast, 5G UE will select the best gNB
to transmit packets, and then only the serving gNB will transmit the packets to the
core network. Moreover, LoRaWAN and 5G have distinct radio access technologies
that are only suitable for their own use cases and cannot be applied to each other.

In terms of core networks, emerging enabling technologies, including network
slicing, NFV, and SDN, provide the possibility of implementing LoRaWAN servers
within a 5G core network. The control plane and the user plane are separated entirely
in the 5G core network for scalability and easy management [64]. By contrast, all the
signals, including both signaling and user data, are transmitted to Network Server
in LoRaWAN. Hence, LoRaWAN packet routing has to be carefully designed in the
converged core network for seamless interoperability.

2.4.1.2 Security

As expected, 5G and LPWAN adopt different security schemes. Compared with
5G, the security schemes of LPWAN are simplified due to the requirements of low
cost and low power consumption of end devices. However, this results in three
notable security challenges for LPWAN-5G integration, which are identity protection,
key derivation and encryption, and unified authentication procedure. First, to
protect UE identities, 5G adopts the subscription concealed identifier to conceal
the permanent UE identifier, i.e. Subscription Permanent Identifier (SUPI), which
is not transmitted over the air in plain text at any time [65]. By contrast, LPWANs
do not meet the requirements of identity protection of 5G [66]. For example,
LoRaWAN end devices will send a join-request, containing Devices Extended Unique
Identifier (DevEUI) and Join Extended Unique Identifier (JoinEUI), to the gateways
over the air without encryption [25]. DevEUI and JoinEUI are 64-bit MAC addresses
that identify LoRaWAN end devices and Join Servers respectively. The Join-request
in plain text would undermine the security of the LPWAN-5G integrated network
[67]. In terms of the privacy of LPWAN users, their DevEUI could be captured
by illegitimate gateways, resulting in position exposure and/or the crisis of replay
attack [68]. In terms of the security of the integrated core network, JoinEUI would
expose the address of the function dealing with the join-request, which could lead
to denial-of-service [69]. Thus, identity protection is one of the challenges when
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designing secure LPWAN-5G integrated networks.
Second, it is difficult to integrate the different key hierarchies and encryption

methods of LPWANs and 5G. From the root key K to the radio key KgNB, 5G
adopts a 6-level key hierarchy and AKA-based encryption. By contrast, LPWANs
generally adopt a 2-level key hierarchy and AES-based encryption as shown in Table
2.1. To enhance the efficiency of the hybrid network and benefit from the integrated
infrastructure, the keys of LPWANs can be derived from the keys of 5G. However,
it is challenging to design an exchange mechanism to send 5G keys to LPWANs
without posing any threats to the security of the 5G network.

Third, LPWANs adopt diverse authentication methods and it is difficult to
design a unified authentication method for all kinds of LPWAN end devices in the
hybrid network. 5G adopts three bidirectional authentication methods including
the 5G-authentication and key agreement [70], extensible authentication protocol
method for 3rd Generation authentication and key agreement [71] and extensible
authentication protocol-transport layer security [72]. The extensible authentication
protocol-transport layer security is used to provide key services in specific IoT
circumstances [73]. Due to the constraints on end devices such as low power and
low cost, LPWANs tend to adopt unidirectional authentication methods i.e., only
end devices need to be authenticated by the network [74]. When different types
of LPWAN end devices connect to the hybrid network, a network-independent
authentication method should be used for these end devices to reduce network
complexity and ease management. However, given the diversity of LPWANs and
the requirement of compatibility with 3GPP’s specifications, it is hard to design a
unified authentication method for these LPWAN end devices. Hence, special care
must be taken when designing an LPWAN-5G hybrid network to ensure that the
security of both technologies is not compromised.

2.4.1.3 Mobility

In most cases, both cellular and non-cellular LPWANs only consider fixed connected
things and the mobility of end devices is not the strength of LPWANs, which limits
the range of their suitable use cases [75]. For example, as two major drivers of
the expected IoT growth in the next few years, smart transportation and logistics
tend to adopt IEEE 802.11p-based technologies instead of LPWANs mainly due
to their mobility [76]. Although roaming and high mobility are not supported by
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most LPWAN standards, mobility is one of the key features of 5G systems [77]. In
the hybrid network of LPWAN-5G integration, the mobility and roaming ability of
LPWANs is expected to be significantly enhanced by virtue of the strong mobility
and roaming ability of 5G. However, there are three challenges that should be
addressed to enhance the mobility and roaming ability of LPWANs by 5G. First,
the interface between the data management entities of LPWAN and 5G should be
designed carefully. As shown in Figure 2.3, 5G adopts UDM to manage subscription
data stored in UDR [62]. By contrast, LPWANs employ different entities to manage
data. For example, as shown in Figure 2.1, Join Server is the the entity that
manages the subscription information of LoRaWAN users [78]. The different data
management entities need to communicate with each other through an interface
when a 5G network is utilized to authenticate the roaming or moving end devices
of LPWANs. The interface must be designed carefully as important data, such
as encryption keys and subscription information, would be transmitted through it,
which has an impact on network security and privacy.

Second, it is challenging to map from the 64-bit MAC address of LPWANs
end devices to SUPI of 5G. According to 3GPP specifications, all the data of 5G,
including subscription data, policy data, structured data for exposure, application
data, and group ID mapping data, converged in an UDR, instead of multiple
databases [79]. In the hybrid network of LPWAN-5G integration, the subscription
data of LoRaWAN should be transferred to UDR for both mobility enhancement
and compatibility with 5G standards. However, as shown in Figure 2.5, the user
equipment Identifier (ueId) serves as the identifier to structure the subscription data
in UDR for 5G. The ueId of 5G, referred to as SUPI, is no more than 15 digits
consisting of mobile country code, mobile network code, and mobile subscription
identification number. By contrast, LPWANs generally use 64-bit MAC addresses
as the identifiers of their end devices. To keep UDR compliant with 3GPP, the long
MAC addresses need to be mapped to the short SUPI, which is a challenge.

Third, designing a unified charging and billing policy for LPWANs in the 5G
system needs to be considered. Emerging enabling technologies allow 5G networks to
achieve multitenancy, multi-network slicing, and multi-level services, resulting in the
increasing complexity of charging and billing systems [80]. From release 15, service-
based charging and billing systems are introduced by 3GPP, merging the message
commands, chargeable events, and charging information in the charging function [81].
On the other hand, the charging and billing policies of LPWANs usually depend on
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the operators and are highly diverse. Thus, to enhance the mobility of the hybrid
network, a hybrid core needs to be carefully designed to support both the highly
diverse charging policies of LPWANs and the highly converged and complex charging
policies of 5G.

Given the security challenges, the hybrid architecture design necessitates merging
LPWAN servers into the 5G core network and offloading LPWAN databases to the
UDR of 5G. This consolidation facilitates unified authentication procedures, crucial
for managing diverse LPWAN end devices within the hybrid network. By centralizing
authentication mechanisms and database management within the 5G infrastructure,
security can be enhanced while ensuring seamless interoperability between LPWAN
and 5G technologies.

2.4.1.4 Interoperability between LPWA Technologies

In the Internet of Everything era, a single technology cannot meet the demands of all
kinds of use cases. Multiple LPWA technologies may be deployed in the same area or
even in the same hybrid ecosystem. However, most non-cellular LPWA technologies
operate in unlicensed ISM frequency bands that are close to each other or even in the
same bands, resulting in interference and collisions [82]. For example, both operating
in EU 868 MHz and EU 434 MHz, LoRaWAN and SigFox may interfere with each
other in Europe [83]. Thus, the main challenge of interoperability between LPWANs
is to mitigate interference of radio signals. Moreover, although LPWANs have the
advantages of wide coverage, low cost, and low power consumption, their weaknesses
are also noticeable, such as low mobility, low reliability, and low security. It is
important to overcome their weaknesses through interoperability between multiple
LPWA technologies.

2.4.1.5 Coexistence with Other Wireless Technologies

Although LPWANs have the advantages of low power consumption, wide-area
coverage, low cost, and scalability, they generally have lower data rates, lower
reliability, and higher latency, and can only meet the demands of mMTC. For
other types of IoT requirements like URLLC, LPWANs are not suitable. In order
to meet the demands of all kinds of use cases, a hybrid 5G-based ecosystem with
various wireless technologies including but not limited to LPWANs is needed. Given
the distinct features of these different wireless technologies, designing a coexistence
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Figure 2.5: Architecture of subscription data in UDR (extracted from [79]).
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scheme for the 5G-based ecosystem is a great challenge. Thus, the existence of
LPWANs with other wireless technologies should also be considered when designing
the scheme of LPWAN-5G integration.

As shown in Table 2.2, the challenges of LPWAN-5G integration are summarized
and linked with corresponding potential solutions that will be discussed in the next
section.

2.4.2 Potential Solutions

2.4.2.1 Architecture of Unlicensed LPWAN-5G Integrated Networks

The authors in [84] investigate how to seamlessly integrate LoRaWAN into 5G and
propose four potential integration options, i.e. 1) via 3GPP access network, 2) via
non-3GPP untrusted access network, 3) as a part of eNodeB, and 4) virtually as a
part of the core network. In Option 1, the LoRaWAN gateway has access to eNodeB
by installing the universal mobile telecommunications system subscriber identity
module and Internet Protocol (IP) stack in the gateway. Then, by the eNodeB
connected with EPC through the S1 interface, LoRaWAN can access the core of the
cellular network. This option is easy to implement and has already been realized
in the 5G Test Network of the University of Oulu, Finland in 2017 [84]. Moreover,
currently, there are also available commercial LoRaWAN gateways in the market for
this Option, like the Wirnet iFemtoCellevolution LoRaWAN gateway [85] produced
by Kerlink. In Option 2, the LoRaWAN gateway is also required to have an IP stack.
Moreover, the evolved packet data gateway configured in the 5G core network can
create an Internet protocol security tunnel for untrusted non-3GPP access network
[86], which makes it possible for the LoRaWAN gateway to be connected with the
5G core network through one non-3GPP technology like WiFi. Wi-Fi operates as
an untrusted access network by providing open or password-protected connectivity
to users, typically in public spaces or private environments. Users connect to Wi-Fi
hotspots, which may lack stringent security measures, making them susceptible to
various security threats such as eavesdropping and unauthorized access. In Option
3, the LoRaWAN gateway is incorporated into eNodeB which is expected to support
multiple LPWA technologies in the future, enabling LPWAN end devices to have
access to eNodeB directly. This will increase the complexity of eNodeB and at
the stage of deployment, the operators have to modify many eNodeB that they
have already deployed before. In Option 4, utilizing NFV and the OpenStack cloud
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platform, the LoRaWAN server will be installed in the cloud as a part of the 5G core
network and the LoRaWAN functionality will be available in some virtual instances.

Similar to option 3, the integrated architecture proposed by [87], named Option
5 in the survey, is to implement the virtual base station function of eNodeB protocol
stacks into LoRaWAN gateways, which enables the gateway to deliver signaling
and data messages through 5G core network. In both Option 3 and Option 5,
the integration is achieved at the RAN level by incorporating LoRaWAN gateways
with eNodeB, but their incorporating directions are opposite. In Option 5, only
the LoRaWAN gateway needs to be modified, while the end device, LoRaWAN
server, and 5G core network infrastructure remain standard. Consequently, both 5G
and LoRaWAN security are maintained. Furthermore, from the cellular operators’
perspective, Option 5 is better than Option 3 considering the cost of deployment as
there is no need to modify a great number of eNodeB that have already been deployed
before. Therefore, Option 5 has advantages over Option 3 in terms of security [87]
and deployment costs.

In [88], the LoRa end device is equipped with components required in 5G UE,
which consequently has the capability of 5G communication. The architecture is
denoted as Option 6 in the survey. When adopting Option 6, the roaming end
device can be authenticated in a visited LoRaWAN network by virtue of a 5G core
network, which enhances the mobility and roaming ability of LoRaWAN. There are
two authentication methods in Option 6. Method A does not require 5G coverage
but deviates from the standard authentication procedures of 5G and LoRaWAN. By
contrast, method B almost follows the standard authentication procedures of 5G and
LoRaWAN but requires 5G coverage and pre-authentication. Although the roaming
ability is enhanced, Option 6 is not suitable for many common use cases, especially
in cases where the end device does not need roaming, making this option expensive
since the end device has dual connection capability.

Other researchers employed architectures of these options to investigate other
issues of cellular-LoRaWAN integration. Employing Option 1, an LTE-LoRaWAN
integrated network is adopted in [89] to evaluate two use cases, i.e., terrestrial
vehicular and unmanned aerial vehicles. Specifically, LTE serves as a backhaul
network while LoRaWAN is used to deliver the data collected in sensors. In doing
so, the cellular infrastructure that the operators have deployed can be employed to
support the LoRaWAN network. With the architecture of Option 1, [90] utilizes
LTE as the backhaul to deliver packets from the gateway to the network server,
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and the LoRaWAN gateways are replaced by multiple intermediate gateways that
can receive packets from end devices and then forward them to eNodeB. Copies of
the same uplink packets from an end device are likely to be transmitted to multiple
gateways and then to be forwarded to LTE. To reduce the load of LTE, [90] proposes
a traffic management method to select a suitable eNodeB and a gateway for each
uplink traffic. Also focused on traffic management, [91], however, adopts Option 5
instead of Option 1. It proposes a routing and packet scheduling mechanism in the
integrated network, which allows multiple LoRa gateways to coexist and forward
packets through EPC to the application server. Actility [143] and Simfony [144]
announced in April 2021 that they will cooperate on developing a multi-technology
IoT platform that can provide Mobile Network Operators (MNOs) and mobile virtual
network operators an integrated solution for the management of LoRaWAN and
Cellular IoT networks.

The hybrid architectures of the 6 options are illustrated in Figure 2.6, and the
comparison among them is concluded in Table 2.3. Most of the options, including
Option 1, 2, 3, and 5, are only considering access-level integration and only utilize
cellular networks as backhaul. Although Option 6 works at the core network level, it
is only suitable for very limited use cases due to the requirement of dual connection.
Option 4 focuses on the core network for most use cases, but its authors do not
provide any methods to achieve it.

2.4.2.2 Authentication, Security and Privacy

Security is an important aspect of both 5G and LPWANs. Significant research [92–
98] has been carried out to generally analyze 5G security including its technologies,
challenges, threats, and solutions. Given that 5G provides substantial support for
IoT, some research works, such as [99–101], focus on 5G security in IoT application
scenarios. Although LPWANs simplify their security mechanism to achieve low
cost, low complexity, and low power consumption, security is still an essential
aspect especially when considering network integration. Some surveys [102–104]
on LPWANs analyze the security mechanisms of LPWANs. Other works focus on
one specific LPWA technology, such as [105] and [106] on NB-IoT, [107] and [108]
on LoRaWAN, and [109] and [110] on SigFox.

In terms of LPWAN-5G integrated networks, there are also some published
works aiming at addressing the security challenges. The work in [111] surveys the
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Figure 2.6: Six LoRaWAN-5G hybrid architectures.

Table 2.3: Comparison of six hybrid architectures
Option 1 Option 2 Option 3 Option 4 Option 5 Option 6

Papers [84], [89],
[90]

[84] [84] [84] [87], [91] [88]

Architecture 3GPP
access
network

Non-
3GPP
untrusted
access
network

Part of
eNodeB

Virtually
as a part
of core
network

Incorporate
eNodeB
into
LoRaWAN
gateway

End
device
having
dual
connection

Applicable
use cases

Most use
cases

Most use
cases

Most use
cases

Most use
cases

Most use
cases

Roaming

Integration
level

Access Access Access Core Access Core

Deployment
cost

Medium Medium High Medium Low Low

Follow
standard
procedure

Many Many Almost all Many Almost all Method
A: little,
Method B:
Almost all
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security challenges of integrating LPWA technologies in 5G systems and analyzes
the security requirements of LPWAN-5G integration. It can be seen from [111] that
LPWAN-based security solutions need to be enhanced and adapted to meet the
requirements of 5G. A secure LoRaWAN-cellular integration proposal is provided
in [87], in which each LoRaWAN packet serves as the payload of a 4G message.
In doing so, each LoRaWAN message ends up with two-layer encryption including
AES-based encryption (LoRaWAN) and AKA-based encryption (4G). The security
of both LoRaWAN and cellular networks can be ensured in this hybrid architecture.
The solution proposed in [88] is to borrow 5G keys as the network session root key
of LoRaWAN. Derived from the root key K, CK and IK are important 5G keys
stored in both the universal mobile telecommunications system subscriber identity
module and UDR to generate other derived keys. In this solution, IK is used as
NwkKey, the network session root key of LoRaWAN, when authenticating roaming
LoRaWAN end devices. In further messages after authentication, CK is used as
NwkKey. This solution can improve the security of LoRaWAN and enhance the
network efficiency as there is no need to store NwkKey in LoRaWAN end devices
or Join Server. However, in standard 5G systems, IK or CK is not allowed to
leave UDM or UE. The key sharing proposed in [88] may have a negative impact
on 5G security, which needs further analysis. Moreover, the importance of identity
protection is also discussed in [88], but no potential solution is proposed to protect
LoRaWAN identity in the integrated network.

Rather than designing a security method for a specific LPWA technology,
the authors in [113] and [112] propose a network-independent solution for access
authentication of LPWAN end devices integrated into 5G. This solution is designed
for constrained devices which is suitable for many LPWA technologies, such as
LoRaWAN, NB-IoT, and LTE-M. However, this solution is only for the secondary
authentication of 5G. More research is expected to be carried out on the security
aspect of LPWAN-5G integration.

2.4.2.3 Mobility and Roaming

Mobility and roaming of 5G has been comprehensively studied in [114] and [115],
covering architecture, services, drivers, key challenges, and solutions. Other surveys,
including [103], [116], [117] and [118] , also analyze mobility and roaming of
5G. Moreover, distributed mobility management [119] [120] and blockchain-based
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mobility management [121] [122] are expected to bring great evolution to 5G.
Compared with 5G, mobility is the weakness of LPWANs. Thus, some efforts
have been undertaken to enhance the mobility of LPWANs [123–126]. In terms
of LoRaWAN, roaming is the main research direction recognized by LoRa Alliance
to enhance mobility [76], and some research, such as [127–129], has been carried out
to enhance its roaming ability. However, the author only found one paper focusing on
addressing the roaming challenges of LPWAN-5G integrated networks [88]. In [88],
two similar LoRaWAN-5G integration methods are proposed to enhance the mobility
and roaming ability of LoRaWAN. By virtue of the 5G core network integrated
with LoRaWAN, roaming end devices can be authenticated in a visited LoRaWAN
network. In terms of interface designing, the S1AP interface is used to connect the
Join Server with AUSF, and the S6a interface is used to connect the Join Server with
UDM. Borrowing a standard interface can ensure security, but dedicated interfaces
still need to be designed to improve the efficiency of data exchange. Although [88]
provides the first roaming solution for LoRaWAN-5G integrated networks, the end
devices in the methods are required to have dual connection ability which will
significantly increase the cost of each end device. In most IoT use cases, a substantial
number of end devices are needed to be deployed. It is obvious that including a 5G
module in LoRaWAN end devices will significantly increase their cost. Instead of
focusing on LPWAN-5G integrated network, the authors in [130] propose a media-
independent solution for mobility management in heterogeneous LPWANs. Although
they do not consider a 5G network, this IPv6-based solution can be potentially
used for an LPWAN-5G integrated network when multiple LPWA technologies are
integrated into a single 5G network.

2.4.2.4 Enhancing Interoperability within LPWA Technologies

The interference between LPWANs has attracted attention from the research
community. The authors in [83] measure and analyze the interference between LoRa
and SigFox in the band of 863-870 MHz in Aalborg, Denmark. The results show
that there is a 22-33% probability of interfering signals above -105 dBm in downtown
Aalborg. Also focusing on interference measurement, the authors in [82] measure and
analyze the interference between sub-Gigahertz technologies including LoRa, SigFox,
Z-wave, and IO Home Control. The results show that there is a non-negligible loss of
12-20% when the interferer starts during the preamble and header time. Although
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the interference between LPWANs has been measured and analyzed, to the best
of the author’s knowledge, there is no effective solution that has been proposed to
eliminate the interference.

A single LPWA technology has some limitations such as low reliability, high
latency, and low mobility. Adopting multiple LPWANs simultaneously could enhance
their capabilities. To enhance reliability, the interoperability between NB-IoT and
LoRaWAN is studied in [131], and the interoperability between NB-IoT and SigFox
is studied in [132]. The prototype of a multi-RAT LPWAN device in smart cities
via integrating LoRaWAN into NB-IoT has been demonstrated in [131]. The result
shows the feasibility of interoperability between LoRaWAN and NB-IoT. Compared
with a single LPWAN, the end devices with dual connections of both LoRaWAN and
NB-IoT have higher flexibility, reliability, and dependability. To realize low cost and
wide area coverage, most LPWA technologies work in the sub-GHz band, suffering
from high data loss rate mostly due to the channel effects [145] [146]. Besides, the
quest to keep the network in the low power mode negatively affects data packet
delivery. As a result, it is difficult for LPWAN to support critical use cases that
need high reliability or low latency. In [132], redundant LPWA technologies are
used to provide improved resilience for critical use cases. Specifically, NB-IoT is
implemented as the primary communication technology to send data while SigFox is
chosen to be the secondary communication technology to provide a backhaul path.
To enhance mobility, the handovers between LoRaWAN and NB-IoT are achieved
in [130] by an IPv6-based solution. In conclusion, the works in [130], [131], and [132]
demonstrate the benefits of interoperability between different LPWANs, but more
solutions are needed to improve the efficiency of interoperability.

2.4.2.5 Facilitating Coexistence with other Technologies

In the era of the Internet of Everything, billions of devices will be connected and
varieties of wireless access technologies will coexist in the same area or even in
the same ecosystem. When designing the LPWAN-5G integrated network, the
coexistence of LPWAN with other wireless technologies should also be considered.
The work in [133] surveys the potential of integrating cognitive radio into LPWAN
for IoT-based applications. Given the heterogeneity and the requirements of IoT
standardization, the authors in [134] propose an architecture of the integrated
IoT application development platform that supports heterogeneous IoT end devices
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including both long-distance and short-distance communication devices such as
LoRa, ZigBee, and Bluetooth Low Energy. The options for the integration of
LPWAN and low rate-wireless personal area networks are investigated in [135],
and two technologies: NB-IoT and IEEE 802.15.4.g, are selected to implement the
integration. The authors in [136] analyze the coexistence of 5G NR, LTE-A, and
NB-IoT in the 700MHz band by an indoor experiment, showing an efficient spectrum
sharing for the three wireless technologies.

Although NB-IoT is designed to comply with LTE and utilize the infrastructure
of LTE, interference and collision may still happen due to their operating frequency
bands that are the same or close to cellular bands [138]. [10] demonstrates that
NB-IoT may interfere with LTE which is likely to affect the coexistence of NB-IoT
with LTE. The authors in [139] analyze the interference between NB-IoT and LTE
signals and propose a new algorithm for channel equalization to reduce the sampling
rate mismatch between the NB-IoT user and LTE base station. To eliminate NB-
IoT interference to LTE, machine learning is a potential solution, e.g., the block
sparse Bayesian learning-based approach proposed in [140] and the sparse machine
learning-based approach proposed in [141]. Based on the interference prediction,
the authors in [142] propose a novel framework for radio resource management in
NB-IoT systems. In addition to the NB-IoT, LoRa may also interfere with LTE
if the LoRa transceiver, like SX1281 released by Semtech, operates in the 2.4GHz
frequency band [137].

2.5 Summary

This chapter provides a survey and tutorial on LPWAN-5G integration for hybrid
networks, focusing on main integration challenges and potential solutions. Firstly,
a comparison is made among the leading nine popular LPWA technologies, which
were classified into cellular LPWANs operating in licensed bands and non-cellular
LPWANs operating in unlicensed bands. Mesh technologies are also presented,
offering the potential to extend the coverage of the unlicensed LPWANs without
the limitation of star topologies. Following this, the 5G network architecture is
introduced as a flexible, scalable, agile, and programmable network platform to
which other technologies can be integrated, along with the enabling technologies.
Finally, the main challenges and potential solutions of LPWAN-5G integration are
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discussed in detail. In summary, it is feasible to integrate LPWANs into 5G systems,
but some key problems should be addressed including hybrid architectures, security,
mobility, and interoperability between LPWANs, and coexistence with other wireless
technologies. Moreover, LoRaWAN and LoRa mesh will be given priority when
integrating non-cellular LPWA technologies into 5G given their popularity and open-
source protocol. Furthermore, unlike previous work mainly focusing on access-level
integration, more efforts will be undertaken to design a converged core network
for LPWAN-5G integration. Thus, in the following chapters, the focus will be on
integrating LoRaWAN and LoRa mesh into a 5G network, addressing the challenge
of hybrid architecture, and enhancing network performance through the utilization
of the 5G core network.



Chapter 3

LoRaWAN-5G Integrated Network
with Collaborative RAN and
Converged Core Network

This chapter proposes a LoRaWAN-5G integrated network with a collaborative RAN
and a converged core network. The work presented in this chapter has been published
in [P2].

3.1 Introduction

The 2021 United Nations climate change conference concluded with nearly 200
countries agreeing on the Glasgow climate pact [147] to keep the critical 1.5°C global
warming goal alive. IoT technologies and their application to smart buildings, smart
factories, smart transportation, etc., will contribute massively to achieving this goal.
Due to various requirements, a single IoT technology can not provide ubiquitous
coverage or address all the vertical IoT use cases. It is important to design an
efficient hybrid network that many IoT technologies can be integrated into. 5G has
been designed from the ground up to support a number of cellular IoT technologies.

Characterized by low cost, low data rate, low power consumption, and wide-
area coverage, cellular LPWANs, such as NB-IoT, eMTC and EC-GSM-IoT,
are an important class of cellular IoT technologies for massive IoT applications.
Standardized by 3GPP, cellular LPWANs operate in licensed bands and are designed
to co-exist with cellular networks. Unlike cellular LPWANs, non-cellular LPWANs,

38
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such as LoRaWAN [148] and Sigfox, are designed independently of cellular networks,
requiring end-to-end deployment of a dedicated access and core infrastructure.
However, non-cellular LPWANs are also the main players capturing the LPWAN
market mainly because of their advantages over cellular LPWANs in terms of battery
lifetime, capacity, cost, and unlicensed frequency band [149].

LoRaWAN is the leading non-cellular LPWAN technology. ABI Research
forecasts that LoRaWAN will account for over a one-fourth share of all LPWAN
connections by 2026 [150]. To ease the deployment and management of LoRaWAN,
some work has been done to integrate LoRaWAN into 4G/5G networks. The authors
in [84] propose four integration options, i.e., 1) via 3GPP access network, 2) via
non-3GPP untrusted access network, 3) as a part of eNodeB, and 4) virtually as
a part of the core network. The authors in [87] propose to implement the virtual
base station function of eNodeB protocol stacks into LoRaWAN gateways. Focusing
on roaming scenarios, a core-level integration is proposed in [88] for end devices
of dual connectivity of 5G and LoRaWAN. Adopting the 3GPP access network
based integration option in [84], the authors in [89] evaluate two use cases of a
long-term evolution (LTE)-LoRaWAN integrated network. The authors in [90]
propose a traffic management method for LTE-LoRaWAN integration. Adopting the
integrated architecture proposed in [87], the authors in [91] propose a routing and
packet scheduling mechanism for the integrated network. In addition to the efforts
in academia, the industry also takes action to facilitate LoRaWAN-5G integration.
Kerlink [151] produced commercial LoRaWAN gateways with 4G backhaul, such as
the indoor Wirnet iFemtoCell-evolution gateway and the outdoor Wirnet iStation
gateway. Actility [143] and Simfony [144] announced in April 2021 that they will
cooperate on developing a multi-technology IoT platform that can provide MNOs and
mobile virtual network operators an integrated solution for LoRaWAN and cellular
IoT networks management.

Cellular and LoRaWAN will co-exist in the form of hybrid networks in the 5G
and beyond era. However, equipped with flexible, agile, and powerful core networks,
5G can serve as more than a backhaul network for LoRaWAN. The LoRaWAN-5G
integration is expected to evolve from access networks to core networks like cellular
LPWANs and fixed-mobile convergence that can communicate with the converged
5G core network efficiently. There are three motivations behind LoRaWAN-5G
integration with a converged core network: 1) From the perspective of MNOs, to
maximize the returns of infrastructure deployments by going beyond serving as only
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backhaul providers in the big market of non-cellular LPWANs. Instead, they will
evolve their cellular networks to expand their business [152]. With a converged core
network, MNOs will have the capability of taking over the operation of LoRaWAN.
2) From the perspective of customers, the integration of LoRaWAN and 5G with a
converged core is cost-effective as it avoids the dual deployment and management of
LoRaWAN and 5G. 3) From a technical perspective, a converged core can enhance
the capabilities of LoRaWAN, such as security, capacity, and roaming ability.

In this chapter, a LoRaWAN-5G integrated network with a collaborative RAN
and a converged core network is implemented utilizing the Glasgow 5G testbed.
A LoRaWAN gateway is built using Raspberry Pi and a 5G modem, capable of
accessing the 5G new radio network over the air as a 5G UE. This implementation
marks the first instance of a LoRaWAN gateway utilizing 5G as its backhaul
technology, demonstrating the feasibility of LoRaWAN-5G integration. Additionally,
the LoRaWAN servers deployed on an edge server of the Glasgow 5G testbed
represent the first set of LoRaWAN servers operating within the core network of
a 5G network. Furthermore, the viability of this hybrid network is demonstrated
through its application in a smart building heating management system aimed at
saving energy.

3.2 Motivation behind Converged Core Network

The survey presented in Chapter 2 highlights the predominant focus of existing
research on access-level integration to leverage the backbone of 5G networks. This
section delves into the motivations underpinning the design of converged core
networks.

As shown in Table 2.3, all current research works on LPWAN-5G integration are
based on 4G or NSA 5G with EPC serving as the core network. The main reason
is that 5G network deployments started in 2018 with the non-standalone mode that
employs EPC as the core network [153]. However, till March 2021, 68 operators
in 38 countries globally have been investing in public 5G standalone networks with
5G core networks according to Global Mobile Suppliers Association [154]. With the
advent of standalone 5G, 5G core networks are becoming available for both research
and commercial deployments. Compared with EPC, a 5G core network can support
more extensive and powerful functions by virtue of many enabling technologies like
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NFV, SDN, and Network Slicing. Since the emergence of 5G core networks, fixed-
mobile convergence [155] [156] has evolved gradually from access network level to
core network level, which makes it possible to manage different access networks and
UE by a converged 5G core network. Similarly, it is expected that more research
will be done at the core network level for LPWAN-5G integration. There are three
motivations behind core-level integration in the standalone 5G era.

First, enabling technologies such as SDN and NFV can considerably reduce
the cost and complexity when new functions (like servers of LPWAN) need to be
implemented into the core mainly by reusing the same hardware [157]. Furthermore,
Network Slicing enables many networks with different features to be able to coexist
in a single core network [158]. For instance, LPWAN is characterized by low data
rate and non-time-critical applications, while a standard 5G core network supports
URLLC. By using NSF, the 5G core network can be logically sliced into two distinct
networks - one is characterized by a low data rate for LPWAN, while the other one is
characterized by low latency for URLLC applications. Although logically separated,
the two distinct networks still coexist in a converged 5G core network, which is
beneficial for optimization of network resource configuration and the adoption of
different security schemes.

Second, unified management and overall optimization can be achieved when
integrating at the core level. If the integration is considered only at access networks
such as Options 1, 2, 3, and 5 in Chapter 2, the cellular network only serves as a
backhaul network from the LPWAN perspective and there is no interworking between
the 5G core network and the servers of LPWAN, which makes the cellular network
transparent. Consequently, it is impossible to manage the 5G network and the
LPWAN in a converged core and the overall optimization of the hybrid network is
also unlikely to be achieved.

Third, for operators, especially cellular network operators, the core level
integration can massively reduce the cost of deployment, operation, management,
and maintenance compared with operating two separate networks i.e. 5G core
network and LPWAN servers. To expand the scope of their customer base, operators
have integrated NB-IoT into their cellular networks [159] [160]. Thus, it can be
predicted that more LPWAN networks would be integrated into operators’ cellular
networks and more integrations would be implemented at the core level in the future.
However, the integrated access network is still valuable which could considerably
reduce the cost of gateway deployment by utilizing the 5G access network which has
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been already deployed. Therefore, rather than relying on a single option listed in
Table 2.3, the prime integrated architecture is likely to be a hybrid of two options.
For example, option 4 in Chapter 2 can be used to build an LPWAN-5G converged
core network, and then option 5 in Chapter 2 can be used to get access to the
converged core network for LoRaWAN end devices.

3.3 Integration Solution

In this section, the implementation of the LoRaWAN-5G integrated network
characterized by a collaborative RAN and a converged core network will be
introduced.

As shown in Figure 3.1, a private LoRaWAN is integrated into an NSA 5G
network which is composed of gNB, eNB, and EPC+. The LoRaWAN gateway can
communicate with gNB as a 5G UE by virtue of a 5G modem. The LoRaWAN
servers are deployed on an edge server of EPC+. The hybrid network can support
both 5G UE and LoRaWAN end devices at the same time. In terms of standard
5G UEs, the integration has no impact on their usage as there is no modification
of the gNB or any entity of EPC+. In terms of LoRaWAN end devices, they can
communicate with the LoRaWAN servers through the LoRaWAN gateway, gNB,
and EPC+ in sequence. However, for LoRaWAN end devices, they can regard the
network as a standard LoRaWAN network. The integration has two parts including
the collaborative RAN and the converged core network.
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Figure 3.1: System diagram of the LoRaWAN-5G integrated network
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At the RAN level, there are a number of potential solutions to the integration
of LoRaWAN and cellular networks [4]. However, only two solutions have been
implemented so far due to the state of the technology and the availability of
commercial products. The first solution, which inserts a universal subscriber identity
module card and an LTE UE module to the LoRaWAN gateway, was implemented
in [84], [89] and [90]. By doing so, the gateway can access the cellular network to
communicate with LoRaWAN servers in the cloud. The second solution incorporates
the eNB stack in the LoRaWAN gateway and was implemented in [87] and [91]. By
doing so, the gateway can access the EPC directly via the S1 interface. Given that
the first solution has advantages over the second solution in terms of flexibility,
the cost of deployment, and the complexity of the gateway, the first solution, i.e.,
building a LoRaWAN gateway with a 5G UE module, is adopted in this Chapter.
However, there is a significant difference between the implementation and the related
works [84,87,89–91], which are all based on the 4G cellular networks. Although the
cellular network in [84] is a 5G test network, it uses eNodeB as RAN and EPC as the
core network. In this chapter, the cellular network that the LoRaWAN is integrated
into is a telco-grade NSA 5G network composed of gNB, eNB, and EPC+. With the
ability to communicate with gNB over the air, the gateway can collaborate with gNB
and access EPC+. Through the collaborative RAN, both 5G UE and LoRaWAN
end devices can access the EPC+ at the same time.

At the core network level, all the LoRaWAN servers, including a Message Queuing
Telemetry Transport (MQTT) server, a LoRaWAN network server, and a LoRaWAN
application server, are deployed in a Virtual Machine (VM) on the edge server of
the EPC+. The data generated in the LoRaWAN end devices goes through the
LoRaWAN gateway and gNB to EPC+. The ChirpStack gateway bridge in the
LoRaWAN gateway communicates with the MQTT broker in the LoRaWAN servers
over a standard IP connection. In the EPC+, the serving gateway receives the
LoRaWAN data and routes it to the edge server that resides within the operator’s
IP network. Within the edge server, the communication among LoRaWAN servers is
also over a standard IP connection. In the whole process, the LoRaWAN data does
not leave the EPC+, ensuring its security and privacy. Moreover, the converged core
network with the integration of EPC+ and LoRaWAN servers can reduce the cost
of deployment for those who need a 5G network and LoRaWAN at the same time
as they only need to deploy one hybrid network. Furthermore, deploying LoRaWAN
servers within EPC+ provides the possibility of interoperation between the 5G core
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network and LoRaWAN servers. The interoperation is expected to improve the
efficiency, security, mobility, and compatibility of the hybrid network [4].

The details of the implementation of the LoRaWAN gateway and the LoRaWAN
servers will be discussed in the next two subsections.

3.3.1 LoRaWAN Gateway with 5G UE Module

As shown in Figure 3.2, the hardware of the gateway includes a Raspberry Pi, a
LoRa shield, and a 5G dongle. The Raspberry Pi is Pi 4 model B with 4GB RAM
powered by a 5.0V 3A adaptor. The LoRa shield is LoRaGO PORT [161] which
is designed specifically for multi-channel LoRaWAN gateways. The 5G dongle is
assembled at the University of Glasgow and can access the Glasgow 5G testbed.
The 5G dongle and the LoRa shield are powered by the Raspberry Pi. The test
demonstrates that the 5.0V 3A power adaptor can support the Raspberry Pi, the
LoRa shield, and the 5G dongle at the same time. It makes the deployment of the
gateway very straightforward, flexible, and cost-effective, as the gateway only needs
to be simply placed anywhere under the coverage of the 5G network and provide it
with the power supply. Except a cable for the power supply, the gateway does not
need any other cables.

In terms of the software, as shown in Figure 3.1, the Semtech user User Datagram
Protocol (UDP) packet forwarder [162] and the ChirpStack gateway bridge [163] are
deployed in the Raspberry Pi with the Raspberry Pi OS. The Semtech UDP packet
forwarder forwards the radio frequency packets received by the LoRa shield to the
ChirpStack gateway bridge in the format of UDP packets. The ChirpStack gateway
bridge converts the UDP packets to JSON and Protobuf which are the required data
formats of ChirpStack LoRaWAN servers. Then, through the 5G dongle, gNB, and
EPC+, the bridge transmits the JSON and Protobuf packets to the specified MQTT
server which is deployed on the edge server of EPC+. To ensure the successful
registration and communication of the ChirpStack gateway bridge with the MQTT
server, it is necessary to include the IP address of the VM hosting the LoRaWAN
servers in the configuration file of the gateway bridge. The 5G dongle and the LoRa
shield have their own firmware and drivers, and there is no need to deploy extra
software on them. The logs of the packet forwarder, the bridge, and the 5G dongle
are displayed in Figure 3.2. The log of the packet forwarder shows its status. The
log of the bridge shows the uplink and downlink communications between the bridge
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and the MQTT server. The log of the 5G dongle shows the packet data network
session established in the EPC+ for the gateway.

Chirpstack-gateway-bridge

5G Connection

UDP Packet Forwarder

LoRa antenna

LoRa shield

Raspberry Pi

GPS module

5G dongle

5G antenna

Figure 3.2: The LoRaWAN gateway with 5G dongle

3.3.2 LoRaWAN Servers in 5G Edge Server

In the 5G edge server, a VM is created by Proxmox for the LoRaWAN network
and its applications. Ubuntu 18.04 is selected as the operating system of the VM.
ChirpStack LoRaWAN server solution [164] is chosen for the network. As shown in
Figure 3.1, the LoRaWAN servers include an MQTT server, a LoRaWAN network
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server, and a LoRaWAN application server. All the three servers are deployed in the
VM. The MQTT server forwards the packets received from the ChirpStack gateway
bridge to the ChirpStack LoRaWAN network server. The network server plays the
vital roles in the authentication of end devices, de-duplication of the LoRaWAN
frames received by the LoRaWAN gateway, and processing of the downlink and
uplink LoRaWAN MAC-layer message. Moreover, the network server sends the
processed messages to the ChirpStack LoRaWAN application server. Figure 3.3
shows the interface of the VM and the dashboard of the application server. The
dashboard illustrates that all the end devices and the gateway are active and working
well. The “Device data-rate usage” indicates “DR5” which means that the sampling
factor is 7 and the bandwidth is 125 kHz according to the LoRaWAN regional
parameters [25]. As the LoRa shield has a global positioning system module, the
dashboard of the application server also illustrates the location of the gateway, which
is at the JWS building at the University of Glasgow.

Figure 3.3: The LoRaWAN servers deployed in the 5G edge server

3.4 Use Cases

Compared with standard LoRaWAN, the LoRaWAN-5G integrated network has
many advantages in terms of flexibility, deployment cost, security, and privacy. With
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these advantages, the integrated network is expected to have many use cases, e.g.,
smart factories, smart transportation, and smart buildings. In this section, the smart
heating project developed to digitize and upgrade the heating system of the JWS
building at the University of Glasgow is introduced.

The energy shortage and climate change are two severe problems that all human
beings are facing. According to the heating report of IEA [165], heating is the world’s
largest energy end use, accounting for almost half of global final energy consumption
in 2021. However, the heating system of the JWS building is traditional and old-
fashioned. The management team of the building knows little about the temperature,
people activity, or the status of heating (on or off) in each room. Moreover, there
is the possibility that the heating radiators keep on for a long time with nobody
in the room, resulting in energy wastage. The LoRaWAN-5G network proposed
in this chapter can be used to upgrade the heating system and solve the problem
at a very low cost. The LoRaWAN-5G gateway is deployed in Room 468 of the
JWS building and three sensors with built-in LoRaWAN modules in Room 468 (a),
Room 468 (b), and Room 534 of the JWS building. The reason why two sensors are
deployed in Room 468 is that the room is too large to be measured precisely by one
sensor. The selected sensors are TEKTELIC PIR (passive infrared sensor) smart
room sensors that can capture the temperature, humidity, and human activity, etc.
Furthermore, the sensors support LoRaWAN specification 1.0.2 and can send data to
the LoRaWAN servers deployed in the edge server of 5G via the LoRaWAN gateway
and gNB.

As shown in Figure 3.1, in addition to LoRaWAN servers, some applications are
also deployed in the VM including InfluxDB and Grafana. InfluxDB is a time series
database that can store the data directly from the ChirpStack application server
via the application programming interface designed by ChirpStack. Grafana is a
dashboard platform that can read data from InfluxDB and do some simple data
processing. The Grafana dashboard of the smart heating system is shown in Figure
3.5. In the first row, the current temperature, humidity, and the sensor battery
voltage are displayed. The second row illustrates the human activity in each room,
which is perceived by the PIR detector integrated into the smart room sensor. The
last row illustrates the historical data on temperature and humidity in each room.
The time range of the historical data can be adjusted as needed. By the dashboard,
the building management team can remotely monitor the temperature and human
activity level of each room, and then determine when to switch on or off the radiator.
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As shown in Figure 3.4, the speed and latency of the 5G network are measured
using LibreSpeed. The download and upload speeds are 950.62 and 28.18 Mbit/s,
respectively, and the latency is 17.10 ms, which significantly meets the requirements
of LoRaWAN communication of the hybrid network.

Figure 3.4: The measurements of the network

3.5 Summary

In this chapter, a LoRaWAN-5G integrated network has been designed with a
collaborative RAN and a converged core network. With the 5G UE module, the
LoRaWAN gateway can collaborate with gNB to communicate with the LoRaWAN
servers deployed in the edge server of EPC+. The integrated network has been
implemented on the Glasgow 5G testbed to upgrade the heating system of the
JWS building at the University of Glasgow. The use case demonstrates that the
integrated network can work efficiently and stably. Building a 5G modem in the
LoRaWAN gateway makes the deployment very straightforward, flexible, and cost-
efficient. Deploying the LoRaWAN servers in the core network of 5G enhances the
security and privacy of LoRaWAN data. Because of these benefits, the proposed
solution of LoRaWAN-5G integration is expected to be widely adopted in the 5G
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and beyond era.
However, to cover an extensive area, this solution also needs to densely deploy

the LoRaWAN gateways. To address the challenge, the integration of LoRa mesh
into 5G will be investigated in the following chapters.



Chapter 4

Cloud-Edge-Terminal
Collaboration of LoRa Mesh-5G
Integrated Network

This chapter proposes a LoRa mesh-5G integrated network by developing a LoRa
mesh server that operates within a private cloud of the 5G network and designing a
could-edge-terminal collaborative architecture. The work presented in this chapter
has been published in [P3].

4.1 Introduction

Since the 19th century, the railway has become one of the main transportation
methods all over the world. According to the International Union of Railways [166],
the total length of railway tracks in the world was more than 855,726 km in 2022. The
cost of maintaining such a vast infrastructure is very high, especially if traditional
periodic maintenance methods are used, i.e., sending the crew and equipment to
walk along railways to check the status of the infrastructure regularly. With the
development of IoT and data analysis technologies, predictive maintenance has
become a promising method to reduce costs. Due to the long length of railway
tracks, a massive number of sensors deployed alongside railway tracks is needed to
monitor the status of the infrastructure and transmit it to the cloud for making
policies. The crew and equipment are sent out to specific locations only when
maintenance status is triggered by the system. On the other hand, bad weather

51
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causes damage to the infrastructure and poses a threat to the safety of passengers
and staff [167]. Specifically, a high temperature poses the risk of buckling to rails
and a low temperature freezes rails. High wind can blow objects onto rails blocking
the railway, while heavy rain makes rails slippery and continuous rain would result
in landslides or flooding. To reduce the damage and threat, railway operators need
to monitor the trackside weather and predict the weather in the future. With the
information, they can take action before adverse weather happens, such as reducing
the speed limit, rescheduling routes, and sending special fleets to maintain the rails.
However, the general weather forecast from organizations like the MET Office in
the UK cannot offer precise weather measurements and forecasts for railways in
rural areas since they lack weather stations along the railways, relying mainly on
satellite images for their measurements and predictions. Thus, railway operators
need a dedicated system to monitor and predict trackside weather. Both predictive
maintenance and weather monitoring need a mMTC network to gather data from
sensors throughout the whole railway network. The main requirements of the
network are as follows.

1. Wide coverage: The communication network should cover the whole railway
network which is characterized by several long linear tracks.

2. Supporting massive end devices: Given the long length of railway tracks, a
massive number of sensors and end devices need to be deployed to monitor the
whole railway network.

3. Low-cost communication infrastructure: High investment in the infrastructure
is hard to be paid back as many railways are located at remote sites without
other connectivity requirements.

4. Low-power and low-cost end devices: Given the massive number of end devices,
their power consumption and cost have a great impact on the overall cost.

Unfortunately, current trackside networks do not satisfy the requirements. As
a traditional mobile communication system of railways, the Global System for
Mobile Communication-Railway (GSM-R) is widely used globally, especially in
Europe [168]. Based on the second-generation cellular network, GSM-R is already
outdated and suffers from many issues such as high interference, low capacity, and
limited capability. Hence, GSM-R cannot support massive end devices for predictive
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Figure 4.1: 4G signal strength of Scotland railways (based on [170]).

maintenance or weather monitoring. With the sunset of the second and third-
generation cellular networks, GSM-R is being replaced by LTE for railways which
is based on the 4G cellular network. Although operators have started deploying 4G
since 2009, they do not cover the whole railway network due to the low rate of return
in remote and rural areas. Taking Scotland as an example, Ofcom, the regulator for
communication services in the United Kingdom, measured the 4G signal strength
in the railways of Scotland [169]. As shown in Figure 4.1, the railways near main
cities have good signal strength, whereas coverage in rural areas is poor, especially
the lines in the highland and west coast which are remote sites with low population
density. Thus, the current 4G does not provide the coverage required by railway
networks. With wide deployment in recent years, the 5G cellular network is expected
to facilitate railway digitalization. However, 5G faces the same challenges as 4G, and
might even require a denser deployment based on their operating frequency bands.
Therefore, the biggest issue of 4G and 5G for widespread railways is that they cannot
provide wide coverage at a low cost.
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Regarded as one of the most popular low-power wide-area technologies,
LoRaWAN, based on LoRa, is an important supplement to cellular networks in rural
areas [4,84,87,171]. With a star topology, the messages from LoRaWAN end devices
aggregate at the LoRaWAN gateway which forwards them to the LoRaWAN server
on the cloud by backhaul networks. Although LoRaWAN has wide coverage, it is
not suitable for linear rail lines as many LoRaWAN gateways have to be deployed
alongside the lines at a certain distance. Each gateway requires access to a backhaul
connection, which significantly increases the deployment cost. Instead of using one-
hop communication, LoRa mesh can extend the coverage of LoRaWAN with no need
to densely deploy gateways. It allows trackside end devices to relay messages from
other end devices until they arrive at a gateway that is deployed at locations with
access to a backhaul network. Thus, LoRa mesh is a potential network providing
wide coverage for railways.

Motivated by the trackside sensing requirements, the coverage status of existing
trackside networks, and the wide coverage of LoRa mesh, in this chapter, a LoRa
mesh-based network is proposed to monitor trackside weather. LoRa mesh is
a self-organized network lacking a centralized server for management, e.g., node
registration. To overcome this challenge, the integration of LoRa mesh into a 5G
network is proposed, which provides the LoRa mesh with a private cloud for network
management and intelligent data processing. Moreover, 5G networks can provide a
reliable and flexible backhaul for LoRa mesh and reduce the deployment cost by
utilizing existing cellular infrastructure. On the other hand, collaborating with the
terminal and cloud, edge computing is integrated to reduce the volume of data
transmitted in the network. The proposed network is suitable for trackside low
data rate sensing applications including both predictive maintenance and weather
monitoring. Moreover, due to its low cost and extensive coverage, the proposed
network can be utilized in various scenarios, including infrastructure monitoring in
remote areas, environmental monitoring in agricultural settings, and the development
of IoT-based smart cities. In this chapter, it is implemented as a proof of concept
for weather monitoring.

The rest of this chapter is structured as follows. In Section 4.2, the network model
and integration methods of the LoRa mesh-5G integrated network are presented.
Section 4.3 proposes the cloud-edge-terminal collaborative architecture, along with
three algorithms concerning timely significant-change updates, packet loss detection,
and adaptive thresholds. Section 4.4 and Section 4.5 present the implementation and
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experimental results, respectively. Finally, Section 4.6 concludes the chapter.

4.2 LoRa Mesh-5G Integrated Network

In this section, a system model and an integration approach of the LoRa mesh-5G
integrated network for trackside smart monitoring will be introduced.

4.2.1 System Model

As shown in Figure 4.2, a LoRa mesh network is deployed alongside a railway track
to monitor the weather. It consists of two kinds of nodes, i.e., gateway and sensor
nodes denoted as si where i is an integer. The gateway is deployed in the middle
of the railway line, receiving packets from sensors deployed on either side of the
railway line. The coverage area of the gateway is equivalent to that of a single-hop
LoRa network, depicted as a light green ellipse in Figure 4.2. It is assumed that
there are N sensor nodes at both sides of the gateway, where N are integers. To
simplify the notation in the following analysis, the gateway is denoted as sN+1 even
though it does not have sensors. Some nodes, such as s1, s2, sN , sN+2, s2N−1 and
s2N+1, are equipped with weather stations. They can read the weather station data
and send it to the gateway in the form of LoRa mesh packets. Besides, they also
relay packets from other nodes. Other nodes do not have weather stations, such
as s3 and s2N , and only relay packets. They are used to extend the coverage of
the LoRa mesh network when network operators do not want to densely deploy
weather stations. The relaying of sensor nodes significantly extends the coverage
of the LoRa mesh network, as depicted by the light blue ellipse in Figure 4.2. All
the packets containing weather data are transmitted to the gateway via one-hop or
multi-hop LoRa communication. Depending on the distances between nodes, one
sensor node can have one or multiple routes to the gateway. When joining the
network or finding that the existing route is no longer valid by not receiving the
expected acknowledgment message after sending data message, a sensor node tries
to discover a valid route to the gateway automatically, achieving self-organization
and self-healing [49, 172]. Moreover, to achieve remote and smart control, downlink
communication is enabled, allowing the gateway to send commands like resetting to
sensor nodes.

After aggregating at the gateway, all the trackside data needs to be transmitted to
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Figure 4.2: System model of the LoRa mesh-5G integrated network.

the cloud through a backhaul connection. To leverage existing cellular infrastructure,
the gateway is deployed in areas with 5G coverage, e.g., a train station. As shown
in Figure 4.2, a 5G base station (gNB) is deployed near a train station providing
connections for various users, such as automated guided vehicles, smartphones, and
the LoRa mesh network. Compared with LoRa and LoRa mesh, the 5G network
offers relatively shorter coverage, illustrated by the yellow ellipse in Figure 4.2. In
the 5G network, the gateway acts as an UE that can communicate with the gNB
directly. Then, through the 5G backhaul, the weather data can securely arrive at
the 5G core network in the cloud. It is clear from Figure 4.2 that the LoRa mesh-5G
integrated network has a significantly extended coverage compared with 5G networks
and single hop LoRa-5G integrated networks.

4.2.2 Integration Approach

Although LoRa mesh networks benefit from flexible deployment and coverage
extension, they lack a centralized server, resulting in difficulties in management.
Leveraging the existing 5G network, a LoRa mesh server is proposed to be deployed
within the 5G core network to provide efficient management. To allow the LoRa
mesh nodes to access the 5G network, a 5G dongle is integrated into the LoRa
gateway.

The functions of the LoRa mesh server are 1) sensor node registration, 2) network
parameter management, e.g., the update frequency of sensor nodes, 3) data storage,
4) cloud data processing for application, and 5) providing a user interface. As shown
in Figure 4.3, the LoRa mesh server is deployed in one of the virtual machines
within the 5G network cloud. Based on the 5G-Multi-access Edge Computing (MEC)
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integration method proposed by ETSI [173], the cloud is deployed within the 5G core
network as an MEC server and connects to the UPF via N6 interface in the user plane.
Although it is a MEC server, it serves as a cloud for the LoRa mesh network. Based
on Hypertext Transfer Protocol Secure (HTTPS), transmission control protocol,
and IP, the user interface bridges the LoRa mesh server and external networks.
Through the user interface, the network status and the processed application data
are displayed to users in a dashboard. Moreover, the interface allows authorized
users to change the parameters of the network and reset specific sensor nodes or
the gateway. To enable the gateway to access the LoRa mesh server within the 5G
core network, the protocol stack of 5G UE is installed in the gateway. As shown
in Figure 4.3, the gateway has both the LoRa mesh protocol stack and the 5G UE
protocol stack. When receiving LoRa mesh packets from sensor nodes, the gateway
decapsulates them like a usual LoRa mesh node. Then, acting as a 5G UE, the
gateway encapsulates the data as 5G packets and transmits them to gNB over the
air via NR-Uu interface. Through the gNB and UPF, the packets arrive at the LoRa
mesh server securely as the transmission is protected by 5G security mechanisms.

In terms of the application layer protocol for the session between the gateway
and the LoRa mesh server, the choice is MQTT [174], which is a lightweight open
messaging transport protocol. Based on a publish-subscribe model, an MQTT broker
listens to MQTT publishers and retransmits the received messages to specific MQTT
subscribers. The messages are published on topics. In the LoRa mesh-5G integrated
network, an MQTT broker is deployed in the LoRa mesh server to retransmit
messages with two topics including uplink data and downlink commands. Regarding
uplink data, an MQTT publisher and an MQTT subscriber are deployed in the
gateway and the LoRa mesh server, respectively. Regarding downlink commands,
an MQTT publisher and an MQTT subscriber are deployed in the LoRa mesh
server and the gateway, respectively. By doing so, bidirectional communication
between the gateway and the LoRa mesh server is achieved. Designed for restricted
environments such as machine-to-machine communication and IoT, MQTT has
many advantages including a small footprint, limited network bandwidth, fast
message delivery, and easy deployment. In the LoRa mesh-5G integrated network,
compared with Hypertext Transfer Protocol (HTTP) [175], MQTT can reduce the
consumption of the gateway resource, especially the required 5G radio frequency
bandwidth. However, security is the main drawback of MQTT [176]. Without built-
in encryption, MQTT usually uses Transport Layer Security (TLS)/Secure Sockets
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Figure 4.3: Protocol stacks of LoRa mesh-5G integrated network.

Layer (SSL) for security encryption, deviating from its design aim as TLS/SSL is
not a lightweight protocol. By virtue of the 5G security mechanisms, there is no
need to use TLS/SSL as MQTT data is encapsulated as a 5G payload protected
by 5G authentication and encryption. Thus, the drawback of MQTT on security is
overcome in the LoRa mesh-5G integrated network.

According to the above description, the integration of LoRa mesh and 5G is
achieved at both the core network level and access network level. The core-level
integration helps manage the LoRa mesh network and provides a user interface for
observation and control. The access-level integration keeps the deployment flexibility
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of the LoRa mesh network. Collecting data from a mesh network requires one or
more nodes to have a backhaul connection to upload the data to the cloud. The
backhaul connection is usually via wire-based networks like Ethernet or short-range
wireless networks like WiFi, posing restrictions on the deployment location of one
or more nodes. With the capability of communicating with gNB, the gateway is
required to be deployed within the coverage of gNB which is a relatively large area
and has no impact on the deployment flexibility of LoRa mesh networks. Thus, the
LoRa mesh-5G integrated network benefits from both the management capability of
the 5G network and the coverage extension of LoRa mesh networks with no impact
on the deployment flexibility.

4.3 Cloud-Edge-Terminal Collaboration

In addition to enhancing communication capability, the integration of LoRa mesh
and 5G also provides a three-level computing architecture, i.e., terminal computing
at sensor nodes, edge computing at the gateway, and cloud computing at the 5G
core network. Through cloud-edge-terminal collaboration, the packet rate and data
volume of the integrated network can be reduced significantly, which is beneficial to
enhancing the scalability of the LoRa mesh network, reducing the required 5G radio
frequency bandwidth, and easing the backhaul workload.

4.3.1 Cloud-Edge-Terminal Collaboration Architecture

As shown in Figure 4.4, terminal devices, i.e., sensor nodes, measure air temperature
and wind speed, and the observations are sent to the edge, i.e., the gateway,
periodically. Despite operating in license-free bands, LoRa suffers from duty cycle
limitation which results in lower packet rates to connect more end devices [177]. So,
it is necessary to reduce the frequency of periodic updates to support more sensor
nodes. However, a low update frequency increases the delay between a significant
change in an observation happening and the railway track manager knowing it. The
delay further increases the response time to adverse weather or extreme weather. To
address the issue, besides sending periodic updates at a low frequency, terminal
devices send significant-change updates to the gateway edge immediately when
detecting a significant change between the current observation and the last update.
The detection is easy to achieve so that the complexity and resource consumption of
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Figure 4.4: Data flow chart of cloud-edge-terminal collaboration.

terminal devices is not increased. As shown in Figure 4.4, after receiving data from
terminal devices, the gateway edge stores it on a local database. Given the storage
capability of the gateway edge device, the retention time of the data is limited.

Operating in license-free bands, LoRa suffers from packet loss due to reasons
such as signal collision [178]. With more hops and dynamic routes, LoRa mesh
is more likely to lose packets. If packet loss continues for a specific sensor node,
there is a high probability that the sensor node has malfunctioned or its route to
the gateway has issues, e.g., some intermediate nodes are too busy to relay packets
for it. Routing-related issues can be solved by remote resetting the sensor node
as this will initiate route discovery again. If there are multiple potential routes to
the gateway, the new route is very likely to be different from the old one as the



CHAPTER 4. LORA MESH-5G INTEGRATION 61

busy intermediate nodes are also too busy to process the route discovery request
from it. The issues with the sensor node can be classified into two categories. The
first category is those that can be solved remotely, e.g., the periodical updates of
two sensor nodes collide with each other as they transmit periodical updates at the
same time due to the same period and start time. Remote resetting can solve the
issue by changing the start time of the sensor node. It is also expected to solve
many other issues of the first category. The second category is those that cannot be
solved remotely such as hardware issues. Although they cannot be solved remotely, a
remote resetting command is also helpful to verify this kind of issue as the sensor node
cannot transmit an acknowledgment back to the gateway for the remote resetting
command in this situation. Thus, it is necessary to design a packet loss detection
algorithm to trigger remote reset commands to heal the network or verify the issues
that cannot be solved remotely. In this chapter, as shown in Figure 4.4, a method of
packet loss detection is designed for the gateway edge. It reads data from the local
database and automatically sends a reset command to the specific sensor node when
detecting continuous packet loss. On receiving a reset command, the sensor node
resets itself, discovers a route to the gateway again, and sends an acknowledgment to
the gateway. The reason why packet loss detection is deployed at the gateway edge
instead of the cloud is that it is based on the most recently received data that is not
necessarily fully sent to the cloud. To reduce the backhaul 5G network requirement,
the edge filters data before sending it to the cloud. The filtering policy is based on
thresholds calculated in the cloud. Besides filtering the real-time data, the edge also
calculates the maximum air temperature, minimum air temperature, and maximum
wind speed of a day, which are sent to the cloud on a daily basis for calculating the
thresholds of the filtering.

The computation tasks of the cloud are application-oriented. In the case of
trackside weather monitoring, track and/or train operators are concerned about bad
weather that is likely to pose a danger to passengers, trains, or infrastructures.
Network Rail [167], the biggest track manager in the United Kingdom, discloses
their definitions of adverse weather and extreme weather in winter, i.e., temperature
below -3 ◦C or wind speed above 60 miles per hour (mph) as adverse weather, and
temperature below -7 ◦C or wind speed above 70 mph as extreme weather. In
summer, high temperature also has an adverse impact on the track or train. In
adverse weather or extreme weather, the operator must take action promptly such
as imposing a speed restriction for trains, rescheduling timetables and/or routes, and
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scheduling special fleets like snowploughs. Thus, historical daily maximum and/or
minimum weather values are used to predict the maximum and/or minimum weather
values of the next day as the thresholds of real-time data filtering. As shown in Figure
4.4, the thresholds are sent to the edge. If weather values are within the thresholds,
they are discarded in the edge. Otherwise, they are sent to the cloud immediately.
There are two advantages of the adaptive thresholds. First, the operator can master
the trend of the weather with reduced data volume from the edge to the cloud.
Second, if weather values are outside of the predictions, the operator is informed of
the unexpected values immediately which are likely to change to adverse or extreme
weather. So, the operator can get an early warning of adverse weather and extreme
weather. By employing the adaptive thresholds, the operator obtains the data with
lower delays. In the meantime, the data volume from the edge to the cloud is
significantly reduced.

As shown in Figure 4.4, besides data volume reduction, the cloud runs a
dashboard that shows the location of LoRa mesh nodes, the status of the LoRa
mesh network, and the weather status and values. Moreover, the cloud sends
alerts to corresponding staff when adverse or extreme weather is likely to happen.
Combined with data from other sources such as atmosphere, passenger, train, and
route information, weather data can also be used to make intelligent policies such as
speed restrictions, timetables, routes, scheduling special fleets, and maintenance.

4.3.2 Periodic and Significant-Change Updates

Sensor nodes send periodic updates with the period m. In addition, they send
significant-change updates when the change from the last update is bigger than ct

for air temperature or cw for wind speed. The parameters tt
u and tw

u denote the time
of the last update for air temperature and wind speed, respectively. Let T (t) and
W (t) denote temperature and wind speed at the time t, respectively. Assume that
sensor nodes check observations at intervals of ∆t, where m/∆t ∈ N. Then, the time
of sending periodic and significant-change updates can be described by Algorithm 1.

4.3.3 Packet Loss Detection

As mentioned earlier, there are two kinds of packets from the terminal to the edge,
i.e., periodical updates and significant-change updates. Since packet loss is easy to
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Algorithm 1 Periodic and significant-change updates
Input: ct, cw, m
Initialization: Time t = 0, tt

u = 0, tw
u = 0

Repeat:
IF t/m ∈ N THEN

send T (t) and W (t) in one packet
tt
u = t, tw

u = t
ELSE IF |T (t) − T (tt

u)| ≥ ct THEN
send T (t)
tt
u = t

ELSE IF |W (t) − W (tw
u )| ≥ cw THEN

send W (t)
tw
u = t

END IF
t = t + ∆t

detect for periodic updates, this chapter only focuses on the detection for significant-
change updates. Given that the characteristics of air temperature and wind speed
are different, different methods are used to detect packet loss for them.

Trackside air temperature varies continuously and is unlikely to fluctuate greatly
within a short duration. Given that the period of the periodical updates is relatively
short, it is assumed that air temperature varies monotonically within a period. So,
when ∆t approaches 0, i.e., the checking for significant changes is continuous, the
estimated number of generated significant-change updates between time im and time
(i + 1)m where i ∈ N is

n̂g
i =

 0, for T (im) = T ((i + 1)m)⌈
|T ((i+1)m)−T (im)|

ct

⌉
− 1, for T (im) ̸= T ((i + 1)m)

(4.1)

where ⌈·⌉ is the ceiling function. Packet loss of significant-change updates on air
temperature between time ip and time (i + 1)m happens when

nr
i < n̂g

i , (4.2)

where nr
i is the number of received significant-change updates between time im and

time (i+1)m. As deterministic formulas, (4.1) and (4.2) can be used to detect packet
loss for air temperature easily.

Unlike air temperature, wind speed fluctuates greatly. Moreover, even within
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a short time, it is likely to change so dramatically that it is regarded as a discrete
variable. Thus, it is difficult to derive a deterministic formula for packet loss detection
on wind speed. Since packet loss is an abnormal behavior, data-driven anomaly
detection methods are suitable for the detection. The received data on wind speed
between time 0 and time (n + 1)m where n ∈ N can be denoted as

Wn = {w0(0), w1(0), ..., wc0(0),
w0(m), w1(m), ..., wc1(m),
...,

w0(nm), w1(nm), ..., wcn(nm)}, (4.3)

where w0(im) with i ∈ [0, n]∩N is the value of the periodic update at time im, wj(im)
with j ∈ [1, ci]∩N is the value of one significant-change update between time im and
time (i + 1)m, and ci ∈ N is the number of significant-change updates between time
im and time (i + 1)m. Packet loss happens when the number of generated packets is
not equal to the number of received packets. Since the number of generated packets
is related to the changes in the readings, five features are selected, denoted by a
feature vector

Fi = [ci, STDi, max
j∈[0,ci]

wj(im), min
j∈[0,ci]

wj(im), w0(im)]T, (4.4)

where STDi is the standard deviation of {w0(im), w1(im), ..., wci
(im)}. By slicing

the received data by windows with the length of αm where α ∈ Z+, the data set can
be structured as

W ′
n = [(I ′

1, o1), (I ′
2, o2), ..., (I ′

n−α+1, on−α+1)], (4.5)

where I ′
i = [F T

i , F T
i+1, ..., F T

i+α−1]T, and the binary variable oi is the output of the ith

window. The parameter oi = 1 when there is packet loss during the time window,
and 0 otherwise. Finally, Support Vector Machines (SVM) [179], a typical anomaly
detection method, is used to process the data set for packet loss detection.
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4.3.4 Long-Term Prediction for Adaptive Thresholds

Predicting the daily maximum temperature, daily minimum temperature, and daily
maximum wind speed based on historical data is a typical time-series prediction
problem. [180–182]. There are many popular methods, such as Artificial Neural
Networks, Exponential Smoothing, Lasso, and Autoregressive Integrated Moving
Average (ARIMA) [183]. Given that the collected data is limited, Artificial Neural
Networks are not suitable here as they typically require a large volume of data for
effective training. Exponential Smoothing, Lasso, and ARIMA have been tested, and
the results indicate that ARIMA performs the best. Processing the three kinds of
values separately, ARIMA is used to predict the maximum air temperature, minimum
air temperature, and maximum wind speed of the next day based on historical daily
maximum air temperature, minimum air temperature, and maximum wind speed
respectively.

Let pt
min, pt

max, and pw
max denote the predicted minimum air temperature,

maximum air temperature, and maximum wind speed of the next day, respectively.
The thresholds of minimum air temperature, maximum air temperature, and
maximum wind speed are calculated respectively as

H t
min = max(pt

min, ct
min + vt

min), (4.6a)
H t

max = min(pt
max, ct

max − vt
max), (4.6b)

Hw
max = min(pw

max, cw
max − vw

max), (4.6c)

where ct
min, ct

max, and cw
max are the criteria of adverse weather about low air

temperature, high air temperature, and high wind speed, respectively, and vt
min,

vt
max, and vw

max are the fixed values determined by the operator for early warning of
adverse weather. Ht

min, Ht
max, and Hw

max are sent back to the edge and only data
outside of the thresholds is sent to the cloud.

4.4 Implementation

Given the safety and efficiency implications in railway operations as highlighted in
Section 4.1, a proof of concept has been implemented on the University of Glasgow
campus for validation purposes. In this proof of concept, a LoRa mesh-5G integrated
network is deployed utilizing the Glasgow 5G testbed. As shown in Figure 4.5(a),
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a gateway is deployed within the coverage of the 5G testbed and it connects to the
network using its 5G module. In addition, three sensor nodes i.e., s1, s2, and s3 are
deployed such that sensors s2 and s3 can communicate with the gateway directly.
However, due to blockage by the main building of the University of Glasgow, s1 can
communicate with neither gateway nor s3 directly. Instead, the packets of s1 must
be relayed by s2 to arrive at the gateway. Thus, the topology of the LoRa mesh
network is illustrated by blue dash lines in Figure 4.5(a).

s1 and s3 are sensor nodes connected to a weather station. As shown in Figure
4.5(b), they consist of a weather station produced by Davis Instruments2 and a
sensor node box that has a weather envoy, a Raspberry Pi, and an Arduino board
inside. The weather envoy reads real-time data from the weather station using WiFi
and transmits it to the Raspberry Pi using a data logger. The Raspberry Pi is
connected to the Arduino board using a universal serial bus cable. Data processing
is realized using the Raspberry Pi. When periodic updates or significant-change
updates need to be sent to the gateway, the Raspberry Pi transmits the update to
the Arduino board where a LoRa mesh client runs. Given the requirement of low
power consumption and low costs, the LoRa mesh clients in the network are based
on the RadioHead packet radio library [50]. On receiving data from Raspberry Pi,
the LoRa mesh client encapsulates the data as a LoRa mesh packet and sends it
over the air to the LoRa mesh client of the gateway directly or through other sensor
nodes. Unlike s1 and s3, as shown in Figure 4.5(c), s2 consists of only an Arduino
board and a power system. Without weather stations, s2 only relays LoRa mesh
packets.

As shown in Figure 4.5(d), the gateway consists of an Arduino board, a Raspberry
Pi, and a 5G dongle. Running on the Arduino board, the LoRa mesh client of
the gateway receives LoRa mesh packets, decapsulates them, and forwards them
to the Raspberry Pi. All the data processing tasks of the edge shown in Figure
4.4 are realized in the Raspberry Pi. Moreover, an MQTT subscriber and an
MQTT publisher are implemented in the Raspberry Pi using Node-RED3 which
is a programming tool providing a wide range of nodes with various functions. The
5G dongle is assembled at the University of Glasgow and can access the Glasgow
5G testbed. By the 5G dongle, the LoRa mesh gateway can communicate with the
LoRa mesh server deployed in the 5G core network.

2https://www.davisinstruments.com/
3https://nodered.org/
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(d) Gateway (GW)

5G dongle Arduino

Raspberry Pi

S3

S2
S1

(b) Sensor node with
weather station (S1 & S3)

(c) Sensor node without weather station (S2)

(a) Deployment locations (based on Google Map)

ArduinoWeather station

GW

5G coverage

Sensor node box

Figure 4.5: Implementation at the campus of the University of Glasgow. s1 and s3
are sensor nodes with weather stations shown in (b). s2 is a sensor node without a
weather station shown in (c). GW is a gateway shown in (d).

Glasgow 5G testbed is equipped with an on-premises private cloud. A VM
instance is created on the cloud to implement the LoRa mesh server. In the
implementation, only the functions of data volume reduction and dashboard are
realized as the functions of alert and policy are out of the scope of this thesis.
For bidirectional communication with the gateway, an MQTT broker, an MQTT
subscriber, and an MQTT publisher are implemented on the server also using Node-
RED. Moreover, Node-RED is used to process the received data and store it in
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Table 4.1: Experiment setting
Parameters Value
Bandwidth 125 kHz

Coding Rate 4/5
Spreading Factor 11
Preamble Length 8
Frequency band 868 MHz

Transmission Power 20 dBm

the long-term global database which is realized by InfluxDB4. For data volume
reduction, Python is used to read data from InfluxDB, make predictions, and store
the results. i.e., thresholds, in InfluxDB again. Node-RED monitors InfluxDB for
the thresholds and sends them to the gateway. Grafana5 is used to directly read
from InfluxDB, process data, and display data on a dashboard. Grafana provides an
HTTP-based user interface by which users can access the dashboard from external
networks easily. Besides, another user interface is implemented for changing the
parameters of the network such as the update frequency of LoRa mesh sensor nodes.
By deploying HTTP end-points on the Node-RED, the LoRa mesh server provides
HTTP-based web services that users can call from external networks to change
parameters. With the two user interfaces, authorized users can monitor the network
and change parameters easily.

4.5 Experimental Results

In this section, the experimental results of periodic and significant-change updates,
packet loss detection, and adaptive thresholds will be presented. The experiment
setting is listed in Table 4.1.

4.5.1 Periodic and Significant-Change Updates

To investigate the benefits of timely significant-change updates, data in a sensor
node from May 01, 2023, to May 17, 2023, is recorded, with ∆t = 1 second. By
doing so, the results of different m, ct, and cw can be calculated from one data set.

4https://www.influxdata.com/
5https://grafana.com/
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To quantify the delay between a significant change in an observation happening and
the track manager knowing it, the average delay between time 0 and time (n + 1)m
where n ∈ N is defined as

d̂ = 1440 ·
∑n

i=0 ei

(n + 1)m, (4.7)

where the constant number 1440 is for transforming the unit of d̂ to minutes per
day and ei is the delay occurring between im and (i + 1)m, such that ei = 0 if
|T (t) − T (im)| < ct and |W (t) − W (im)| < cw for ∀t ∈ (im, (i + 1)m). Otherwise,
ei = max ((i + 1)m − t) where t satisfies |T (t)−T (im)| ≥ ct or |W (t)−W (im)| ≥ cw.
With the definition, the average delay is illustrated in Figure 4.6. For sending only
periodic updates, the average delay increases significantly with the increase of m,
ct, and cw. However, as shown in Figure 4.7, increasing m can significantly reduce
the number of packets. Thus, periodic updates cannot achieve low packet rates and
low average delay at the same time. Adding significant-change updates solved the
problem. The green line in Figure 4.6 illustrates the average delay in sending periodic
and significant-change updates. Regardless of m, ct, and cw, it approaches zero as
sensor nodes send updates once a significant change is detected. On the other hand,
its number of packets also reduces significantly with the increase of m. Compared
with periodic updates, adding significant-change updates increases the number of
packets very slightly, e.g., using significant-change updates with ct = 2 ◦C and
cw = 20 mph only increases about 3 packets per day when m is between 5 and 5.08
minutes. Therefore, it is beneficial to use periodic updates and significant-change
updates to reduce packet rates and average delay at the same time.

4.5.2 Packet Loss Detection

Data is directly collected from sensor nodes, including generated periodical updates
and significant-change updates, from December 14, 2022, to January 20, 2023, with
m = 15 minutes, ct = 2 ◦C, and cw = 12 mph. Assume that all the periodical
updates are received by the gateway.

In terms of air temperature, ng
t = n̂g

t for 99.97% of the data, which means the
estimation of (4.1) has the accuracy of 99.97%. In this situation, the result of packet
loss detection is correct no matter whether there is a packet loss or not.

In terms of wind speed, given that there are not enough lost packets during this
time to do the training and test of SVM, 30% of the significant-change updates
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Figure 4.6: Average delay with different periods and significant-change criteria. ct

and cw are in ◦C and mph, respectively. “P&S" denotes that sensor nodes send
periodic and significant-change packets.
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are randomly deleted. Subsequently, samples with features are generated using the
moving window method, as described in (4.4) and (4.5). The samples with deleted
significant-change updates are labeled as abnormal, or otherwise normal. Then,
80% of the samples are randomly selected to train the SVM algorithm, and the
remaining 20% of the samples are utilized to evaluate the performance. Since packet
loss detection is a supervised anomaly detection problem, four common performance
metrics are selected including precision, recall, F1score, and accuracy which are
defined as

precision = TP

TP + FP
, (4.8a)

recall = TP

TP + FN
, (4.8b)

accuracy = TP + TN

TP + FP + FN + TN
, (4.8c)

F1score = 2 ∗ precison ∗ recall

precison + recall
, (4.8d)

where TP denotes true positive that the loss of significant-change updates is
successfully classed as an abnormality, TN denotes true negative that a normal
situation is identified correctly, FP denotes false positive that an abnormality is
incorrectly classed as normality, and FN denotes false negative that a normal
situation is incorrectly identified as an abnormality. To obtain the optimal window
length, the experiments are repeated with different window lengths. As shown in
Figure 4.8, the x-axis, i.e., window length, is the length of the moving window
described in (4.4) and (4.5). With the window length increasing, recall and accuracy

drop when the window length is less than 1 hour and become stable when the window
length is bigger than 2 hours. precision and F1score increase with the window
length increasing and become stable when the window length is bigger than 15/4
hours. Therefore, the window length should be set bigger than 15/4 hours for high
performance of the packet loss detection algorithm. Given computation complexity
and storage requirement, the window length is set as 15/4 hours which also serves
as the retention time of the local database in the edge.
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Figure 4.8: Result of packet loss detection.

4.5.3 Adaptive Thresholds

The data collected from the implemented network between December 14, 2022, and
January 20, 2023, is also used for the adaptive threshold algorithm. ARIMA model
is fit by the data from December 14, 2022, to January 10, 2023. The remaining data
is used to evaluate the prediction performance by Root Mean Square Error (RMSE)
and Mean Absolute Error (MAE) which are defined as

RMSE =
√√√√ 1

ne

ne∑
i=1

(yi − ŷi)2, (4.9a)

MAE = 1
ne

ne∑
i=1

|yi − ŷi|, (4.9b)

where yi is the ith actual value, ŷi is the corresponding predicted value, and ne is the
total number of the values to be evaluated. As shown in Table 4.2, the RMSE
of the prediction for the maximum air temperature, minimum air temperature,
and maximum wind speed of the next day is 1.906 ◦C, 1.231 ◦C, and 6.997 mph,
respectively. The MAE of the prediction about the maximum air temperature,
minimum air temperature, and maximum wind speed of the next day is 1.544 ◦C,
0.983 ◦C, and 6.097 mph, respectively. With the prediction accuracy, the data
reduction rates from edge to the cloud for air temperature and wind speed are 72.23%
and 97.96%, respectively.
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Table 4.2: Results of adaptive thresholds.
Prediction objective RMSE MAE Data reduction rate
Max air temperature 1.906 ◦C 1.544 ◦C 72.23%Min air temperature 1.231 ◦C 0.983 ◦C

Max wind speed 6.997 mph 6.097 mph 97.96%

4.6 Summary

In this chapter, a LoRa mesh-5G integrated network has been proposed for trackside
smart weather monitoring. Firstly, the network model is presented and the LoRa
mesh network is integrated into a 5G network, which significantly reduces the cost of
deploying communication infrastructure for wide and remote coverage. The proposed
network is employed for weather monitoring and a cloud-edge-terminal collaborative
architecture is designed to bring artificial intelligence to the IoT network. Utilizing
three intelligent algorithms, i.e., timely significant-change updates, packet loss
detection, and adaptive thresholds, the proposed architecture reduced the data
volume and achieved self-detection for packet loss. With reduced data volume, the
network can support more end devices and provide wider coverage. Based on the
Glasgow 5G testbed, a proof of concept was implemented using low-power and low-
cost off-the-shelf hardware. The experimental results demonstrated the feasibility of
the proposed integrated network and cloud-edge-terminal collaborative architecture.
The proposed LoRa mesh-5G integrated network satisfies all the identified trackside
sensing requirements, i.e., wide coverage, supporting massive end devices, low-cost
communication infrastructure, and low-power and low-cost end devices.

However, the possibility of signal collision and interference could rise with an
increase in the deployed end devices, posing a threat to network reliability. Moreover,
duty cycle regulation [184] on the frequency bands utilized by LoRa could constrain
its scalability. In the following chapter, these aspects of the network will be analyzed
and novel LoRa mesh routing algorithms will be introduced to address the potential
challenges associated with reliability and scalability.



Chapter 5

Linear LoRa Mesh Reliability and
Scalability Management

This chapter analyzes fault tolerance, reliability, scalability, and coverage of the
LoRa mesh-5G integrated network, and proposes a novel routing algorithm to achieve
optimal scalability and coverage. Part of the work presented in this chapter has been
submitted to the IEEE Internet of Things Journal.

5.1 Introduction

Linear infrastructure, such as pipelines, roads, railways, mines, and international
borders, constitutes a vital and extensive network characterized by its linear
configuration. The efficient monitoring of linear infrastructure plays a pivotal
role in ensuring the safety, reliability, and optimal performance of these critical
systems [185]. Moreover, enabled by remote monitoring, predictive maintenance has
become a promising method for maintaining extensive infrastructure given the high
cost of traditional periodic maintenance approaches. However, substantial parts
of these infrastructures are located in remote areas without terrestrial network
coverage which makes deployment slow and expensive [169]. Given the linear
nature of these infrastructures, wireless networks with star topology are not well-
suited for such monitoring. This is because deploying numerous gateways with
backbone connections is necessary alongside the linear infrastructure, resulting in
high deployment and management costs. Instead, mesh topology offers a promising
method for linear infrastructure monitoring due to their multi-hop communication

74
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technologies [186]. Although the topology of the infrastructure is linear, the topology
of the mesh network is not necessarily linear.

The advent of LPWA technologies, exemplified by LoRa [187] communication,
has revolutionized the field of remote monitoring. Given the low-power, long-range,
and low-cost capabilities, LoRa is well-suited for applications in remote areas such as
smart agriculture [188] and smart farming [189]. However, the star topology limits
the use of LoRa in extensive linear infrastructure monitoring applications. In this
context, the implementation of LoRa mesh [53] networks has emerged as a notable
advancement. Unlike traditional single-hop LoRa setups, LoRa mesh offers extended
coverage and improved reliability through its self-organizing capabilities, making
it an appealing choice for large-scale linear infrastructure monitoring deployments.
More significantly, LoRa mesh nodes can be deployed alongside linear infrastructure
and form multi-hop communication paths, eliminating the need for densely deploying
gateways and significantly reducing the deployment cost.

Compared with single-hop LoRa, LoRa mesh has two key features: multi-hop
routing and self-organization, which act as a double-edged sword influencing its fault
tolerance and reliability. On the one hand, multi-hop paths increase vulnerability
to node failure, as the failure of any intermediate node may cause communication
interruptions for the remaining nodes. On the other hand, the self-organization
mechanism enables the network to self-heal in the event of node failure, provided
that alternative routes exist. Thus, it is imperative to investigate fault tolerance
and reliability when developing a self-organized network like LoRa mesh [190].

Monitoring extensive linear infrastructure requires numerous devices connected
to a single network, which poses the network scalability challenge. In LoRa and
LoRa mesh, scalability is constrained by 1) internal signal collisions, and 2) duty
cycle regulations. The duty cycle of LoRa refers to the maximum amount of time
a LoRa device can transmit data within a specific time window while adhering
to regulatory constraints, ensuring fair use of the radio spectrum. For the first
constraint, internal signal collisions refer to the collision caused by concurrent signal
transmission from multiple nodes of the network. With the increase in the number
of nodes, the possibility of internal signal collisions increases, thereby constraining
network scalability [54] [56] [55]. This limitation can be eliminated or mitigated
by properly scheduling data collection and transmission. In addition, signals from
external devices may also collide with internal signals, as LoRa and LoRa mesh
operate in license-free frequency bands. To mitigate interference among networks,
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regulators impose restrictions on the maximum duty cycle, i.e., the second constraint.
For example, in Europe, LoRa operates in the frequency bands 433.05-434.79 MHz
or 863-870 MHz, where ETSI limits the duty cycle under 0.1%, 1%, or 10% [184]
depending on the sub-band. To avoid network congestion, LoRa Alliance specifies
1% as the maximum duty cycle for LoRa in the bands where ETSI requires 10%
[25]. These duty cycle regulations impose limitations on the scalability of LoRa-
based networks [191]. However, existing research on the scalability of LoRa mesh
focuses on the constraint of internal signal collisions, ignoring the constraint of duty
cycle regulations. On the other hand, since the coverage extension ratio of LoRa
mesh, compared to LoRa, is related to the number of nodes that can be deployed
in the network [52], duty cycle regulations also constrain the coverage extension
ratio. Investigating the coverage extension ratio is also crucial for monitoring linear
infrastructure, given the considerable length of the infrastructure.

In Chapter 4, LoRa mesh was integrated with a 5G network for trackside weather
monitoring, and a cloud-edge-terminal collaborative architecture was proposed to
reduce the network data volume. This chapter investigates the challenges associated
with fault tolerance, reliability, scalability, and coverage of linear LoRa mesh. Firstly,
a deployment strategy is proposed for a LoRa mesh network designed for monitoring
linear infrastructure. The strategy not only ensures fault tolerance, reliability,
scalability, and extensive coverage but also introduces deployment adaptability
by allowing flexibility in the distances between proximate nodes. Secondly, the
fault tolerance, reliability, scalability, and coverage of the LoRa mesh network are
analyzed. In terms of the constraints on scalability and coverage, the focus is on
duty cycle regulations instead of internal signal collisions. In terms of coverage, the
focus is on the coverage extension ratio of the LoRa mesh compared to single-hop
LoRa instead of absolute coverage. The upper and lower bounds for scalability
and coverage extension ratio are derived. It is observed that the values of these
metrics depend on the routing algorithm. Thirdly, a novel routing algorithm is
proposed that leverages the 5G core network and considers the minimum number
of hops and the Received Signal Strength Indicator (RSSI) to achieve maximum
scalability and coverage. Lastly, with the lack of a suitable LoRa mesh simulator for
the research community, a simulator called LoRaMeshSim is developed to verify the
system analysis and the proposed routing algorithm.

The remainder of this chapter is organized as follows: Section 5.2 presents
the system model of the linear LoRa mesh network and introduces the proposed
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Figure 5.1: System model of LoRa mesh network on linear infrastructure.

deployment strategy for LoRa mesh. Section 5.3 details the system analysis on fault
tolerance, reliability, scalability, and coverage. In Section 5.4, the novel routing
algorithm is introduced. Section 5.5 describes the validation using the LoRa mesh
simulator. Finally, Section 5.6 concludes the chapter.

5.2 System Model

The system model of the proposed LoRa mesh-5G network was previously introduced
in Figure 4.2. In this chapter, depicted in Figure 5.1, the system model is redrawn,
eliminating the diagrammatic elements and aspects related to 5G, to emphasize the
positioning of each node. As shown in Figure 5.1, a linear infrastructure can be
modeled as a straight line with LoRa mesh nodes deployed alongside it. A LoRa
mesh gateway is deployed in the middle of the line with N sensor nodes at both
sides of the gateway. The ith sensor node from left to right is denoted as si for
i ∈ [1, N ] ∩ Z and si+1 for i ∈ [N + 1, 2N ] ∩ Z, respectively. To simplify the
notation in the following analysis, the gateway is denoted as sN+1 even though it
does not have sensors. Sensor nodes collect data and transmit it to the gateway by
encapsulating it as LoRa mesh packets. The gateway has access to the Internet via
different technologies such as Ethernet, WiFi, satellite communication, and cellular
networks [192, 193]. When receiving LoRa mesh packets, the gateway uploads data
to the cloud via the Internet for further processing.

Unlike single-hop LoRa networks, most of the sensor nodes are outside of the
coverage of the gateway, thus requiring other sensor nodes to relay packets. The
selection of a relayer node depends on the routing algorithm, while the number of
relayer candidates for each node is determined by its distance from other nodes.
It is assumed that nodes are placed in a two-dimensional plane with the gateway
located at coordinates (0,0). The distance between si and si+1 is denoted as li for
i ∈ [1, 2N ] ∩ Z. Then, each sensor node si is placed at coordinates (∑j=N

j=i −lj, 0)
for i ∈ [1, N ] ∩ Z and coordinates (∑j=i−1

j=N+1 lj, 0) for i ∈ [N + 2, 2N + 1] ∩ Z. The
maximum communication distance of single-hop LoRa depends on the frequency



CHAPTER 5. LORA MESH RELIABILITY AND SCALABILITY 78

band, the transmit power, the spreading factor, and the terrain [26]. this chapter
considers a fixed value, r for the distance since the focus is on the coverage extension
ratio of LoRa mesh compared to LoRa, instead of the absolute coverage. Traditional
research methods of linear infrastructure monitoring usually assume that sensors
are deployed evenly [194] [195], i.e., all the li equal to a fixed value. In a real
deployment, it is difficult to realize given the practical environment, terrain, and
available deployment locations. To address these challenges, a more adaptable
deployment strategy is proposed, introducing flexibility in the node-to-node distances
denoted by li. Specifically, a positive integer is defined, denoted as the distance factor
ϕ. With this parameter, flexible deployment distances can be expressed as follows:

li ∈
(

r

ϕ + 1 ,
r

ϕ

)
for i ∈ [1, 2N ] ∩ Z, (5.1)

The parameter ϕ plays a pivotal role in defining the spacing between two proximate
nodes, thus directly shaping the overall deployment density of the network. Since
the system model is symmetric, only the sensor nodes on the left side of the gateway
are considered in the following analysis. The results will also be applicable to the
sensor nodes on the right side of the gateway. Let li,j denote the distance between
si and sj, i.e., li,j = ∑µ=j−1

µ=i lµ, where i, j ∈ [1, N + 1] ∩ Z. Then, according to (5.1),

li,j

 < r, for j − i ∈ [1, ϕ]
> r, for j − i > ϕ.

(5.2)

Thus, ∀i, j ∈ [1, N + 1] ∩Z, si and sj can directly communicate with each other only
when |j − i| ∈ [1, ϕ]. For instance, if ϕ = 1, the distance between two proximate
nodes can be any value between r/2 and r. s1 can directly communicate with s2 as
l1,2 = l1 < r. s1 cannot directly communicate with s3 as l1,3 = l1 + l2 > r.

The sensor nodes that can directly communicate with the gateway are referred to
as adjacent nodes. According to (5.2), the number of adjacent nodes on the left side of
the gateway, consisting of si for i ∈ [N−ϕ+1, N ]∩Z, equals the distance factor, ϕ. All
the sensor nodes outside of the coverage of the gateway, i.e., si for i ∈ [1, N − ϕ] ∩Z,
are referred to as remote nodes and need adjacent nodes to relay data packets.
Based on (5.2), the sub-network composed of s1, s2, ..., sN+1 can be denoted as a
graph G = (S, E), where S = s1, s2, ..., sN+1 and E = {(si, sj) | si, sj ∈ S and
j − i ∈ [1, ϕ]}.
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5.3 System Analysis

In this section, the fault tolerance, reliability, scalability, and coverage extension
ratio will be analyzed.

5.3.1 Fault Tolerance and Reliability

Fault tolerance of a system assesses its capability to function with faulty components
[196]. Most of the studies on fault tolerance in mesh networks use the vertex
connectivity (k) of a graph as the metric of fault tolerance [197], which is defined as
the smallest number of vertices whose deletion separates the graph [198]. In the linear
LoRa mesh network, with the assumption of |S| > ϕ+1, the vertex connectivity can
be derived as

k(G) = ϕ, (5.3)

where ϕ is the same positive integer in (5.1) denoting the deployment density of the
sensor nodes. Proof: See Section A of the Appendix. Thus, the fault tolerance of the
mesh network is determined by the deployment density of sensor nodes. According
to (5.3), when the number of malfunctioning nodes is less than ϕ, the network is
still connected and each remaining sensor node has at least one feasible route to the
gateway. With self-healing routing algorithms, a sensor node can automatically find
a new feasible route to the gateway when its current route is no longer valid due to
the malfunctions of the relay nodes.

Based on the fault tolerance, the system reliability of the LoRa mesh network
can be analyzed, which is defined as the probability of the LoRa mesh network being
connected [199]. According to (5.3), the following theorem can be further derived:

Theorem 1 ∀V ⊂ S, the graph G − V is connected if ∀i ∈ [1, N − ϕ +
2], {si, si+1, ..., si+ϕ−1} ⊈ V .

Proof: See Section B of the Appendix. Theorem 1 shows that the network is still
connected if the number of continuously located malfunctioning nodes is less than
ϕ. On the other hand, if {s1, s2, ..., si} ⊆ V where i ∈ [ϕ, N ], G − V may remain
connected despite the existence of ϕ consecutive failed sensor nodes. The reason is
that the set {s1, s2, ..., si} where i ∈ [ϕ, N ], located at the left end of the network, has
no impact on the connectivity of the remaining network if all nodes in the set fail.
Thus, assuming that the gateway never fails and each sensor node has a reliability
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of λ (with a failure rate of 1 − λ), the system reliability can be calculated as

Pr = h(λ, ϕ, N) +
N−1∑
i=1

(1 − λ)iλh(λ, ϕ, N − i − 1) + (1 − λ)N , (5.4)

where h(λ, ϕ, N) is the probability of the nonexistence of ϕ consecutive failed sensor
nodes. Chiang and Niu [199] derive a recursive formula to calculate h(λ, ϕ, N) when
analysing consecutive-ϕ-out-of-N :F systems, shown as

h(λ, ϕ, N) =
N−ϕ+1∑

i=1

i+ϕ−1∑
j=i+1

h(λ, ϕ, N − j)λi(1 − λ)j−i

+ λN−ϕ+1

h(λ, ϕ, η) =
 1, 0 ≤ η < ϕ

0, η < 0.
(5.5)

5.3.2 Scalability

This subsection will investigate the impact of duty cycle regulations on the scalability
of the LoRa mesh network—specifically, examining the maximum number of sensor
nodes that the network can support under the set duty cycle requirement.

Mesh networks require an acknowledgment message for each data message as each
node needs to know the validity of its routes to the destination nodes. It is assumed
that all the data messages have the same packet length denoted as Ld bytes, all the
acknowledgment messages have the same packet length denoted as La bytes, all the
sensor nodes transmit data at the same packet rate denoted as p packets per second
per node, and each node selects only one route to transmit a data packet to the
gateway. With these assumptions, the duty cycle of sensor node si can be expressed
as

di = (ni + 1)ptd + nipta, (5.6)

where ni is the number of sensor nodes whose data packets are relayed by si. Here,
the term ‘relayed’ includes not only the initial relay but also subsequent relays, given
that a data packet may need to be relayed multiple times before reaching the gateway.
td and ta are the time on air of each data packet and each acknowledgment packet,
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respectively, which can be calculated by [200]

td = (Ω + 4.25 + 8 + np
d) 2SF

BW
, (5.7)

ta = (Ω + 4.25 + 8 + np
a) 2SF

BW
, (5.8)

where

np
d = max

⌈8Ld − 4SF + 28 + 16 − 20H

4(SF − 2Ψ)

⌉
(CR + 4), 0

 , (5.9)

np
a = max

⌈8La − 4SF + 28 + 16 − 20H

4(SF − 2Ψ)

⌉
(CR + 4), 0

 , (5.10)

where ⌈·⌉ is the ceiling function. The explanation of the variables in (5.7), (5.8),
(5.9), and (5.10) is listed:

• Ω is the number of programmed preamble symbols.
• SF is the spread factor from 7 to 12.
• BW is the channel bandwidth.
• H = 1 indicates the LoRa header is explicit and 0 otherwise.
• Ψ = 1 indicates low data rate optimize can be enabled and 0 otherwise.
• CR is the coding rate from 1 to 4.

According to the duty cycle regulation, ∀i ∈ [1, N ] ∩ Z, di ≤ D, where D is the
maximum duty cycle requirement. Combining (5.6), to comply with the regulation,
the following must hold

ni ≤ D − ptd

p(td + ta) , ∀i ∈ [1, N ] ∩ Z. (5.11)

To relieve the relaying burden, sensor nodes on one side of the gateway are presented
from relaying packets from the sensor nodes on the other side by allocating different
identification addresses to them. Thus, ni ≤ N − 1. Since di is positively correlated
with ni according to (5.6), ∃i ∈ [1, N ] ∩Z, ni = N − 1 is the worst case where all the
packets on the left side are relayed by one sensor node.

On the other hand, comparing the duty cycle of adjacent nodes and remote nodes,
the following lemma holds for the sensor nodes in the LoRa mesh network:

Lemma 1 Among the sensor nodes, the node with the highest duty cycle, when
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compared to all other sensor nodes, is an adjacent node.

Proof: See Section C of the Appendix. Based on Lemma 1, the best case is that the
ϕ adjacent nodes evenly share the relay tasks for the N − ϕ remote nodes, which can
be formulated as ni = (N − ϕ)/ϕ = N/ϕ − 1 for i ∈ [N − ϕ + 1, N ] ∩ Z. Thus, in
the best case, ni ≤ N/ϕ − 1 for ∀i ∈ [1, N ] ∩ Z. Given the worst and best cases, the
following derivations can be made: ∀i ∈ [1, N ] ∩ Z, ni ≤ N

θ−1

∃i ∈ [1, N ] ∩ Z, ni = N
θ−1 ,

(5.12)

where θ ∈ [1, ϕ]. θ = 1 indicates that the network is in the worst status while θ = ϕ

indicates the best status in terms of duty cycle. The value of θ is determined by
the routing algorithm which will be discussed in Section 5.4. If N is configurable, to
satisfy (5.11), the following must hold

N

θ
− 1 ≤ D − ptd

p(td + ta) ,

N ≤ θ
D + pta

p(td + ta) , θ ∈ [1, ϕ]. (5.13)

In terms of the gateway, although it does not send any data packets, it sends out an
acknowledgment packet for each data packet from any sensor node. Thus, its duty
cycle dG = 2Npta. As the gateway also complies with the duty cycle regulation,

2Npta ≤ D,

N ≤ D

2pta

. (5.14)

Combining (5.13) and (5.14),

N ≤ min
(

D

2pta

, θ
D + pta

p(td + ta)

)
, θ ∈ [1, ϕ]. (5.15)

As N is an integer, the maximum number of sensor nodes on the left side of the
gateway is derived as

Nmax = min
⌊ D

2pta

⌋
,

⌊
θ

D + pta

p(td + ta)

⌋ , θ ∈ [1, ϕ], (5.16)
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where ⌊·⌋ is the floor function. Since the network is symmetric, the maximum total
number of sensor nodes is 2Nmax. As indicated in (5.16), ϕ determines the upper
bound of Nmax, and when θ = ϕ, the network can reach this upper bound.

5.3.3 Coverage Extension Ratio

In addition to scalability, coverage is another important aspect of the LoRa mesh
network. For the linear LoRa mesh network, the coverage extension ratio is used as
the metric which is defined as

c = l1,N+1

r
=
∑N

i=1 li
r

. (5.17)

As li < r/ϕ for ∀i ∈ [1, N ] ∩ Z,

c <

∑N
i=1

r
ϕ

r
=

N r
ϕ

r
= N

ϕ
≤ Nmax

ϕ
. (5.18)

Thus, combining (5.16) and (5.18),

c < min
1

ϕ

⌊
D

2pta

⌋
,

1
ϕ

⌊
θ

D + pta

p(td + ta)

⌋ , θ ∈ [1, ϕ]. (5.19)

Similar to scalability, ϕ determines the upper bound of c, and when θ = ϕ, the
network can reach this upper bound.

5.4 Routing Algorithm

In this section, the network topology required for achieving the upper bounds of
Nmax and c will be derived first. Subsequently, a routing algorithm utilizing a 5G
core network to achieve this network topology will be presented.

5.4.1 Required Topology

As indicated by (5.16) and (5.19), both the maximum number of sensor nodes and
the maximum coverage extension ratio are functions of θ. The upper bounds for
the number of sensor nodes and coverage extension ratio can be obtained when
θ = ϕ. As analyzed, θ = ϕ when ϕ adjacent nodes evenly share the relay tasks for
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Figure 5.2: Network topology derivation process and routing discovery process

N −ϕ remote nodes. Routing algorithms determine the relay relationship and enable
self-organization in the topology of a spanning tree of the graph G [56]. If a node in
a tree is designated as the root, the nodes in the tree are hierarchical based on the
length of the path from the node to the root, which is termed as the level. The root
is at level zero, while nodes directly connected to the root are at level one, nodes
connected to them are at level two, and so on. The topology required for θ = ϕ will
be discussed level by level.

First, as illustrated in Figure 5.2 (a), the gateway is designated as the root. At
level one, the ϕ adjacent nodes, i.e., si for i ∈ [N − ϕ + 1, N ] ∩ Z, serve as the
children of the gateway and each adjacent node becomes the root of a sub-tree with
N/ϕ nodes. This arrangement is necessary because each adjacent node needs to relay
data packets from N/ϕ − 1 remote nodes to achieve θ = ϕ.

Second, at level two, as illustrated in Figure 5.2 (b), the candidates include si

for i ∈ [N − 2ϕ + 1, N − ϕ] ∩Z, determined based on their distances to the nodes at
level one. Each node at level one must select at least one node as its child until the
number of its descendants reaches N/ϕ − 1. Consequently, among these candidates,
sN−ϕ must serve as the child of sN as only sN−ϕ can communicate with sN directly.
Once sN−ϕ is selected, the process repeats, and sN−ϕ−1 becomes the child of sN−1

as only sN−ϕ−1 in unselected candidates can communicate with sN−1 directly. This
derivation continues iteratively, assigning each candidate a parent node, i.e., si as
the parent node of si−ϕ for i ∈ [N − ϕ + 1, N ] ∩Z. The result is illustrated in Figure
5.2 (b) where the solid lines denote selection and the dashed lines denote that the
two nodes can communicate with each other directly.

Finally, by iteratively progressing from level one to level two, and continuing this
process until reaching from level N/ϕ − 1 to level N/ϕ, the complete topology of
the spanning tree can be derived, denoted as T = (S, Et) where S = s1, s2, ..., sN+1

and Et = E ′
t ∪ E ′′

t . E ′
t = {(si, sj) | si, sj ∈ S and j − i = ϕ for j ≤ N} and
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E ′′
t = {(si, sj) | si, sj ∈ S and j − i ≤ ϕ for j = N + 1}. As illustrated in the Figure

5.2 (c), for i ∈ [N − ϕ + 1, N ] ∩Z, si relays data packets from N/ϕ − 1 remote nodes,
which consists of si−jϕ for j ∈ [1, N/ϕ − 1] ∩ Z. Thus, the topology achieves the
requirement of θ = ϕ. Furthermore, it is evident from the derivation process that
the topology is uniquely determined, signifying that there exists only one possible
topology, i.e., T , for θ = ϕ.

5.4.2 Routing

To achieve the topology of T , a routing algorithm considering RSSI and the number
of hops is proposed, using a 5G core network. Since T is a spanning tree, each sensor
node only has one parent node towards the gateway. So, the aim of the routing
algorithm is to equip each sensor node with a routing table that contains only one
piece of information, i.e., the identifier of the next-hop node towards the gateway.
The routing process consists of two stages, i.e., routing request and routing discovery.

At stage one, when a node, called an initializer, wants to join the network or
its routing table is no longer valid (known by acknowledged packets), it broadcasts
a routing request to the network. Any node in the network receiving this request
unicasts it to the gateway using the routing table of the node. Since multiple nodes
may receive the broadcasted request, the gateway would receive the request from the
same initializer multiple times. To mitigate the calculation and storage burden, the
gateway sends the request to a 5G core network by the method proposed in Chapter
4. The 5G core network stores these requests and decides which request should
receive a response. To avoid message congestion in the LoRa mesh network, only
the first request from an initializer within a specific time is responded to. The 5G
core network sends a downlink message with the decision to the gateway, informing
it to respond by initializing a routing discovery process.

At stage two, after receiving a routing request, the gateway broadcasts a routing
discovery message with the identifier of the initializer. When a sensor node receives
the message, it checks whether a routing discovery message for the same initializer
has been received. If yes and the number of hops of the new message is bigger
than the previous one, it discards the message. Otherwise, it updates its routing
table using the identifier of the sender of the message, rebroadcasts the message, and
records the message for future route checking purpose. However, if the number of
hops of the new routing discovery message is equal to the previous one, the node
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compares their RSSI and chooses the worst one. The worst RSSI in this scenario
would typically imply the longest distance between the transmitter and the receiver
as RSSI is negatively correlated with the communication distance [201].

Figure 5.2 is used again to illustrate the broadcasting process of the routing
discovery message as it is similar to the network topology derivation process. As
shown in Figure 5.2 (a), when the gateway broadcasts the routing discovery message,
adjacent nodes receive it and update their routing tables. Then, as shown in Figure
5.2 (b), the adjacent nodes rebroadcast the message, and the nodes at level two
receive them. Some nodes at level two receive the message multiple times with the
same number of hops, but si chooses si+ϕ for i ∈ [N − 2ϕ + 1, N − ϕ] ∩ Z based on
the criterion of worst RSSI. In addition to the nodes at level two, nodes at the lower
levels also receive the rebroadcasted message, but they discard it as the number of
hops is bigger than the message they received before. By doing so, the nodes at
level two have the correct routing tables specified by the topology of T . Finally,
by iteratively progressing from level one to level two, the whole network shapes the
topology of T .

Given the complexity of the routing discovery process, an example with N = 4
and ϕ = 2 is used for clearer illustration. As shown in Figure 5.3 (a), there are four
sensor nodes placed according to (5.1). The potential routes based on their location
are shown with dash lines. As shown in Figure 5.3 (b), s4 and s3 receive the routing
discovery message broadcasted from the gateway. After receiving the message, they
update their routing table, select gateway as their next-hop node, and rebroadcast
the message. As shown in Figure 5.3 (c), the rebroadcast messages arrive at the
gateway and are subsequently discarded. s4 discards the message rebroadcasted from
s3 as its hops exceed the hop of the message that s4 has received from the gateway.
s3 discards the message rebroadcasted from s4 as s4 is spatially closer to s3 than the
gateway which has sent routing discovery message to s3. Additionally, s2 receives
the rebroadcasted messages from both s4 and s3. s2 selects s4 as its next-hop node
because s4 is spatially further to it. s1 receives the rebroadcasted messages from s3,
updates its routing table, and selects s3 as its next-hop node. As shown in Figure
5.3 (d), both s2 and s1 rebroadcasts the message after they updates their routing
tables. However, the rebroadcasted messages are discarded by other nodes due to
either having more hops or being closer in location. Finally, the selected routes are
shown in Figure 5.3 (e), achieving the topology of T shown in Figure 5.2 (c).

Although signal collisions are out of the scope of this thesis, signal collisions
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Figure 5.3: Example of routing discovery process with N = 4 and ϕ = 2

arising from broadcasts during the routing process must be addressed, as they
significantly affect the success rate of routing. When a node broadcasts a message,
multiple nodes may receive it at the same time. If they retransmit it immediately
after receiving it, any node within the coverage of two or more transmitters cannot
receive any messages due to signal collisions. In the proposed routing algorithm,
there are two kinds of broadcasts, i.e., initial routing request broadcast and routing
discovery broadcast. Their signal collisions can be addressed using random delay.
When a node receives a broadcasted routing request message, it delays unicasting the
message by itr, where tr denotes the time on air of the routing request message and i

is randomly chosen in [0, X] ∩Z. When a node receives a routing discovery message,
it delays rebroadcasting the message by itc, where tc denotes the time on air of the
routing discovery message and i is randomly chosen in [0, Y ]∩Z. The determination
of the values of the two integers, X and Y , referred to as the maximum delay integer
for routing request and routing discovery, respectively, will be discussed in Section
5.5 through experiments. The routing algorithm is outlined in Algorithm 2.

5.5 Verification

Simulation is important for analyzing LoRa mesh performance and developing
routing algorithms. However, despite the existence of several LoRa simulators, such
as NS-3 [202] [203] and LoRaSim [204] [205], there is currently no dedicated LoRa
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Algorithm 2 Routing Algorithm
IF the node is initializer

WHEN joining the network or routing table no longer valid
WHEN routing discovery not received

Broadcast routing request
Wait for routing discovery message

Update routing table
ELSE IF the node is the gateway

WHEN routing request received
IF not received from the initializer before

Record the message
Delay by (X + N)tr

Broadcast a routing discovery
ELSE

WHEN routing request received
IF it is a broadcast

Delay by itr, i randomly chosen in [0, X]
Unicast to the next hop

WHEN routing discovery received
IF received before

IF new hops < old hops
Delay by itc, i randomly chosen in [0, Y ]
Update routing table
Record the message
The hops of the message + 1
Rebroadcast

ELSE IF new hops = old hops
IF new RSSI < old RSSI

Delay by itc, i randomly chosen in [0, Y ]
Update routing table
Record the message
The hops of the message + 1
Rebroadcast

mesh simulator available. LoRa mesh simulators face the challenge of handling
concurrent transmissions from numerous nodes and managing their interactions.
Existing LoRa simulators fall short in addressing this challenge as they do not
incorporate signal relaying and routing in their design process. Thus, to validate
the analysis and the proposed routing algorithm and to support the research
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Table 5.1: The values of fixed parameters in the simulations.
Parameter Value

simulation time 24 (hours)
La 5 (bytes)
Ω 8

SF 7
BW 125 (kHz)
H 0
Ψ 0

CR 1

and development of LoRa mesh, a LoRa mesh simulator called LoRaMeshSim5 is
developed based on LoRaSim and SimPy (a discrete event simulator) [206]. In
LoRaMeshSim, in accordance with the deployment strategy formulated in (5.1),
N independent random numbers are generated for li where i ∈ [1, N ] ∩ Z, utilizing
a uniform distribution with the open interval ( r

ϕ+1 , r
ϕ
). All the nodes including

sensor nodes and the gateway are activated at the same time. After activation,
each sensor node independently collects data continuously at intervals that follow an
exponential distribution with a rate parameter equal to the packet rate, p. The data
is then transmitted to the gateway in the form of a data packet if the sensor node
has a valid routing table. Otherwise, the sensor node initializes a routing process by
broadcasting a routing request to the network. Although signal collisions (except the
ones caused by broadcast) are not considered in this thesis, they are simulated in the
LoRaMeshSim. Specifically, in the simulator, a node cannot transmit or receive a
packet if it is transmitting or receiving another packet. When multiple signals persist
simultaneously in the surroundings of a node for a while, it cannot receive any of
them. By doing so, a more practical LoRa mesh network is simulated. LoRaMeshSim
will be used to validate the following aspects of the network in this section: 1)
reliability, 2) routing success rate, and 3) scalability and coverage extension ratio.
The values of fixed parameters in the simulations are listed in Table 5.1.

5Available at https://github.com/YuChenUoG/LoRaMeshSim
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5.5.1 Reliability Verification

To verify the system reliability Pr, sensor nodes are not required to collect data or
send packets. After placing all the nodes, whether a sensor node fails is determined
by the probability of 1 − λ. If a sensor node fails, it is deleted from the network.
Then, the connectivity of the left network is determined using the depth-first
search algorithm [207], one of the popular methods for checking the connectivity of
undirected graphs. The values for λ, N , and ϕ vary, and the simulation is repeated
10,000 times for each set of these parameters to obtain the simulated probability of
network connectivity. As shown in Figure 5.4, when ϕ is fixed at 2 and N takes
values in the set {4, 9, 14, 19}, Pr increases either with the increase of λ or with the
decrease of N . With the increase of N , newly deployed nodes are positioned farther
from the gateway. Consequently, the failure of any nearby nodes could disrupt the
connectivity of the newly added nodes to the network, leading to a decrease in Pr.
For N = 4, Pr reaches 0.8, a relatively high value, when λ > 0.6. By contrast, for
N = 9, 14 or 19, Pr reaches 0.8 when λ roughly exceeds 0.85. As shown in Figure
5.5, when N is fixed at 10 and ϕ takes values in the set {1, 2, 3, 4}, Pr increases either
with the increase of λ or with the increase of ϕ. Noticeably, the line corresponding
to ϕ = 1 is significantly lower than the others as the failure of any sensor node,
except si, results in the disconnection of the network when ϕ = 1. Figure 5.4 and
Figure 5.5 also demonstrate that the simulated results align well with the theoretical
predictions from (5.4), thus confirming its correctness.

5.5.2 Routing Success Rate Investigation

The routing process consists of the routing request and the routing discovery. To
investigate their success rates affected by the signal collisions arising from packet
broadcast, sensor nodes are not required to collect data or send data packets.

To investigate the routing discovery success rate, after placing all the nodes, the
routing discovery process is triggered from the gateway assuming that the gateway
receives a routing request successfully. Then, whether the routing discovery is
successful is determined by comparing the routing tables of all the nodes with the
ideal topology of T . The values for ϕ, N , and maximum delay integer for routing
discovery Y vary, and the simulation is repeated 10,000 times for each set of these
parameters to obtain the success rate. As shown in Figure 5.6, when ϕ is fixed at
2 and N takes values in the set {2, 6, 10, 14, 18}, the success rate increases either
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Figure 5.4: The probability of network connectivity with different N when ϕ = 2

Figure 5.5: The probability of network connectivity with different ϕ when N = 10

with the increase of Y or with the decrease of N . When N = 2, the success rate is
always 100% regardless of the rebroadcast delay. The reason is that rebroadcast is
not required as all the sensor nodes can receive the broadcasted routing discovery
message from the gateway directly when N = 2 and ϕ = 2. As shown in Figure
5.7, when N is fixed at 8 and ϕ takes values in the set {1, 2, 3, 4}, the success rate
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Figure 5.6: Routing discovery success rate with different N when ϕ = 2

increases either with the increase of Y or with the decrease of ϕ. When ϕ = 1,
the success rate is always 100% regardless of the rebroadcast delay. The reason
is that only one node broadcasts or rebroadcasts a routing discovery message at a
time when ϕ = 1. This is because only one sensor node receives each broadcasted
or rebroadcasted routing discovery message, except for another sensor node that
has previously received a discovery message with fewer hops and thus discards the
current one. In both Figure 5.6 and 5.7, with the increase of Y , the success rate
exceeds 90%, a high success rate. It can be observed that the worst case is when
ϕ = 4 and N = 8. In this case, the minimum Y to achieve the success rate of 90% is
around 175 corresponding to a delay of 175tc seconds. The routing discovery packet
contains four pieces of information: the initializer identifier, the sender identifier, the
number of hops, and the message identifier. If adopting the size allocation method of
RadioHead, each piece of information occupies one-byte space. Then, based on (5.7)
and (5.9), tc = 0.036 seconds. Thus, 175tc = 6.318 seconds which is the maximum
delay to obtain a high routing discovery success rate in the worst case.

To trigger a routing discovery process, the gateway needs to receive at least one
routing request message. Thus, a routing request process is considered successful if
the gateway receives at least one routing request message from the initializer after
the initialization of the routing request process. To investigate the routing request
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Figure 5.7: Routing discovery success rate with different ϕ when N = 8

success rate, after placing all the nodes, a node is deleted and a routing discovery
process is triggered from the gateway for the left nodes. Note that the topology of
the network cannot be the topology of T since one node is deleted. Thus, in this
case, the routing discovery process is considered successful if the routing tables of
all the sensor nodes follow the rules of minimum hops and worst RSSI which was
discussed in Section 5.4. After the routing discovery process, the deleted sensor node
is placed back at its previous location and initializes a routing request process. Then,
the gateway is observed to determine if the routing request process is successful. In
this simulation, N is fixed at 20 since the signal collision arising from the routing
request broadcast is only relevant to the nodes receiving the broadcast request and
is independent of the total number of sensor nodes. The values for ϕ and X vary,
and the simulation is repeated 50,000 times for each set of these parameters to
obtain the routing request success rate. The results are classified into two groups
according to if the routing discovery is successful. As shown in Figure 5.8, if the
routing discovery is successful, the routing request success rate is 100% regardless
of the maximum delay integer for routing request X and ϕ. If the routing discovery
fails, the routing request success rate decreases with the increase of ϕ. For ϕ = 1,
the routing request success rate is 100% regardless of the random delay value. For
ϕ ∈ {2, 3, 4, 5}, the routing request success rate increases with the increase of X.
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Figure 5.8: Routing request success rate with different ϕ when N = 20

When X ≥ 3, the routing request success rate approaches 100% regardless of ϕ and
the routing discovery result. Thus, a very small random delay can resolve the signal
collision arising from the routing request broadcast.

Note that only the case with successful routing discovery is considered in the
following subsection.

5.5.3 Scalability and Coverage Extension Ratio Verification

This subsection will evaluate the duty cycle of the LoRa mesh network, and verify
the performance of the proposed routing algorithm and the bounds of scalability and
coverage extension ratio.

5.5.3.1 Duty Cycle Evaluation

Before demonstrating the scalability and coverage extension ratio of the network,
LoRaMeshSim is utilized to analyze the duty cycle of each node and evaluate how
it affects the scalability and coverage extension ratio. The parameters ϕ and Ld are
fixed at 2 and 50, respectively. The values for N vary and the simulation is conducted
only once, with a duration of 24 hours for each value of N . The duty cycle of each
node is calculated and the results are shown in Figure 5.9. The simulation validates
Lemma 1, i.e., one of the adjacent nodes has the maximum duty cycle in the sensor
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Figure 5.9: Duty cycle and the maximum number of sensor nodes of the proposed
routing algorithm

nodes. Moreover, either the gateway or an adjacent node has the maximum duty
cycle in the network. Since the proposed routing algorithm evenly allocates the relay
burdens to the two adjacent nodes, their duty cycles are close to each other. With
the increase of N , the maximum duty cycle of the network increases. It does not
exceed 1.0% until N exceeds 14. Thus, to comply with the duty cycle regulation, the
maximum number of sensor nodes is 14, aligning with the theoretical Nmax given in
(5.16). By contrast, using Andrei Broder and David Alduous algorithm [208] [209],
a random spanning tree of the graph G is generated as the topology of the network
to replace the proposed routing algorithm. As shown in Figure 5.10, the simulation
with the topology of a random spanning tree is repeated. In this case, Lemma 1
still holds. However, the gap between the duty cycles of the two adjacent nodes
significantly expands due to the unevenly allocated relay burden. Consequently,
there is a significant increase in the duty cycle of an adjacent node, resulting in a
significant increase in the maximum duty cycle of the network. To comply with
the duty cycle regulation, the maximum number of sensor nodes drops to 7. In the
following simulations on scalability, Nmax is determined by conducting an experiment
with N = 2 and then increasing N until the maximum duty cycle exceeds 1%.

To illustrate the coverage extension ratio, the simulation of Figure 5.9 is repeated
100 times, given that the sensor nodes are randomly located. To reduce the
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Figure 5.10: Duty cycle and the maximum number of sensor nodes of a random
spanning tree

number of repeats required to find the maximum coverage extension ratio, c, beta
distribution with parameters α = 0.005 and β = 0.018 is employed, instead of
uniform distribution, to place the sensor nodes. As shown in Figure 5.11, c varies in
a range for a specific N . The maximum c increases with the increase of N and the
maximum duty cycle does not exceed 1.0% until N exceeds 14. Thus, the maximum
c of the network is the maximum c when N = 14. The value of the maximum c

aligns with the theoretical maximum c given in (5.19). In the following simulations
on the coverage extension ratio, the same beta distribution will be used for sensor
node placement to reduce the number of repeated experiments. Moreover, unlike
in this simulation, the maximum c is determined by first identifying Nmax and then
repeating the experiment only for N = Nmax.

5.5.3.2 Routing Performance Verification

The simulation will verify that the proposed routing algorithm enables the network
to reach the upper bounds of N and c. To obtain simulated Nmax, the values for
p, Ld, and ϕ vary, and the simulations are conducted by increasing N for each set
of these parameters. As shown in Figure 5.12, when ϕ is fixed at 2, Nmax decreases
either with the increase of p or with the increase of Ld. There is a sharp drop of
Nmax when p increases from 1 to 10. For better display in simulations, the unit of p
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Figure 5.11: Duty cycle and the coverage extension ratio of the proposed routing
algorithm

is set as packets per hour per node, which differs from packets per second per node
in Section 5.3.

Given that the differences in Nmax between different Ld values become smaller
when p exceeds 10, this part is zoomed in for a clearer display. As shown in Figure
5.13, when Ld is fixed at 60, Nmax decreases with the increase of p, following the
same trend of Figure 5.12. Nmax increases with the increase of ϕ until ϕ reaches 4.
The theoretical Nmax when ϕ = 3 exactly matches the one when ϕ = 4.

After obtaining the simulated Nmax, they are used to search for the simulated
maximum coverage extension ratio, c. As shown in Figure 5.14, when ϕ is fixed at
2, the maximum c decreases either with the increase of p or with the increase of Ld.
As shown in Figure 5.15, when Ld is fixed at 60, the maximum c decreases with the
increase of p, following the same trend of Figure 5.14. The maximum c increases
with the decrease of ϕ until ϕ drops to 1. The theoretical maximum c when ϕ = 1
closely matches the one when ϕ = 2, with any differences attributed to the floor
function in (5.16).

From these figures, it is evident that the simulated results closely match the
theoretical results, proving that the network attains the upper bounds of N and c.
To measure the difference, the Mean Absolute Percentage Error (MAPE) metric is
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Figure 5.12: The maximum number of sensor nodes with different Ld when ϕ = 2

Figure 5.13: The maximum number of sensor nodes with different ϕ when Ld = 60

employed, which is defined as:

MAPE = 1
δ

δ∑
i=1

∣∣∣∣∣Ai − Bi

Ai

∣∣∣∣∣ (5.20)

where Ai is the theoretical value, Bi is the simulated value, and δ is the number
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Figure 5.14: The maximum coverage extension ratio with different Ld when ϕ = 2

Figure 5.15: The maximum coverage extension ratio with different ϕ when Ld = 60

of values. MAPE between theoretical values and simulated values in Figure 5.12,
5.13, 5.14, and 5.15 is listed in Table 5.2. The error arises from two aspects: 1) The
simulation duration of 24 hours may not be sufficient to eliminate the randomness in
the data collection of each sensor node. 2) Signal collisions are not considered when
deriving theoretical Nmax and c, but they are simulated in LoRaMeshSim.
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Table 5.2: MAPE between theoretical values and simulated values.
Figure 5.12 Figure 5.13 Figure 5.14 Figure 5.15

Ld = 30 5.0% / 3.6% /
Ld = 90 4.7% / 4.4% /
Ld = 150 5.4% / 5.1% /

ϕ = 1 / 2.7% / 2.8%
ϕ = 2 / 4.0% / 3.2%
ϕ = 3 / 6.0% / 4.8%
ϕ = 4 / 5.4% / 4.5%

5.5.3.3 Bounds Verification

In (5.16), Nmax has a upper bound and a lower bound when θ = ϕ and 1, respectively.
This implies that the values of Nmax are between the two bounds regardless of
the routing algorithms. To verify it, a straightforward method is to exhaust the
possible topologies, i.e., all the spanning trees of graph G. However, the number of
spanning trees grows exponentially with the increase of N . For example, according
to Kirchhoff’s theorem [210], when ϕ = 2, the number of spanning trees of graph
G is 6,765 and 102,334,155, respectively, for N = 10 and N = 20. On the
other hand, to determine the maximum duty cycle for each spanning tree, it is
necessary to set the simulation time to at least several hours—a task that takes
seconds for code execution. Thus, the exhaustive search method is impossible to
realize. Alternatively, a random search method is proposed using the Andrei Broder
and David Alduous random spanning tree generation algorithm. As shown in the
Algorithm 3, to obtain the upper bound, an incremental search is conducted starting
from N = 2 until a maximum duty cycle of less than 1% is no longer found. To obtain
the lower bound, a decremental search is conducted starting from N equal to the
upper bound until a maximum duty cycle of greater than 1% is no longer found.
To reduce the execution time, the simulation time is reduced from 24 hours to 5
hours and 12 hours for the upper bound and lower bound, respectively. As shown in
Figure 5.16, the simulated bounds match the theoretical bounds with tolerable errors
listed in Table 5.3. Moreover, simulations with the proposed routing algorithm and
RadioHead are also conducted. In the simulation of RadioHead, collisions of routing
broadcasts are intentionally disregarded to minimize interference from other factors.
As shown in Figure 5.16, Nmax of RadioHead lies on the lower bound due to uneven
relay task assignments. By contrast, the proposed routing algorithm achieves the
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Algorithm 3 Random Search for the Bounds of Nmax

IF search for upper bound
INPUT: search times = 2000
INITIALIZATION: N = 2, i = 0

WHEN i < search times
Generate a random spanning tree
Conduct a simulation using the tree
If the maximum duty cycle ≤ 1%

N+ = 1, i = 0
ELSE

i+ = 1
OUTPUT: N − 1

ELSE IF search for lower bound
INPUT: search times = 1000
INITIALIZATION: N = the upper bound, i = 0

WHEN i < search times AND N > 0
Generate a random spanning tree
Conduct a simulation using the tree
If the maximum duty cycle > 1%

N− = 1, i = 0
ELSE

i+ = 1
OUTPUT: N

upper bound of Nmax, highlighting its advantage over other routing algorithms.
After verifying the bounds of Nmax, the simulated Nmax is used to verify the

bounds of the maximum c indicated in (5.19). To obtain the lower bound of the
maximum c, the simulated lower bound of Nmax is set as N and the simulation
is repeated 100 times with random spanning trees as the topology. For the upper
bound, the simulated upper bound of Nmax is set as N and the simulations with
random spanning trees are repeated until a topology is found with a maximum duty
cycle less than 1%. Employing the found topology, the simulation is repeated 100
times to obtain the upper bound of the maximum c. Moreover, simulations with
the proposed routing algorithm and RadioHead in terms of the maximum c are
also conducted. As shown in Figure 5.17, the simulated lower bound matches the
theoretical lower bound and RadioHead also lies on the theoretical lower bound due
to uneven relay task assignments. By contrast, the simulated upper bound and the
proposed routing algorithm match the theoretical upper bound. The errors are also
listed in Table 5.3. This demonstrates the correctness of the theoretical bounds for
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Figure 5.16: The bounds of Nmax

Figure 5.17: The bounds of the maximum c

the maximum c and underscores the advantage of the proposed routing algorithm
over others in terms of the maximum c.
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Table 5.3: MAPE between theoretical bounds and simulated bounds.
Theoretical

Upper Bound
Theoretical

Lower Bound

Nmax

Proposed Routing Algorithm 2.7837% /
Random Search for Upper

bound 5.8290% /

RadioHead / 2.0833%
Random Search for lower

bound / 2.5000%

maximum c

Proposed Routing Algorithm 2.6813% /
Random Search for Upper

bound 5.8293% /

RadioHead / 2.0833%
Random Search for lower

bound / 2.5000%

5.6 Summary

This chapter contributes to the understanding of deploying LoRa mesh networks
for monitoring linear infrastructure, offering insights into fault tolerance, reliability,
scalability, and coverage extension. The proposed deployment strategy optimizes
the placement of nodes, ensuring effective and reliable coverage along linear
infrastructure while adhering to duty cycle regulations. The system analysis also
reveals the impact of duty cycle limitations on network scalability and coverage
extension ratio. Moreover, their bounds are derived with the condition to reach the
upper bounds. The proposed routing algorithm demonstrates its efficacy in achieving
maximum scalability and coverage extension ratios. The developed LoRa mesh
simulator validates the proposed system analysis and routing algorithm, providing a
valuable tool for further research and practical implementation. This work facilitates
the design and deployment of robust LoRa mesh networks for monitoring linear
infrastructure, addressing the challenges associated with scalability and coverage
extension.



Chapter 6

Conclusions and Future Works

In this chapter, the contributions of this thesis are summarized. Moreover, some
concluding remarks and future research directions are discussed.

6.1 Thesis Summary

Based on the comprehensive exploration and experimentation presented in the
preceding chapters, the integration of unlicensed LPWA technologies, particularly
LoRaWAN and LoRa mesh networks, into the 5G ecosystem emerges as a
promising avenue with vast implications for various applications, such as smarting
building, trackside weather monitoring, and linear infrastructure monitoring. The
research journey embarked upon in this thesis has been multifaceted, tackling
integration challenges, proposing novel architectures, developing a routing algorithm,
and addressing practical considerations in deployment and operation, especially
reliability, scalability, and coverage.

In addressing the first objective described in Section 1.2, a thorough survey
of unlicensed LPWAN-5G integration was conducted in Chapter 2. It compares
nine popular LPWA technologies, including both cellular and non-cellular LPWANs,
while also highlighting the significance of mesh technologies in extending coverage.
Through comparison, LoRaWAN and LoRa mesh are the most promising
technologies and have the potential to integrate into a 5G network. Additionally,
the chapter underscored the imperative of addressing key challenges such as hybrid
architectures, security, mobility, and interoperability, all of which are vital for
seamless integration.

104
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The second objective, centered around the development of a hybrid architecture
for LoRaWAN-5G integration, was effectively realized in Chapter 3. By
leveraging collaborative RAN and converged core network architectures, the chapter
demonstrated the efficacy of the proposed solution in real-world scenarios. Notably,
the deployment on the Glasgow 5G testbed and the application in upgrading the
heating system underscored the viability and benefits of the integration approach.

Expanding upon this foundation, Chapter 4 introduced a LoRa mesh-5G
integrated network tailored for trackside smart weather monitoring, addressing the
third objective about the framework and algorithms for LoRa mesh-5G integration.
This innovative approach not only reduced communication infrastructure costs but
also facilitated the integration of artificial intelligence through a cloud-edge-terminal
architecture. The chapter’s emphasis on intelligent algorithms and proof of concept
experimentation reinforced the robustness and applicability of the proposed solution.

Chapter 5 further extended the discourse by focusing on the deployment of LoRa
mesh networks for monitoring linear infrastructure. Through meticulous analysis
and algorithmic design, the chapter elucidated strategies for optimizing coverage,
reliability, and scalability while adhering to regulatory constraints, addressing the
fourth objective about the routing algorithm design and network performance
enhancement. The proposed routing algorithm and simulation framework provided
valuable insights for practical deployment and scalability assessment.

Collectively, these chapters constitute a comprehensive exploration of LPWAN-
5G integration, encompassing technological, architectural, and practical dimensions.
They successfully address all the objectives outlined in Section 1.2. The findings
underscore the immense potential of such integration in enabling diverse applications
spanning smart cities, linear infrastructure monitoring, and beyond. While
challenges remain, the insights gleaned from this research serve as a robust foundation
for future advancements in the realm of hybrid industrial IoT enterprise wireless
networks.

Through the course of this research, two valuable lessons have been gleaned.
Firstly, the importance of interdisciplinary collaboration cannot be overstated, as
the successful integration of diverse technologies requires expertise spanning multiple
domains. Additionally, such complex integration work involves numerous aspects,
e.g., architecture, security, and mobility. While it’s impractical for researchers
to address all of these aspects comprehensively within a single study, it’s crucial
to recognize their interrelation. Moving forward, leveraging these lessons will be
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paramount in driving further innovation and realizing the full potential of hybrid
wireless networks in the era of Industry 4.0 and beyond.

6.2 Future Work

In this section, future research directions aimed at enhancing the design and
management of the proposed hybrid networks in this thesis are discussed.

6.2.1 Unified Data Management

As discussed in Chapter 2, 5G and LPWANs employ different databases and data
management methods, which has a negative impact on the efficiency, mobility,
and security of LPWAN-5G integrated networks. Developing a unified database
and corresponding management method holds promise for storing subscription
information of both 5G UE and LPWAN end devices. Unlike Option 6 in Table 2.3
requiring dual connectivity, unified data management enables LPWAN end devices
without a 5G module to be authenticated as if the LPWAN gateway receiving the
join request is connected to a network server residing in the 5G core network, which
can retrieve the subscription information of the end device stored in the UDR. End
devices roaming in a visited LPWAN network whose gateways have access to the
same 5G core network can also be authenticated without the need for a 5G module.
Moreover, unified data management can enhance the security of the LPWAN-5G
integrated network as it reduces the risk of data exposure when two independent
data management entities interact with each other.

6.2.2 LoRa Mesh Authentication and Encryption

The LoRa mesh-5G integrated networks proposed in Chapters 4 and 5 overlook
the critical aspects of authenticating LoRa mesh nodes and encrypting LoRa mesh
packets. However, authentication and encryption are indispensable for ensuring
secure communication within a network. Hence, the development of advanced
authentication and encryption methods emerges as a crucial avenue for future
research to enhance LoRa mesh-5G integrated networks. Regarding authentication,
adopting a unified data management approach within the 5G network, as outlined
in Section 6.2.1, presents a promising strategy. In terms of encryption methods,
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incorporating lightweight techniques and leveraging the encryption systems inherent
in 5G represents another viable approach.

6.2.3 LoRa Mobility Enhancement

As discussed in Chapter 2, the integration of LoRa and 5G would potentially enable
LoRa devices to benefit from the higher bandwidth, lower latency, and seamless
handover capabilities offered by 5G networks, while still leveraging the long-range
and low-power advantages of LoRa technology. Two key challenges about mobility
enhancement will be addressed in future work: 1) Mobility Management: Designing
mobility management protocols and algorithms tailored to the characteristics of
LoRa devices, such as their intermittent connectivity and low data rate transmissions.
This includes optimizing handover decision-making processes, managing mobility-
related signaling overhead, and minimizing energy consumption in mobile LoRa
devices. 2) Network Slicing: Exploring the concept of network slicing in 5G networks
to allocate dedicated resources and network slices for LoRa devices with specific
mobility requirements. This could involve dynamically adjusting network parameters
such as modulation schemes, transmission power, or data rates based on the mobility
patterns of LoRa devices.



Appendices

A Proof of Equation (5.3)

According to the definition of the vertex connectivity, k(G) = ϕ is equivalent to

For |V | = ϕ, ∃V ⊂ S, G − V is not connected (1a)
For |V | = ϕ − 1, ∀V ⊂ S, G − V is connected (1b)

Let G′(S ′, E ′) denote the graph G−V , where S
′ = S −V and E ′ = {(si, sj) | si, sj ∈

S ′ and j − i ∈ (0, ϕ]}. For |V | = ϕ, a set V = {s2, s3, ..., sϕ+1} can be found, making
∀sj ∈ S ′, (s1, sj) /∈ E ′ as j − 1 /∈ (0, ϕ]. This means that there is no route between
s1 and other nodes, i.e., G′ is not connected. Equation (1a) is proved.

For |V | = ϕ − 1, V = {si | i ∈ U} where U = {ui | i ∈ [1, ϕ − 1] ∩ Z and
ui ∈ [1, N + 1] ∩ Z}. Renumber the nodes in G′ by defining a number-conversion
function

f(i) =



i + |U1,i|, for i + 1 /∈ U

i + |U1,i| + 1, for i + 1 ∈ U and i + 2 /∈ U

i + |U1,i| + 2, for i + 1, i + 2 ∈ U and i + 3 /∈ U

...

i + |U1,i| + ϕ − 1, for i + 1, i + 2, ..., i + ϕ − 1 ∈ U

and ui+ϕ /∈ U,

where Ui,j = {uk | uk ∈ U ∩ [i, j]}. The graph G′ is equivalent to graph G′′(S ′′, E ′′),
where S ′′ = {s′′

i | i ∈ [1, N − ϕ + 2] ∩ Z} and E ′′ = {(s′′
i , s′′

j ) | i, j ∈ [1, N − ϕ + 2] ∩
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Z and f(j) − f(i) ∈ (0, ϕ]}. ∀i ∈ [1, N − ϕ + 1] ∩ Z,

f(i + 1) − f(i) =



|Ui+1,i+1|, for i + 1 ∈ U

1 + |Ui+1,i+1|, for i + 1, i + 2 /∈ U

1 + |Ui+1,i+1| + 1, for i + 1, i + 3 /∈ U and i+
2 ∈ U

1 + |Ui+1,i+1| + 2, for i + 1, i + 4 /∈ U and i+
2, i + 3 ∈ U

...

1 + |Ui+1,i+1| + ϕ − 1, for i + 1, i + ϕ + 1 /∈ U and
i + 2, i + 3, ..., i + ϕ ∈ U,

=



1, for i + 1 ∈ U

1, for i + 1, i + 2 /∈ U

2, for i + 1, i + 3 /∈ U and i + 2 ∈ U

3, for i + 1, i + 4 /∈ U and i + 2, i + 3 ∈ U

...

ϕ, for i + 1, i + ϕ + 1 /∈ U and i + 2, i + 3, ..., i + ϕ

∈ U,

i.e., f(i + 1) − f(i) ∈ (0, ϕ]. Thus, ∀i ∈ [1, N − ϕ + 1] ∩ Z, (s′′
i , s′′

i+1) ∈ E ′′. Then,
G′′ is connected as ∀s′′

i , s′′
j ∈ S ′′ and i < j, there is at least one connected route

between them, i.e., si, si+1, ..., sj. Equation (1b) is proved. Therefore, equation (5.3)
is proved.
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B Proof of Theorem 1

Assuming |V | = ϕ where ϕ ∈ [1, N + 1) ∩ Z. Then, V = {si | i ∈ U} where
U = {ui | i ∈ [1, ϕ] ∩ Z and ui ∈ [1, N + 1] ∩ Z}. ∀i ∈ [1, N − ϕ] ∩ Z,

f(i + 1) − f(i) =



1, for i + 1 ∈ U

1, for i + 1, i + 2 /∈ U

2, for i + 1, i + 3 /∈ U and i + 2 ∈ U

3, for i + 1, i + 4 /∈ U and i + 2, i + 3 ∈ U

...

ϕ + 1, for i + 1, i + ϕ + 1 /∈ U and i + 2, i + 3, ..., i

+ϕ + 1 ∈ U.

If ϕ + 1 ≤ ϕ, then f(i + 1) − f(i) ∈ (0, ϕ]. According to the proof of (5.3), G-V is
connected. In the case of ϕ + 1 > ϕ, if ∀i ∈ [1, N − ϕ + 2], {si, si+1, ..., si+ϕ−1} ⊈ V ,
then

f(i + 1) − f(i) =



1, for i + 1 ∈ U

1, for i + 1, i + 2 /∈ U

2, for i + 1, i + 3 /∈ U and i + 2 ∈ U

3, for i + 1, i + 4 /∈ U and i + 2, i + 3 ∈ U

...

ϕ, for i + 1, i + ϕ + 1 /∈ U and i + 2, i + 3, ..., i + ϕ

∈ U,

i.e., f(i + 1) − f(i) ∈ (0, ϕ]. According to the proof of (5.3), It can be derived again
that G-V is connected. Therefore, Theorem 1 is proved.

C Proof of Lemma 1

The lemma can be proved using a proof of contradiction. Assume that a remote node
has the maximum duty cycle in the sensor nodes, denoted as max(di). According to
(5.6),

max(di) = [max(ni) + 1]ptd + max(ni)pta, (2)

where max(ni) denotes the number of sensor nodes whose data packets are relayed
by the remote node. The data packets of the remote node have to be relayed by an
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adjacent node to reach the gateway. All the nodes whose data packets are relayed by
the remote nodes also require the adjacent node to relay data packets subsequently.
Additionally, the adjacent node also relays the data packets generated in the remote
node. Thus, the adjacent node relays data packets for at least max(ni) + 1 nodes
and its duty cycle is not less than [max(ni) + 2]ptd + [max(ni) + 1]pta which is bigger
than max(di). This contradicts the assumption, so Lemma 1 holds.
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