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Abstract

With network function virtualisation (NFV) and network programmability, network functions (NFs) such as firewalls, traffic load balancers, content filters, and intrusion detection systems (IDS) are virtualized and either instantiated on user space hosts using virtual machines (VMs), lightweight containers, or in the network data plane using programmable switching technology such as P4 or offloaded onto Smart network interface cards (NICs) – often chained together to create a service function chain (SFC), based on defined service level agreement (SLA). The need to leverage heterogeneous programmable platforms to support the in-network acceleration of functions keeps growing as emerging use cases come with peculiar requirements. This thesis identifies various heterogeneous frameworks for deploying virtual network functions that network operators can leverage in service provider networks. A novel taxonomy that provides network operators and the wider research community valuable insights is proposed. The thesis presents the performance gains obtained from using heterogeneous frameworks for deploying virtual network functions using real testbeds. In addition, this thesis investigates the optimal placement of vNFs over the distributed edge network while considering the heterogeneity of packet processing elements. In particular, the work questions the status quo of how vNFs are currently being deployed, i.e., the lack of frameworks to support the seamless deployment of vNFs that are implemented on diverse packet processing platforms – leveraging the capability of the programmable network data plane. In response, the thesis presents a novel integer linear programming (ILP) model for the hybrid placement of diverse network functions that leverages the heterogeneity of the network data plane and the abundant processing capability of user space hosts, with the objective function of minimizing end-to-end latency for vNF placement. A novel hybrid placement heuristic algorithm, HYPHA, is also proposed to find a quick, efficient solution to the hybrid vNF placement problem. Using optimal stopping theory (OST) principles, an optimal placement scheduling model is presented to handle dynamic edge placement scenarios. The results in this work demonstrate that employing a hybrid deployment scheme that leverages the processing capability of the network data plane yields minimal user-to-vNF latency and overall end-to-end latency while fulfilling the placement of a diverse set of user requests from emerging use cases to speed up service delivery by network operators. The results also show that network operators can leverage the high-speed, low-latency feature of data plane packet processing elements for hosting delay-sensitive applications and improving service delivery for subscribed users. It is shown that the proposed hybrid heuristic algorithm can obtain near-optimal vNF mapping while incurring fewer latency threshold violations set by network operators. Furthermore, in addition to emerging edge use cases, the placement solution presented in this thesis can be adapted to place network functions efficiently in core network infrastructure while leveraging the heterogeneity of servers. The dynamic placement scheduler also minimises the number of latency violations and vNF mi-
migrations between heterogeneous hosts based on SLAs set by network operators.
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</tr>
<tr>
<td>ILP</td>
<td>Integer linear programming</td>
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</tr>
<tr>
<td>PDP</td>
<td>Programmable Data Plane</td>
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<td>Virtual network function component</td>
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<td>VIM</td>
<td>Virtual infrastructure manager</td>
</tr>
</tbody>
</table>
Chapter 1

Introduction

1.1 Overview

As the number of devices needing Internet connectivity continues to grow, with large-scale adoption of IoT technologies and innovative use cases, the underlying network infrastructure’s efficiency becomes critical. According to a recent estimate \(^1\), at least 24 billion interconnected IoT devices are expected by the year 2050, which range from refrigerators, thermostats, healthcare wearables, Industrial Control Systems, elevators, etc. This exponential growth in interconnected devices is also fueled by the increased computational, storage and memory capacities, reduced cost of smartphones and single-board computers (SBCs) in edge network environments.

To effectively provision the underlying network infrastructure that supports the growth in the number of interconnected devices, in the early years of the 21st century, both the research and industry communities have moved away from the use of fixed-function hardware by adopting a new technology that essentially separates the control plane (i.e. the packet forwarding and routing logic component) from the hardware data plane (responsible for packet forwarding) of networking devices. This brought about software-defined networking (SDN) – a significant paradigm shift in networking.

To further support the logical separation of the control and data plane brought about by SDN, the fixed-function networking hardware needed to be virtualised; thus, network function virtualisation (NFV) was introduced as a way of creating virtual network functions (VNFs) \(^2\,^3\) that can easily be implemented and orchestrated using an SDN controller (see §2.2.1). As we will see in much greater detail later in this thesis (§2.2), NFV deals with the virtualisation of hardware middleboxes, i.e., a departure from using traditional fixed-function networking hardware, which, by implication, are proprietary, expensive, and difficult to extend or implement new functionalities \(^3\).
With the advent of software-defined networking (SDN) and network function virtualisation (NFV), middlebox functionality is increasingly being virtualised and provided in software, which can reduce power consumption, resource usage, and operational costs for service providers. This paradigm is a departure from using hardware middleboxes, often proprietary and thus not easily extendable by service providers. By abstracting network functionalities and implementing them in software, network operators can create network functions that suit their service level agreement (SLA) and service models.

Service function chaining (SFC) is generally considered one of the important use cases of NFV, SDN and network programmability, which is also made possible using a centralised network controller that has a global logical view of the entire network infrastructure, and handles tasks such as the creation of service chains and orchestration of traffic between vNFs. Regarding the location of network functions in a service chain, the virtualised infrastructure can span multiple data centres, which calls for inter-data-centre networking or within the same data centre, which results in an intra-data-centre network.

There are diverse frameworks for implementing vNFs in service provider network environments; these frameworks can either implement functions in the data plane, using programmable switching technologies such as P4 or offloaded onto SmartNICs, or using user space hosts. Although the network data plane offers high-speed packet processing, it is limited in key ways. It has a limited memory footprint, lacks in-situ packet header manipulation support, has poor state management support, and does not readily support manipulating floating-point values etc. The network data plane is generally resource-constrained and thus does not accommodate vNFs with high storage or scalability requirements due to the low memory footprint.

The network’s data plane serves as a suitable alternative for implementing VNFs. Hence, network operators can leverage the data plane and process-based NFV frameworks to deploy softwarized network functions. Doing so has the benefits of reducing the cost of procuring high-end servers for NFV deployment and the overheads for compute-bound network functions. Typically, VNF deployment is carried out using VMs, containers, Unikernels, Click-based processing elements, and data plane Development Kit (DPDK), which uses zero-copy and kernel bypass to speed up packet processing.

Due to the diverse nature of emerging edge computing applications, a user space-only or data plane-only deployment does not efficiently cater to emerging use cases such as e-healthcare, self-driving cars, VR/MR/AR, etc, which is one of the key limitations of the existing VNF placement solutions (presented in Chapter 2). A hybrid solution can leverage the advances from the data plane and user space. The need to leverage heterogeneous programmable platforms to support the in-network acceleration of functions keeps growing as emerging use cases come with particular latency requirements.
Another limitation of the current literature is the lack of frameworks for achieving end-to-end programmability across the packet processing pipeline at the network edge. To achieve this, we must design placement frameworks to leverage the heterogeneity of data plane devices along a given network path. Thus, frameworks that allow us to choose the right packet processing elements are desirable based on their suitability to host a particular vNF.

As a deviation from how VNFs are currently being placed in most deployments, i.e., the lack of frameworks to support seamless implementation of functions on diverse platforms, a placement scheme that provisions network functions in the programmable data plane and user space hosts to reduce packet processing overhead and overall path latency. Virtual network functions are either being placed entirely on user space processing elements such as [17–19] or using only the network data plane as demonstrated in [20–24]. Some VNF deployments are done using packet processing acceleration frameworks as demonstrated in OpenNetVM [16], FlexiIPS [25], Phantom SFC [26] and [27]. This thesis proposes a framework that allows network operators to place VNFs on both data plane, user space, and packet processing acceleration platforms to reduce packet processing overhead, latency, and resource utilization, which also helps service providers meet the agreed SLA with their subscribers.

This thesis thoroughly reviews the state-of-the-art NFV and SFC deployment frameworks in service provider environments and proposes a novel taxonomy of frameworks [3]. This informed the decision on the direction of the remainder of the thesis, i.e., to further explore options for deploying virtual network functions that help network operators improve overall service delivery by efficiently meeting customers’ SLAs. The thesis argues for the need to leverage the capability of the network data plane at the edge for improved service delivery. It encourages why data plane programmability should not be left for the data centre (an argument for end-to-end programmability at the edge). The testbeds designed are ideal for comparative performance results while using different packet processing elements in hosting network functions [10].

The thesis investigates the optimal placement of virtual network functions at the distributed network edge. It presents a detailed analysis of the need for hybrid vNF placement on heterogeneous packet processing elements, including some relevant emerging use cases. A novel ILP model for the hybrid placement of diverse network functions on the heterogeneous data plane and user space hosts is also presented, with the objective function of minimizing end-to-end latency and leveraging the network data plane for vNF placement. A novel hybrid placement heuristic algorithm, HYPHA, is also presented to efficiently find a quick solution to the hybrid vNF placement problem and presents an in-depth evaluation of the proposed placement model and heuristic algorithm using actual service provider network conditions.

The performance of different VNF implementation alternatives was evaluated. The thesis
motivates the deployment of network functions as part of the programmable data plane of the network for better service delivery, primarily where latency-sensitive and bandwidth-intensive network functions are to be implemented. Through extensive evaluations using simulated real-world network topology, the thesis demonstrates that employing a hybrid deployment scheme that leverages the processing capability of the network data plane yields minimal overall end-to-end latency and fulfills the placement of a diverse set of vNF requests. Network operators can leverage the high-speed, low-latency feature of data plane packet processing elements for hosting delay-sensitive applications and improving service delivery for subscribed users.

The model presented will help network operators efficiently place virtual network functions in a hybrid manner while reducing end-to-end latency. This will result in faster packet processing based on the number of network functions that can be pushed down to the data plane. The hybrid placement algorithm proposed in this work can handle a more extensive network topology and return placement results within the shortest possible time, which makes it ideal for the nature of edge network environments.

### 1.2 Thesis Statement

This thesis explores the different frameworks for implementing virtual network functions, including the programmable data plane, user space, and packet acceleration frameworks. The thesis advocates advancing function virtualisation and deployment by exploiting diverse emerging environments, such as programmable switch hardware and in-network acceleration platforms, for VNF placement at the network edge. Using extensive evaluations, key metrics such as end-to-end path latency, bandwidth, and resource utilization in the edge network environment demonstrated the promising benefits of leveraging heterogeneous packet processing elements in vNF deployments in next-generation edge networks to improve the overall QoS and SLA for subscribed users.

### 1.3 Contributions

The contributions of this thesis are:

Chapter 2

- A comprehensive state-of-the-art review of the relevant literature in vNF and SFC deployments to build a strong understanding of the most recent efforts in this domain. A novel taxonomy of these frameworks is presented.
1.4 Thesis structure and organization

Chapter 3:

• A detailed study into the nature of virtual network functions and the heterogeneity of packet processing elements provides insights into the diverse capabilities of such processing elements.

• An in-depth analysis of the composition and complexity of SFCs and edge placement environments, including a classification of representative virtual network functions used by network operators in next-generation networks (§3.1.1). The design of real testbeds ideal for evaluating the performance of heterogeneous virtual network functions using diverse packet processing elements is presented in §3.3.

• An evaluation of the performance benefits of leveraging heterogeneous packet processing elements for implementing virtual network functions in next-generation networks (§3.4).

Chapter 4:

• A formulation for latency-aware hybrid placement of virtual network functions and an exact solution using Integer Linear Programming and the Gurobi optimisation solver (§4.3.2).

• A proposal of an optimal placement scheduling model using optimal stopping theory (OST) principles to cater to dynamic hybrid edge placement scenarios, minimising cumulative latency violations and cost of vNF migration between heterogeneous hosts (§4.5).

• The hybrid placement heuristic algorithm designed for placing virtual network functions on diverse packet processing elements at the network edge to better utilize available resources and offer faster service delivery by network operators (§4.4).

Chapter 5:

• An evaluation of the performance of the proposed dynamic hybrid placement model and heuristic algorithm, using real-world latency characteristics, over a simulated nationwide network topology.

1.4 Thesis structure and organization

The remainder of this thesis is structured as follows:
Chapter 2 presents the outcome of the in-depth review carried out in SFC and NFV provisioning in service provider environments, using various frameworks and the current state-of-the-art in this domain. It also presents the important requirements for the composition of virtual network functions to create SFCs and the challenges in achieving resilient and scalable deployments. A shift from vanilla SDN to using programmable data planes is also discussed in the context of SFC provisioning. It also shows the challenges that come with the status quo of deploying virtual network functions and service function chains in general.

Chapter 3 presents a detailed analysis of some of the problems identified in Chapter 2 with the design of a real testbed for the deployment and performance evaluation of heterogeneous virtual network functions frameworks. The chapter also presents evaluation results and key recommendations for network operators based on the suitability of the packet processing elements used in the experiment.

Chapter 4 presents the design of a novel dynamic hybrid vNF placement optimisation model and heuristic that leverages the low-latency, high-speed feature of the network data plane and the abundant resources on user space hosts. The prototype implementation environment for the hybrid placement model and the heuristic algorithm are also presented. The chapter concludes with implementation details of some real-world example functions and the details of the real-world network topology used.

Chapter 5 presents a comprehensive evaluation of the designs in Chapter 4. The details of the evaluation environment are presented, including the performance gains of using heterogeneous vNF frameworks. This chapter presents the performance of the proposed dynamic hybrid placement model and heuristic algorithm, using real-world latency characteristics, over a simulated nationwide network topology.

Chapter 6 presents a summary of the findings and contributions of this thesis. The initial thesis statement is also revisited in this chapter. Finally, future research directions are also presented in this chapter.
Chapter 2

Literature Review

2.1 Chapter Overview

This chapter presents an in-depth review of the state-of-the-art in next-generation networks, which involves developments such as network softwarisation, data plane programmability, packet processing acceleration and offloading technologies, and edge computing. The chapter looks at the contributions of the research community in terms of the gradual shift from traditional SDN to data plane programmability, the technologies involved, and the frameworks used for deploying vNFs at the distributed edge network. It presents the essential requirements for the composition of vNFs to create SFCs and the challenges in achieving resilient and scalable vNF deployments. It also shows the challenges that come with the status quo of deploying virtual network functions and service function chains in general, which neatly leads the reader to the contributions of this thesis and the work presented in subsequent chapters.

2.2 SDN, NFV, and SFC

Computer networks have grown tremendously, with more devices requiring Internet access. Emerging use cases such as the Internet of Things (IoT), self-driving cars, drones and growing consumer electronics (e.g., smart home appliances) are just a few examples of devices that need somewhat constant Internet connectivity. This high demand has led to several innovations by network engineers and service providers to provide scalable and resilient network infrastructure that can support diverse use cases [28].

Network slicing is a key component of next-generation networks, mainly because an inherent part of 5G/6G standardisation is the ability for network operators to migrate some or all of their network services to virtual network infrastructure, thereby reducing both capital and
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operational costs. With advances in network function virtualisation (NFV) and software-defined networking (SDN), network functions (NFs) such as firewalls, traffic load balancers, content filters, and intrusion detection systems (IDS) etc., are either instantiated on packet processing elements such as virtual machines (VMs), lightweight containers, SmartNICs, programmable switches etc. often chained together to create a service function chain (SFC) that meets subscribers and operator-defined service level agreements (SLAs).

2.2.1 Software-Defined Networking

SDN decouples the control plane from the data plane in the networking devices such as routers and switches. Traditional non-SDN networks often have control and data planes integrated into a single device, which brings challenges such as management complexity and scalability issues. Implementing centralised network control using SDN controllers results in easier service deployment and management [29]. This helps network operators easily steer traffic between NFs by scaling across multiple physical machines.

The functional separation of the network infrastructure into control and data planes is the core concept behind SDN [30]. The application layer consists of various network applications that provide network services that use the Northbound Interfaces to send requests to the control plane (centralised logical control). A global view of the network infrastructure is maintained by an SDN controller such as OpenDaylight [31], POX [32], RYU [33], or a custom-built controller that can be used to manage network functions, which handles requests from the network applications and sends instructions to the network’s data plane for packet processing [34].

Using the southbound application programming interfaces (APIs) and the OpenFlow protocol, rules are sent down to devices in the network’s data plane responsible for packet processing and forwarding [30].

SDN-aware virtual switches such as the Open vSwitch (OvS) have a data-plane component that handles traffic forwarding. Regarding NFV implementations, the network data plane can be represented using a production-grade virtual switch [30]. Virtual switches can be configured to emulate typical middlebox functionalities such as firewall/access control, Network Address Translation (NAT), routing, and switching. When functioning as a router, it matches the longest source and destination IP prefix and forwards packets using specified ports.

As a common example, a typical firewall functionality matches IP addresses and specific TCP/UDP port numbers and denies or permits packets (based on match-action flow rules). As depicted in Figure 2.1 actions are taken on ingress packets based on the rules defined in the table entries; the Group Table allows for the definition of groups that encapsulate
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sets of actions, enabling more advanced packet handling and forwarding decisions when needed [35], before finally going through the egress processing stage.

![Packet flow in the OpenFlow pipeline.](image)

Although traditional SDN networks use the OpenFlow protocol to communicate with the network data plane by inserting flow rules on devices, the network has become more programmable. Programmability allows network operators to define the processing pipeline and how packets are processed using high-level languages such as P4 [9]. Figure 2.1 depicts the OpenFlow packet processing pipeline.

2.2.2 SDN and data plane programmability

In service provider networks, creating, deleting, modifying, and steering traffic in SFCs is carried out efficiently using SDN and NFV technologies [36]. These technologies are the key networking paradigms at the core of the frameworks surveyed in our study. In this section, these technologies are described as they relate to NFV/SFC implementation frameworks in service provider network environments, thus showing their interrelation in the operations of next-generation networks. Even though chaining hardware middle-boxes is possible, using NFV makes it much easier and cheaper [29]. Thus, SDN is employed for orchestrating virtual network functions by providing centralised logical control and the creation of service chains.

SDN and data plane programmability are closely related, as separating the control and data planes in SDN enables greater data plane programmability [37]. It is essential to note that,
as one of the key distinctions, SDN allows the network operator to control how the network is configured (e.g., communication between switches and controllers using the OpenFlow protocol) while at the same time, data plane programmability controls how the packets are handled, traversing the processing pipeline.

In an SDN architecture, the centralised controller can be programmed to automate network device configuration and respond to network conditions changes. This allows network operators to easily manage and automate the configuration of their networks rather than having to configure each device manually [28, 38].

Unlike the traditional SDN setup that uses the OpenFlow protocol which has built-in actions and some protocols [30], programmable switches are more flexible and truly arbitrary because they can be programmed to perform a broader range of tasks. For example, a programmable switch can be programmed to implement new routing protocols, traffic-shaping algorithms, or security policies, such as advanced DDoS prevention/mitigation [39]. On the other hand, OpenFlow switches are limited to the set of tasks supported by the OpenFlow protocol, e.g., switch-to-controller communication, etc.

Figure 2.2 depicts a high-level comparison of the operation of OpenFlow SDN and programmable data planes, where P4 programs are written and compiled and then deployed on programmable switches. This allows for creating a highly programmable pipeline instead of a fixed (less flexible) processing pipeline found in OpenFlow SDN.
2.2.3 Why data plane programmability?

Data plane programmability aims to allow operators to flexibly define the packet processing pipeline [40]. This paradigm shift has the potential to improve network flexibility, scalability, and manageability significantly and has been closely tied to the emergence of Software-Defined Networking (SDN). Traditionally, network devices such as routers and switches have been configured manually to deliver specific customer services, which essentially use fixed-function architectures. Data plane programmability addresses this problem by allowing operators to quickly write target-specific, custom-built network functions using readily available APIs and languages such as P4 [38].

One widely used high-level language for achieving data plane programmability is the P4 language, briefly discussed in 2.2.2 As depicted in Figure 2.3, the P4 packet processing pipeline
is a software-defined architecture that allows network engineers to program the behaviour of
the data plane of network devices efficiently. The pipeline consists of several stages, each
performing a specific task on the packets traversing the pipeline.

Looking at Figure 2.3, the process starts when network operators write a high-level P4 code
that defines a specific function (e.g., a router); this is then compiled into a target-specific
binary and then deployed onto the programmable data plane. The parser decodes the packet
header and extracts the relevant information. Note that the parser is typically implemented
as a finite state machine [9], which allows it to handle various packet formats.

Once the packet header has been decoded, the next stage in the pipeline is the match-action
table. The match-action table is a data structure that contains a set of rules that define how to
process the packet. Each rule in the table consists of a set of match conditions and actions.
The match conditions determine which rule should be applied to the packet. The actions are
the operations that will be performed on the packet if a particular rule is matched [9].

If the packet matches a rule in the match-action table, the actions associated with that rule
will be executed. The actions can modify the packet header, forward the packet to a different
destination, or drop the packet – depending on defined rules. The controller can remove and
add table entries or perform extern control [38]. The final stage in the pipeline is the deparser.
The deparser is responsible for reassembling the packet header and trailer and sending the
packet out of the egress network interface.
Here are some benefits of using the P4 packet processing pipeline for achieving data plane programmability:

- **Scalability**: The P4 packet processing pipeline can be scaled to support large networks with high traffic volumes. By providing network operators with a flexible, efficient, and scalable way to program target-specific network devices, the P4 packet processing pipeline can help improve network performance, security, and reliability. Using PDP hardware, for example, some P4-enabled use cases, such as In-network computing, can be made scalable. This concept gives network operators the flexibility to easily offload parts of packet processing operations to programmable hardware devices.

- **Flexibility**: With data plane programmability, network operators can easily define network functionalities such as NAT, DDoS, ACL, etc., and compile them into target-specific binary, which makes the entire process of building tailored network functions flexible. The P4 language, for example, allows network operators to express complex...
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network functions concisely and efficiently [42]. Being a protocol-independent language also provides network operators with the flexibility of quickly building custom APIs and functions that are target-agnostic [2].

- Portability: The P4 language is designed to be portable, meaning that P4 programs can be compiled and run on various vendor-neutral hardware platforms. Using the Portable NIC Architecture (work in progress), the support for table modification at runtime aids the portability of P4 programs [38]. This makes deploying P4 programs on many network devices possible, from small home routers to large enterprise switches and FPGAs.

- Modularity: Data plane programmability allows for the modular design and deployment of network functions. The P4 packet processing pipeline is designed to be modular, meaning that P4 programs can be easily divided into smaller, self-contained modules. This makes it easier to develop and maintain P4 programs and allows it to reuse modules in different network applications [38]. The modularity support offered by P4 also makes it possible to support multiple software and hardware programmable targets; some common examples are NetFPGA cards, software switches like PISCES [43] and bmv2 [44], SmartNICs, etc.

Overall, using a programmable packet processing pipeline is a powerful and versatile approach that can be used to implement diverse network functions. By providing network operators with a flexible, efficient, scalable, portable, and modular way to program network devices [2,38], data plane programmability significantly reduces the time and effort required to configure otherwise tightly coupled network devices while offering network operators the flexibility of writing purpose-built functions.

In addition to moving away from using fixed-function networking hardware and adopting the SDN and NFV paradigms, data plane programmability also takes it a step further by enabling the support for defining stateless functions that can perform per packet operations while remaining target-agnostic. Programmability enables network operators to manage and automate the configuration of their networks easily; thus, it can improve scalability by automating repetitive packet processing tasks and processes. Additionally, it is instrumental in dynamic network environments, where network configurations change frequently – a commonplace in next-generation networks.

2.2.4 Network Function virtualisation

Using proprietary network hardware (e.g., routers, switches, firewalls, etc.) is expensive for service providers regarding procurement, security, configuration management, scalability,
and maintenance costs. Tightly coupled hardware middleboxes offer network operators less flexibility in implementing new functionalities to meet subscribers’ demands [45]. NFV was introduced to solve the aforementioned challenges with traditional hardware middleboxes.

The European Telecommunications Standards Institute (ETSI) [46] introduced a high-level NFV architectural framework, envisaging the deployment of network functions as software running on the network function virtual infrastructure (NFVI), which could be a general-purpose server. This proposal was introduced to use hardware virtualisation [47, 48]. NFV has greatly simplified the deployment of network services because the cost of acquiring new hardware middleboxes is reduced, and several middleboxes can be virtualised and deployed on single or multiple general-purpose servers [10].

---

**Figure 2.4: The ETSI NFV Architecture**

The ETSI architectural framework for NFV depicted in Figure 2.4 shows all the essential components necessary for deploying NFV. The key components are briefly explained below:

- The operations support system (OSS) and business support system (BSS) directly interact with the vNFs. OSS typically handles tasks such as security and fault management, performance monitoring, and service provisioning [45]. OSS systems work with the NFV Management and Orchestration (MANO) to provide efficient and reliable operation of the NFV environment. BSS is concerned with tasks that involve monetizing
the services provided by the vNFs, such as billing, meeting SLAs, customer satisfaction etc.

- The management and network orchestration (MANO) component orchestrates vNFs lifecycle and chaining services in a scenario where service function chaining is used [3]. The functional blocks of this component, as seen in Figure 2.4, are the NFVO, VIM and VNFM. Note that the VIM manages the NFVI resources, and NFVO handles the orchestration of the vNFs.

- The vNF component is the network functionality, for example, a traffic load balancer, NAT module, WAN optimizer, an ACL firewall, etc. (Table 2.1), that has been virtualised to be implemented on general-purpose hardware, i.e., the NFVI. With the advancements in data plane programmability, programmable hardware devices such as FPGAs and programmable switches can also be used as part of the NFVI in NFV deployments [49].

- The hardware infrastructure consists of a virtual infrastructure with virtual computing, storage, and network components, which make up the NFVI. This infrastructure is managed by the virtual infrastructure manager (VIM), responsible for resource allocation and embedding virtual network functions on the virtual infrastructure.

- NFV Orchestrator (NFVO), which is an integral part of the ETSI NFV framework [46], is responsible for service orchestration and management [50]. One of the orchestration layer’s functions is mapping virtual network functions in a service chain to available physical resources. NFVO coordinates the VNFM and VIM interaction to manage and allocate vNF instances in the NFV network environment.
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<table>
<thead>
<tr>
<th>vNF</th>
<th>Functionality</th>
</tr>
</thead>
<tbody>
<tr>
<td>Application Gateway</td>
<td>Layer 7 traffic management based on application profile</td>
</tr>
<tr>
<td>DDoS Mitigation</td>
<td>Distributed Denial of Service mitigation and prevention</td>
</tr>
<tr>
<td>Layer 2 Forwarder</td>
<td>Packet forwarding based on layer 2 information</td>
</tr>
<tr>
<td>Protocol Analyzer</td>
<td>Packet classification, based on the protocol in use</td>
</tr>
<tr>
<td>Flow Tracker</td>
<td>Storing, displaying and forwarding ingress flows</td>
</tr>
<tr>
<td>Layer 3 Switch/Router</td>
<td>Traffic routing and switching using IP addresses</td>
</tr>
<tr>
<td>Application Firewall</td>
<td>Layer 3 and layer 7 packet filtering</td>
</tr>
<tr>
<td>ACL</td>
<td>User and application level access control</td>
</tr>
<tr>
<td>Bridge</td>
<td>Bridging between two networks or host devices</td>
</tr>
<tr>
<td>Carrier Grade NAT</td>
<td>IP address translation for WAN connectivity</td>
</tr>
<tr>
<td>Encryption gateway</td>
<td>Packet encapsulation and packet encryption/decryption</td>
</tr>
<tr>
<td>IDS/IPS</td>
<td>Stateful or stateless intrusion detection and prevention</td>
</tr>
<tr>
<td>Protocol Converter</td>
<td>Protocol translation between IPv4 to IPv6</td>
</tr>
<tr>
<td>Protocol Accelerators</td>
<td>Performance improvements by ISPs</td>
</tr>
<tr>
<td>VLAN Manager</td>
<td>VLAN encapsulation and decapsulation</td>
</tr>
</tbody>
</table>

Table 2.1: Commonly used virtual network functions [3]

- **NFV and data plane programmability**

The proposed ETSI NFV architecture presents a framework that supports the virtualisation of hardware middleboxes (e.g., firewalls, load balancers, NAT, etc.), mainly using commodity servers as the hardware infrastructure to host virtual compute, storage and network [51].

Leveraging the concept of data plane programmability, rather than staying restricted to using only commodity servers as the NFVI, network operators can incorporate programmable hardware switches or FPGAs into the NFV architecture, which can be programmed to run middlebox functionalities such as security services, the chaining measurement of network functions at the programmable data plane as in Dapper [52]. Typical central office functions can also be implemented on programmable hardware switches to provide subscriber-tailored services [53].

Another solution that leverages the capability offered by the P4-based FPGA is the work by Ricart-Sanchez et al. [49], i.e., a 5G data plane designed mainly for achieving edge-to-core communication using FPGAs. Other efforts include the work by Singh
et al. [54] on offloading the virtual Evolved Packet Gateway (vEPG) of 4G networks onto a P4 programmable switch, where results showed low jitter and promising low latency of less than 2 µs.

The implementation of high-performance vNF offloading using hardware accelerators is being considered by network operators due to some key benefits, e.g., the reduction in energy utilisation and the number of hardware devices needed [55], and a reasonable reduction in packet processing latency [53]. P4-based FPGA hardware for implementing virtual network functions is also gradually becoming popular in service provider environments to achieve high performance and flexibility of vNF configuration [42, 49]. A combination of programmable hardware platforms can be programmed to offer in-network services, e.g., DDoS mitigation [39], NAT [56] etc.

2.3 The Chaining of Virtual Network Functions

The vNFs implemented in NFV constitute the NF forwarding graph, which consists of network functions connected via logical network links to achieve packet processing by the vNFs. SFC comprises NFs connected in a chain (based on service requirements and specifications) to deliver end-to-end services to end users [46, 57]. A typical service chain consists of NFs such as a NAT function, a firewall, and a traffic load balancer. Components such as the service classifier, SFF, Service Function Path, SFC proxy, and service function need to be in place for an SFC deployment to be complete.

Intelligent service orchestration is essential when handling various service functions, and this can be achieved when the NFV is adequately integrated with SDN [58]. In a typical SFC scenario, a classification of the user traffic is carried out by the flow classifier, which helps in deciding what network function(s) need to be traversed by the traffic before reaching its destination. When service requests traverse multiple NFs, a service orchestrator creates a chain of NFs that forms the final processing pipeline toward the destination (requested service) [3].

As more network operators continue to adopt network slicing, which serves as the enabler for next-generation networks, the chaining of virtual network functions for efficient service delivery has become commonplace due to the flexibility it offers network operators to deliver targeted services. Some available typical environments are the Gi-LAN network used by mobile network operators, residential/consumer services, and inter/intra-data-centre networks. Mobile network operators implement functions such as traffic optimizers, firewalls, carrier-grade network address translation (NAT), load balancers, and DPI at the core of the network, which is designed for subscribers that access Internet-based services [59].
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- **Service chaining in 5G and Beyond Networks**

Functions chaining is a key enabler of Beyond 5G networks [60][61]. Since 5G-enabled networks are characterized by low latency, programmability, and the support for diverse use-cases of the future, technologies such as NFV can allow providers to deploy services that are suitable for radio access networks (RANs) and mobile core networks [60]. By implication, using NFV, SDN, and SFC, service providers can easily provide tailored solutions that meet customer demands by carefully orchestrating user-generated traffic between an ordered list of network functions. The chaining of virtual network functions in SFC enables use cases such as the Gi-LAN mobile core network, residential and customer services, and inter and intra-datacentre networks [3]. Other important use cases such as self-driving cars, e-healthcare [62], and mixed reality (MR) and 5G-enabled IoT [62][63] are also possible due to the flexibility offered by 5G network slicing.

Efforts such as the work by Morocho et al. [64] focus on showcasing how machine learning (ML) can be used to leverage the benefits provided by Beyond 5G networks. This work shows that ML can be used with enhanced mobile broadband (eMBB) and support future Beyond 5G applications that are envisaged to have high data rate requirements. Massive machine-type communications (mMTC) and ultra-reliable low-latency communications (URLLC) are also required to provide support for future use cases for Beyond 5G networks [65][66]. Abdelwahab et al. [67] explored how the 5G RAN can be enhanced using NFV, which could also lead to a reduction in the overall capital expenditure for telecommunications service providers (TSPs). As detailed in [67], some challenges that are related to 5G networks, such as efficient scalability of vNFs between physical networks, vNF performance guarantees, and simultaneously supporting the deployment of hardware and virtualised network functions, can be overcome with the flexibility offered by NFV implementations.

- **Function chaining in Inter-and Intra-Data-Centre Networks**

SFC in the inter/intra DC environment allows for the chaining of virtualised enterprise network applications (in the case of intra-data-centre) and chaining across multiple locations, or inter-cloud, in the case of inter-data-centre networking. The ability of service functions to be instantiated across multiple data centres (inter-data-centre networking) is a crucial requirement for live VM migration. The SFC architecture should be designed to dynamically migrate service functions from one VM/container to another without disrupting user service requests [68].

Deploying and managing service function chains in an inter-data-centre setting incurs bandwidth, deployment, intra-data-centre, and vNF costs [69]. In these environments, NFs are also used for policy-based routing of cloud services and enterprise
applications [59], which means that service providers can up-sell their services easily using SFC at the enterprise. This can be achieved by making network services user-programmable. Because NFV/SDN provides highly specialised solutions to meet customers’ quality of service requirements, service providers can steer residential traffic, such as parental control and VoIP-related services, using service function chaining. The idea of follow-the-user service deployment in residential environments is a critical use case that is achieved using SFC implementations.

Network operators use Virtual Customer Premises Equipments (vCPEs) to easily create a service chain that meets user requirements [70]. Users in these environments are likelier to use web-based applications that use HTTP as the de facto protocol [71]. One of the requirements for such deployments is to create a service chain that prioritises security [72]. A typical example is a service chain that follows the order IDS > proxy > firewall.

2.4 NFV Deployments and Performance – A taxonomy of frameworks

This thesis section presents the implementation frameworks proposed for NFV/SFC deployments. A high-level taxonomy of NFV frameworks is presented after an in-depth review of the state-of-the-art NFV/SFC deployment frameworks [3]. The implementations reviewed set out to solve specific problems in the SFC domain, such as resource allocation and service orchestration, performance tuning, resilience, and fault recovery. Figure 2.5 summarises the taxonomy of the frameworks presented. Each classified framework strives to achieve diverse objectives and is evaluated against different baselines. Therefore, a taxonomy of the surveyed frameworks was created to compare the different works in their contexts quantitatively and qualitatively [3].
Resource Allocation and Service Orchestration

Efficiently allocating network, storage, and processing resources in virtualised network environments is critical in service provider networks. This is particularly true in NFV/SFC environments, where user traffic type and frequency can either be deterministic or nondeterministic, bringing the need for the underlying system to provide and allocate resources efficiently.

The chaining of network functions to provide end-to-end services cannot be achieved without an efficient service orchestration scheme in place \[73\]. Efforts such as the work by Sun et al. \[74\] propose algorithms to handle SFC orchestration, resource utilization, and optimization. For example, the algorithm proposed by \[74\] is based on the breadth-first search (BFS) algorithm, which reduces overall chain-wide latency and bandwidth consumption. This category of the NFV/SFC taxonomy presents frameworks that have been designed to achieve the goal of efficiently allocating resources in NFV/SFC and orchestrating network services.

Resource allocation and service orchestration frameworks \[75–80\] in general deal with the efficient utilization of available resources by employing techniques such as synthesizing packet processing graphs and offloading packet processing tasks onto smart NICs while ensuring that traffic is steered to the right network functions in a service chain and efficiently managing the life-cycle of network functions.

NFV performance tuning and improvements

Improving the performance of virtual network functions, either as standalone functions or as part of a service function chain, helps network operators reduce service instantiation costs \[77\] and the optimal use of available resources. This category considers frameworks that focus on optimising the performance of network functions in a service chain. Most frameworks designed to optimise performance devise mechanisms...
that can achieve goals such as reducing network function deployment and provisioning time, maximising the throughput of network applications and reducing latency. Several efforts in the literature focus on optimising network functions using diverse technologies and implementation methodologies [3].

The frameworks under the performance-tuning category of the taxonomy [16, 18, 26, 81, 87] are concerned with improving the overall performance of SFCs by employing techniques such as modular SFC deployments, lightweight packet processing elements, acceleration frameworks for packet processing, and deep learning techniques to improve the overall chain-wide scheduling, placements and performance. Several efforts in the literature aim to improve the performance of NFV deployments to meet defined SLA and improve overall QoS for subscribed users.

HyperNF is a high-performance NFV platform proposed by Yasukata et al. [86], which aims to properly utilise commodity server resources while scaling the number of network functions hosted by servers. The problem space addressed by HyperNF includes resource allocation, efficient utilisation, and high throughput when using everyday commodity servers to deploy virtual network functions. The proposed framework is aimed at large NF deployments, where utilisation is maximised for better throughput. Hypervisor-based I/O is employed, which helps reduce synchronisation overhead. HyperNF was designed using three core design objectives: (i) CPU cores are not reserved entirely for virtual I/O operations, thus providing high flexibility in terms of utilisation; (ii) proper accountability for virtual I/O tasks on respective VMs, thus offering a cohesive resource allocation strategy, and (iii) VM switches should not be used for packet switching; instead, the data path of software switches is exported to the hypervisor for forwarding and switching of packets. HyperNF was evaluated for scenarios involving a baseline setup using the VALE [88] switch for inter-VM communication, with each VM tied to a single CPU core, and second, a scenario that consolidates network functions in a shared CPU environment by varying the number of VMs (CPU cores are shared among the firewall VMs deployed using a round-robin scheme). Both scenarios outperformed the split and merge schemes compared with HyperNF. Other tests include resource allocation, NFV throughput, and SFC chain composition. A chain of 50 NFs can achieve a delay as low as 2 ms, which makes the framework ideal for SFC deployments.

Panda et al. [82] presented Netbricks, a platform for building and running virtual network functions that provide software isolation between NFs. The NetBricks framework differs from other approaches by (1) limiting the set of processing modules to core functionalities, which helps to reduce the number of modules that network application developers must deal with, and (2) allowing the customization of modules using user-defined functions, which makes the modules more flexible and optimised
for better network function(s) performance. NetBricks eliminates overheads resulting from context-switching by enforcing memory-level isolation in software and reducing I/O-related overheads by introducing zero-copy software isolation [82]. To evaluate the performance of the NetBricks framework, two example network functions were used: the first is a simple network function that decrements the TTL of a packet and discards any packet that has a TTL of 0, and the second is a stripped-down implementation of the Maglev load balancer [88], which splits ingress traffic among servers and also provides failure recovery for back-end servers. The measurements evaluated include simple NF overheads, array bound overheads, and how general the NetBricks programming abstractions can be. For the latter part of the evaluations, the programming abstractions, five network functions were implemented: NAT, firewall, Maglev load balancer, and a Snort-like NF that performs signature matching on ingress packets. The improved performance was observed for scenarios where (1) CPU cores and chain lengths were varied, (2) the load was varied concerning CPU cycles and chain length, and (3) throughput measurements for single network functions with a variable number of CPU cycles for multiple isolation approaches.

The NFV platform proposed by Zheng et al. [87], i.e., the Multiple Virtual Middlebox Platform (MVMP), is a high-performance framework that has been built using the Intel DPDK platform and Docker containers. The three major components of the proposed MVMP framework are (i) abstracted virtual devices, (ii) a control plane, and (iii) a shared memory space. Packet processing by NFs is achieved by an abstraction layer that supports the deployment of multiple NFs on a single hypervisor. Network functions are run in user space as processes, which makes them lightweight, thus requiring fewer resources for packet processing. Packets are polled directly from the NIC using the DPDK poll mode driver and sent to several network functions, adding to the proposed framework’s fast packet processing speed.

In terms of implementation and evaluation, network functions were implemented and chained together. The service chain performance was evaluated and compared with the OpenNetVm [16] framework, which yields 3x better throughput as the number of network functions is increased in the chain, with an overhead of approximately 4% about network function isolation.

• **NFV Resilience and Fault Recovery**

The resilience of virtual network functions to link, node and chain-wide failures has been addressed using diverse technologies and methodologies in the literature. The state of all network functions (active and standby) in a chain is vital when creating a resilience mechanism; thus, building a fault-tolerant middlebox and service chain becomes imperative [89]. Different frameworks use various mechanisms to detect faults,
fix them, and resume normal packet processing operations with as little downtime as possible [90]. The frameworks presented in [36, 89, 91–95] try to solve the problem of fault tolerance in SFC. These frameworks employ techniques such as network function replication and piggybacking of NF state changes across service chains to achieve resilience in SFCs.

Achieving cost-effective resilience is still an open challenge in SFC implementation frameworks, and there are unanswered questions for future research, including how SFCs respond to failure conditions, such as links between SFFs. The failure of the virtual network functions themselves is an aspect that needs to be considered as a long-term vision that requires further research, that is, considering having redundant SFs along the SFP to handle failure scenarios.

Synthesising network processing graphs or service chains is another approach employed to achieve high availability in SFC and using a multi-path routing approach [96]. As Mirjalily et al. [97] indicate, simple traffic load balancers can help with dynamic traffic re-routing to alternate processing pipelines in SFC environments. However, an efficient load-balancing algorithm that tracks device states and available resources must be implemented beyond the basic round-robin algorithm commonly deployed in today’s network environments.

Approaches such as the work by Ghaznavi et al. [89] try to provide SFC resilience and, at the same time, eliminate the need for NF replication to reduce overhead. This is achieved by collecting and piggybacking NF state changes as packets traverse the service chain; thus, the overhead is reduced because the entire network function is not replicated to a standby node. A key challenge with proposals that employ service replication is the amount of overhead incurred with redundant backup links, nodes, and service chains; thus, the efficient implementation of a high-availability failure mechanism is still a research challenge that requires further attention.

The outcome of the in-depth literature review that was carried out, which led to the creation of the taxonomy presented in §2.4 helped shape the work in the subsequent chapters of this thesis. For the resource allocation and service orchestration category, the work presented in Chapter 4 caters to the resource utilisation of VNF hosts, specifically data plane hosts, at the time of placement. The work presented in Chapter 3 fits into the performance tuning category of the proposed taxonomy, i.e., using packet acceleration frameworks and the network data plane to improve the performance of virtual network functions. The final category of the taxonomy, i.e., resilience and fault recovery is also captured in Chapter 4 of the thesis. The proposal of a dynamic hybrid placement model responds to changes in edge network environments, i.e., ensuring that changes to optimal placements are quickly recomputed to minimise downtime.
and avoid reaching any set latency threshold violations set by network operators.

2.5 Leveraging the Edge Computing Paradigm for VNF Placement

The placement of virtual Network Functions (vNFs) affects the latency between users and the vNFs. Thus, a better placement design needs to be implemented for future networks, which prioritises reducing the adverse effects of performance change caused by users’ “hop-by-hop” movement between different vNFs.

Shahjalal et al. [98] formulated a Multi-objective Integer Linear Programming (MILP) problem to handle the placement of VNFs in a hybrid infrastructure. Network functions are placed on edge and cloud servers in a hybrid manner. Their approach minimises service deployment cost and maximises QoE, using user budget as a critical constraint.

Some efforts in the literature also consider the placement of virtual network functions at the network edge and cloud data centres [99–102]. Both Chen et al. [100] and Iordache et al. [99] considered the chaining of virtual network functions to create SFCs, the former formulated an SFC deployment cost minimization problem as an ILP, and considered constraints such as hardware dependencies and location. At the same time, the latter proposed an ILP model for latency-optimal on-path allocation of VNF chains on physical servers designed to operate in edge network environments. They also proposed the minimal path deviation heuristic algorithm, which minimises the end-to-end latency.

DeepNFV is a lightweight NFV framework proposed by Li et al. [84], which was explicitly designed for edge network deployments to minimise the packet processing tasks at the core of the network by offloading to edge network functions. DeepNFV is built on the GNF framework [18], which uses lightweight docker containers to build network functions for the edge. The key components of the proposed framework are the deep learning models employed and the infrastructure layer, which handles the interaction between network links and devices.

Like the GNF framework [18], DeepNFV was built to support moving network processing elements as close to the data source as possible (edge computing). As a use case for the DeepNFV framework, the authors considered network traffic analysis functionality by generating basic images from network traffic. A traffic analysis-containerized network function was used to analyse and classify images using deep learning models.
To demonstrate the traffic analysis use case, the DeepNFV framework starts by splitting the received traffic into discrete components, which are stored as PCAP files, and the second step involves the modification of the packet headers to trim the header length or remove unimportant fields from the packets. The modified PCAP files are cleaned to remove duplicates before being converted into image data. The resulting images are processed by the CNN model and sent to the next network function in the chain for further action(s). The ability of the framework to classify images and the performance of the network functions at the edge of the network were evaluated, and improved performance in terms of precision and efficiency was recorded.

Carpio et al. presented a hybrid placement model to place network functions on VMs and containers using the edge-cloud continuum. They proposed a MILP model and a heuristic solution with cost minimization objective functions for operational costs, third-party cloud vNF placement costs, and penalties for SLA violation.

In contrast to the related works on edge VNF placement presented above, the hybrid placement approach (presented in §4.3.2) places VNFs on heterogeneous hosts at the network’s edge with the objective functions of minimizing edge-to-device latency and fulfilling service requests while considering application latency thresholds set by network operators. Unlike previous VNF placement efforts, this thesis explores the benefits of combining the available processing resources on user space hosts (e.g., VMs, Containers, process-based elements, etc.) and the fast-processing speed of data plane hosts (e.g., programmable switches, SmartNICs), where less complex network functions can reside as part of a service chain.

The hybrid VNF placement method employed in this thesis efficiently handles dynamic edge placement scenarios while simultaneously minimising the number of latency violations based on set service level agreements (SLAs) by network operators. Additionally, unlike previous work, the proposed hybrid VNF placement scheduler reduces the number of VNF migrations between heterogeneous hosts with latency gains resulting from fewer optimal placement re-computations.

Previous work assumes a flat network topology in terms of hosts’ capabilities, i.e., with less consideration for the different underlying capabilities of diverse hosts (e.g., data plane devices or packet processing acceleration frameworks) regarding the type of network functions best suited for improved performance. This thesis considers a hybrid scenario where VNFs are placed based on their type and complexity (e.g., delay-sensitive/delay-tolerant, stateless/stateful applications, etc.) in user space and the network data plane using heterogeneous packet processing elements.

The placement approach presented in this thesis embraces the heterogeneity of packet processing elements (i.e., the VNF hosts); in particular, the work leverages the process-
ing speed of the data plane and available resources on user space hosts when placing virtual network functions. Using the VNF placement scheme presented in this thesis, network operators can improve service delivery by delegating simple, time-critical operations to the data plane, leaving only more complex stateful processing for user space VNFs.

2.6 Summary

This chapter explored the advances in some key drivers of next-generation networks, i.e., NFV, SFC, data plane programmability and edge vNF placements. The evolution of traditional SDN into data plane programmability was also explored, noting the key differences and why we need data plane programmability in designing scalable and resilient networks (§2.2.2). NFV §2.2.4 and SFC §2.3 were explored in detail, including how the chaining of virtual network functions is utilized in delivering tailored services by network operators.

In §2.4, a taxonomy of NFV frameworks was presented, followed by the most recent literature on NFV performance improvements. This section also presented the synergy between using commodity servers to host virtualised middleboxes in the traditional ETSI architecture and packet processing acceleration frameworks such as P4-based Net-FPGAs. The concept of how network operators can leverage the edge computing paradigm was presented in §2.5. The remainder of the thesis is shaped by the work presented in previous sections; thus, the thesis seeks to explore the following key hypotheses as the major direction – following the insights obtained from exploring the state-of-the-art in this domain.

- As presented in the in-depth literature review in previous sections, there are diverse (mostly process-based) frameworks with different capabilities for deploying virtual network functions; also, the network data plane is a suitable candidate for deploying virtual network functions. Thus, practically evaluating the performance of the network data plane as a viable option for implementing vNFs becomes necessary. The practical performance of other deployment options, such as kernel by-pass, containers, and commodity servers, can pave the way for moving away from the status quo of vNF deployments by network operators, i.e., leveraging the diversity of packet processing elements to improve service delivery.

- Emerging edge use cases come with requirements for network functions that are computationally intensive as well as functions that require fewer computational
resources. Also, because the user space packet processing elements are generally characterized by high latency, we need to explore novel options for ensuring that network operators efficiently handle delay-sensitive and delay-tolerant applications to allow for faster service delivery.

A hybrid vNF placement model can yield optimized results and reduce vNF deployment costs by efficiently placing network functions in the network data plane and on user space hosts to better utilize available resources and offer faster service delivery. By implication, packet processing throughput can be improved while minimizing the end-to-end path latency. We can improve performance by delegating simple, time-critical operations to the data plane and leaving only more complex stateful processing for userspace vNFs.

- In addition to optimally placing virtual network functions at the network edge, in a hybrid context, Heuristic hybrid placement solutions are required to meet the particular requirement of edge network users, which involves constantly changing latency conditions due to factors such as mobility and traffic rerouting - thus, resulting to reoccurring path recalculation and latency threshold violations.
Chapter 3

On the Performance Benefits of Heterogeneous Virtual Network Function Execution Frameworks

3.1 Overview

Chapter 3 presents the design requirements and considerations for deploying network functions in the network data plane alongside user space packet processing elements to achieve faster service delivery by network operators. The complexities of virtual network functions and how design choices could affect the overall performance of these functions are also presented.

NFV and data plane programmability come with the promise of offering ease of service deployment, including reduced capital expenditure, to leverage these paradigms fully. Network operators adopt the chaining of virtualised network functions [3][104]. As discussed in §2.3, a typical service chain consists of diverse vNFs with peculiar requirements in terms of, e.g., bandwidth, CPU, latency, etc., thus making the use of a fixed set of packet processing elements inefficient for catering to emerging use cases in next-generation networks.

Designing an SFC involves concatenating various virtual network functions to achieve end-to-end service delivery and service providers’ SLA requirements [10][104]. To address the aforementioned limitations, this chapter presents the design considerations for practically evaluating network operators’ performance of diverse packet processing elements for efficient vNF placement. The chapter explores the need for using heterogeneous packet processing frameworks in deploying SFCs and considerations for data plane packet processing. The underlying technologies are also discussed, and
the design of a real testbed is presented, as well as evaluation results and key recommendations for network operators.

### 3.1.1 The Need for Heterogeneous Packet Processing Elements

Network operators often face the key challenge of delivering tailored services to subscribed users while meeting defined SLAs and responding to emerging use cases. This makes carefully considering the order of a chain imperative \[104\]. The IETF SFC architecture presented by Halpern et al. \[105\] shows that the SFCs are either bidirectional or unidirectional, where packet processing is performed through an ordered list of service functions in a unidirectional scenario \[105\]. A bidirectional SFC scenario requires packet processing elements to be placed in both directions of the service chain. SFCs are deployed as network service graphs, with SFs placed carefully at different parts of the service chain \[106\].

Regarding implementation, the agreed SLA between subscribers and network operators for the aforementioned service is also tied to the ordering of the functions in the chain, i.e., ensuring that packets are first inspected for any form of intrusion, then performing a deep packet inspection before finally carrying out access control filtering, could be key in adhering to defined SLA. The order of NFs depends on the particular use case and service provider policy in place; for example, a security policy would typically have a service chain that would constitute functions such as a stateless firewall (FW), a stateful Intrusion Detection System (IDS) and Deep Packet Inspection (DPI) module, which are computationally intensive.

Implementing the aforementioned chain would typically be in the order IDS > DPI > ACL between a source and destination node. The underlying devices/technologies that would be used for hosting the chain of functions depend on 1) the order of the chain and 2) the types of vNFs that constitute the chain. By implication, to deploy the example security policy chain, a network operator would concatenate a diverse set of underlying packet processing elements in an order that suits the use case. It is worth noting that a network operator who is providing a different service to edge users, e.g., a video sharing service, would have an SFC with a different order and types of functions (content caching and simple authentication functions), which will, in turn, determine the types of underlying packet processing elements used.

It is imperative to consider the available options for deploying vNFs by network operators to meet the diverse requirements of functions that subscribed users request. Because network functions have diverse requirements, Table 3.1 presents a represen-
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The heterogeneous VNF frameworks allow for the classification of commonly used network functions. This is due to the nature of operations (computation) performed by stateful network functions on packets traversing them, which involves active state management. On the other hand, network functions such as L2FwD, FW, and Caching will benefit from data plane deployments, where a low memory footprint can handle vNFs with less requirement for state management [38][107].

<table>
<thead>
<tr>
<th>VNF</th>
<th>Description</th>
<th>Compute-bound</th>
<th>I/O-bound</th>
</tr>
</thead>
<tbody>
<tr>
<td>Network Address Translation (NAT)</td>
<td>Private to public IP translation and vice versa</td>
<td>✓</td>
<td>×</td>
</tr>
<tr>
<td>DPI – IDS/IDP</td>
<td>Traffic logging and inspection, stateful/stateless security</td>
<td>✓</td>
<td>×</td>
</tr>
<tr>
<td>Virtual Private Network</td>
<td>User traffic encryption and security</td>
<td>✓</td>
<td>×</td>
</tr>
<tr>
<td>L2 Switch</td>
<td>Packet switching based on MAC addresses</td>
<td>✓</td>
<td>×</td>
</tr>
<tr>
<td>WAN Optimizer</td>
<td>ISP traffic optimization for QoS</td>
<td>✓</td>
<td>×</td>
</tr>
<tr>
<td>Router</td>
<td>Packet routing based on L3 details</td>
<td>✓</td>
<td>×</td>
</tr>
<tr>
<td>Load Balancer</td>
<td>Traffic load balancing, based on application level policies</td>
<td>×</td>
<td>✓</td>
</tr>
<tr>
<td>ACL/Firewall</td>
<td>Device or application level access control</td>
<td>×</td>
<td>✓</td>
</tr>
<tr>
<td>Caching</td>
<td>Performance improvements for better QoS/QoE</td>
<td>×</td>
<td>✓</td>
</tr>
<tr>
<td>IPv4/IPv6 Proxy</td>
<td>IPv4 to IPv6 connections proxy</td>
<td>×</td>
<td>✓</td>
</tr>
<tr>
<td>Header Classifier</td>
<td>Classification, based on IP header fields</td>
<td>×</td>
<td>✓</td>
</tr>
</tbody>
</table>

Table 3.1: Virtual Network Functions Operations and Classification [10]

3.2 Heterogeneous VNF Frameworks

Although the traditional ETSI NFV architectural framework used VMs as the primary hosts for network functions (introduced in §2.2.4), more recently, network operators have been using other frameworks as part of the NVFI for deploying network functions. The use of containers [14], unikernels [15], DPDK [16], Click [75], FGAs [49] and SmartNICs are gradually becoming commonplace in service provider network environments. This section explores the key differences between some of these frameworks. It also presents the design of two performance evaluation testbeds for practically evaluating the performance of heterogeneous vNF frameworks using representative network functions.

3.2.1 VNFs on Containers, Commodity Servers and Kernel-Bypass

Figure 3.1 depicts the significant differences between the commonly used packet processing frameworks, i.e., Virtual Machines, Containers and Kernel-Bypass options such as DPDK or Click. Next, the high-level details of these frameworks are presented.

- Containerized Network Functions
  
  As depicted in Figure 3.1 using virtual machines for vNF deployment comes
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Figure 3.1: Virtual network functions on VMs, Containers and Kernel-Bypass frameworks

<table>
<thead>
<tr>
<th>Kernel-Bypass Functions</th>
<th>Containerized Functions</th>
</tr>
</thead>
<tbody>
<tr>
<td>Network Functions (e.g., IP router, NAT, Firewall, LB e.t.c)</td>
<td>Container Engine (e.g., Docker)</td>
</tr>
<tr>
<td>I/O framework (e.g., DPDK, Click, Netmap)</td>
<td>Container (VNF1)</td>
</tr>
<tr>
<td>Network Driver</td>
<td>Container (VNF2)</td>
</tr>
<tr>
<td>Host Operating System Kernel (e.g., Linux Kernel)</td>
<td>Container (VNFn)</td>
</tr>
<tr>
<td>Physical Infrastructure</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
</tbody>
</table>

- **Virtual Machines**
  - **Kernel-Bypass**: VNF1 includes Binaries, Libs, and Guest OS.
  - **Containerized**: VNF1 includes Binaries, Libs, and Guest OS.

- **Virtual Machine**
  - **Kernel-Bypass**: VNF2 includes Binaries, Libs, and Guest OS.
  - **Containerized**: VNF2 includes Binaries, Libs, and Guest OS.

- **Host Operating System**
  - **Kernel-Bypass**: VNFn includes Hypervisor (e.g., KVM), Virtual Switch, and Host Operating System (e.g., Linux).
  - **Containerized**: VNFn includes Host Operating System (e.g., Linux).

- **Physical Infrastructure**
  - **Kernel-Bypass**: Physical Infrastructure with virtualization support.
  - **Containerized**: Physical Infrastructure.

with the key advantage of allowing network operators to choose what Operating System they wish to use for each network function. In contrast, deployment options using kernel-bypass or containers must use specific modules, i.e., container engines such as Docker in the case of containerized vNF deployments or I/O frameworks, e.g., DPDK or Netmap in the case of kernel-bypass vNF implementations.

In terms of deployment overheads, VMs present more overhead than containers (20 – 30% more [19]). Containers offer a high function-to-host density regarding the number of virtual network functions that can be hosted, thus reducing cost and footprint. The additional overhead introduced by VMs compared to containers is in terms of 1) high memory utilisation on the host, since VMs need to load a complete operating system on the host machine, 2) high CPU utilisation due to operations such as memory management and system emulation, 3) overhead due to bootup time as the guest operating system is completely loaded at startup resulting to a slower startup process, and 4) additional overhead on the host due to storage requirements for guest operating system disk images needed for spinning up VMs [19].

Specialized software components or libraries typically perform packet processing tasks within a container. These components can leverage various techniques,
such as using raw sockets, interacting with network interfaces, or employing SDN frameworks to capture, analyze, modify, or forward network packets. By containerizing packet processing applications, the benefits of agility, resource efficiency, portability, scalability, and modularity offered by containers can be harnessed to streamline the deployment and management of packet processing functions within a more extensive network infrastructure.

The containerization of network functions also supports the micro-services deployment architecture, which allows small modular functions to be deployed based on demand – a preferred option for function deployments in most next-generation network environments.

The benefits above of using containerized network functions by network operators are not without any drawbacks; some of these drawbacks are briefly explained below:

* **Operating System and CPU Architecture Limitations**

Because one of the requirements of running network functions as containers is the ability to share the operating system and kernel on the host device, the difference in the operating system and software architectures often makes creating containerized virtual network functions challenging. This also makes migrating vNFs between devices challenging, as network operators need to obtain prior knowledge of the operating system regarding compatibility, etc., before the migration of vNFs can occur efficiently. The difference in CPU architectures, e.g., x86 and ARM, also means that care-
ful consideration needs to be put in place to handle all dependencies while containerized functions.

* Security and Isolation

In contrast to VMs or Kernel-bypass network functions, containerized functions do not handle isolation well due to the co-location of instances. Although this also improves the agility of containerized functions, interference between functions is possible. Efforts such as using AppArmor \[108\], a kernel security module for confining containers to a set of host resources, help provide security in containerized functions deployments. AppArmor provides application security by restricting devices, directories and file access using mandatory access control (MAC). Regarding resource isolation, control groups (groups) are designed to handle resource management, which helps to isolate resources such as memory, disk I/O, CPU, etc., in the Linux kernel \[109\].

– Network Functions on Commodity Servers (Virtual Machines)

Unlike containers, virtual machines can completely substitute hardware machines. VMs encompass separate kernels and binaries and run as software on top of a hypervisor. By implication, each vNF configuration can be completely isolated in a virtual machine since the hypervisor can handle resource management between virtual machines. One of the key requirements in modern hypervisors is the support for hardware on the host CPU, which is supported by the most commonly used CPU architectures.

Network operators aim to properly utilise commodity server resources while scaling the number of network functions hosted by servers. This includes solving challenges such as resource allocation and ensuring high packet throughput when using everyday commodity servers to deploy virtual network functions. Hypervisor-based I/O is employed, which helps reduce synchronisation overhead.

Some other design objectives include: (i) CPU cores are not reserved entirely for virtual I/O operations, thus providing high flexibility in terms of utilisation; (ii) proper accountability for virtual I/O tasks on respective VMs, thus offering a cohesive resource allocation strategy, and (iii) VM switches should not be used for packet switching; instead, the data path of software switches is exported to the hypervisor for forwarding and switching of packets \[86\]. Single Root I/O Virtualisation (SR-IOV) improves functions’ performance, enabling a single physical NIC to appear as multiple virtual interfaces, allowing VMs to access directly – PCIE passthrough \[110\].

– DPDK Kernel-Bypass and Virtual Network Functions Offload
In-kernel network stacks come with processing overheads [111, 112] due to other operations handled by the kernel, e.g., scheduling, memory management, device driver operations, etc. The kernel needs to handle core functions and the intricacies of packet processing, leading to increased code complexity and potential for bugs and vulnerabilities [113]. To achieve high-speed packet I/O transfer in kernel-bypass frameworks, zero-copy reduces the I/O overhead associated with copying packets from the NIC for processing in the user space. Packets are DMA’d directly from the NIC to a shared memory space accessible to DPDK-based network functions. High-speed packet processing is also made possible by utilising the DPDK poll-mode driver rather than interrupts [16].

Figure 3.3: Network Functions using kernel-bypass with DPDK

Although the use of kernel-bypass frameworks such as DPDK comes with the promise of high throughput, one of the key design considerations is the high-CPU utilization often associated with DPDK-based network functions [10] since network functions are tied to CPU cores. Another consideration associated with DPDK-based network functions is the lack of in-situ support for basic kernel features such as ARP or basic TCP/IP functionalities – these need to be implemented by the network operator if required for the vNF to work.
Additionally, it is worth noting that DPDK offers performance enhancements in packet processing (presented later in the evaluations in §3.4.1).

Functions can also be implemented on top of SmartNICs, to relieve the operating system of the heavy lifting associated with packet processing tasks [79]. This approach can maximise throughput and achieve minimum latency by embedding network functions (eNFs) on in-network processors, reducing server CPU utilisation on end hosts.

**Monoliths and Microservice Network Functions**

Monolith and microservices application deployment has been adopted by network operators, with more operators leaning towards the microservices model of network functions deployments [114], which allows for the decomposition of network functions into small manageable components, unlike the monolith model, which offers tightly coupled application deployment [115]. In contrast to monolith application deployments, the microservices model offers some critical advantages to network operators, which include 1) ease of scalability, 2) ease of testing, 3) fault isolation and resilience of network functions, 4) simplified application development, and 5) ease of service upgrades. Although microservices NF deployment offers the aforementioned benefits, some challenges are faced, such as service decomposition and orchestration complexity [114].

The MicroNF framework proposed by Meng et al. [116] handles the deployment of modularised service chains, using a centralised controller for service chain graph reconstruction and redundant NF reuse. Network operators can easily describe the modularised chain deployed by clearly defining how the elements are interconnected. This is followed by processing the MSFC using graph reconstruction and identifying any dependencies by elements, aiming to reuse elements where possible. The reordered MSFC is optimally placed to reduce the latency between processing elements.

The primary goals of most modular SFC placement solutions are to (i) efficiently reuse elements that have similar configurations in the processing pipeline by first addressing the problem of dependency between different elements, (ii) solve the problem of VM-to-VM connection optimally using a virtual switch, (iii) shorten the service chain length, and reduce packet processing costs, where necessary. Regarding the scalability of NFs, run-time scaling algorithms are used, ensuring minimal inter-NF latency along the service chain. The problem of selecting processing elements ideal for consolidation is also handled by the MicroNF framework, in addition to a placement algorithm that prioritises high performance.
The framework by Meng et al. [83] has one of its primary goals to consolidate processing elements collocated on a VM and handle the placement of the modularized SFC to minimise packet transfer overhead between VMs. Using performance and resource-aware placement, the authors designed a placement scheme that selects SFC elements for consolidation. Fairness is achieved between several NFs tied to a single CPU core using a run-time scheduler implemented in CoCo.

In terms of scalability, the framework can utilise a push-aside scheme specifically designed to handle the reduction in performance, which might arise due to scaling elements. Unlike most existing NF scalability approaches that start up a VM when there is a need to scale, which leads to more overhead in terms of latency, the push-aside algorithm reduces the need for inter-VM hop creation. Rather than creating a new replica (as used by traditional vNF scalability solutions), additional processing resources are added to overloaded elements, resulting in more efficient resource management, one of the key benefits of adopting the microservices deployment model.

---

**Figure 3.4:** An overview of the operation of I/O-bound NFs, e.g., ACL/Firewall, Header Classifier, and caching. Tasks involve IP header lookup and data store access.

---

**VNF Classification and Complexity** Table 3.1 presents some of the most commonly used NFs that can be abstracted and implemented in software and their classification. NFs are classified based on how they process packets and their typical operations along the processing pipeline. Figure 3.4 illustrates how packets traverse representative NFs that perform similar operations on received packets, such as an ACL/ Firewall. These NFs perform IP header lookups to read...
fields such as source and destination addresses, port numbers, and the protocol in use. In the case of an ACL/Firewall, packets are checked against predefined match-action rules to either discard or forward them.

Figure 3.5 illustrates the typical mode of operation of the second group of representative NFs (Table 3.1), i.e., NFs that perform operations beyond basic packet header lookup against predefined match-action rules. Packets traversing these NFs go through more fine-grained inspection of payload data, depending on the type of NF. A typical operation might involve performing regex matches, compression parameters for Quality of Service optimizations or encryption parameters. Table 3.1 was deduced after carefully considering the behaviour of virtual network functions and frameworks that were implemented in notable works such as [3,117–119], where representative virtual network functions such as IDS/DPIs and L3 routers exhibit compute-bound characteristics. In contrast, others, such as ACL/firewalls, are I/O-bound due to the nature of operations they carry out on packets traversing them [75,120].

3.3 VNF Frameworks Performance Evaluation

This section presents the design components of the vNF frameworks performance evaluation testbed to practically evaluate the performance of some representative classes
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of vNFs (presented in the classification in §3.2.1).

3.3.1 Data plane Packet Processing Considerations

Data plane packet processing refers to the handling and manipulating network packets within a networking device, such as a server, router or switch. This process involves various operations, including packet forwarding, filtering, routing, and traffic management. The data plane efficiently processes packets to ensure optimal network performance. However, data plane packet processing can be limited by factors such as packet size, the processing power of the device, and the complexity of packet manipulation operations [38].

One limitation of data plane packet processing is the processing power of the networking device. As network throughput increases, devices must process packets faster to meet the demand. However, a device’s processing capability may become a bottleneck, leading to packet loss or delays. To overcome this limitation, network equipment manufacturers continuously work on developing more powerful processors and specialized hardware accelerators, such as FPGAs, SmartNICs, and programmable switches, to enhance the data plane packet processing capabilities.

Jumbo frames or large packets require more memory and processing resources, increasing the time and resources needed for packet manipulation. Moreover, devices along the network path may have different maximum packet sizes, leading to fragmentation and reassembly overhead. Efficient handling of jumbo frames requires careful consideration of memory management, buffer sizes, and processing optimizations when making data plane devices part of the packet processing pipeline.

The complexity of packet manipulation operations can also limit data plane packet processing. Security-related modules such as a DPI, encryption/decryption, and NAT involve more complex processing tasks that can impact the overall performance. These operations require additional processing time, memory, and computational resources, which can slow down packet processing and reduce the device’s capacity [11]. Balancing the need for advanced packet manipulation features with performance requirements is crucial to ensure efficient data plane packet processing.

Device interoperability is another critical consideration in data plane packet processing. In a heterogeneous edge network environment, different devices from various vendors may have different programmability capabilities and interfaces. Ensuring interoperability and compatibility between programmable devices from other vendors can be challenging. Standardization efforts, such as open APIs and protocols, can help mitigate this limitation by promoting interoperability and ease of integration in
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Regarding the implementation of the testbed used in this thesis, the ovs-vswitchd API was used through the ovs-ofctl command line tool, which simplifies the process of interacting and manipulating flow rules in Open vSwitch. The DPDK implementation on the testbed is built on the OpenNetVM framework [16], which uses the NFLib library as an API for communication between network functions and the NF manager. Figure 3.6 depicts the packet processing frameworks evaluated in this thesis section.

Figure 3.6: VNF frameworks performance evaluation testbed – packets are generated and made to traverse one or more diverse frameworks simultaneously. Match-action rules are written based on the type of functionality (e.g., a router or a firewall vNF).

3.3.2 Virtual Network Functions Testbed Implementations

Following the vNF classification presented in section 3.2.1, this section presents the implementation of representative network functions using heterogeneous VNF execution frameworks. One problem is finding out where to implement these functions best, which should allow for faster service deployments and for SFCs to be deployed using the suitable processing elements in the network.

3.3.2.1 Experimental setup

For performance reasons, hosting all VNFs (middleboxes) in a single server can lead to resource contention [121]. This informed the design decision to isolate the NFs from the packet generator (Figure 3.6) using multiple physical servers in the evaluation testbed. Investigations were carried out using physical servers connected back-to-back to eliminate overheads caused by switches.
To leverage the support of the Intel Dataplane Development Kit (DPDK), a DPDK-supported NIC is needed; thus, the Intel X-710 Dual-port SFP+ NICs were used, with speeds set to 1Gbps for consistency throughout the evaluations. The CPU on the Device Under Test is an Intel(R) Core(TM) i7-8700 CPU @ 3.20GHz, with six cores (without hyper-threading) for improved performance per core and 32GB memory. Linux kernel 5.4.0-59-generic on Ubuntu 20.04. A separate commodity server is a packet generator using the tools described in the traffic generation section. A second commodity server with identical specifications is Device Under Test (DUT), which has DPDK network functions from the OpenNetVM framework.

For the container scenario, each function runs as a separate instance for the containerised functions, leveraging Docker, which was installed on a separate commodity server with similar specifications as the DPDK scenario for performance consistency. Aside from their lightweight feature, container network functions (CNFs) allow for rapid deployment, scaling, and management of network functions. They are designed to be stateless and horizontally scalable, enabling efficient resource utilization and high availability.

The data plane component of SDN-aware virtual switches, such as the Open vSwitch that handles traffic forwarding, can be leveraged for performing packet processing tasks. In the testbed presented in this thesis, Open-vSwitch was installed on the Device Under Test, with the programmed to emulate typical middlebox functionalities as firewall/access control and routing, creating the appropriate match-action tables. The `ovs-vsctl` command line utility was used to add a network bridge to the virtual switch installation. TUNTAP interfaces were added and enabled for network connectivity, and both the physical and virtual interfaces were added to the Open-vSwitch bridge for communication between the host machine and the virtual switch function. Using the `ethtool` tool, the speeds on the virtual network ports were set to auto-negotiate mode and 1000 Mbps full duplex.

In Figure 3.6, VNFs leverage virtualisation technologies, such as the QEMU/KVM hypervisor, to create isolated VM instances that mimic the behaviour of dedicated hardware. The VNF binaries are installed within the VM, providing the necessary functionality, such as routing and firewall. Communication between VNF instances and external systems occurs over virtual network interfaces (vpot in Figure 3.6), allowing traffic routing between multiple network functions and physical networks. In the testbed, resources such as CPU, memory, and network interfaces were allocated from the resources on the host (hypervisor) machine. This enables scalability, as additional VNF instances can be deployed on-demand, and ensures isolation between VNFs to maintain security and performance.
Paravirtualised (virtio-net) NICs were used on the VMs for better performance. Packets destined for the HTTP and FTP servers were filtered to allow or drop based on protocol type, data link and transport layer protocols. This time, the same setup for the router NF tests was reused by creating match-action rules to route packets coming from the packet generator and destined for the FTP and HTTP service based on layer three information using LPM lookup. For a comparable scenario, the commodity server (DUT) hosting the network functions setup as the NFVI is the same server used for the software switch scenario. VMs running on Kernel-based Virtual Machine (KVM) with minimal versions of the Linux kernel 5.4.0-59-generic were used, with virtual network interfaces set to 1GB speeds.

Note that, in all the evaluation scenarios, in addition to ICMP packets aimed at sending packets to different subnets (in the routing function scenario), the destination nodes were set up with simple HTTP and FTP services to test the firewall functionality in terms of ports 20/21 and TCP ports 80. To allow traffic to pass through servers, the kernel IPv4 forwarding feature was enabled, making the routing functionality implementation possible.

### 3.3.2.2 Traffic generation and monitoring

The designed testbed used open-source tools for packet generation and measurements. Pktgen, meant for high-speed traffic generation to simulate and evaluate network performance, was used for IP packet generation.

In the context of this experiment, due to the Intel DPDK’s high-speed line-rate packet processing capability, Layer 3 packets were generated, which allowed for the specification of source and destination addresses, including Time-to-Live and network(subnet) IP addresses. The choice of pktgen was also informed by its rich features, such as its flexibility for deciding packet rate, packet size, IP, and MAC addresses.

The kernel tc (traffic control) tool, which enables the configuration and scheduling of packets in the Linux kernel, was used and specifically used for shaping the traffic by setting qdisc (Queueing Discipline) on interfaces that needed to transfer packets at a defined rate, i.e., 1G in the switch data plane and KVM scenarios of the performance evaluations, which is in addition to the ethtool tool for setting the duplex mode, to full.

Iperf3 was used for bandwidth measurements in the testbed. This allowed us to specify TCP or UDP protocols and provide throughput values, including any losses or jitter (regarding changes to packets’ arrival time). Packets are sent and made to traverse the network functions being evaluated, with bandwidth values being returned.
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The ping protocol sends ICMP packets between source and destination through the tested network function for scenarios where access control or firewall functionality is evaluated. This was also used to test the routing functionality in the testbed, i.e., the ability of the function to route packets between different networks. Simple kernel tools, the top and the htop, were used to monitor CPU utilisation on the performance evaluation testbed, which helped identify any performance bottlenecks in the setup.

3.3.2.3 Network functions instantiation

– Software switch functions

When functioning as a router, the Open-vSwitch switch matches the longest source and destination IP prefix and forwards packets using specified port numbers. The firewall functionality in the testbed matches IP addresses and specific TCP/UDP port numbers and denies or permits packets (based on defined match-action flow rules). For the firewall VNF configuration, match-action rules were provisioned on the virtual switch bridge to process packets destined for services, such as HTTP and FTP services, at any given time. Two separate flow tables were used in the Open-vSwitch scenario to implement the firewall and routing functions. Using ovs-ofctl, flows were added to the flow table, specifying source and destination ports and actions to be taken (drop, when denying access or NORMAL, which forwards received packets to egress interfaces). For the layer 3 routing rules (router function), source and destination IP addresses are used, with the type 0x0800 set, to indicate that the expected payload contains IPv4 packets, the time to live (TTL) is decremented at each hop, and the egress port/interface number is specified.

– DPDK functions

In the testbed presented in Figure 3.6, the Data Plane Development Kit leverages the OpenNetVM NFV framework, which is ideal for building high-speed vNFs that can handle line-rate packet processing using zero-copy and the DPDK poll-mode driver, rather than interrupts [16]. The NF manager component of the testbed is built on the OpenNetVM manager. It represents the NFV MANO component responsible for NF life-cycle management. Functions were implemented as depicted in Figure 3.6, for the firewall NF scenario, the NF was initialised by creating an initial batch of 16,000 packets from the packet generator, which increases while the NF runs. The packets are returned to the RX queue of the generating NF (for measurements). This scenario was deployed to implement the firewall NF and then use the router Longest Prefix Match functionality on DPDK. The firewall and the nfrouter functions from OpenNetVM were
leveraged as the functions for this scenario.

- **Containerised functions**

  The firewall and router network function rules were added to lightweight Ubuntu base container images pulled from Docker Hub in this scenario. Similar rules, as in the Open-vSwitch scenario, were added to the instantiated containers in each scenario, i.e., firewall and router function, with iptables rules added. The virtual ethernet interfaces (Veth), which offer isolation by restricting container traffic within individual containers, are used for container networking between containerised functions and the host machine. In this scenario, the generated packets are made to traverse the containerised NF; match-action rules are inserted based on the type of functionality (a router or firewall function). For performance considerations, containers are instantiated and tied to CPU cores for a fair comparison. Kernel-based iptables firewall rules were used as the firewall function, denying/allowing traffic based on parameters such as source, destination IP, protocol and port number. Using the `iproute2` module, routes are added to the container, acting as the router function between the source and destination nodes.

- **KVM-based functions**

  The instantiation of functions in this scenario started with creating simple KVM virtual machines with two virtual CPU cores, 4GB RAM, and three virtual NICs (for communication with the host machine, source and destination nodes). Note that the storage requirement is insignificant while specifying the parameters of the virtual machine for the network functions, thus 20GB of storage was allocated to each VM at the time of creation. The kernel-based firewall function was configured using iptables to filter traffic sent to the destination node in figure 3.6, which is an implementation of equivalent functionality to the software switch firewall rules in terms of the operations carried out on received packets, i.e., matching packets based on source and destination ports or IP addresses. The router NF was configured as a simple Linux kernel-based router to route packets between two separate networks, with the packet generator and DUT server connected back to back (Figure 3.6). This was achieved using virtual machines solely created to host the given functionality (firewall and routing), with IPv4 forwarding enabled to allow traffic to pass through to the destination node on the testbed.
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This section presents the results from the testbed described in the previous sections. Representative performance parameters such as throughput, packet rate and CPU utilization for each scenario are measured. In §3.4.1, the evaluation results of DPDK-based and containerised functions are presented, using commonly used representative virtual network functions in service provider network environments, i.e. a firewall and router, with focus on the million packets per seconds being processed by each function.

In §3.4.2, the evaluation results from the switch data plane functions are presented. Note that the bandwidth measurements in Figure 3.8 are averaged over ten runs each using iperf3 (varying the len option to accommodate different packet sizes). For this scenario, bandwidth and CPU utilisation metrics were observed for each network function implementation. The results from the evaluation of KVM-based functions are presented in §3.4.3, detailing each representative network function’s bandwidth and CPU utilisation.

3.4.1 DPDK and containerised functions performance

This section presents the findings using a framework that handles line-rate packet generation and processing. This helps discover the behaviour of commonly used representative network functions on a high-performance vNF execution framework and lightweight containers. The experiment was carried out using the Intel Data-Plane Development Kit (DPDK)\textsuperscript{1} framework and Docker containers. The results are as shown in Figure 3.7 where the packets per second rates obtained are depicted for the minimum-sized (64B) and MTU-sized (1500B) packets. The DPDK firewall NF processed about 2Mpps, with the containerised firewall function processing about 0.7Mpps (only 35 % of packets sent) for 64B packets.

3.4.2 Software switch data plane functions performance

This section presents the results from the implementation of the software switch functions. The supported bandwidth achieved on the switch data-plane firewall scenario is 226Mbps for 64B packets. Meanwhile, the largest packets (1500B) were transferred at a bandwidth of 957Mbps, which is about 96% of the supported line rate. The switch data plane router NF processed 185Mbps at small packet sizes (64B) and 905Mbps for large ones (1500B). In addition to Figure 3.8, to put the results into perspective, Table

\textsuperscript{1}https://www.dpdk.org/
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Figure 3.7: Million Packets Per Second – DPDK and Containerized vNFs. All NFs are tied to separate CPU cores for performance isolation and measurement consistency.

3.2 summarizes the bandwidth for the switch data plane and KVM-based functions implementations of the firewall and router NFs, with various packet sizes.

The switch data plane implementation scenario yielded about 14% more bandwidth for 1500B packets (Figure 3.8). NFs (router and firewall) produced a reasonably high bandwidth compared to the KVM-based function implementations. The drop in performance observed with small packet sizes is due to per-packet overheads and a higher required PPS, which is seen as a drawback in most software-based middleboxes. The CPU utilisation is presented in Figure 3.9, with the switch data plane firewall function utilising fewer resources (details in §3.4.3).

3.4.3 KVM-based functions performance

In this evaluation, similar to the switch data plane scenario, the performance while sending various packet sizes, with packets traversing the VM network functions, was measured and presented in Figure 3.8 and Table 3.2. With the firewall functionality in place and the packet generator attempting to gain access to the server hosting network services, the bandwidth peaked at 150Mbps (for 64B packets), a significant decrease from 226Mbps observed in the switch data plane scenario. Similar tests were carried
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Figure 3.8: Mean bandwidth rates for switch data plane and KVM-based deployments of network functions.

Table 3.2: Mean bandwidth rates (in Mbps) for data-plane and VNF deployments.

<table>
<thead>
<tr>
<th>Packet size (B)</th>
<th>DP-Firewall</th>
<th>VM-Firewall</th>
<th>DP-Router</th>
<th>VM-Router</th>
</tr>
</thead>
<tbody>
<tr>
<td>64</td>
<td>226</td>
<td>150</td>
<td>185</td>
<td>120</td>
</tr>
<tr>
<td>128</td>
<td>448</td>
<td>330</td>
<td>400</td>
<td>290</td>
</tr>
<tr>
<td>256</td>
<td>794</td>
<td>700</td>
<td>750</td>
<td>650</td>
</tr>
<tr>
<td>512</td>
<td>886</td>
<td>750</td>
<td>830</td>
<td>700</td>
</tr>
<tr>
<td>1024</td>
<td>939</td>
<td>800</td>
<td>880</td>
<td>740</td>
</tr>
<tr>
<td>1500</td>
<td>957</td>
<td>830</td>
<td>905</td>
<td>800</td>
</tr>
</tbody>
</table>
out for the router NF, producing a bandwidth of 120Mbps for 64Bytes packets. MTU-sized packets produced 800Mbps, which is about 11% below the bandwidth reached in the corresponding data-plane router scenario, i.e., 905Mbps.

For MTU-sized packets, the bandwidth of 830Mbps (for the firewall NF scenario) was achieved, which is 13% less than the switch data plane firewall scenario. For this first set of experiments, it is observed that the switch data plane scenarios outperform the VM functions implementations regarding maximum bandwidth and CPU utilization; this also holds for the packets per second rates (Figure 3.8).

The CPU utilization of the commodity server hosting the testbed is depicted in Figure 3.9, which gives the processing cost of having the NFs deployed in both scenarios. By implication, regarding CPU utilization cost, the switch data plane implementation of the firewall requires fewer resources. CPU spikes were much higher in the firewall VM scenario (up to 120%, which is precisely 10% of the overall CPU cores on the server. Note that higher CPU utilization was achieved for smaller packet sizes, which decreases as packet size increases (Figure 3.9).

Figure 3.9: CPU utilization – switch data plane firewall and router maintain much lower CPU utilization when compared with VM functions, as the million packets per second increases.

3.4.4 VNF Suitability and Recommendations

Evaluations were carried out with multiple physical commodity servers to fully appreciate how deployment choices by network operators can affect NFV performance. Also, containerized and DPDK NF scenarios benefited from the design choice of run-
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ning NFs on separate CPU cores. Another design consideration is the behaviour of vNFs built using kernel-bypass frameworks such as the Intel DPDK library. The number of available CPU cores is especially relevant when network operators adopt this approach. This is even more so as vNFs are often tied to available cores, and depending on the use case, some cores need to be made available for the NF manager or controller.

By integrating DPDK in the packet processing pipeline, functions can be executed directly on the physical host’s hardware, bypassing the overhead of traditional hypervisor-based networking. DPDK allows VNFs to access and process packets directly from the host’s network interface, drastically enhancing throughput and reducing latency. This integration enables the efficient deployment of network functions, such as firewalls, load balancers, and deep packet inspection, as lightweight and high-performance instances. As a result, DPDK-based VNFs achieve better scalability and responsiveness in modern virtualised network architectures [34, 122].

The performance of the data plane switch implementation is particularly noticeable with larger packet sizes, especially in the firewall VNF tests. This consistency also holds for CPU utilization. By implication, service providers can leverage the data plane of the network, especially in situations where compute-intensive NFs are deployed. The overall performance of network functions evaluated increased significantly using DPDK, even for 64B packets. Service providers can also leverage this to deploy compute-intensive vNFs, such as a stateful IDS, for faster packet processing.

The mode of operation of some network functions, such as WAN optimisers, involves carrying out tasks such as traffic compression/decompression, caching, floating-point operations and sometimes content duplication [78]. Current switch data plane technology does not readily support such operations; hence, service providers can leverage other heterogeneous deployment options.

One of the practical scenarios that would benefit from the results of the evaluations presented is a network operator that provides a set of network functions comprising a gateway firewall and an Intrusion Detection System (IDS), a scenario explained in §3.2. This chain of network functions currently being implemented in the user space of the network can be split in a hybrid manner between the data plane and user space to improve performance and reduce processing and service deployment costs.

A network function such as an IDS, which is stateful, requires security modules and is computationally intensive [119]. This will benefit from the available resources (memory, CPU and I/O) in the user space of commodity servers while having the firewall functionality or other lightweight functions deployed at the network data plane. Also, depending on application profiles and requirements, a hybrid deployment scheme can
be employed in some existing and emerging edge network use cases, such as e-healthcare, self-driving cars and mixed reality (MR). Simple, time-critical operations can be delegated to the data plane, leaving only more complex, stateful and resource-hungry processing for user-space VNFs.

3.5 Summary

This chapter presented the key design requirements and the need to use heterogeneous packet processing elements to deploy virtual network functions in service provider network environments. The justification for using heterogeneous packet processing elements was also presented in §3.1.1, including SFC structures, underlying packet processing technologies and classification of representative virtual network functions.

To assist network operators with the decision-making process of selecting the appropriate packet processing frameworks for creating a service chain, this chapter also presented the key design components of a vNF performance evaluation testbed, suitable for ascertaining the performance benefits of heterogeneous packet processing frameworks for NFV deployments in next-generation networks. In §3.2, the key technical differences between some commonly used packet processing frameworks were presented.

The design implements commonly used network functions (a firewall and a router) using the data plane component of a production-grade virtual switch and network functions deployed on separate virtualised processing elements §3.3. A high-performance scenario using the Intel DPDK framework and a scenario with lightweight containerised network functions were considered for deploying the same network functions, which shows a significant increase in the performance of the representative network functions considered. Results from the evaluations were presented in §3.4, including a detailed explanation of some recommendations to network operators in §3.4.4 regarding the considerations for implementing virtual network functions.

This chapter's design principles and evaluations will help network operators deploy diverse network functions on heterogeneous hosts. Depending on application profiles, NF complexity, and resource availability in the network infrastructure (presented in the next chapter), a hybrid deployment framework where service providers deploy NFs using the network data plane and user-space processing elements is feasible.
Chapter 4

Latency-aware VNF Placement on Heterogeneous Edge Hosts

4.1 Overview

Emerging edge computing use cases make finding innovative ways to implement virtual network functions in edge network environments imperative. It is now commonplace to have a chain of vNFs consisting of functions with diverse latency, bandwidth and resource requirements (Chapter 3). On the other end of the vNF deployment spectrum, diverse packet processing elements are available to network operators for function placements.

In addition to exploring the capabilities of diverse packet processing elements for edge vNF placement, there is also a need to shift from the status quo of vNF placement, i.e., by leveraging the processing capability of the programmable data plane and incorporating the same as part of the end-to-end packet processing pipeline. Although attempting to leverage the capability of the programmable data plane for the placement of vNFs has some promising results in terms of improved service delivery, it is worth noting that a subset of functions is not necessarily ideal for programmable data plane implementation due to their particular requirements, e.g., high storage, compute, and encryption/decryption.

This chapter presents the motivation for considering the network data plane for vNF placement and why a hybrid placement scheme is needed to meet the diverse demands of edge use cases in next-generation networks. It also presents the fundamentals for latency-aware hybrid placement of vNFs on heterogeneous hosts, which addresses the lack of frameworks that can leverage the network data plane to offer end-to-end programmability along a given network path in the edge infrastructure.
4.2 Design Considerations

This section presents some design considerations for deploying network functions on heterogeneous NFV frameworks, thus extending some of the considerations presented by the IETF draft on lightweight NFV technologies [123] and the ETSI NFV standard on VNF implementation [51].

4.2.1 The Need for Hybrid VNF Placements

There are diverse frameworks for implementing virtual network functions in service provider network environments, which can be used to implement network functions at the data plane of the network using virtual switching technologies such as Open-vSwitch [124] or P4 [9]. Virtual network functions can also be implemented in the user space, using unikernels [125], virtual machines [126], FPGA [127], or, containers [16] – or accelerated using frameworks such as eBPF [40, 128] or DPDK [92].

As detailed in §3.3.2, Open-vSwitch is one of the earliest and widely used frameworks that supports defining virtual network functions using a set of match-action rules. The OpenFlow protocol (§2.2.1 of Chapter 2) has seen commercial adoption in service provider networks since its first release [129], which also serves as an essential component for achieving control and data plane separation in SDN.

Because Open-vSwitch, using the OpenFlow protocol, does not inherently support stateful data plane processing [130], it becomes ideal for implementing simple stateless functionalities, e.g., a stateless firewall or router functionality, as demonstrated in the experiments presented in Chapter 3. Few exceptions are possible regarding achieving stateful packet processing using Open-vSwitch, e.g., the stateful firewall functionalities presented in [131, 132] and stateful NAT [133]. These are essentially achieved by extending Open-vSwitch using the conntrack kernel module or other custom-built APIs [134, 135] and are known to add additional overhead, which impacts performance [133].

The introduction of P4 [9], which adopts the Reconfigurable Match-Action Table (RMT) architecture for programming packet processing pipelines addressed some of the limitations of the Open-vSwitch data plane (see §2.2.3 in Chapter 2), which includes being device agnostic, providing an architecture that allows network engineers to flexibly program rules for specific targets, the ability to define a pipeline of tables that are only constrained by the available memory on the target device and support for dynamic match-action tables and more protocols for defining packet processing pipelines. One of the main breakthroughs of P4 has been the ability to perform (cus-
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tom) real-time packet processing, which OpenFlow can only do through an SDN controller. This provides network operators a much more flexible option for programming functions that can be implemented on various targets for different use cases. Using P4, stateful packet processing is being achieved in some example use cases, such as the implementation of key-values stores as in [136] and in-network telemetry computations as in [23], whilst retaining performance.

Unikernels [125], specialised lightweight Virtual Machines, serve as an option for deploying user space network functions. Several factors have hindered the wide adoption of unikernels by network operators for deploying applications in the past, some of which are a lack of fundamental security features, a lack of Portable Operating System Interface (POSIX) compatibility, limited adoption of a tooling ecosystem, etc. These limitations were addressed by introducing the Unikraft architecture [137], which provides POSIX compatibility, security features support, and a fully modular architecture directly translating to high performance [138]. ClickOS [81] is one notable implementation that uses unikernels for creating lightweight network functions based on the Click router [139]. The ability of unikernels to only use parts of the Operating System while running on special hypervisors increases their portability; thus, their specialised lightweight nature makes them ideal for serving real-time user space applications, as more recently demonstrated in [17].

Unlike unikernels, network functions deployed on Virtual Machines are implemented on virtual instances of a full-blown machine, i.e., encapsulating the functionality of an OS, libraries, a separate kernel, CPU, memory, configuration and binaries running on top of hypervisors such as KVM (see more details in §3.2.1 and §3.4.4 in the previous chapter). This makes VMs ideal for deploying compute-intensive user space functions that can easily leverage the available CPU, memory and storage the virtual environment offers. In contrast to Virtual Machines, containers (see §3.2.1) are lightweight options for deploying virtual network functions, which presents less processing overheads [18][19]. Results from the experiments presented in the previous chapter also show the performance gains of using containerised functions (see §3.4.1).

FPGAs are also good candidates for deploying high-performance network functions, which are enabled by their support for ASIC-like performance, thus offering low latency and high throughput, including runtime reconfigurability [2]. FPGAs offer line rate packet processing and can readily be integrated with other acceleration frameworks, such as the Intel DPDK, as demonstrated in [24].

The wide adoption of FPGAs for deploying network functions has also birthed some FPGA-supported NICs, e.g., the Xilinx Alveo [140]. A recent use case example is eHDL [141], which serves as a synthesis tool for generating eBPF/XDP programs,
with the Xilinx Alveo U50 FPGA NIC as a target. Other concrete examples of functions implementation on FPGAs include Metron [77], ClickNP [142] and Flightplan [22].

The ability to capture and filter user-level network packets that matched defined rules was one of the initial design goals of the original BSD Packet Filter (BPF) – which also allowed the safe execution of user-written programs in kernel space [143]. The design employs a register-based machine easily supported by commonly used register-based Reduced Instruction Set Computer (RISC) processors. The availability of larger address spaces also allowed BPF to use a non-shared buffer model. BPF has since evolved with the introduction of the Extended Berkeley Packet Filter (eBPF) to better leverage modern processors’ capabilities. Changes such as the use of Just-in-Time (JIT) compilation, increasing the number of registers to ten from two, and migrating to 64-bit registers have helped boost performance since this means, like native hardware, parameters can be passed directly to functions in eBPF virtual machine registers [144].

Kernel hooks like the eXpress Data Path (XDP) use eBPF to safely place user-written code into the packet processing pipeline [11]. This makes eBPF ideal for running functions that can safely be implemented within the kernel stack, as demonstrated in Galette [40] and eHDL [141].

In contrast to eBPF, to achieve fast packet processing, the Intel Data Plane Development Kit (DPDK) completely bypasses the kernel, using poll mode drivers which map NICs to transmit and receive queues to handle device operation and memory allocation (see §3.2.1 for more details). DPDK has seen wide adoption in implementing network functions that can achieve high performance by bypassing the kernel stack [3]. Some common examples using DPDK to accelerate packet processing speeds include OpenNetVM [16], FlexiIPS [25] and Phantom SFC [26]. DPDK has also been used to achieve ultra-low latency packet processing [27]. Some recent use cases, such as Middlenet [128], combine eBPF and DPDK’s capabilities to achieve high packet processing performance.

Van et al. [145] proposed a hybrid NFV framework for building low-latency and high-throughput vNFs using XDP. The XDP program handles simple operations, whereas a user-space program handles complex operations. Three example NFs were chained (with two SFCs) using OpenStack. The proposed framework separates packet processing into fast and slow paths, with less complex NFs (simple LB and flow statistics) handled by the slow path, whereas vNFs that require complex processing are handled by the fast path. Another use case scenario is when functions are implemented in XDP using a simple hash algorithm and are implemented using a hybrid approach that combines user space and kernel space if the NF is sophisticated, e.g., [146–148].
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Because NFV and data plane programmability allow for the creation of tailored network functions for efficient packet processing, it is ideal for creating a processing pipeline that supports fast service delivery and efficient use of available resources by service providers to support future networks. Creating a service function chain (SFC) currently involves chaining network functions that are either implemented at the data plane or as user-space functions and are often carried out using network functions built using the same framework to create processing elements. Current frameworks create SFCs through chaining a single type of vNFs; thus, very few try to chain components from different frameworks [40], let alone include programmable data plane processing elements as part of the chain.

The current data-plane technology is resource-constrained and does not easily support operations such as manipulating floating-point values [11]. This is partly because programmable data plane hardware was designed to achieve packet processing proficiency; general purpose NPU NICs are no exception [149]. To achieve online learning in the data plane, Opal [149] employed classical techniques of Reinforcement Learning, which leverages the inherent parallelism of SmartNICs to allow flow inference at line rate.

Thus, the resource-constrained nature of the data plane also poses some limitations in implementing resource-hungry network functions, e.g., network functions that require constant state management. In addition to being resource-constrained, the bound execution time also means the programmable data plane is not readily capable of handling turing-complete computations and loops [2].

We question how network functions are currently implemented (including the composition of the network functions that create a service chain) and seek to argue for a hybrid implementation approach that combines user space and data-plane components to create a chain of network functions along the processing pipeline.

It is correct to state that diverse frameworks have their constraints and benefits. A hybrid implementation framework will leverage user space and data plane benefits by composing processing pipelines using diverse frameworks. A hybrid NF implementation framework combines the available resources in the user space and the fast processing speed of the network data plane to reduce end-to-end latency and improve packet throughput and CPU utilisation.

Efforts such as HYPER [150] focus on creating a hybrid NFV framework that can leverage softwarised network functions and implementations on hardware devices without considering whether the network functions are deployed at the network data plane or in the user space. Marcuzzo et al. [151] proposed a framework for offloading parts of a virtual network function to a programmable data plane.
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The proposed architecture can offload specified components of a network function and, at the same time, provide support in situations where NF offloading is not desirable. The management component of the framework comprises (1) an interface for service providers (the user module), which users can use to initiate or stop an offload request; (2) a module for translating offload code that has been compiled for installation on data-plane programmable devices, (3) a module that serves as the offload manager, for handling compiled offload code and communication with the NFV component; and (4) NFV and SDN modules for handling connections to the controller, topological data, and flow rule installation (SDN module), while the NFV module handles communication with the offload agents on the network functions.

Although the proposal presented by Marcuzzo et al. [151] aims to push some components of network functions down to the data plane of the network, it is not entirely a hybrid framework that composes packet processing pipelines from diverse NFV frameworks. Similarly, [145,150,152] attempted to solve the problem of data plane and user-space packet processing using network functions built from the same framework(s).

Some works consider the placement of network functions in a hybrid manner, i.e., using a combination of softwarised and hardware functions to create a service chain as some of the notable attempts in this domain, hybrid architectures that consider the deployment of network functions as softwarised and hardware functions were presented in [150,153–157]. [155] proposed and evaluated their ILP model using service chains that comprise hardware and software functions.

These works, however, did not look at the heterogeneity of the underlying VNF hosts and the diverse nature of service requests; the solution presented in this thesis differs in this regard – as the heterogeneity of VNF hosts, which cater for emerging use cases, is explored. The hybrid solution presented in this thesis places VNFs on user space hosts and leverages the speed of the data plane in distributed edge network environments. The heterogeneity of packet processing elements is acknowledged; in particular, the processing speed of the data plane and available resources on user space hosts are leveraged when placing virtual network functions in a hybrid manner. This approach differs from the above-mentioned efforts, which focus on hybrid placement in the context of software and hardware VNF hosts. Additionally, the hybrid placement solution in this thesis caters to the dynamic nature of edge network environments by ensuring that SLAs are met regarding subscribers’ latency violations.

The genetic algorithms proposed by Cao et al. [154] aim to minimize link utilization and bandwidth consumption in hybrid NFV environments. They assume all network functions can be placed on VMs irrespective of type or service capability. Leivadeas et al. [157] focused on minimizing end-to-end delay and deployment cost by placing
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network functions on cloud infrastructure and edge servers in a hybrid manner.

![Figure 4.1: Edge Network Infrastructure](image)

#### 4.2.2 System Operational Overview

Operationally, the system is designed for network operators to leverage for deploying vNFs at edge network environments using heterogeneous packet processing elements. Network operators can quickly build, implement, and manage diverse vNFs on demand for heterogeneous packet processing elements.

The high number of emerging edge computing use cases makes it challenging to efficiently accommodate user vNF placement requests by network operators using the traditional edge vNF placement approach, i.e., an approach that typically lacks the proper integration of heterogeneous packet processing elements such as programmable data plane switches or SmartNICs, which should extend data plane programmability to the edge network infrastructure.

As depicted in the target network environment (i.e., the edge infrastructure in Figure
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The infrastructure consists of several use case networks, e.g., a home network with everyday appliances, including smart home devices, an IoT network with devices such as autonomous vehicles and smart grid appliances. The edge network infrastructure also provides low-latency services to the enterprise network (Figure 4.1).

This network infrastructure is considered in this thesis, as it encompasses the components of a typical edge network scenario, showcasing diverse emerging use cases that can be accommodated by deploying vNFs using heterogeneous packet processing elements. The topology also captures the integration of public cloud infrastructure, which has abundant, scalable resources (compute, storage and I/O) that can be used for hosting network functions as a fall-back mechanism when edge hosts run out of capacity. Also, looking closely at the network infrastructure, operators can easily choose the composition of the internal NFV servers, including a diverse set of packet processing elements such as high-end commodity servers, programmable switch hardware, FPGA, DPDK, etc.

One goal of the proposed design is to minimise network operators’ need for constant interaction to detect new applications or devices. Due to the mobility of edge users, the system needs to capture this behaviour automatically, with as minimal intervention as possible by network operators. Network operators can use code to define tailored services; thus, the platform would automatically determine the latency-optimal path while adhering to operator-defined policies, having available packet processing elements to host the defined vNF.

Since the system is designed to incorporate diverse packet processing elements, it becomes imperative to consider the complexities involved, i.e., deployability, security, and performance – for example, employing proper isolation mechanisms in the case of containerised functions (explained in §3.2.1) to ensure the security of vNFs and considering the complexities introduced while using kernel-bypass frameworks such as the Intel DPDK acceleration framework or the peculiarities of data plane programmable devices. Network operators must make required device capabilities and service adjustments to accommodate the platform based on the aforementioned operational considerations for the system to be integrated appropriately into the existing edge network infrastructure.

4.2.3 High-Level Design Requirements

An extensive review of relevant literature has been conducted to align the system’s architectural design with its intended purpose, coupled with an in-depth analysis of existing vNF performance evaluation and placement platforms. The culmination of
these investigations has yielded a set of design requirements. The design requirements for the performance evaluation of heterogeneous vNF frameworks and latency-aware hybrid edge vNF placement platforms are presented below:

1. The vNF placement design should leverage heterogeneous devices for running vNFs, e.g., lightweight devices at the distributed edge network environment or the subscribers’ residential network environment (depicted in Figure 4.1).

2. The support for public cloud infrastructures should be integrated as part of the platform, which should be used to place user space functions in case the network data plane runs out of capacity to host vNFs.

3. The platform should ensure the optimal placement of vNFs while considering the temporal network properties and the geographic location of subscribers. The platform should provide flexibility in the placement, prioritizing low latency paths with data plane processing elements to deliver efficient, fast services.

4. The platform should ensure subscribers stay connected to their respective vNFs at any given time by implementing transparent traffic routing.

5. The hybrid placement platform should prioritise using the network data plane to place delay-sensitive vNFs.

### 4.2.4 Provision for Resilience, Elasticity, and Scalability

Several factors can lead to service disruption at the network edge; some common causes of failure are the lack of resources (e.g., memory, CPU, storage, etc.) on one or more heterogeneous vNF hosts along a processing pipeline, software challenges associated with the vNFs and hardware failure. This is significantly more so because vNFs are hosted on physical devices with diverse characteristics, making edge placement solutions’ resilience a key priority [158].

The elasticity of such a system is also an important consideration. The system should be able to easily adjust to changes in workload by provisioning or de-provisioning resources, based on demand, to cater to any system failures, e.g., resulting from the lack of available resources on servers to host vNFs. For example, functions requiring quick start and stop times can be implemented as containerised vNFs in the processing pipeline to achieve elasticity. Ensuring that inactive vNFs are deactivated will help achieve the system’s elasticity.

Because the platform employs heterogeneous underlying hardware for hosting vNFs, designing portable vNFs by network operators that can easily be deployed on various
devices is imperative, e.g., programmable switches, containers, cloud servers, Smart-NICS, on-prem VMs, etc. This will help ensure the system can easily scale by placing functions across multiple devices with unique characteristics along a given path, which adopts an end-to-end in-network compute continuum.

4.2.5 VNF Performance Considerations

Edge use cases often require the chaining of vNFs to deliver tailored services, making communication between vNFs a key design consideration for performance [83]. For example, I/O-bound functions (introduced in §3.2) require high-speed communication between an external data store and vNFs, which makes it imperative to consider, at the design stage, the communication mechanism employed to improve performance.

Furthermore, in terms of management and orchestration of functions [159], vNFs need to communicate with the NF Manager constantly [16][18][92], which often involves the creation of a shared memory space for storing metadata information, a list of service chains, and flow tables. The NF manager employs controllers in most platforms, e.g., [18][77][160], to handle relevant tasks such as memory management, vNF life-cycle management, inter-vNF communication, and maintaining keepalive messages.

It is also essential to note that vNF runtime performance varies depending on the vNF type and the packet processing elements’ capabilities for hosting the function. For example, on the one hand, network functions such as an IDS or a DPI module, which are stateful and often computationally intensive [10][119], can achieve improved runtime performance by leveraging the available computational resources (memory, CPU and I/O) on commodity servers. On the other hand, the performance of commonly used lightweight, stateless applications such as a stateless ACL firewall or load balancer can be improved by incorporating data plane packet processing elements (e.g., programmable switches, SmartNICs, etc.) as part of the service chain.

Another critical consideration regarding performance is always ensuring, where operationally feasible, the use of optimal locations (e.g., using metrics such as latency, bandwidth, I/O, etc.) on the edge network infrastructure for the placement of vNFs, which would reduce the need for replicating or constantly taking snapshots of vNF instances to handle resilience, thus minimising the commonly associated overheads resulting from a lack of optimal function placement [34][93][94].

As demonstrated in [93], designing NFV frameworks for resilience against node and link failure in a service chain requires additional (backup) resources to be deployed for redundancy, which comes with additional overhead if not adequately planned – becoming counterproductive in achieving high performance across the service chain.
Furthermore, not optimally placing vNFs on the edge network infrastructure has a negative ripple effect on the network’s resilience, i.e., to handle downtime that is caused by inefficient function placement, network operators would have to employ several high availability and fail-over schemes, which introduces unnecessary packet processing overheads in the network [161].

By implication, to improve vNF performance and cater to emerging edge use cases, network operators that offer a chain of services, for example, comprising a gateway firewall and an IDS, can split the vNFs in a hybrid manner between the network data plane and other packet processing frameworks such as eBPF [128], ClickOS [81], etc., to reduce processing and service deployment overheads. In summary, there’s a need to consider as part of the design, among other factors, 1) the runtime performance of vNFs, 2) the management of the vNF life-cycle, and 3) the high-speed communications needed between vNFs as it relates to management and service orchestration.

4.2.6 Considerations for Large-scale Deployments

Determining the physical location of functions in a given network topology is the primary goal of the ETSI NFV architectural framework (presented in §2.2.4) regarding management and orchestration. This makes it imperative that the management software handles continuity, performance management, communications between functions, and resource management. Managing large-scale deployments involving heterogeneous packet processing elements is not trivial, which is even more so as the size of the edge infrastructure grows. Referring to the target network infrastructure introduced in Figure 4.1, note that the hybrid placement scheme presented in this chapter effectively caters to large-scale deployments by employing a heuristic algorithm that handles incremental vNF placements – depending on the size of the infrastructure.

Proactive vNF management

In line with one of the promises of NFV, i.e., the ability to seamlessly adapt to network-wide changes, it is essential that the placement platform can ascertain the availability of resources on edge hosts – the placement model neatly captures this and heuristic presented in §4.3.3 and §4.4 respectively. The dynamic nature of edge users makes this consideration imperative, e.g., due to the mobility of users or traffic rerouting due to link failure, etc. Achieving the aforementioned can be complex in large-scale edge deployments, even more so with the heterogeneous packet processing elements proposed in this thesis.

Resource and VNF Placement Visualisation

Another consideration for large-scale deployments is that the network operator should
visually represent the network topology and the vNFs deployed based on user requests. This makes it easier for operators to integrate other essential components, such as a billing system or software for collecting user information. Although achieving this in large-scale deployments is not trivial, the placement model presented in this chapter allows network operators to use low-level data visualisation tools like the Python Matplotlib library to visualize users and their connection to respective vNFs.

Furthermore, in large-scale NFV deployments, a single placement visualisation interface would allow operators to manage connection states, the location of vNFs, users, and the status of services. This module would also help network operators interpret any alerts the system receives, e.g., when a user is no longer connected to a certain vNF, etc.

4.3 Latency-aware Hybrid VNF Placement

This section presents the design of the hybrid vNF edge placement on the heterogeneous host framework. The hybrid placement model is formulated as an Integer Linear Programming (ILP) problem to calculate the latency-optimal allocation of network functions on heterogeneous packet processing elements at the network edge.

4.3.1 Rationale

Due to the diverse nature of emerging applications, using the same types of underlying packet processing elements along a packet processing pipeline does not efficiently cater for use cases such as e-healthcare, autonomous vehicles, mixed reality (MR), etc. Different frameworks come with characteristics that network operators can leverage to achieve a hybrid placement of vNFs, e.g., kernel-bypass frameworks such as DPDK, which offers high performance (see Chapter 3 and §4.2.1).

In a similar context, XDP bypasses the entire network stack processing, speeding up performance. KVM machines and lightweight containers like Docker are also good candidates for hosting virtual function binaries (presented in Chapter 3). Network operators can also use software middlebox platforms such as ClickOS [81] to achieve high-performance vNF deployments. Operators can also leverage programmable devices such as P4-enabled hardware switches and FPGA-based SmartNICs to implement network functions on the other end of the spectrum of packet processing elements.

A hybrid solution can leverage the advances from the data plane and user space. To achieve end-to-end programmability at the network edge and cater for diverse use
cases, we must design placement frameworks to leverage data plane heterogeneity along a given network path. Thus, frameworks that allow us to choose the right packet processing elements are desirable based on their suitability to host a particular vNF.

As a departure from how vNFs are currently being placed, i.e., the lack of frameworks to support the seamless placement of vNFs implemented on diverse platforms, we propose a placement scheme that provisions network functions in the programmable data plane and on user space hosts to reduce packet processing overhead and overall path latency, by leveraging the benefits offered by heterogeneous packet processing elements.

4.3.2 Hybrid Placement System Model

The hybrid placement model has been formulated using the system parameters presented in Table 4.1. The graph $G$ represents the physical network infrastructure’s topology, having user space, data plane hosts, and edge users. The physical links between edge nodes are contained in the set $E$, while paths in the network topology are captured using $P$.

The model outputs a mapping of vNF requests onto heterogeneous packet processing elements and the best route (in terms of lowest delay) between source and destination nodes in the hybrid topology while adhering to the user and operator-defined constraints.

The capacity of data plane nodes (e.g., I/O, memory, SmartNIC CPU, etc.) is represented with the parameter $Q_j$ and vNF $n_i^o \in \mathbb{N}$ bandwidth requirements by users, with the parameter $b_{ij}^k$ (deduced from the placement requests and the network topology). The latency parameter $L_{ij}^k$ is materialized by summing all the vNF latency requirements – depending on the application class, and the latency $L_m$ of the network links $e_m \in E$ along any given placement path. The $\pi_i$ is used to handle the value of the acceptable latency threshold for each vNF, a value set by network operators based on an agreed service level agreement (SLA).

The vNF hosts requirements are captured using the parameters $V_j$ and $R_i$ for data plane and user space packet processing elements, respectively, and use the binary decision variable $X_{ij}^k$, which has a value of 1 if a vNF $n_i^o \in \mathbb{N}$ is placed on a data plane host $d_j \in D$, and a value of 0 otherwise. We also introduced a second binary decision variable $Y_{ij}^k$ which has a value of 1 if a vNF $n_i^o \in \mathbb{N}$ is placed on a user-space host $h_j \in H$, and uses path $p_k \in P$. 
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Table 4.1: System model parameters

<table>
<thead>
<tr>
<th>Network entities</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$G = (H, E, U)$</td>
<td>Physical network graph.</td>
</tr>
<tr>
<td>$H = {h_1, h_2, h_i, ..., h_H}$</td>
<td>A set of user space hosts.</td>
</tr>
<tr>
<td>$E = {e_1, e_2, e_m, ..., e_E}$</td>
<td>The physical network links.</td>
</tr>
<tr>
<td>$U = {u_1, u_2, u_o, ..., u_U}$</td>
<td>User traffic associated with processing NFs.</td>
</tr>
<tr>
<td>$P = {p_1, p_2, p_k, ..., p_P}$</td>
<td>Network paths from source to destination.</td>
</tr>
<tr>
<td>$D = {d_1, d_2, d_j, ..., d_D}$</td>
<td>Data plane elements (e.g., switches, SmartNICs)</td>
</tr>
<tr>
<td>$M_k$</td>
<td>The last heterogeneous host in path $p_k \in P$</td>
</tr>
<tr>
<td>$Q_j$</td>
<td>Capacity of data plane hosts (e.g., I/O, memory, CPU, etc.) $d_j \in D$.</td>
</tr>
<tr>
<td>$W_i$</td>
<td>Supported capacity of user space hosts (e.g., I/O, memory, CPU, etc.) from $h_j \in H$.</td>
</tr>
<tr>
<td>$C_m$</td>
<td>Link capacity $e_m \in E$.</td>
</tr>
<tr>
<td>$L_m$</td>
<td>Link latency of $e_m \in E$.</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>VNF entities</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$N = {n_1^o, n_2^o, n_i^o, ..., n_N^o}$</td>
<td>Network functions to be placed $n_i^o \in N$ linked to user $u_o \in U$.</td>
</tr>
<tr>
<td>$\pi_i$</td>
<td>Acceptable latency threshold for vNF $n_i^o$, based on SLA.</td>
</tr>
<tr>
<td>$V_j$</td>
<td>Data plane vNF host requirements (storage, memory, CPU) of $n_i^o \in N$.</td>
</tr>
<tr>
<td>$R_i$</td>
<td>User-space vNF host requirements (I/O, memory, CPU) of vNF $n_i^o \in N$.</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Derived entities</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$L_{ij}^{k}$</td>
<td>Latency to vNF $n_i^o$, on a host using path $p_k$.</td>
</tr>
<tr>
<td>$b_{ij}^{k}$</td>
<td>Required user bandwidth to vNF $n_i^o$, using path $p_k \in P$.</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Decision variables</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$X_{ij}^{k}$</td>
<td>To denote if a particular vNF $n_i^o$ is hosted on a data plane processing element $d_j \in D$, using path $p_k \in P$.</td>
</tr>
<tr>
<td>$Y_{ij}^{k}$</td>
<td>To denote if a particular vNF $n_i^o$ is hosted on a user space $h_j \in H$ host using path $p_k \in P$.</td>
</tr>
</tbody>
</table>

\[
X_{ij}^{k} = \begin{cases} 
1 & \text{if a vNF } n_i^o \text{ is on data plane } d_j, \text{ path } p_k \\
0 & \text{otherwise} 
\end{cases} \quad (1)
\]

\[
Y_{ij}^{k} = \begin{cases} 
1 & \text{if a vNF } n_i^o \text{ is on user-space } h_j, \text{ path } p_k \\
0 & \text{otherwise} 
\end{cases} \quad (2)
\]
4.3.3 Placement Problem Formulation

The hybrid placement model is defined using the problem:

Consider a given network topology represented by the graph \( G \), with a set of users \( U \), a set of heterogeneous packet processing elements, and the set of individual vNFs \( N \), and a latency matrix \( l \), the hybrid placement model should find the mapping of all vNFs to heterogeneous hosts that minimizes the total expected end-to-end latency from all users to their respective network functions. Equation (3) minimizes the expected user latency when placing network functions on heterogeneous hosts.

\[
\min \sum_{p_k \in P} \sum_{d_j \in D} \sum_{h_i \in H} \sum_{n^o_i \in N} (X_{ij}^k L_{ij}^k + Y_{ij}^k L_{ij}^k)
\]

The above objective function is subject to the constraints presented next.

**Capacity constraint**

The limitations of the programmable data plane in terms of capacity to host vNFs must be adhered to when placing a vNF \( n^o_i \in N \), on packet processing elements \( d_j \in D \). This constraint is enforced using equation (4a) and ensuring that the resource requirements \( V_i \) of all vNFs placed are below \( Q_j \), which represents the capability of hosts at the time of placement. In §4.3.3, a similar (but relaxed) constraint is enforced for user space nodes with vNF host requirements \( R_j \) and user space capacity \( W_i \) for hosts \( h_j \in H \).

\[
\sum_{p_k \in P} \sum_{n^o_i \in N} X_{ij}^k (V_i) < Q_j, \forall d_j \in D
\]  
\[
\sum_{p_k \in P} \sum_{n^o_i \in N} Y_{ij}^k (R_i) < W_i, \forall h_j \in H
\]

**Placement uniqueness constraint**

Equation (5) ensures that all possible placements of vNFs \( n^o_i \in N \) on nodes are unique. This constraint checks that our hybrid placement model places a network function of a particular type on exactly one host, i.e., a data plane or user space packet processing element along a given path \( p_k \in P \).

\[
\sum_{d_j \in D} X_{ij}^k + \sum_{h_i \in H} Y_{ij}^k = 1, \forall n^o_i \in N, \forall p_k \in P
\]
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Link bandwidth constraint
This constraint captures the available bandwidth of the network links $e_m \in \mathbb{E}$. It ensures that we do not overload the edge network links along a given path (Equation (6)).

$$\sum_{d_j \in \mathbb{D}} X^k_{ij}b_k^j + \sum_{h_j \in \mathbb{H}} Y^k_{ij}b_k^j < C_m, \forall e_m \in p_k, \forall p_k \in \mathbb{P}$$

(6)

Latency threshold
This constraint ensures that the vNF latency threshold $\Pi_i$ is not exceeded at the time of placement for all vNFs along a path. Constraint (7) considers user latency to vNF $n_i^o \in \mathbb{N}$.

$$\sum_{p_k \in \mathbb{P}} \sum_{d_j \in \mathbb{D}} X^k_{ij}L_{ijk} + \sum_{h_j \in \mathbb{H}} Y^k_{ij}L_{ijk} < \pi_i, \forall n_i^o \in \mathbb{N}$$

(7)

Path validity constraint
The network path used for placement should be valid (i.e., the path should end with the host of the network function). This requirement is enforced using constraint (8).

$$X^k_{ij}, Y^k_{ij} = 0, n_i^o \neq M_k, \forall n_i^o \in \mathbb{N}, \forall p_k \in \mathbb{P}, \forall h_j \in \mathbb{H}, \forall d_j \in \mathbb{D}$$

(8)

The placement model assumes that the network backbone is appropriately configured to provide sufficient bandwidth to handle requests from delay-sensitive applications and other application types.

4.4 Hybrid Placement Heuristic Algorithm (HYPHA)

To find an optimal placement solution, the placement problem introduced in §4.3.3 requires a lot of computational time using the ILP solver, depending on the topology size (e.g., a small topology with 27 edge nodes takes \(\sim 15\) minutes to place about 100 network functions optimally and compute any latency violations etc.). Regarding time complexity, if we take the equation with the highest number of nested summations, i.e., equation (8), we cannot always assume that the operations in the loop will take constant
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time, as the sizes of each set to be looped depend on network operator’s implementa-
tion of the model. In general, we expect implementations to be non-linear when the
entire complexity of the model is considered, i.e., including all the constraints pre-
seed in the (equation 4a to equation 8). This growth is exponential and not ideal for
large-scale VNF placements, so exploring a heuristic placement algorithm with linear
complexity becomes necessary. Given the nature of the network edge environment,
the complexity of the exact solution does not make it ideal for large-scale network
topologies – other factors, such as available computing resources and the optimisation
solver used, also contribute to the overall time.

Furthermore, the optimisation model assumes the stability of network-wide informa-
tion at the time of placement, which is often unrealistic due to the dynamic nature of
edge network environments characterized by frequent changes in network conditions
(e.g., path latency between edge nodes).

Unlike the optimal placement model in §4.3.2, the heuristic algorithm performs an
incremental placement of vNFs, to find a near-optimal solution (i.e., with a relaxed
optimality requirement) to the problem, which also gives network operators the flex-
ibility to prioritise placements. The algorithm makes locally optimal decisions based
on available resources and paths at each step. Requests are classified in a simple step
after checking the resource requirement of each vNF (i.e., to decide if a given vNF in
a set of placement requests is stateless or stateful).

The algorithm’s design decisions are based on minimizing the end-to-end path latency
while efficiently utilizing the available resource capacity, especially on data plane
nodes, due to their resource-constrained characteristics. The design prioritizes using
the shortest available paths between users and their requested functions. Additionally,
the algorithm first attempts to place vNFs on selected paths consisting of data plane
hosts with enough available resources, leading to faster service delivery. The heuris-
tic also distinguishes between stateful and stateless vNFs. It handles them differently
based on their resource requirements (e.g., ensuring that simple stateless functions go
to the data plane while stateful functions are placed on user space nodes to leverage
the high computational capacity).

Placement requests are broken down into individual vNFs to analyse the requirements
defined by each user, such as delay and resource capacity requirements of vNFs that
constitute a set of placement requests. Placement requests are classified in a simple
step after checking the resource requirement of each vNF (i.e., to decide if a given
vNF in a set of placement requests is stateless or stateful).

In Algorithm 1, vNFRequests consists of stateless and stateful function requests
made by users S and S′, respectively. The requirements for vNFs are initialised as
values based on the system’s representative class of supported functions, i.e., functions in a placement request are checked against the hosts’ supported and available data plane or user space capacities. Additionally, in the case of latency threshold violation, operators can set a latency bound in the form of an acceptable number that cannot be exceeded, which is required to be adhered to by the users.

The prototype network infrastructure $\mathcal{G}$, is implemented using the Python NetworkX Library and uses the `shortest_path()` function to compute all possible network paths for placement. Data plane processing elements (e.g., programmable switches or SmartNICs) along a given path are checked with the available resource capacity $Q_j$, ensuring the constraints are respected. Note that this condition is relaxed for user space

---

1https://networkx.org
hosts based on our assumption of the abundance of resources on such hosts. The `checkNFtype()` function is used to ascertain if a particular vNF is a stateless or stateful function before assigning it to the right packet processing element. User space hosts \( h \in \mathbb{H} \) handle the requests not fulfilled by the data plane due to the lack of available resource capacity. This process repeats until all functions in `vNFRequests` are successfully assigned.

To cater to the rare scenario of unexpected downtime on the network topology, i.e., a scenario where placement requests are not fulfilled by the data plane and user space hosts at the first instance due to hosts being unavailable, line 23 checks if this rare situation occurs and retries the placement of any unfulfilled requests until all requests are placed on either data plane or user space hosts. The most up-to-date placements are returned, with the overall latency of the used path. Depending on the service provider’s policies, the placement scheme can easily be extended to accommodate specific needs (e.g., prioritising paths with the lowest latency for premium subscribed users).

### 4.4.1 Heuristic Computational Complexity

To determine the computational complexity of the heuristic algorithm, we analyse each step from top to bottom. Starting with the initialization steps (Lines 2-3). This involves initializing data plane capacities and vNF requirements. These steps are independent of the input size; thus, they are constant time operations, \( O(1) \). The next operation sorts paths (in Line 5); this involves comparing and rearranging elements in the provided list. This operation takes \( O(p \times \log(p)) \) time, where \( p \) is the number of paths. Note that in the worst-case scenario, \( p \) can be considered proportional to the size of the network graph \( G \).

In line 8, checking available capacity in the data plane nodes involves inspecting each node along the network path considered. This operation is \( O(n) \), where \( n \) is the number of nodes in the path. Removing processed requests (Lines 11, 16), updating remaining resources (Lines 12 and 17) and appending to current placements (Lines 13, 18) have the complexities \( O(n), O(1) \) and \( O(1) \) respectively, where \( n \) is the number of nodes traversed. Lines 21 to 27, verifying the remaining placement requests, getting the used paths, computing the path latency and returning the placements are all \( O(1) \) operations that take linear time. The dominant factor is the iteration on `vNFRequests` and, within that iteration, the path sorting process. Thus, the time complexity is approximately \( O(n + (p \times \log(p))) \), where \( n \) is the number of vNF requests, and \( p \) is the number of paths in the input graph \( G \).
4.5 Dynamic Hybrid Placement Scheduling

Some factors can affect the overall end-to-end latency between users and their network functions, e.g., the oversubscription of network functions placed on heterogeneous packet processing elements or the mobility of edge users due to location changes, etc. Other factors, such as the congestion of links along a service chain, can also affect a once-optimal placement.

Another key factor that could affect a once-optimal placement is the underlying structure and capabilities of the packet processing elements that make up a service chain, i.e., having a structured list of packet processing elements from different sets, supporting different functionalities, – a heterogeneous set of elements. In addition to user mobility, as the types of requests from users grow/change with time, user requests might need to be reassigned to available underlying processing elements.

Recall that in Equation 5 (capacity constraint) in §4.3.3 and the heuristic presented in §4.4, we check the capacity of the heterogeneous packet processing elements to ensure that they are not overloaded, at the time of placement, for example. By implication, having more or fewer users requesting certain vNFs over time would also result in changes to the initial hybrid optimal vNF placement.

4.5.1 Rationale for dynamic hybrid placement scheduling

The goal of the hybrid placement ILP model presented in §4.3.3 and the heuristic in §4.4 is to minimize the objective function $F(L_{ijk})$, with the values of the defined binary decision variables either set to 0 or 1 at any given time. This initial optimal placement can be denoted with $P_0$. We must consider a dynamic edge scenario that alters the optimal latency value $l_{ijk}$ of users and their respective vNFs placed on heterogeneous packet processing elements using path $k$.

The implication of this variation in latency is that $F_t = \sum_{i,j,k} x_{ijk} y_{ijk} l_{ijk}^t$ varies with time, since the initial placement $P_0$, latency $l_{ijk}^t$ varies with time $t$. The variation in time means that the initial placement $P_0$ is likely not to minimise the new objective function $F_t$, at time $t$. The changes in latency values also imply that the initial hybrid minimisation equation presented in §4.3.3 needs to be re-evaluated with updated latency values, which would result in a new hybrid placement $P_t$ – that captures the dynamic change in latency over time.

Following the re-evaluation of the initial hybrid placement $P_0$ (due to the factors explained in the previous section) and a new placement $P_t$ at time $t$, there might be a
need to migrate vNFs between heterogeneous hosts, if we are to minimize the new objective function $F_t$. For example, requests initially arriving for data plane processing elements must be migrated to available user space functions or an acceleration framework due to lack of capacity on data plane nodes or lack of support for the type of processing requested — this migration comes at a cost.

Let’s consider different placements $P_t$ and $P_\zeta$ at different time instances $t$ and $\zeta$, where $\zeta > t$. The migration cost can be denoted by $C_{t \to \zeta}$ and represented using the equation below:

$$C_{t \to \zeta} = \sum_{ijk} P(x_{ijk}^t, x_{ijk}^\zeta)$$  \hspace{1cm} (9)

The migration cost must be as minimal as possible to decide when to evaluate a new hybrid optimal placement $P_t$. Also, we must be meticulous in determining when to perform new placement to avoid incurring additional overhead, e.g., having multiple vNFs perform redundant operations. The cost of vNF migration should be as minimal as possible, and less latency deviation should be tolerated; the expected cost of vNF migration is expressed as $\mathbb{E}[C_{t \to \zeta}] = nhP(x_{ijk}^t = x_{ijk}^\zeta)$, with $h$ as the number of heterogeneous hosts available at the time of migration, and $n$ is the number of edge users.

One practical assumption that has been made is that a network function can only tolerate a certain level of latency change, which should not exceed its total acceptable latency threshold $\pi_i$, similar to the constraint introduced in Equation (7). A typical real-life example application could have a maximum latency allowance of 5 ms. Note that the latency values (later in Table 5.1) are of representative applications, as reported in [99, 101, 162–164], and [165].

The binary decision variable $V_{t_{ijk}}^i$ depicts the violation tolerance at time $t$, which takes a value of 1 if $l_{ijk}^t > \pi_i$ or a value of 0, otherwise.

$$T_t^i = \sum_j \sum_k V_{t_{ijk}}^i$$  \hspace{1cm} (11)

$$L_t = \sum_i T_t^i$$  \hspace{1cm} (12)

The tolerance for a single packet processing element is defined in Equation (11). Note that it is assumed that a function is implemented on a single host along a service chain, using a single path at any given time; thus, Equation (12) defines the latency violation tolerance for all vNFs.
It becomes essential to dynamically monitor the changes in the number of latency violations \( L_t \) defined in Equation 12 above to decide when best to re-compute the hybrid placement while keeping the cost of function migration between heterogeneous hosts to the barest minimum, i.e., acceptable SLA that would result to as minimum downtime as possible.

### 4.5.2 Dynamic Hybrid Placement

This section describes the dynamic hybrid placement scheduling ideal for edge network environments.

The total number of latency violations for each user can be accumulated, starting from the first optimal placement retrieved at time \( t = 0 \) to the current time; we represent this sum with Equation 13 below:

\[
Z_t = \sum_{k=0}^{t} L_k.
\]  

From the initial hybrid optimal placement \( P_0 \) obtained from §4.3.3, an expected cost of vNF migration \( \mathbb{E}[C_0] \), with latency tolerance of \( \tau_t \) which is time-invariant, we need to ensure that the tolerance threshold is not exceeded by users sending vNF placement requests to the system. For a given time instance \( t \) of placement, if the overall latency violations (Equation 12) do not exceed the tolerance threshold, there will be no need to re-evaluate the initial hybrid placement, i.e., if \( Z_t \leq \Pi \). By implication, we can avoid incurring any cost of migration \( [C_{0\to t}] \) if the condition mentioned above is met.

On the other hand, if the overall latency violation \( Z_t \) is greater than the tolerance threshold, we are going to incur an expected migration cost \( \mathbb{E}[C_{0\to t}] \), by re-computing a new optimal hybrid placement. The rate of violations can be adjusted based on particular use cases; for example, service orchestration applications would have a value of \( \sim 20 \) ms, set by network operators to meet defined SLA for subscribed users.

Allowing network operators to set this threshold flexibly would also help meet the demands of diverse emerging edge use cases in future networks – supporting a hybrid implementation framework that exploits the capability of various packet processing elements.

### 4.5.3 Dynamic Optimal Placement Problem

The optimal time instance \( t^* \) needs to be determined for performing the optimal hybrid placement of functions while keeping the total violations \( Z_t \) close to the system toler-
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To avoid incurring expected migration cost $\mathbb{E}[C_0]$, $Z_t$ should not exceed the defined threshold at the time of vNF migration. To minimise the total sum of violations before getting to the maximum tolerance $\Pi$, the reward function in Equation [14] is defined, where we check the relevance of the vNF migration using $\beta \in [0, 1]$ w.r.t. the reward function. The problem becomes finding the optimal stopping time of observing $Z_t$ that can maximise the reward function expressed below:

$$f(Z_t) = \begin{cases} 
Z_t & \text{if } Z_t \leq \Pi, \\
\beta \mathbb{E}[C_0 \rightarrow t] & \text{if } Z_t > \Pi,
\end{cases}$$

(14)

Following the abovementioned problem, we must compute the optimal stopping time $t^*$ to obtain the smallest upper bound presented in Equation [15] This is categorised as an optimal stopping problem that seeks to stop observing the sum of latency violations presented in Equation [11] when the optimal stopping rule is found. This will trigger a new recomputation of the placement optimisation to obtain a new hybrid placement objective function.

$$\sup_{t \geq 0} \mathbb{E}[f(Z_t)].$$

(15)

To avoid incurring higher vNF migration costs due to frequent migrations, we could postpone re-evaluating the hybrid optimal placement, which might lead to a higher deviation from the initial optimal hybrid placement but result in lower overhead. This is ideal to cater to the edge network’s dynamic nature efficiently. The objective is to tolerate as many latency violations as possible without exceeding a predefined threshold $\Pi$.

The ideal stopping rule we aim to identify will offer an optimal approach to dynamic decision-making, maximising the expected reward, compared to any other decision-making rule. Note that $Z_t$ is a random variable. Let’s outline some fundamental concepts from the theory of optimal stopping before delving into proving the uniqueness and optimality of the proposed rule.

4.5.4 Optimal Stopping Theory Concepts

Optimal Stopping Theory involves continuously tracking a random variable to decide whether to perform a specified action. The goal is to reduce the expected cost or to increase the expected payoff for making a certain decision. [166]. The theory is ideal for scenarios involving different stages in the decision-making process, i.e., where the
result of the next stage can be estimated but not fully predictable. In general terms, the
goal is to define an optimal rule in which a decision can be taken to either reduce cost
or increase a defined reward function.

To define an optimal stopping problem, two main components are used: (1) a sequence
of random variables $Z_1, Z_2$, assuming that the joined distribution of such variables is
known, and (2) a sequence of reward functions values, depending on the observed
random variables. The observed random variable is either minimised or maximised as
an objective.

We observe the sequence of random variable $(Z_t)_{1 \leq t}$, in our case, and we can decide
to stop at any given instance of time $t$ and implement our decision, i.e. the re-computation
of the hybrid optimal placement and a possibility of migrating vNFs between hetero-
geneous hosts. A reward function $f_t \equiv f(z_t)$ is induced if we decide to stop observing
the random variable at time $t$. Some definitions are presented below.

### 4.5.5 Definitions and theorems

Let’s find the optimal stopping time $t^*$, which maximises the expected reward function.

With the value of $\zeta$ possible to be $\infty$: $\mathbb{E}[f_t^*] = \sup_0 t \leq \zeta \mathbb{E}[f_t]$.

A sequence $F_t$ of values from the random variables $Z_1, ..., Z_t$.

The stopping criterion is referred to by the 1-stage look-ahead stopping rule in Equation (17).

$$t^* = \inf \{ t \geq 0 : f_t \geq \mathbb{E}[f_{t+1} | F_t] \}$$

$t^*$ calls for stopping at a given time instance $t$ where the reward for stopping is as high
as the expected reward for moving to the next instance $t + 1$.

An event can be denoted with $E_t$, $\{ f_t \geq \mathbb{E}[f_{t+1} | F_t] \}$. We express the stopping
rule problem as monotone if the condition $E_0 \subset E_{t+1} \subset E_2 \subset ...$ is almost surely
(a.s). This problem is expressed as $E_t$, known as the given set in which the one-step
lookahead (1-sla) rule stops at time $t$. The condition $E_t \subset E_{t+1}$ implies that if the one-
step lookahead rule results in a stop at time instance $t$, it will stop at $t + 1$ regardless
of the value of $Z_{t+1}$. In a similar context, for $E_t \subset E_{t+1} \subset E_{t+2} \subset ...$, it implies that
a call for a stop by the 1-sla rule at time instance $t$ means it will also call for stopping
at all future instances, regardless of the values.

A 1-sla rule is presented, which is optimal for the problem in 4.5.3 Note that the I-sla
rule is optimal for monotone-stopping problems [167].
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4.5.6 Hybrid VNF Placement – Optimal Scheduling

The hybrid optimal placement of vNFs is re-computed at the optimal stopping time $t^*$. This implies that a new hybrid optimal placement $P_{t^*}$ will be derived, with $\lambda > 0$; thus incurring an expected cost of vNF migration $E[C_0]$.

The hybrid optimal placement $P_0$ at $t = 0$ is re-computed at time $t$, thus:

$$\inf_{T \leq 0} \{ \zeta : \sum_{\ell=0}^{\Pi-Z_T} \ell P(L = \ell) \leq (Z_\zeta - \lambda E[C_0])(1 - F_L(\Pi - Z_\zeta)) \}$$

(18)

where $F_L(\ell) = \sum_{i=0}^{\ell} P(L = l)$ is the cumulative distribution and $P(L = \ell)$ is the mass function of L in Equation 12.

**Proof. Theorem 2:** The aim is to find a condition in Equation 17 to stop monitoring the variable $Z_t$, and re-compute the vNF placement. The target becomes the expected value $E[f(Z_{t+1}) \mid Z_t \leq \Pi]$, from $F_t$, up to time instance $t$, thus:

We stop at time $t$, where $E[f(Z_{t+1}) \mid Z_t \leq \Pi] \leq Z_t$, i.e., to derive the one-step lookahead:

$$\sum_{\ell=0}^{\Pi-Z_t} \ell P(L = \ell) + (Z_t - \lambda E[C_0])F_L(\Pi - Z_t) + \lambda E[C_0] \leq Z_t,$$

the interested reader is referred to [168] for proof.

The above theorem implies that when we re-evaluate the hybrid optimal placement at time $t = 0$, we stop when the condition in Equation 18 is met, i.e., at the first instance of time $t \geq 0$. The expected reward in Equation 14 is thus maximised, based on the aforementioned criterion.

Since the second problem presented in §4.5.3 is monotone, based on Theorem 1, the 1-sla stopping rule is optimal. We can thus stop re-evaluating the initial optimal hybrid placement at the first instance of time $t$, where $f + t(Z_t) \geq E[f_{t+1}(Z_{t+1}) \mid F_t]$ i.e., with $\{Z_t \leq \Pi\} \in F_t$. By implication, no further maximisation of the reward function will be obtained by continuing to re-evaluate the hybrid optimal placement.

We can prove that the hybrid vNF placement, i.e., the second problem, is optimal, using the 1-sla rule in Equation 18.
Proof. Theorem 3: For the 1-sla rule to be optimal based on Theorem 1, it implies that the difference $E[f_{t+1}(Z_{t+1}) \mid \mathcal{F}_t]$ is monotonically non-increasing with $Z_t \in [0, \Pi]$, which makes the 1-sla rule optimal for the second problem presented in §4.5.3.

The overall number of diverse vNFs directly affects the computational complexity of the evaluation. Regarding complexity, we do not expect the stopping criterion evaluation to be complicated; it avoids any complex decision-making process when triggering the re-evaluation of the hybrid optimal placement. As shown in Equation [18], the summation from 0 to $\Pi - Z_k$ at time $k$ determines the stopping criterion. The sum at time $k$ can be recursively evaluated from the sum to $k - 1$. Thus, $O(N)$ is the time complexity, with $N$ representing the number of diverse functions.

4.6 Summary

This chapter discusses how network operators can deliver faster service while catering to diverse vNF requirements in emerging edge network environments. In summary, this can be achieved by leveraging the network data plane and other packet processing acceleration frameworks, such as DPDK, eBPF, FPGA-based NICs, ClickOS, etc., for deploying virtual network functions. The chapter presented the outcome of investigations into the diverse nature of user vNF placement requests based on emerging use cases such as e-healthcare, autonomous vehicles, etc.

The chapter presented the key design requirements and the need to use heterogeneous packet processing elements to deploy virtual network functions at the network edge. The technical argument for a hybrid placement scheme on heterogeneous hosts is also presented in §4.2.1.

A hybrid framework’s essential requirements and design concepts for placing vNFs on heterogeneous packet processing elements (e.g., lightweight containers, SmartNICs, programmable switches, VMs, etc.) were presented in this chapter (§4.2.3). The critical considerations for designing such a system were presented in §4.2, including the considerations for large-scale deployments (§4.2.6) and some key vNF performance considerations (§4.2.5).

A hybrid vNF placement optimisation model and heuristic that leverages the low-latency, high-speed feature of the network data plane and the abundant resources on user space hosts is proposed in §4.3.2. The hybrid placement model design is presented in §4.3, which captures the rationale and problem formulation.
4.6. Summary

The heuristic solution presented in §4.4 is designed to cater to real-world networks’ dynamic nature, which makes using optimisation models challenging; thus, HYPHA can quickly obtain near-optimal vNF mapping while incurring fewer latency threshold violations set by network operators (§5.2.2 and §5.2.4).

In §4.5, using the principles of optimal stopping theory (OST), we propose an optimal placement scheduling model to handle dynamic edge placement scenarios while simultaneously minimising the number of latency violations and vNF migrations based on set SLAs by network operators.

In summary, the design principles presented in this chapter will help network operators to deploy diverse network functions on heterogeneous hosts at the distributed network edge infrastructure while catering to the dynamic nature of the distributed edge network environment. The evaluation results of the proposed model are presented in the next chapter.
Chapter 5

Edge Hybrid VNF Placement Framework Evaluation

5.1 Overview

Following the hybrid placement model and heuristic design presented in the previous chapter, this chapter describes the experiments designed to evaluate the hybrid edge placement solution. It also describes the details of the evaluation environment designed to evaluate the proposed placement scheme, including the network topology used, the link latency modelling, and the use case application’s latencies considered.

To show the benefits of running vNFs on heterogeneous hosts, two unique placement scenarios are first evaluated in §5.2.1, i.e., user-space-only and hybrid vNF placements, particularly to ascertain the average latency of users to their vNFs. The performance of the heuristic algorithm and the optimisation model is compared in §5.2.2 (in terms of objective functions), using three main scenarios, i.e., data-plane-only, hybrid and user-space-only placements.

To gain insights on the percentage of vNF placement requests fulfilled, the experiment in §5.2.3 was carried out. The performance of the heuristic solution to the optimisation model is compared by considering a scenario with dynamic latency behaviour in §5.2.4, particularly in handling latency violations.

The performance of the dynamic placement model is compared by considering a scenario with dynamic latency behaviour in §5.2.5. In §5.2.6, we considered the cost of vNF migration while using two different placement scheduling approaches, i.e., scheduling placements after a fixed time interval and scheduling using optimal stopping time.
The experiments carried out in Chapter 5 using real hardware to evaluate the performance benefits of deploying network functions on DPDK, containers, switch data planes, and virtual machines informed some of the decisions for the experiments designed and presented in this chapter. Specifically, it provided useful insights into what network functions can perform better when deployed on specific packet-processing frameworks (e.g., the use of DPDK to speed up the performance of network functions in terms of the number of packets processed per second and the use of switch data plane to deploy simple stateless network functions). This also motivated exploring a hybrid deployment scheme in the simulation-based experiment to leverage characteristics of the representative frameworks evaluated using real hardware. For consistency, the experiments designed in this chapter consider other factors, such as using real latency measurements built on a network topology obtained and extended from a real nationwide backbone network infrastructure.

5.2 Evaluation Environment

The system evaluation environment is presented, including bandwidth, topology and latency values. The trace-based simulations were run on an Apple MacBook Pro with the M1 Pro Chip, a 10-core CPU and 16-core GPU, 16GB unified memory, and Gurobi optimisation solver version 10. The model and heuristic were implemented in Python, with the topology implemented as a graph modelling language (GML) file using the NetworkX Python library, which easily allows for building and manipulating network models.

For the experiments in this section, users are assumed to have VNF requests that fall under the categories in Table 5.1. VNF placement requests are simulated based on the representative latency bounds; and in some experiments e.g., in 5.2.3 where the number of fulfilled placement requests are evaluated, the generated VNF requests are either categorised as stateful (a representative category of network functions requiring a lot of computational capacity, e.g., a deep packet inspection module) or stateless (a representative category of less computationally intensive function, e.g., a simple access control function) ideal for data plane implementation.

Note that (as depicted in Figure 5.3) a Gamma distribution was used to simulate real-life scenarios where stateless VNFs have a much higher occurrence in service provider environments. The values for latency threshold are modified for experiment runs, depending on the network function simulated, e.g., a latency value of 5 ms is used when simulating the behaviour of autonomous vehicles, VNF placement requests, etc.

– Network topology and latency bounds
To obtain practical and useful results for network operators, a real-world network topology from topology zoo\(^1\) was used for the evaluations. The hybrid network topology has been modelled by capturing the peculiar characteristics and constraints of the network data plane and introducing compute capacities on edge nodes, representing the network data plane. Table 5.1 shows some of the characteristics of representative vNF use cases \([101, 165]\), with latency thresholds ranging between 5 to 80 ms.

Table 5.1: Common use case latency characteristics

<table>
<thead>
<tr>
<th>Example application</th>
<th>Latency class</th>
<th>Latency bound</th>
</tr>
</thead>
<tbody>
<tr>
<td>Autonomous vehicles</td>
<td>Real-time</td>
<td>5 ms</td>
</tr>
<tr>
<td>Smart Grids</td>
<td>Low (near real-time)</td>
<td>10 ms</td>
</tr>
<tr>
<td>Mixed Reality (AR &amp; VR)</td>
<td>Low (soft real-time)</td>
<td>10 - 15 ms</td>
</tr>
<tr>
<td>Service Orchestration</td>
<td>Near real-time</td>
<td>20 ms</td>
</tr>
<tr>
<td>Monitoring applications</td>
<td>Non real-time</td>
<td>80 ms</td>
</tr>
</tbody>
</table>

The nationwide Jisc NREN UK backbone network topology was used by adjusting the bandwidth parameter and topology size to fit edge DC environments and the use case of having heterogeneous nodes. The bandwidth limit between vNF hosts is 100 Mbit/s or 1Gbit/s – a typical bandwidth range for most edge computing use cases \([101, 169]\). Note that this also depends on the vNF bandwidth requirements and the supported bandwidth of the actual physical topology. Compute capacity is provisioned on edge devices, and the data plane is assumed to have finite computing resources (i.e., I/O, memory, storage, etc.) with ample resources on user space hosts for hosting diverse network function types.

### Link latencies modelling

The values of link latency are sampled from a Gamma distribution using the parameters \(k = 2.2, \theta = 0.22\) as in \([101]\) and \([99]\), based on the nature of real-world latency values obtained from PerfSonar with average Hurst value of 0.6. Thus, a time series is created by sampling from this distribution (with a value of 100 in the experiment), representing the link latency values over time. This time series reflects periods of low latency and occasional high latency spikes – a typical pattern in edge/WAN networks due to traffic rerouting, avoiding congested paths, etc. The values were modelled from real-world latencies observed from the Energy Sciences Network (ESnet) PerfSonar\(^2\) measurements.

---
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5.2.1 User-space-only and hybrid placement latency

In this evaluation, the user latencies of placing network functions in two main scenarios are shown; the first scenario is where all vNFs are deployed on a given set of user-space edge nodes, which benefits from support for network functions with diverse capacity requirements.

A second scenario is in which some network functions are deployed on data plane nodes (in a hybrid manner), characterised by having low packet processing delay, with the downside of limited resource capacity to support a diverse set of network functions. In this evaluation in the hybrid network, when data plane nodes are out of processing capacity to host the requested vNFs (i.e., due to their resource-constrained characteristics) – user space hosts are used.

The placement model presented in §4.3.2 is implemented using a commercial optimization solver, Gurobi. In this experiment, edge users were assigned a typical last hop latency of 2 ms to their respective vNFs. To cater for a diverse set of network functions, vNFs were assigned to each user with different latency requirements. This is a typical scenario for vNFs with user space and hybrid requirements. Computing resources were assigned to the data plane and user space nodes in the topology; 500 vNF placement requests were generated in total for this experiment.

Figure 5.1: Average user to vNF latency in user-space-only and hybrid optimisation placement scenarios.

\[https://www.gurobi.com/\]
As depicted in Figure 5.1, placing the requested functions using the hybrid topology yields the lowest latency, which deteriorates as the number of vNFs grows (~ 300 vNFs). This is attributed to the low resource capacity of the available data plane nodes closer to the users along a chosen network path. The user space-only placement results in much higher latency, although this comes with the advantage of fulfilling more diverse vNF placement requests (demonstrated in the evaluation carried out in §5.2.3) due to the ability of such hosts to handle all types of network functions, that are not suitable for data plane nodes. The hybrid placement scenario (purple line in Figure 5.1) presents a sweet spot in terms of reduced latency, as it presents a trade-off between the resource-constrained nature of the data plane nodes and the high latency of the user space nodes.

### 5.2.2 Optimisation and heuristic objective functions

In this evaluation, the values of the objective functions for all placement scenarios are considered for the optimisation and heuristic placements, focusing on analysing how the overall objective function (end-to-end latency) varies in each scenario. The exact number of requests is maintained as with previous experiments (500 vNFs) and focused on evaluating the effect of capacity constraints. As depicted in Figure 5.2, the resource capacity of the edge nodes in the topology is varied – specifically, network functions were assigned using data-plane-only, hybrid and user-space-only scenarios. This made it possible to assess the model’s performance and heuristic solutions under different resource constraints.

In the first hybrid placement scenario, data plane nodes can host 50% of the total vNF placement requests; we reduced this number in the second hybrid placement scenario to 30% to observe how it affects the objective function and finally to 0 (in the user-space-only scenario).

The data-plane-only (normalised values of 0.17 and 0.22 for heuristic and optimisation, respectively) scenario yields the lowest end-to-end overall latency, 78% better than the user-space-only placement scenario (normalised values of 0.95 and 1 for heuristic and optimisation, respectively). The best-case scenario in hybrid placements is the first hybrid placement, i.e., the scenario where 50% of the total placement requests are pushed down to the data plane packet processing elements. This scenario, represented with normalised values of 0.43 and 0.48 for heuristic and optimisation, respectively, is 48% better than the user-space-only placement. With fewer placement requests hosted by data plane hosts, i.e., the scenario with 30% of the requests on data plane processing elements, hybrid placement scenario 2 produced a much higher objective function, i.e., normalised values of 0.64 and 0.69 for heuristic and optimisation,
The overall phenomenon observed in this evaluation is attributed to the preference for data plane edge nodes over user space nodes, particularly in hybrid placement scenarios where a combination of user space and data plane packet processing elements are used for placement. Note that the hybrid scenario also provides the core advantage of encompassing edge nodes with heterogeneous capabilities – more delay-sensitive applications can thus be pushed down to the network data plane to be processed quickly. Furthermore, depending on the capabilities of the host architecture, in packet processing frameworks that do not support multiple receive and transmit queues on NICs (essentially sub-Gigabit Ethernet NICs), complex processing is better executed on user space packet processing elements to leverage the availability of multiple CPU cores in modern architectures [40]. The heuristic placement yields near-optimal objective function values in all scenarios, which also yields results faster when compared to the exact solution – a topology with 27 edge nodes takes 45 seconds to compute the placement of 100 functions. In contrast, the same number of nodes and functions require ~15 minutes using the exact solution, making the heuristic solution faster and thus ideal for large-scale deployments.
5.2.3 Number of placement requests fulfilled

This evaluation investigates the percentage of placement requests that can be fulfilled. Unlike the previous experiments, this experiment focuses on the heterogeneity of the placed vNFs (in terms of the types of vNFs) while keeping other components of our evaluation the same, i.e., topology size, temporal link latency, nodes resource capacities, etc., for consistency.

500 user vNF placement requests were generated using a Gamma distribution with $k=1.6$ and $\theta = 0.5$ for stateless functions and $k=2.5$ and $\theta = 1$ for stateful functions. The Gamma probability distribution captures the nature of commonly used network functions, where many are simple stateless functions deployable in the data plane [119]. Thus, the heavy-tailed distribution values for stateless functions in the evaluations represent this phenomenon (i.e., a high occurrence of such functions).

Figure 5.3 and 5.4 depict the probability distribution functions of vNFs and the evaluation outcome, respectively. The nature of our placement requests mimics real-life vNF placement requests sent in by users (i.e., providers often do not have prior knowledge of the types of functions that are requested); also, a fair estimation of the phenomenon found in commonly used network functions [119], e.g., header classifiers, stateless
match-action firewalls, and load balancers – these functions are often not compute-intensive.

The number of user vNF placement requests is analysed in different placement scenarios, i.e., hybrid and data plane-only placements. The resource-constrained nature of the data plane edge nodes means fewer placement requests are handled successfully by nodes such as programmable switches or SmartNICs (Figure 5.4). The hybrid placement scenario can maintain many fulfilled requests in our evaluation. This is attributed to the ability of our model to utilize both the data plane and user space nodes in the hybrid placement scenario. The hybrid placement scenario can handle a mix-and-match of vNFs along a given path, which results in fulfilling all the placement requests received. On the other hand, the constrained nature of the data plane nodes does not allow vNFs with high computational requirements (or stateful functions) to be placed; this is observed particularly as the number of vNFs requested by users grows.

As depicted in Figure 5.4, the hybrid scenario maintains many fulfilled requests, attributed to the support for all types of network functions. Although the number of fulfilled placement requests is lower in the data-plane-only scenario, it offers reduced latency (as demonstrated in §5.2.1). More than 60% of received requests are processed in the data plane, particularly for < 300 requests; this number drops as the number of placement requests grows, and fewer stateless network functions are found in the requests.
5.2.4 Dynamic latency violations

The dynamic nature of mobile edge users often results in changes in the temporal latency values over time, i.e., due to the mobility of users. Note that vNFs have a latency threshold value $\Pi_i > 0$ (defined in §4.3.3), which is set by network operators (e.g., based on latency SLA between providers and customers) – violating this set latency threshold could result in application performance degradation.

The number of latency violations is analysed over a time series; a time instance in the series could be, e.g., 3 minutes in real-world edge network environments. The value of $\pi_i$ is set at 30 ms for this evaluation (note that network operators can define this threshold based on the agreed SLA). By incorporating a time series component, a hybrid placement scenario that expands upon evaluating the heuristic and optimal objective functions presented in §5.2.2 is employed. Precisely, the latency violations at each time instance are tracked.

![Figure 5.5: Heuristic and optimisation latency violations performance.](image)

In Figure 5.5, the latency violations over the time series are shown to evaluate the ILP model and heuristic performance and provide service providers with valuable insights into application latency violations. Note that the hybrid placement heuristic presents fewer latency violations – this is attributed to the incremental placement mechanism employed by the heuristic, which prioritises the available shortest network paths containing data plane processing elements at the time of placement, i.e., unlike the ILP
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model, which tries to compute the end-to-end latency by considering the *global* network parameters, slower to react changes in the network; thus leading to a higher number of latency violations at several time instances.

### 5.2.5 Hybrid Placement Scheduling With Optimal Stopping Time

The dynamic nature of mobile edge users often results in changes in the temporal latency values over time, i.e., due to the mobility of users. Note that vNFs have a latency threshold value $\tau_i > 0$ (defined in §4.3.3), which is set by network operators (e.g., based on latency SLA between providers and customers) – violating this set latency threshold could result in application performance degradation.

We analyze the number of latency violations over a time series; a time instance in the series could be, e.g., 3 minutes in a real-world edge network environment. We set the value of $\tau_i$ at 40 ms for this evaluation (note that network operators can define this threshold based on the agreed SLA).

We evaluate using the proposed optimal scheduling model to run the experiments for 1000-time instances. Note that for this experiment, the topology used already comprises heterogeneous packet processing elements – from the previous evaluations; hence, our focus is on evaluating the dynamic scheduling solution, i.e., we investigate the behaviour of the system while taking note of the accumulated latency violations before reaching the system’s latency tolerance threshold $\tau^*$, which service providers can flexibly specify.

Unlike the previous experiment, we monitor the total number of latency violations over each time instance, ensuring that the threshold is not exceeded. Note that a suitable use case for the latency threshold is distinguishing the SLA between different classes of users, e.g., users that have paid for premium service could be given a custom-defined latency violation threshold for their applications by network operators.

Recomputation of the existing placement is triggered after some time; thus, vNF migration between heterogeneous hosts is performed to obtain a new optimal latency after migration. The core of this evaluation is also to understand the impact of unpredictable deviation in latency over time due to the factors presented in §4.5.

In figure 5.6, we depict the behaviour of our dynamic placement scheduling solution over 1000 time instances, i.e., minimising the number of placement computations while not having any latency violations. For the time instance used for the evaluation, we avoided reaching the latency threshold in three instances (where new placement is re-computed). Optimal placement re-computation is performed at least three times
over the time instance used in this evaluation, which avoids reaching the latency violations threshold in all cases.

### 5.2.6 Number of VNF Migrations

In this evaluation, we look at the number of vNF migrations between heterogeneous nodes, i.e., due to the hybrid optimal placement re-evaluation. Functions must migrate, e.g., from a programmable data plane packet processing element to a userspace host. We compare two main scenarios of vNF migrations, i.e., 1) migrating vNFs using the optimal stopping time model presented and 2) migrating vNFs over every 50-time instances.

As used in our previous experiments, a time instance can be a time of 3 minutes in real-life edge network environments, which might result in changes in latency. As shown in figure 5.7, unlike scheduling the placement at every time instance, which results in migrating more vNFs, thus incurring higher vNF migration costs, placement scheduling using optimal stopping time significantly reduces the number of vNF migrations. To achieve fewer vNF migrations, the accumulated latency violations from the previous evaluations are used, keeping the threshold below the value $\theta$ defined by service providers.

From Figure 5.7, note that operators can determine the fixed time interval for vNF
migrations between heterogeneous hosts, which can easily fit into use cases that require vNFs to only be spun up at specific times, e.g., functions that perform overnight system backups or applying security patches at defined periods. The optimal stopping time vNF migration significantly reduces the migration cost compared to scheduling at specific time intervals (Figure 5.7).

Figure 5.7: Total number of vNF migrations using Optimal Stopping Time and scheduling at every 50-time instances.

5.3 Summary

The chapter presents the environment for evaluating the dynamic latency-aware hybrid placement model and the hybrid placement heuristic algorithm. Evaluation details were also presented, such as the network topology and latency bounds of use case applications.

Through extensive evaluations presented in this chapter, it has been demonstrated that employing a hybrid deployment scheme that leverages the processing capability of diverse acceleration frameworks yields minimal user-to-vNF latency and overall end-to-end path latency, thus fulfilling the placement of a diverse set of vNF requests from emerging edge computing use cases.

Results for the evaluation presented in this chapter show that network operators can leverage the high-speed, low-latency feature of data plane packet processing elements
to host delay-sensitive applications and improve service delivery for subscribed edge users with diverse requirements.

The dynamic hybrid placement scheduler evaluated in this chapter can efficiently handle changing placement requests from edge users. The proposed scheduler reduces the number of vNF migrations between heterogeneous hosts compared to other approaches that perform vNF migration at set time intervals.
Chapter 6

Conclusion and Future Work

6.1 Overview

This thesis’s final chapter outlines the research contributions in §6.2. The thesis statement is revisited in §6.3, and possible extensions to this work are identified in §6.5, which includes intelligent function placement in a hybrid network environment that leverages the heterogeneity of edge hosts. Some essential use cases for the hybrid placement framework are described in §6.4, which also discusses how network operators can benefit from the outcome of this work as they tackle the challenges in next-generation networks.

6.2 Contributions

The motivation for the work presented in this thesis has been derived from an in-depth review of existing literature in Chapter 2, which critically analysed the frameworks used by network operators to deploy virtual network functions in next-generation network environments. Chapter 2 also presented a comprehensive state-of-the-art review of the relevant literature in the areas of vNF and SFC deployments to build a strong understanding of the most recent efforts in this domain, including a proposal of a novel taxonomy of frameworks and a thorough review of the status quo in edge vNF deployments by researchers and network operators.

The thesis leveraged the paradigm and principles of network function virtualisation, software-defined networking, data-plane programmability, and edge computing to propose a novel optimisation model for hybrid vNF placement at the network edge. The work presented in this thesis motivates the concept of incorporating fast data plane programmable devices and other lightweight packet processing acceleration frameworks,
such as DPDK and containers, in adopting an end-to-end programmable pipeline that extends to the network edge. This thesis advocates advancing function virtualisation and deployment by exploiting network programmability over diverse emerging environments, such as programmable switch hardware and in-network acceleration platforms.

In Chapter 3, a critical analysis of the nature of virtual network functions and the heterogeneity of packet processing elements was carried out. This analysis extends to the composition and complexity of SFCs and edge placement environments, including a classification of representative virtual network functions in future networks based on emerging edge computing use cases. The design of a real testbed for evaluating the performance of heterogeneous virtual network functions using diverse packet processing elements was also presented. Results from evaluating a diverse set of network functions are also presented, i.e., performance measurements from leveraging a heterogeneous set of packet processing elements in next-generation networks [10].

Chapter 4 presents the motivation for considering the network data plane and other in-network acceleration frameworks for vNF placement and why a hybrid placement scheme is needed to meet the diverse demands of edge computing use cases in next-generation networks. The fundamentals for latency-aware hybrid placement of vNFs on heterogeneous hosts are also presented in this chapter, which addresses the lack of frameworks that can leverage diverse packet processing acceleration technologies to offer end-to-end programmability along a given network path in the edge network infrastructure.

This chapter also presents a novel formulation for the latency-aware hybrid placement of virtual network functions problem and an exact solution using Integer Linear Programming [170]. In addition to the optimization model presented, a novel hybrid heuristic placement algorithm is proposed to cater to the high computational requirements of solving optimization models and some assumptions made by such models, e.g., the stability of network-wide information necessary for the optimal placement of network functions. The hybrid placement heuristic algorithm also aims to cater to the dynamic nature of edge network environments, which often requires path recalculation due to factors such as the mobility of edge users in next-generation networks. Using the principles of optimal stopping theory (OST), an optimal placement scheduling model was presented in this chapter to handle dynamic edge placement scenarios while simultaneously minimising the number of latency violations and vNF migrations based on set SLAs by network operators.

In Chapter 5, a comprehensive evaluation was performed to ascertain the benefits in terms of the performance of the proposed dynamic latency-aware hybrid edge vNF
placement model. To find a quick and efficient solution to the hybrid vNF placement problem, the performance of the proposed placement heuristic algorithm was also presented using real service provider network conditions.

6.3 Thesis Statement Revisited

The thesis statement from §1.2 is repeated in this section and subsequently followed by how this statement has been addressed.

This thesis explores the different frameworks for implementing virtual network functions, including the programmable data plane, user space, and packet acceleration frameworks. **The thesis advocates advancing function virtualisation and deployment by exploiting diverse emerging environments, such as programmable switch hardware and in-network acceleration platforms, for VNF placement at the network edge.** Using extensive evaluations, key metrics such as end-to-end path latency, bandwidth, and resource utilization in the edge network environment demonstrated the promising benefits of leveraging heterogeneous packet processing elements in vNF deployments in next-generation edge networks to improve the overall QoS and SLA for subscribed users.

The beginning of this thesis described the advances in important networking paradigms such as NFV, SDN, SFC, and data plane programmability. The thesis motivated the need for network operators to leverage the inherent capabilities of heterogeneous packet processing elements as part of the service chain in deploying virtual network functions in next-generation networks.

The nature of virtual network functions and the heterogeneity of packet processing elements were investigated, providing insights into their diverse capabilities. A detailed investigation was also carried out, which will assist network operators with the important decision-making process of determining the right packet processing elements for deploying virtual network functions from diverse emerging use cases.

In addition to placing network functions at the network edge, closer to end users, the thesis also shows the benefits of leveraging a hybrid vNF deployment scheme, a major shift from the status quo of vNF placement, using the fundamentals of Integer Linear Programming. It presents the benefits that can be obtained by leveraging a hybrid vNF placement scheme, which includes minimizing end-to-end path latency in a dynamic edge network infrastructure, efficient resource utilization resulting from the optimal placement of virtual network functions on heterogeneous packet processing elements,
and meeting up with operator-defined SLAs in terms of application latency violations.

The dynamic nature of edge network environments also means that finding a way to make placement decisions quickly is necessary and comes with added benefits, as demonstrated in this thesis, using the proposed hybrid placement heuristic. The placement scheme presented in this thesis goes beyond showcasing the improved performance benefits for network operators, as it also caters to the underlying structure of service chains in emerging use cases, which often comes with a combination of latency-sensitive/tolerant applications, computationally intensive stateful functions, simple per packet operations, etc. Service providers can use this thesis’s dynamic hybrid placement solution to cater to diverse edge placement use cases.

6.4 Further Use Cases

Some important real-life use cases that motivate the placement of network functions on heterogeneous packet processing elements are presented. Different classes of users request vNFs from the edge network infrastructure. Network operators can leverage the work presented in this thesis in these environments, which are generally characterized by diverse resource and SLA requirements. Some of these use cases are briefly explained below.

- **Industrial IoT**: Edge computing is well-suited for industrial IoT applications where low latency and real-time data processing are critical. By deploying edge devices at industrial sites, data can be processed locally, improving operational efficiency and predictive maintenance and enabling faster response times for critical events [171]. The edge computing architecture comes with the promise of low latency and high throughput; thus, this can be leveraged by industrial control systems, where low-latency applications are often deployed.

To unlock the full potential of IIoT, it is essential to have an underlying network infrastructure that handles diverse applications. IIoT network infrastructures are often designed to handle various demands, ranging from ultra-reliable low-latency communications (URLLC) to latency-tolerant communications [172]. The work presented in this thesis fits in neatly with emerging IIoT use cases, which are characterized by having diverse latency and bandwidth requirements [173]; thus, network operators can adopt a framework that leverages the heterogeneity of edge hosts.

- **Smart Energy Management**: The growing adoption of smart grids for commercial electricity management has increased the number of related applications
used in power generation, transmission, distribution and smart metering. Applications used for load forecasting [174] or monitoring to detect energy theft [175] require high bandwidth and low latency to obtain real-time data from the smart grid infrastructure.

Edge computing can be vital in optimizing energy consumption and smart grid management [176], which often incorporates machine learning algorithms into the smart grid infrastructure. By deploying edge devices in smart grids and energy distribution networks, real-time monitoring, predictive analytics, and automated control systems, which are latency-sensitive, can be implemented on lightweight accelerated packet processing elements for efficient energy utilization and demand response [177].

Smart grid applications often come with tight QoS requirements in terms of rapid mobility and low latency, thus making quick response time a key component of the smart grid system [176]. Employing the edge computing paradigm improves the resilience of the smart grid infrastructure by ensuring high-throughput, low-latency communication between nodes in the smart grid edge infrastructure; thus, this can be extended by leveraging a hybrid vNF deployment framework for placing smart grid applications.

- **Mixed Reality (MR):** Augmented Reality (AR) and Virtual Reality (VR) applications have increased over the past few years. This rise is due to the diverse applications of such technologies in healthcare, online gaming, education, sports, etc. [178]. These applications often come with various latency and bandwidth requirements, i.e., high bandwidth and ultra-low latency requirements.

MR, which combines digital objects and real-life experiences for end users, is another emerging use case with minimal packet processing delay as a critical requirement [178]. MR applications and headsets require fast access to authentication gateways and content servers, with low latency to support these environments’ high frames per second (FPS) requirements [179]. This is a suitable candidate for network operators to leverage the outcome of this thesis in ensuring that the underlying edge network infrastructure is provisioned with the correct packet processing elements along the service chain to serve diverse MR applications.

In the MR use case, access control and authentication functionality could be offloaded onto lightweight programmable hosts, while cached MR content will be retrieved from user space hosts with abundant storage and I/O capabilities. This will also ensure that network operators can guarantee QoS and meet the SLAs of these applications for subscribed users.

- **Self-driving cars:** With the constant rise in driverless cars, one everyday use
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The research problems addressed in this thesis are still open-ended and attract the attention of researchers in this domain. The introductory part of this thesis (Chapters 1 and 2) captured some recent efforts and important related open-ended research challenges published in [3]. This thesis sets out to address some of the challenges identified, for example, the possible performance benefits of leveraging heterogeneous packet processing elements for NFV deployments [10] and the need for exploiting the case of edge vNF placement is self-driving cars [180]. Autonomous vehicles must dynamically process information received via onboard sensors to make key decisions, such as responding to traffic lights [181]. As it relates to the work presented in this thesis, on the one hand, network functions handling latency-sensitive tasks can be placed in the programmable data plane in the edge network infrastructure. On the other hand, operations requiring less crucial decisions, characterised as being more latency-tolerant, such as calculating complete travel routes, can be handled by network functions that accommodate much higher latency bounds and thus can be placed on user space hosts. Another important scenario related to autonomous driving is image recognition; thus, these applications, which are vital in identifying objects and obstructions, often involve using machine learning models [182]. This requires substantial processing capabilities (CPU, memory, and I/O) and can be placed on user space hosts along a packet processing pipeline.

- **E-healthcare**: A common edge computing use case is e-healthcare, which has seen tremendous growth as telesurgery is expected to grow in the coming years [183]. Everyday e-healthcare applications also facilitate essential tasks such as activity tracking, live monitoring, and constant measuring of calories, among other functions.

One critical use case of the hybrid edge placement on heterogeneous hosts is performing basic tasks such as access control for retrieving patients’ medical records from a secure location. This could be handled by a simple firewall network functionality implemented on a data plane packet processing element using fine-grained match-action rules.

Medical equipment for performing time-sensitive operations, e.g., remote surgeries requiring robotic arms, which involve extreme care, precision, and high computation capacity, can be handled by network functions deployed in packet acceleration frameworks characterized by abundant computing resources.
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capabilities of diverse packet processing elements, including the programmable data plane as part of a service chain [170], there are still ways in which the work presented here can be extended. The work primarily focuses on how network operators can leverage the capability of heterogeneous packet processing elements to cater to the requirements of emerging edge computing use cases in future networks. Below are some possible ways of extending the work presented.

6.5.1 In-band Network Telemetry and Multi-domain Service Orchestration

To achieve end-to-end visualisation of the network and monitor performance, In-band network telemetry is used [184]. This comes with the advantage of acquiring real-time network packet measurements; unlike traditional network measurement techniques, in-band telemetry can easily leverage data plane programmability technologies such as P4 [185]. As presented in this thesis, attempting to extend programmability to the network edge requires diverse packet processing elements for deploying network functions. The work presented in this thesis can be extended to optimise the underlying infrastructure for implementing in-band telemetry solutions.

Efforts in the literature, such as the work by Sheng et al. [186], implemented an INT framework for network management using software and Tofino programmable switches, which achieved low bandwidth overhead. A recent use case that leverages data plane programmability for INT is HINT [187], which supports congestion control decisions using P4-driven INT. To achieve heterogeneity and high performance in INT, Hyun et al. [188] proposed an INT management system and an INT Collector, which leverages the capabilities of the eXpress Data Path (XDP) to achieve high performance and a custom event detection technique.

To leverage the capability of the programmable data plane for in-network telemetry, Bhamare et al. [185] presented IntOpt, which fetches telemetry data directly from the programmable data plane elements along a service chain. In the context of the end-to-end programmable continuum proposed in this thesis, efforts like IntOpt can be incorporated with other packet processing acceleration frameworks to introduce heterogeneity in in-network telemetry to minimise monitoring overhead.

In a similar context to achieving heterogeneity in INT, there is a need to consider the nature of future networks, i.e., the inevitable demand for service orchestration across multiple domains. Although NFV and network programmability also promise centralised management in edge network environments using controllers or other service orchestration algorithms. The reality is somewhat different, as the distributed nature of
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next-generation edge IoT networks makes it challenging to achieve centralised control easily.

From the outcome of the literature review and the work presented in the thesis, the work can be extended to handle INT deployments using diverse VNF hosts, e.g., DPDK, containers, switch data plane and VMs. This is even more so as use cases for hybrid function placement are envisaged to span multiple connectivity domains such as non-terrestrial and terrestrial networks, resource-constrained industrial IoT implementations, etc. The use cases expected to emerge from implementing the 6G standard in the coming years will require novel mechanisms for the seamless orchestration and coordination of services across heterogeneous hosts in these domains.

The work presented in this thesis can also be extended in this direction since it has provided the foundation for exploiting the diverse capabilities of packet processing elements that constitute a service chain. One key future research objective is to design adaptive INT techniques that respond to placements based on edge network conditions, the type of network function, and the monitoring objective set out by network operators. Another research objective in this direction is to design an orchestration solution for hybrid VNF orchestration across multiple domains, which ensures optimal service delivery and resource utilisation. Developing protocols and standardised interfaces for interoperability across hybrid edge environments would allow for seamless distribution of telemetry data in the distributed edge environment.

6.5.2 Intelligent Hybrid Function Chaining at the Network Edge

Machine Learning and Artificial Intelligence applications are becoming popular, with more adoption expected to grow in the coming years. Regarding edge vNF placements, authors have combined Deep Reinforcement Learning with Graph Neural Networks to achieve the Optimal Placement of functions at the edge in an attempt to cater to diverse topologies [189]. Efforts such as the work by Deng et al. [190] used Deep Reinforcement Learning algorithms to select SFC paths to minimize latency between security functions.

The work by Khoshkholghi et al. [191] presented an online service chain deployment scheme to minimize the drop rate of service chain placement requests sent in by subscribed edge users. Similarly, Bunyaki [192] et al. employed Reinforcement Learning techniques tailored for traffic prediction by leveraging service-level performance predictions for vNF placements. Their proposal is geared towards achieving resilience in dynamic placement scenarios. Another recent approach in intelligent vNF placement
6.6. Concluding Remarks

In recent years, network operators have significantly shifted towards network programmability through advances in NFV, SFC, and SDN, driven by the need to meet the diverse demands of subscribed users. Future networks are expected to embrace drastic changes, adopting end-to-end programmability beyond the data centre to the network’s edge.

Since advances in software and hardware packet processing elements have brought about various (often lightweight) underlying devices and technologies capable of hosting and accelerating the performance of network functions, having a VNF framework that unifies diverse hosts to provide end-to-end connectivity along a packet processing pipeline is paramount.

This thesis demonstrated the hypothesis that in addition to placing network functions closer to end-users at the edge, using edge computing, NFV, and SFC, leveraging...
diverse packet processing elements for placing network functions can help network operators cater to the requirements and SLAs of emerging use cases in future networks.

This thesis advocated advancing function virtualisation and deployment by exploiting network programmability over diverse emerging environments, such as programmable switch hardware and in-network acceleration platforms. Extensive evaluations supported the hypothesis that network operators can benefit immensely from adopting an end-to-end programmability continuum using heterogeneous packet processing elements to support emerging use cases.

The outcome of this thesis and similar research will change future networks in some fundamental ways. This will revolutionise network service delivery by paving the way for a new paradigm that leverages edge vNF placement’s full potential. Adopting a framework that unifies diverse packet processing elements will allow future networks to provide faster and more flexible services to meet the emerging requirements of applications and users.

I also see the findings presented in this thesis that enable network operators to design future edge networks that are dynamic and scalable, i.e., not bound by the restrictions/capabilities of some underlying packet processing elements that constitute a service chain. This will also empower network operators to design networks that respond efficiently to unpredictable workloads; thus, use cases that require high bandwidth for data-intensive operations or low latency for real-time packet processing can be efficiently handled.

I envision adopting end-to-end programmability along a service chain, using heterogeneous packet processing elements as a silver bullet that will cater to many emerging edge use cases. As a real-life example, a recent study by Deloitte [194] projected the future of healthcare in 2040, which is believed to be driven by data and platforms, in what will be known simply as consumer-driven health. This will involve using diverse e-healthcare edge devices that require constant, resilient and secure connectivity to edge data centres, often running Machine Learning and Artificial Intelligence models on lightweight edge devices to provide personalised healthcare solutions. The work presented in this thesis and similar efforts in the literature will serve as an enabler for handling such use cases by network operators.

With the recent rise in the number of compute-intensive, ultra-low latency applications with AI and ML capabilities, which is expected to grow even further in coming years, adopting an end-to-end programmability continuum, as advocated in this thesis, paves the way for further innovation in the design of future networks, as it will create the proper underlying network infrastructure for novel technologies and applications to thrive.
6.7 Publications

The work presented in this thesis led to the following publications:
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