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Abstract

With the deterioration of the environment and the increasing severity of the energy crisis, the

UK government sets the Net Zero 2050 plan. Under this context, the traditional power distribu-

tion networks, struggling to adapt to the demands of local renewable energy generation (REG),

low-carbon technology, and energy storage, are transforming to active distribution networks

(ADNs) with soft open points (SOPs) as a flexible control device for enhanced operational

efficiency. Meanwhile, to overcome the limitations of a single energy vector, the multi-energy

system (MES), which can utilise the complementary advantages of different energy vectors,

becomes a promising solution, especially in facilitating the integration of REGs. As the nat-

ural gas network has a mature infrastructure across the UK and the technologies of gas-fired

units (GFU) and power-to-gas (P2G) can contribute to the constitution of the energy loop be-

tween electricity and gas, the electricity-gas MES become a hot research area. Selecting the

electricity-gas MES as the key solution, this PhD research investigates the impact of SOPs on

improving the operation of ADNs and explores the role of electricity-gas MES in facilitating

the integration of REGs.

For the SOP, the technology is advanced at the converter level, focusing on topology, control,

and strategy to improve the operational efficiency of ADNs. The three-phase four-wire (3P4W)

back-to-back (B2B) converter is investigated as the new topology of SOPs. Based on the new

topology, a new control scheme and the operational strategy are developed. The simulation

shows that the 3P4W-B2B converter based ASP-SOP can achieve load balancing and phase

imbalance in the unbalanced ADNs.

For the ADN, an optimal operation strategy based on developed ASP-SOPs is proposed to

enhance the performance of unbalanced ADNs. The effects of different types of ASP-SOPs is

compared. For the first time, in the SOP-based optimisation of ADN, the symmetrical semidef-

inite programming (SDP) is applied to solve the three-phase optimal power flow problem. The

case study demonstrates that the proposed method can achieve a power loss reduction of up to
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49.83% and an imbalance reduction of up to 77.68%.

For the MES, encompassing both ADNs and natural gas networks, a comprehensive opera-

tional coordination optimisation approach is designed to not only minimise the operational

costs, the curtailment of REGs and carbon emissions but also enable simultaneous analysis of

both energy vectors’ networks. Additionally, a graph-based model is developed for directly

solving the nonlinear optimisation problems in stochastic MES, considering the uncertainties

associated with variable REG. The results of case studies indicate that the proposed optimi-

sation method for MESs can reduce the total operational cost by 21.81%, the overall carbon

emissions by 33.95% and the curtailment of wind power generations by 94.41%. Furthermore,

the implementation of ASP-SOP can significantly mitigate the voltage imbalance condition in

three-phase power systems, improving it by up to 36.82%.
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Ik, rate Rated branch current in feeder #k

i∗oa, i∗ob, i∗oc References for the output terminal currents of the VSC

k Resonant gain

ki Integral gain of the resonant regulator

kp Proportional gain

km,n Natural gas flow constant of the pipeline from node m to node n

PDG,re f
ϕ,i Given active power generated by DG on phase ϕ at node i

PP2G
i,t,s , QP2G

i,t,s Active power and reactive power of P2G in node i at time t of scenario s

pdis
Max, Pdis

Min Maximum and minimum discharge pressure of the compressor

Psuc
Max, Psuc

Min Upper and lower limits for the suction pressure of the compressor

ra, rb, rc Voltage ratios on phase A, B and C of the step-voltage regulators

ri j, xi j resistance and impedance of the branch i j

SSOP Power reference of the SOP

SSOP
ϕ Power reference on each phase of SOP

SGFU
i Capacity of the GFU at node i

SP2G
i Capacity of power input of P2G

SDG
ϕ,i capacity of DG installed on phase ϕat node i

Sm,n Line pack constant of pipeline mn

SCapacity,i
SOP , SCapacity, j

SOP Capacity of the SOP at the node i/ j

SCapaciy
SOP ≥ 0 Capacity of SOP

Tapa, Tapb, Tapc Integers for the phase A, B and C of the step-voltage regulators

vϕ Voltage of phase ϕ in the optimisation results of various algorithms

v∗a, v∗b, v∗c Three-phase reference values of the network voltage

vϕ

OpenDSS Voltage of phase ϕ in the results of OpenDSS

WL Weight coefficient of the total power losses

WU Weight coefficient of the voltage imbalance condition

WCost , WWind , WC Weight coefficients of the operational cost FCost , the curtailment of wind
power generation FWind and the carbon emission FC in objectives

y j,t Nodal shunt capacitance

Zi j Line impedance of branch i j

zre Impedance of the voltage regulator

Errorϕ
v Voltage error of phase ϕ
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Variables

EES
t , EES

t+1 Stored energy in the ES at the time t/t +1

f L Total power losses of ADN

fV Voltage imbalance condition of ADN

f gas
l,t,1,s, f in

l,t,s Input flow at the spatial point k of the pipeline l in time t of scenario s

f gas
l,t,k,s Flow at the spatial point k of the pipeline l in time t of scenario s

f gas
l,t,Nx,s, f out

l,t,s Output flow at the spatial point k of the pipeline l in time t of scenario s

f comp
l,t,s Gas flow through the compressor l at time t for scenario s

f in
l,t,s, f out

l,t,s Input/output flow of the compressor l at time t in scenario s

f gas
t,s Gas supply at time t in scenario s

GP2G
n,t,s Natural gas output of P2G at node n at the time t of scenario s

GP2G
n,t Natural gas output of P2G at node n of the natural gas network at the time t

gu,t Natural gas supply of the gas well unit u at the time t

Hm,n,t , Hm,n,(t−1) Stored mass of natural gas (line pack) in pipeline mn at time t and t −1

Iϕ Actual phase current of the feeder

Ia, Ib, Ic Actual current on phase a, b and c

ia, ib, ic Instantaneous output currents of VSCs

Ik Actual branch current in feeder #k

Ii j,t,s Current of branch i j at time t in scenario s

Ii j,t Current vector of branch i j at time t

Ii j,t Line current vector of branch i j

Ia
i j,t , Ib

i j,t , Ic
i j,t Currents on phases a, b, and c of branch i j at time t

ioa, iob, ioc Instantaneous inductor currents of the VSC

li j,t Second-order decision variable of the current on branch i j at time t

lre Second-order variables of current of regulator

PES,Loss
t Power loss of the ES

PES
t Input/output power of the ES

Pgrid
t Electric power from the upstream power grid at the time t

PDG
ϕ,i , QDG

ϕ,i Active/reactive power output of DG on phase ϕ at node i

PP2G
a,i, t,s, PP2G

b,i, t,s, PP2G
c,i, t,s Active power of P2G unit in phase a, b, and c of node i at time t of

scenario s

PGFU
a,i,t,s, PGFU

b,i,t,s, PGFU
c,i,t,s Active power output of GFU unit in phase a, b, and c of node i at time t

of scenario s
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PP2G
a,i,t , PP2G

b,i,t , PP2G
b,i,t Active power of P2G unit in phase a, b and c of node i at time t

PGFU
i,t,s , QGFU

i,t,s Active power and reactive power of GFU at node i at time t of scenario s

PGFU
i,t , QGFU

i,t Active power and reactive power of GFU at node i at time t

PP2G
i,t , QP2G

i,t Active power and the reactive power of P2G at node i at time t

Pi j,t,s, Qi j,t,s Active power and reactive power along branch i j at time t in scenario s

Pjk,t,s, Q jk,t,s Downstream power flows of node j at time t in scenario s

PAvail
k,t Available wind power generation of the wind power unit k at the time t

PWind
k,t Actual power output of the wind power unit k at the time t

Pgas
l,t,1,s, Pin

l,t,s Pressure at the start of the pipeline l in time t of scenario s

pgas
l,t,k,s Pressure at the spatial point k of the pipeline l in time t of scenario s

Pgas
l,t,Nx,s, Pout

l,t,s Pressure at the end of the pipeline l in time t of scenario s

Pcomp
l,t,s Power consumption of the compressor l at time t for scenario s

psuc
l,t,s, pdis

l,t,s, ∆pcomp
l,t,s Pressure of suction, discharge and boost in the compressor l at time t for

scenario s

Pϕ,i,t
SOP,Loss, Pϕ, j,t

SOP,Loss Power loss of SOP on phase ϕ of node i/ j at the time t

PLoss
SOP,t Total power losses of SOPs

Pϕ,i,t
SOP , Pϕ, j,t

SOP Active power injections by the SOP on phase ϕ of node i/ j at the time t

Pgrid
t,s Electricity injection from the upstream power grid at time t in scenario s

PAvail
t,s Available wind power generation at time t in scenario s

PWind
t,s Real-time wind power output at time t in scenario s

Qm,n,t Natural gas flow in pipeline mn at time t

Qin
m,u,t Inflow natural gas flow of pipeline mn at time t

Qout
m,u,t Outflow natural gas flow of pipeline mn at time t

Qϕ,i,t
SOP, Qϕ, j,t

SOP Reactive power injections by SOP on phase ϕ of node i/ j at the time t

S1, S2 Complex power injection of the feeder #1 and #2 from the PCC before the
SOP operation

SNew
1 , SNew

2 Complex power injection of the feeder #1 and #2 from the PCC after the
SOP operation

SP2G
i Power capacity of P2G in node i

SNew
2,ϕ Complex power injection on phase ϕ of feeder #2 after the SOP operation

S2,Max, S2,Min Maximum and minimum values of the complex power injection from PCC
among the three phases of feeder #2 before the operation of SOP

S2,Median complex power injection on the phases of feeder #2 beside S2,Max and S2,Min
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Si j,t Second-order decision variable of power from node i to node j at time t

s j,t Nodal injection at node j at time t

S jk,t Downstream power flows from node j at time t

Sl,t,s Link pack of the pipeline l at time t in scenario s

Sre Power flowing through the regulator

Ui,t,s, U j,t,s Voltage at node i/ j at time t in scenario s

v0 Second-order decision variable at the source node

V re f
0 Nodal voltage vector at the source node

va, vb, vc Instantaneous output voltages of the VSC

Vi,−, Vi,+ Negative and positive of the voltage on each node

Vi,t Voltage vector of node i at time t

vi,t Second-order decision variable of the voltage on node i at time t

V ϕ

i,t Voltage on phase ϕ of node i at time t

V a
i,t , V b

i,t , V c
i,t Voltages on phase A, B and C of node i at time t

v j,t Second-order decision variable of voltage at node j at time t

V a
pri,t , V b

pri,t , V c
pri,t voltage on phase A, B and C of the primary side of the step-voltage regula-

tors at time t

vabc
pri , vabc

sec Second-order variables of the primary voltage and the second voltage of
the regulators

V a
sec,t , V b

sec,t , V c
sec,t Voltage on phase A, B and C of the secondary side of the step-voltage

regulators at time t

Ṗcomp
l,t , ṖP2G

i,t , ṖGFU
i,t , ṖWind

i,t First-stage variables for the compressors, P2G unit, GFU units, and
the wind power generation

prm,t Pressure of gas node m at time t

prn,t Pressure of gas node n at time t

Indices and sets

012 Symmetrical components

ϕ Phase a, b, and c

abc Phase components

H Hermitian transpose

Lc Set of all natural gas network compressors

Lp Set of all natural gas network pipelines

S Set of all scenarios

T set of time points

X Set of equal spatial points of pipelines



Chapter 1

Introduction

1.1 Research Background & Motivations

The UK’s commitment to achieving net-zero carbon emissions by 2050 is a pioneering step

in acting for tackling global climate change [1] [2]. Stemming from the Climate Change Act

of 2008, this target was bolstered in 2019 when the UK became the first major economy to

legally commit to such an ambitious goal. As shown in Table 1.1, the Net Zero 2050 plan

encompasses a vast range of strategies, including phasing out coal-fired power plants, ampli-

fying the deployment of renewable energy generation (REG), enhancing energy efficiency in

homes and industries, investing in carbon capture, usage and storage technologies, and pro-

moting green transportation [3, 4]. This comprehensive approach necessitates innovations and

paradigm shifts across multiple sectors of the economy [5].

In the context of the Net Zero 2050 plan, illustrated in Table 1.2, the electric power distribution

network plays an important role in the application of low-carbon technologies, including the

implementation of electrified heating solutions, the charging infrastructure for electric vehi-

1
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cles, and the installation of distributed REG [6–8]. Therefore, the distribution networks will

be the key area of technology applications of distributed low-carbon technologies.

Table 1.1: Key Goals of UK Net Zero 2050 Plan

Sector Goal Description [4]

Overall Emission Reduction Achieve net-zero greenhouse gas emissions by 2050.

Power System Fully Decarbonise the UK’s power system by 2035.
Focus on renewable energy sources.

Transport
Increase the use of electric vehicles.
Phase out the sale of new petrol and diesel cars by 2035.
Decarbonise public transport systems.

Buildings
Improve energy efficiency.
Promote low-carbon heating systems.
Phase out gas boilers in new homes by 2025.

Industry
Support the transition to cleaner industrial processes.
Introduce carbon pricing.
Invest in carbon capture, usage, and storage (CCUS).

Table 1.2: Goals of Power Sector in UK Net Zero 2050 Strategy

Aspect Details [9]

Decarbonisation
Target Fully decarbonize the UK’s power system by 2035.

Renewable
Energy

Major expansion in renewable energy sources,
particularly offshore wind and solar power.

Nuclear
Energy

Increase in nuclear energy capacity to reduce reliance on fossil fuels.
Plan for new nuclear power stations and small modular reactors.

Carbon
Capture & Storage

Investment in carbon capture and storage technologies
to reduce emissions from the remaining fossil fuel power plants.

Hydrogen
Power

Development of hydrogen energy as a clean alternative,
particularly for balancing and storage in the power grid.

Phasing Out
Fossil Fuels

Phasing out coal-fired power generation by 2024. Complete phase-out
of unabated natural gas for electricity generation by 2035.

Energy Storage
& Flexibility

Development of energy storage solutions and flexible energy systems
to manage the variability of renewable energy.

Grid
Infrastructure

Upgrading and modernising grid infrastructure to accommodate
higher shares of renewable energy and new technologies.

Policy
& Regulation

Implementing policy and regulatory reforms to support the transition
to a decarbonised power system and stimulate investment.
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Traditional distribution networks, often inherently passive, were primarily designed to facili-

tate a unidirectional flow of electricity, typically from the substations to electric loads. How-

ever, with the proliferation of distributed energy resources (DERs), including photovoltaic

(PV) and wind power generation, flexible loads and energy storage, a more dynamic and adap-

tive system has appeared. This gave rise to technologies to achieve the active distribution

network (ADN) [10,11]. Here ADN represents an evolved grid infrastructure, equipped with a

combined capability of local generation, flexible power distribution, and energy storage equip-

ment installed close to the consumers, allowing for a two-way flow of electricity [12]. Under

such circumstances, the operational optimisation of ADN can not only maximise the grid per-

formance of power flows but also enhance overall grid flexibility and efficiency.

Central to the flexibility and efficiency of reconfigurating the topologies of ADNs is the

Soft Open Point (SOP) [13, 14]. The SOP usually consisting of fast-adjustable and control-

lable power electronic-based converters, can be applied to replace the normal open points

(NOPs) [15], which are the traditional backup connection points between feeders of distribu-

tion networks. Unlike the conventional NOP, which can only offer a binary operation of either

opening or closing power flow paths, an SOP can regulate and redirect power flows accurately

and rapidly [16, 17]. This dynamic control helps in mitigating potential grid constraints, alle-

viating voltage issues, and optimising the integration of REG into the network. By providing

the power exchange between connected feeders, SOP plays a pivotal role in enhancing the

reliability, adaptability, and flexibility of ADNs [18]. Therefore, research on the SOP device

and the SOP-based optimisation for the optimal operation of ADN is essential.

To further utilise all clean distributed energy resources (DERs), research on electricity systems

cannot be isolated from other energy vectors [19]. The interaction among different energy

vectors, including (but not limited to) electricity, natural gas, heating, cooling, and hydrogen,
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can contribute to optimising the overall energy efficiency, achieved by utilising or storing

surplus energy from one vector in another [20, 21]. For instance, the excess heat, produced

during electricity generation, can utilised by a combined heat and power plant. Similarly, the

surplus power generated by DERs, which may not be easily stored within the electric power

system, can be converted and stored in other forms, including heating, cooling, natural gas,

and hydrogen.

Under this context, the multi-energy system (MES) is a holistic approach to energy manage-

ment that synergistically integrates various energy vectors, including electrical, thermal, and

gas systems, into a cohesive, unified framework [22]. Unlike traditional energy systems that

operate in isolation, MES embraces the interdependencies and interactions between different

energy vectors, enabling optimised and flexible energy conversion, storage, and distribution.

By leveraging the strengths of different energy vectors and mitigating their individual limi-

tations, MES provides a more adaptive energy solution to enhance overall system efficiency,

reduce operational costs, and bolster resilience against energy supply disruptions [23]. In an

electricity and natural gas MES [24], the Power-to-Gas (P2G) technology plays an instru-

mental role in facilitating the accommodation of wind power generation [25]. The P2G can

convert excess electricity generated from wind turbines into hydrogen through the process

of electrolysis. This hydrogen can then be either stored directly or further converted into

synthetic methane, allowing it to be injected into the natural gas grid [26, 27]. The energy

efficiency of converting electricity into hydrogen, through electrolysis, is about 60% to 80%.

If the hydrogen is further converted into methane, the efficiency of methanation is around 70%

to 80% [28]. This gas can then be used to generate electricity via gas turbines with energy

efficiency ranging from 40% to 50%. Although the round-trip energy efficiency between elec-

tricity and natural gas usually be lower than the battery energy storage, by acting as a bridge

between the electricity and natural gas systems, P2G can create an integrated energy storage
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mechanism, enabling a smoother, more efficient accommodation of wind power generation in

the MES. Thus, the research on the operational optimisation of MES with P2G unit is pivotal,

as MES can contribute to greatly reducing the curtailment of wind power generation.

1.2 Research Aim and Objectives

Utilising the MES as the key solution, this PhD research aims to investigate the impact of

SOPs on improving the operation of ADNs and the role of MES, consisting of ADN and the

natural gas network, in facilitating the integration of REG. The research focuses of this thesis

is shown in Fig 1.1.

Figure 1.1: The research Focuses of the Thesis

In this thesis, the first objective is to enhance the technology of SOPs in the field of topol-

ogy, control and strategy for enhancing the operational efficiency of ADNs. The focus is on
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how SOPs can make the operational efficiency of ADNs better and serve as a cost-effective

alternative to traditional network reinforcement, including the upgrading of transformers and

power lines, as well as the reconfiguration of networks with passive switches. The study in-

vestigates the potential of SOPs to serve as a cost-efficient substitute for conventional network

reinforcement methods, typically including the upgrading of transformers and power lines, as

well as the reconfiguration of networks using passive switching mechanisms. It is acknowl-

edged that the aforementioned traditional network reinforcement strategies are not mutually

exclusive with the implementation of SOPs.

Furthermore, the study seeks to augment the decision-making capabilities of distribution net-

work operators (DNOs), who are tasked with the management of large-scale distribution net-

works with the deployment of SOPs. Therefore, a comparative analysis of various SOP types

and their performance in optimising ADN operations will be conducted. The research aims

to elucidate the methodologies through which the SOPs can be more effectively integrated

into ADN operations, thereby providing DNOs with innovative strategies to overcome opera-

tional challenges, such as power losses and three-phase imbalances. Hence, a new SOP-based

optimisation for ADNs will be proposed.

Then, this thesis extends beyond the optimisation of ADNs to a comprehensive exploration of

MES, which represents a paradigm shift in energy system integration and management. The

foremost objective is to delve into the capacity of MES in the accommodation of REG. By

investigating the extent to which MES can enhance the accommodation of REG beyond the

capabilities of isolated ADNs, the research will elucidate the transformative potential of MES

in the energy landscape. The key to the research is to design the strategic operation of coor-

dination between the electricity and natural gas networks within the MES. In pursuit of this,

the study will craft a coordinated operation optimisation model specifically for MES, which is
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designed to leverage the interaction of energy vectors. This model will be pivotal in managing

and improving the efficiency of MES operations, and it is anticipated to lay the foundations

for a more resilient and sustainable energy infrastructure. Furthermore, building upon the SOP

proposed in the early chapter of this thesis, a thorough analysis will be conducted to unearth

the operational performance and the multifaceted benefits brought by SOPs. This investi-

gation will not only focus on the enhancement of operational efficiency within ADNs (e.g.,

three-phase imbalance) but will also extend to appraising the SOP’s contribution to elevating

the overall systemic efficiency of the MES. By dissecting the interplay between SOP opera-

tion and MES efficiency, the research aims to uncover novel insights that could substantiate the

SOP’s role as a pivotal component in a path towards a more sustainable and efficient energy

future.

1.3 Contributions of the Thesis

Under the research context mentioned in Sections 1.1 and 1.2, focusing on the research objects

of SOP, ADN and MES, the contributions of this thesis are summarised as follows:

• For the SOP, the three-phase four-wire (3P4W) back-to-back (B2B) voltage-source con-

verter (VSC) topology has not been fully explored for the topology of SOPs. In this

research, the potential of the 3P4W B2B VSC as the topology of SOPs will be ex-

plored. Based on the application of the topology, the new control scheme, named the

all-switching-phase (ASP) control, is developed for the all-switching-phase SOP (ASP-

SOP). Also, based on the ASP-SOP, the new control strategy is designed to mitigate (1)

the issue of load imbalance between feeders and (2) the phase imbalance in the heavily

loaded feeders.
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• For the ADN, an optimal operation strategy based on proposed ASP-SOPs is designed

for unbalanced ADNs, with the aims of power loss reduction and voltage imbalance

mitigation. For the first time, in the SOP-based optimisation, the symmetrical semidefi-

nite programming (SDP) method is applied to convert the original non-convex nonlinear

model into an SDP model, to be efficiently solved.

• For the MES, because of oversimplification, the current modelling finds difficulties in

the simultaneous analysis of the states of both the power system and the natural gas net-

work. In this research, aiming to minimise the operational costs, the curtailment of REG

and the emission of carbon, a holistic operational coordination optimisation approach

is proposed for electricity-gas MES. A comprehensive model is built: the phase imbal-

ance of the electricity distribution system and the line pack dynamics of the natural gas

pipelines are considered simultaneously.

• To better enable the direct modelling and solving of nonlinear constraints and to tackle

the stochastic challenges in the MES, a graph-based model is developed for directly

modelling and solving the nonlinear optimisation problems of stochastic MES and for

handling the stochastic issues caused by the REG.

1.4 Organisation of the Thesis

The organisation of this thesis is described as follows:

Chapter 2 - Literature Review

To lay the groundwork for the investigative journey of this thesis, an initial overview of SOPs
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in ADNs is undertaken. This exploration serves not only to understand the current state of

SOP application and research but also to pinpoint the specific research gaps yet to be fully

explored within this realm. Following this, the focus shifts to a detailed examination of the

current research regarding MES, with particular emphasis on identifying the research gaps in

the domain of MES. Moreover, the chapter progresses to provide a comprehensive literature

review on two optimisation techniques: symmetrical semi-definite programming (symmetrical

SDP) and graph-structured modelling.

Chapter 3 - Soft Open Point: Topology, All-Switching-Phase Control, Strategy

This chapter sets the groundwork for the research at the device level of the flexible power elec-

tronics device, focusing on the novel topology, control, and strategy of the SOP. Specifically,

the 3P4W-B2B-VSC is introduced as the topology for the SOPs. Building upon this, a ASP

control is proposed, culminating in the new ASP-SOP. The strategy is designed to address the

issues: (1) load imbalances between feeders and (2) three-phase imbalances in heavily loaded

ADN feeders. The simulation results demonstrate the practicability of the 3P4W-B2B-VSC

based ASP-SOP and the effectiveness of the all-switching-phase control in achieving load

balancing and phase imbalance compensation.

Chapter 4 - Operational Optimisation of Active Distribution Networks based on All-

Switching-Phase Soft Open Points

In this chapter, the potential of ASP-SOP in the system-level operational optimisation of ANDs

is explored. Based on the ASP-SOPs developed in Chapter 3, an optimal operation strategy is

proposed for unbalanced ADNs, with the aims of power loss reduction and voltage imbalance

mitigation. Also, the different types of ASP-SOPs are modelled and compared. Furthermore,

in the area of SOP-based optimisation, the symmetrical SDP method is, for the first time,
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applied to convert the original non-convex nonlinear model into a solvable symmetrical SDP

model. The outcomes of the case studies indicate that in the proposed optimisation strategy,

the new ASP-SOP based on 3P4W-B2B-VSC can lead to a significant reduction of power

losses and mitigation of voltage imbalance conditions.

Chapter 5 - Multi-Energy System: Operational Coordination of Active Distribution Net-

works with All-Switching-Phase Soft Open Points and Natural Gas Networks Consider-

ing Power-to-Gas

In this chapter, the application of the symmetrical SDP method based optimisation, applied to

ADNs in Chapter 4, is extended to the MES consisting of the ADN as an electric vector and

the natural gas network. In the MES, the bi-directional energy flows are implemented through

P2G units and gas-fired power plants. The three-phase power distribution system is modelled

to fully consider the unbalanced operational network. The natural gas network is incorporated

with steady-state gas flows and the dynamic link pack of pipelines. Additionally, the impact

of the ASP-SOP for the MES is investigated. Case studies demonstrate the effectiveness of

the proposed method in simultaneously minimising the total operational cost, the curtailment

of the installed REG, the voltage imbalance of the three-phase power system and the overall

carbon emissions.

Chapter 6 - Graph-Structured Two-Stage Stochastic Parallel Nonlinear Optimisation for

Multi-Energy System

Although the MES’s effects have been highlighted in Chapter 5, the inherent nonlinearity and

strong coupling may cause challenges in the modelling of MES; the randomness and volatility

of stochastic REG may cause uncertainties in the operation of MES. To handle these chal-

lenges, a graph-structured two-stage stochastic nonlinear optimal operation model is proposed
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for the MES. The first stage ensures consistent equipment performance across all scenarios.

The second stage focuses on the MES states. Using parallel evaluations and decomposition,

the model consolidates the optimisation into an abstract objective: ’Opti-Graph’, compris-

ing ’Opti-Nodes’ (variables, constraints, objectives, and data) and ’Opti-Edges’ (connections

between Opti-Nodes). The case studies showed that our proposed method can reduce opera-

tional costs, the curtailment of REG, and carbon emissions while maintaining the integrity of

the nonlinearity of the model.

Chapter 7 - Conclusions and Future Work

The main research findings and relevant conclusions are elaborated, followed by subsequent

potential research innovation points for future research.



Chapter 2

Literature Review

2.1 Active Distribution Network with Soft Open Point

2.1.1 Active Distribution Networks

The ADNs represent a transformative evolution in the field of power distribution, emerging

in response to the limitations of traditional distribution networks and the changing dynamics

of energy generation and consumption [29]. Traditional distribution networks, originally de-

signed for a unidirectional flow of electricity from centralised power stations to consumers,

have shown considerable drawbacks in the face of modern energy demands [30, 31]. These

networks are characterised by

• Limited flexibility, especially in integrating distributed energy resources (DERs) like

solar PV and wind power.

• Inefficiencies and reliability issues, primarily due to their inability to dynamically adjust

to changing load demands.

12
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• Struggling to cope with increasing electricity demand and technological advancements

without significant infrastructure upgrades [32].

Traditional distribution networks often struggle to mitigate or resolve these challenges, par-

ticularly when considering the contemporary requirement of low-carbon economic principles.

To tackle these issues more effectively, during the 18th International Conference on Electricity

Distribution (CIRED), the idea of ADNs was introduced [33].

As defined by the International Council on Large Electric Systems C6.11 working group [34],

an ADN is a public distribution network that operates with a flexible structure. It incorporates

active management of DER, integrates energy storage solutions, and employs bidirectional

approaches to customer demand management. ADNs play a crucial role in the broader public

distribution networks managed by electricity distribution companies and distribution network

operators. ADNs encompass various functions such as management of DERs, power factor

correction, automatic adjustments of on-load tap changers, network reconfiguration, and flex-

ible load management [35].

Differing significantly from traditional networks, ADNs are characterised by the following

main aspects [36, 37].

• Integration of various DERs, like wind, solar, and hydro, along with energy storage

systems. These resources can be transformed between the Alternating Current (AC)

system or the Direct Current (DC) system using power electronic devices and connected

to the main grid through power transformers [38].

• Designed for bi-directional energy flows, allowing not just for the distribution of power

electricity but also for its reception from DERs. This bi-directional flow is fundamental
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in integrating and utilising energy from diverse distributed sources [39].

• The information and communication technology (ICT) and the automation devices are

installed and implemented for the operational optimisation of the whole system network

[40].

• Installation of smart metres on the customer side. These metres enable the real-time

collection of data and information, which can facilitate bidirectional operational control

between customers and distribution network/system operators.

However, during this transition of ADNs, the significant intermittence and potential instability

of DERs can have negative impacts on the operations of ADNs, with increased complexity and

hence challenges.

One challenge is the phase imbalance existing at a mass scale. For example, in the UK’s

power distribution networks, above 50% of substations see over 50% difference in phase peak

currents [41].

In traditional power distribution networks, the phase imbalance primarily arises from two fac-

tors: asymmetrical characteristics of power lines or cables, and uneven distribution of power

loads across three phases [42,43]. This imbalance can be attributed to varying line impedance,

differing electrical distances from the source to the load, and a non-uniform allocation of

single-phase loads among the three-phase system [44].

With the evolution towards ADNs, the dynamics of phase imbalance have become more com-

plex. In ADNs, the increasing integration of single-phase DERs, such as solar panels, and

single-phase loads like electric vehicles (EVs) and heat pumps, introduces new challenges

and opportunities [45, 46]. Whilst these technologies offer potential for system optimisation
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and enhanced network flexibility, they can also exacerbate phase imbalances, threatening the

stability and security of the distribution network.

The negative impacts of phase imbalance are multifaceted and significant [47, 48]:

• Additional network investment costs: Phase imbalance leads to inefficient utilisation

of network assets. This inefficiency necessitates additional infrastructure to handle the

imbalanced load, thereby increasing capital expenditure [49].

• Extra energy losses: Imbalances in the phase load can result in higher power losses in the

distribution lines. This not only reduces the overall efficiency of the power distribution

system but also translates into higher operational costs.

• Nuisance tripping: Protection systems in electrical networks are sensitive to imbalances.

Frequent phase imbalances can cause protective devices to trip unnecessarily, leading to

reliability issues and service interruptions.

• Damages to induction motors: Induction motors, widely used in industrial and commer-

cial applications, are particularly susceptible to phase imbalance. Even a small imbal-

ance can cause motor overheating and reduce the lifespan of these motors.

Meanwhile, power losses are an inevitable consequence of electricity transmission and dis-

tribution across any network assets. These losses represent a significant inefficiency in the

energy supply chain and have wider implications. Over 80% of the total power losses in elec-

tric networks occur at the distribution level, especially a critical concern amidst the growing

penetration of DERs [50]. The presence of these DERs often results in reverse currents in

radial distribution networks, exacerbating power loss challenges. Furthermore, power losses

in distribution networks contribute to over 1.5% of the UK’s greenhouse gas emissions [51].
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The environmental impact of these losses is significant, as they contribute to climate change

and reduce the overall efficiency of DERs integrated into the network.

The impacts of power losses have extended significantly to distribution network operators

(DNOs) and electricity customers [51]. For DNOs, these losses represent a major operational

challenge, as they must balance the efficiency of the distribution network with the increasing

demand and integration of diverse energy sources. The financial burden of power losses often

leads to increased operational costs for DNOs, which can, in turn, be passed onto consumers

in the form of higher electricity tariffs. This creates a direct economic impact on electricity

customers, who bear the cost of inefficiencies in the distribution network. Therefore, at the

level of the power distribution network, both the DNOs and electricity customers must consider

power losses to reduce power costs and further carbon emissions.

Consequently, the research of this thesis focuses on the operational optimisation of ADN, aim-

ing to mitigate phase imbalance while concurrently minimising power losses. This approach

is pivotal in enhancing the efficiency and reliability of these networks.

2.1.2 Soft Open Points

In traditional ADNs operating on a radial basis, backup connection points between feeders,

commonly referred to as Normally Open Points (NOPs), are characterised by remotely oper-

ated switch disconnects [52]. Nowadays, these NOPs are gradually superseded by an innova-

tive concept termed Soft Open Points (SOPs), which are integrated with swiftly controllable

power electronic (PE) converters. The SOP, diversely known in academic literature as soft

multi-state open point (SMOP) [53], loop balance controller (LBC) [54], and soft normally-

open point ’SNOP’ [15, 55], presents a transformative approach in the realm of ADNs.
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The advent of SOP technology combines the inherent simplicity of protection systems in radial

ADNs with the superior reliability characteristic of meshed ANDs. Importantly, SOPs achieve

this advantage without necessitating any substantive alterations to the prevailing radial layout

of ADNs.

SOPs primarily aim to achieve load balancing between connected feeders and expedite the

process of supply restoration (SR) in the aftermath of a fault within unaffected sections of the

feeders [56]. SR refers to the rapid re-energizing of parts of the feeder that remain operational

post-isolation of the faulted segment. SOPs drastically outperform NOPs in SR, operating

in mere milliseconds compared to NOPs’ slower response of hundreds of milliseconds. SR

refers to the prompt reinstatement of power supply to normally operational sections of the

feeder after the isolation of the faulted feeders. SOPs demonstrate a remarkable proficiency

in SR, executing operational tasks within milliseconds, a significant advancement over the

hundreds of milliseconds typically required by NOPs.

SOPs also manifest functionalities akin to other PE devices like the unified power flow con-

troller (UPFC) [57] and the smart transformer (ST). The performance comparison, presented

in Table 2.1, shows that the SOP can encapsulate the most functionalities of PE device in

ANDs. The advantages of SOPs include [58]:

• Enhanced power flow regulation of active power and reactive power for optimal load

balancing.

• Quicker operational response and more accurate control of power flow than NOPs, at-

tributed to the controllable power electronic device rather than the mechanical switch.

• Improved power quality through harmonics and unbalanced current compensation, along-

side voltage support capabilities.
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• Limitation of fault propagation. SOPs can swiftly disconnect and isolate the faulted

feeder within milliseconds to curtail the spread of fault current [59].

Table 2.1: Performance Comparison between SOPs and Other Devices in ADNs

Funtions UPFC [60] ST [61] SOP
Active Power Control Y Y Y
Reactive Power Compensation Y Y Y
Load Balancing Y Y Y
Fault Isolation N N Y
Bidirectional Power Control N Y Y
Installed Location After transformer Replacing the transformer At end of feeders or NOPs
Converter Numbers Two One to Three Two or more
Connected Feeders One or more One or more Two or more
Y for yes; N for no

SOPs are categorised into three types:

• Two-terminal SOP (2T-SOP)

• Multi-terminal SOP (MT-SOP)

• SOP with energy storage (SOP+ES) [62]

The foundational type of SOP, known as the 2T-SOP, typically consists of a pair of back-to-

back (B2B) converters [63]. These converters are interconnected in parallel via a common DC-

link capacitor. This capacitor serves two functions: firstly, as an energy buffer, and secondly,

to mitigate voltage ripples on the DC side, thereby enhancing the stability and efficiency of the

system. The 2T-SOP can be further developed into a more sophisticated type of SOP, termed

the MT-SOP which can enhance the operational performance of ADNs by interconnecting

three or more feeders. The MT-SOP is engineered to connect vulnerable feeders which are

particularly susceptible to instabilities, primarily because of the extensive integration of DERs

and substantial power load demands [64]. This design aims to achieve load balancing within

the connected feeders.
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The SOP+ES, in which Energy Storage (ES) is coupled to the DC side of the SOP via a DC-DC

converter, centralises ES at a strategic location, as opposed to a more dispersed arrangement

throughout the ADN [65]. Such centralisation can offer potential cost efficiencies, especially

as the ES becomes increasingly essential in modern ADNs due to the intermittent nature of

integrated DERs [62]. In the SOP+ES, the DC-link voltage is regulated by the DC-DC con-

verter. Concurrently, the AC/DC converters, connected to the feeders, play a pivotal role in

managing the charging and discharging power of the ES, enabling it to effectively adapt to

fluctuating energy demands and storage requirements [66].

In this research, the 2T-SOP and the 2T-SOP+ES will be taken into consideration for the

optimal operation of the ADNs.

Topology of Soft Open Points

Various converter topologies are available for deployment in SOPs, particularly in the con-

text of 2T-SOP configurations, which necessitate bidirectional power flow control capabilities.

Among these, the two-level voltage source converter (VSC) [56] is extensively utilised for

SOP applications, and the Modular Multilevel Converter (MMC) [67] is also considered due

to its lower switching losses and high-voltage quality attributes. Further, configurations such

as B2B Modular Multilevel Matrix Converter (M3C) [68], Unified Power Flow Controller

(UPFC) configuration [69, 70], Cascaded H-bridge (CHB), and Multi-Active Bridge (MAB)

converters [71] have been examined in academic literature. The topologies of SOPs are sum-

marised in Table 2.2.

In previous studies of the B2B VSC based SOP, the two-level three-phase three-wire (3P3W)

VSC has been the predominantly used topology [56]. The fundamental principle of the 3P3W
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Table 2.2: Topologies of SOPs

Converter Topology References
VSC [56] Most widely used

MMC [67]
M3C [68]

Electric Spring [70]
CHB, MAB [71]

UPFC Configurated SOP [69, 70]

VSC involves using two levels of voltage, either positive or negative, to effectively convert

and control the AC power in a three-phase power system. This topology is favoured for its

relative simplicity and efficiency in handling power conversion tasks [59]. However, in the

circumstances of ADNs, the existence of the neutral lines introduces the potential for decou-

pling the three phases, meaning that the neutral line current of the feeder can be independently

regulated, offering a significant advantage in managing power flows and enhancing stabil-

ity [72] [73]. This capability becomes particularly crucial in the unbalanced networks, which

are commonplace in ADNs.

The three-phase four-wire (3P4W) VSC consists of six semiconductor switches, typically IG-

BTs (Insulated Gate Bipolar Transistors) or MOSFETs (Metal-Oxide-Semiconductor Field-

Effect Transistors), arranged in a bridge configuration. Each phase of the converter has two

switches that are controlled to convert DC power into AC power. The fourth wire, or the neutral

wire, is used to manage the zero-sequence current, especially in unbalanced load conditions.

This is crucial in applications where the power of the three phases is not equal [74].

Recognising this, the 3P4W VSCs have been identified as a more suitable topology for appli-

cations in such unbalanced systems [75]. Their ability, including handling the neutral line

and compensating for unbalanced voltage, allows for improved performance in both grid-

connected and stand-alone operations [76, 77]. Nevertheless, despite the apparent advantages
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of the 3P4W VSCs, their application in B2B VSC based soft open points (SOPs) has not been

fully explored. In the research of this thesis, 3P4W-B2B-VSCs will be used as the topology of

SOPs to achieve better control performance, especially under the circumstances of unbalanced

ADNs.

Control of Soft Open Points

For the conventional SOPs of the B2B-VSC, a dual closed-loop current-controlled mode is

applied to control the active and reactive power flows through the SOP, under the circumstance

of the stable network conditions [78]. The control of the two VSCs in the B2B SOP usually

comprises three principal components [79, 80]:

• Outer power control loop: one VSC operates with the active/reactive power (P/Q) con-

trol, where the errors between the references and actual values of the active and reactive

power are transformed into the reference dq current components, while the other VSC

operates with the Vdc/Q control to maintain the voltage across the DC-link capacitor.

These processes generate current references for the subsequent inner current control

loop.

• Inner current control loop: The reference VSC dq voltage can be computed using the

proportional-integral (PI) controller [81, 82]. This calculation takes into account the dq

current discrepancies. To enhance the dynamic response, the voltage feed-forward and

current feed-back compensations are incorporated. After the voltage references of the

VSC terminal are obtained from the transformation of the reference VSC dq voltage, the

gate signals for the power thyristors can be generated by using pulse width modulation

(PWM),
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• Phase-locked loop (PLL): The PLL plays an important role in synchronising the real-

time phase of the VSC output voltage with the AC network voltage by collecting precise

information about the AC network, including phase angle, frequency, and the voltage

value of positive and negative sequences.

During the period of faults or disturbances in any one of the feeders connected by the termi-

nal of SOP, the SOP terminal connected to the isolated loads operates as a voltage source to

provide the requisite voltage and stable frequency to the isolated loads, which is the control

mode of SOPs recognised as the supply restoration [83]. Concurrently, another converter, as-

sociated with the unfaulty feeders, continues to function as a current source and operate under

the Vdc/Q control.

To alleviate the imbalance issue of ADNs, the concept of ‘phase-changing (PC) SOP (PC-

SOP)’ has been proposed in [84, 85]. However, in these two papers, the power exchange can

only be realised between the specific AC phases of two terminals of PC-SOP, for example:

phase A to phase B, phase B to phase C, and phase C to phase A. It is noteworthy that these

studies do not delve deeply into the fundamental control scheme of PC-SOP. Moreover, the

strategies for optimal operation remain a gap area for further investigation and development.

SOP based ADN operational optimisation

In [86], a two-stage robust SOP based optimization method for ADNs is proposed to handle

the uncertainties of PV outputs, aiming to achieve desired voltage and reduced power losses.

Through convexification, the model is formulated as a two-stage Second Order Cone Program-

ming (SOCP) problem. By using a MT-SOP, Ref. [64] introduces a optimisation method to

alleviate feeder load imbalance and decrease power losses in ADNs. involving transforming
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the initial non-convex nonlinear model into a tractable SOCP model through convex relaxation

and linearization.

In [87], with the increasing penetration levels of single-phase distributed generation (DG), an

operation optimization model for unbalanced ADNs is developed based on SOPs to minimize

the operational losses and mitigate three-phase unbalances in ADNs. The original nonlinear

model is converted into an semidefinite programming (SDP) model via convex relaxation.

In [62], the results of case study illustrate that the SOP based optimisation can provide the

ADN with the improved accommodation of the PVs, attributed to SOP’s precise and swift

control over power flow, both spatially and temporally.

In [88], a model considering the long-term operational traits of DG and network topology

alterations is established to optimise the placement and sizing of SOPs. The objective is to

minimise the annual power loss costs of the distribution system, along with the capital and op-

erational costs of SOPs. Through linearization and conic relaxation techniques, the complex

nonconvex mixed integer nonlinear model is converted into a traceable mixed integer SOCP

(MISOCP) model to ensure the reach of the global optimality. In [89], the authors developes

a mixed-integer non-linear programming (MINLP) model to achieve the optimal planning of

the distributed ES in ADN. The installed SOPs is regulated to optimise the flexible active and

reactive power control on the connected feeders of ADN. Ref. [90] presents a coordinated op-

timisation model based on SOP is proposed to achieve the minimum value of the operation

costs and to improve the voltage profile in ADNs considering the controllable equipment in-

cluding the SOP, on-load tap changer and switchable capacitor banks. With the application of

MISOCP, the global optimal results can be guaranteed.

In [91], an optimal configuration model of SOP is designed and implemented for ADNs, con-
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sidering the characteristics of DERs, to minimise the SOP cost of fixed investments and annual

operation and the ADN’s annual power losses. Then, the MISOCP is deployed to solve the

model with efficiency and convergence. During the blackouts in ADN, the SOPs in ANDs are

utilised in [92], along with the routing repair teams and the electric vehicles, to realize fast

and maximum supply restoration of the high-priority loads. In [93], a bi-level optimisation

model is developed to coordinate the allocation and operation of DG, capacitor banks, and

SOPs. The upper level focuses on minimizing investment in controllable devices, operational

and maintenance costs, and the cost of power purchased for ADNs. The lower level aims to

minimize the power loss in ADNs. To solve the bi-level model, a genetic algorithm is applied.

Table 2.3: Comparison of Research on SOP based Optimisation

Reference Optimisation
Objectives

Controllable
Device

Case Study
Network

[86]
Minimise uncertainties of PVs,

power losses and voltage deviations 2T-SOP, PV IEEE 33-node system

[64]
Minimise feeder’s unbalanced

condition and total power losses MT-SOP, DG IEEE 33-node system

[87]
Minimise total power losses,

imbalance of voltage and current 2T-SOP, PV
IEEE 33-,

123-node system

[88]
Minimise the capital and

annual operational cost of SOP,
and annual cost of power loss in ADN

2T-SOP, PV,
Wind power

IEEE 33-node;
Taiwan distribution

system

[62]
Maximise the hosting

capacity of PVs
2T-, MT-, SOP;
SOP+ES; PV IEEE 33-node system

[89]
Minimise the operational cost of ADN

and ES investment cost

2T-SOP, Battery ES,
PV, Wind power,

On-load tap changer
IEEE 33-node system

[90]
Minimise the cost of total power

loss and voltage deviation

2T-SOP,
On-load tap changer,

Capacitor banks

IEEE 33-,
123-node system

[91]
Minimise the fixed investment and

annual operation cost of SOP,
annual power loss of ADN

2T-SOP, PV,
Wind power IEEE 33-node system

[92]
Maximise the supply restoration

of the high-priority loads 2T-SOP, EVs
IEEE 33-,

69- node system
[70] Mitigate the voltage deviation 2T-SOP IEEE 15-, 33-, 69 node

[93]
Minimise the investment of

controllable devices, the
operational and maintenance cost

2T-SOP,
PV, Wind power,
Capacitor banks

IEEE 33-node system
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2.2 Multi-Energy Systems

2.2.1 Multi-Energy System with Power-to-Gas

The penetration of REG has been continuously increasing, to mitigate issues caused by envi-

ronmental deterioration. Therefore, there is a global trend of transforming the energy sector

toward a low-carbon economy. However, one critical bottleneck is that the development of

current power grids is lagging behind to fully accommodate abundant REG because of the

following characteristics of REG [16, 94–96]:

• Intermittent fluctuations. The inherent variability of REG, such as solar and wind power,

results in intermittent fluctuations in energy output. This intermittency, influenced by

external factors like meteorological conditions and the time of day, presents a significant

challenge for power grids, which are designed to maintain a real-time balance between

electricity supply and power demand. The absence of robust energy storage solutions or

advanced demand-side management may cause difficulties in integrating high levels of

REG, even potentially leading to grid instability and reliability issues.

• ‘Anti’ peak demand effect. This term likely refers to the mismatch between the peak

production times of certain REG and the peak demand times of electric power. For ex-

ample, the wind power generation reaches its highest output in the evening, which may

not coincide with the peak power demand during the daytime. This misalignment can

result in excessive generation during periods of low demand and insufficient output dur-

ing periods of high demand, complicating grid management and necessitating additional

flexible generation sources or storage to maintain grid stability.

• Causing reverse power flow in power grids. Traditional power grids are predominantly
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designed for a unidirectional flow of electricity from centralised substations to end-users.

However, when locally distributed REG exceed consumption, the excess energy can be

fed back into the superior power grid, reversing the conventional flow direction. This

reverse flow poses technical challenges, including the need for voltage regulation, the

risk of overloading grid components, and complexities in maintaining power quality.

Therefore, both power network operators and individual customers would benefit from min-

imising the curtailment of REG.

One of the most promoted solutions is to facilitate this utilisation of the power-to-gas (P2G)

units [25, 97, 98]. The P2G involves the use of surplus REG electricity, during periods of low

electricity consumption, to produce hydrogen (H2) via the electrolysis of water. The produced

hydrogen can be either directly utilised in various applications, stored for later use, or further

processed into methane (CH4) through a process known as methanation. The methane, named

natural gas (NG) can be injected into and stored in the pipelines of the natural gas network.

Compared with other energy storage methods, the P2G has the technological characteristics

and advantages in realising large-scale accommodation of REG as follows [28, 99–103]:

• P2G is recognised as a low-carbon technology for two primary reasons. Firstly, by con-

verting surplus REGs into hydrogen or methane, P2G facilitates the storage of excess

renewable energy that might otherwise be curtailed due to the limited capacity of the

power grid. Secondly, the outputs of P2G are hydrogen and methane. When combusted,

hydrogen produces only carbon-free water. Meanwhile, the released CO2 in methane

combustion almost be equivalent to that originally captured from the atmosphere dur-

ing the methanation process. Admittedly the P2G process requires significant inputs
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of energy and material, but it still can enhance the integration of REGs and markedly

contribute to reducing the carbon emissions of the electricity-gas MES.

• Compared with battery energy storage, P2G has higher storage capacity and energy con-

version efficiency. Battery energy storage systems usually have limitations in capacity

size because of the high cost. In contrast, P2G allows for the storage of large amounts

of hydrogen or synthetic natural gas stored in the existing infrastructure of natural gas,

meaning that the utilisation of P2G will not be limited by the storage capacity. Mean-

while, there have been MW-level pilot projects under operation, with an efficiency of

60%–70%, e.g. the Energiepark Mainz, a 6.3MW P2G project in Germany [98]. If

the waste heat can be better managed and utilised, the overall system efficiency can be

further improved.

• The P2G unit can serve as a flexible controllable power load in the power grid. The

power of P2G units can be rapidly ramped up or down depending on the availability of

excess REG, resulting in that the P2G can contribute to not only the accommodation of

large-scale REG, but also frequency regulation and peak-valley regulation. It has been

observed from Hydrogenic’s pilot P2G project that the P2G units demonstrate a rapid

speed of dynamic response and can satisfy the demands of automatic generation control

systems.

• The P2G has strong compatibility with existing infrastructure. Hydrogen, as the primary

product of this process, is a premium energy source and has diverse applications in

sectors like chemicals, transportation, methanation, and fuel cells. Additionally, this

hydrogen can either be directly fed into the existing natural gas pipelines within certain

thresholds or be converted into natural gas through methanation and then injected into

the pipelines.
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With the application of P2G, it is possible to leverage the storage capacity of the natural gas

network as the energy storage for the electric power grid to counteract restraints of the power

grid that in the power grid, the energy storage is capacity-limited and highly cost, and to

facilitate the integration of REG [104].

Therefore, together with the gas-fired power plants (GFPPs), also named gas-fired units (GFUs),

which use natural gas as fuel to generate electricity for the electric power grid, P2G units can

help to form a closed loop of energy conversion in so-called electricity-natural gas (ENG)

multi-energy system (MES) [95, 105–107].

2.2.2 Modelling of Multi-Energy System

Broad interests and efforts have been devoted to exploring the modelling of ENGMESs. Qi et

al. [108] proposed an optimal dispatch model for the electricity and natural gas system where

bi-directional energy flows are taken into account. To linearise natural gas flow constraints

the Wendorff difference form was adopted. In [109], a day-ahead operational optimisation of

the decentralised decision-making method is proposed for an integrated electricity and natural

gas system with P2G. Yang et al. [110] proposed a distributionally robust chance-constrained

model for the optimal power-gas flow problem with varying wind power to adjust the flexible

resources in both systems for uncertainty mitigation. Chen et al. [111] proposed a mixed-

integer nonlinear unit commitment model with non-convex nonlinear gas flow equations. An

enhanced convex relaxation is implemented to make the model tractable while obtaining high-

quality solutions. In [112], A combined power, heat, and natural gas dispatch model is estab-

lished to investigate the network flexibility with the nonconvex flow dynamics of gas accounted

in a computationally efficient manner.
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However, in the above-mentioned research, the models of either the electric power system

or the natural gas network are oversimplified, leading to an incomplete analysis of the com-

prehensive operational states of both the electric power system and the natural gas network.

In [108, 109, 111, 112], although the line pack in pipelines is considered, the power systems

are modelled simplistically using lossless ideal DC power flow. This approach results in a

lack of analysis concerning the operational conditions of the electric power grid. In [110],

voltage limits of the power system are not included in the constraints. Meanwhile, none of the

research found in the literature uses a detailed three-phase model of electric power systems in

the multi-energy network. Therefore, the need is highlighted in developing a comprehensive

model of ENG-MES, consisting of a three-phase unbalanced power system and a natural gas

network with the line pack dynamics of the pipelines.

2.2.3 Stochastic Optimisation of Multi-Energy System

Stochastic optimisation plays a pivotal role in ensuring the optimal operation of MES, as the

multiple uncertainties, coming from variability or forecast errors of the energy carriers, sources

and loads, may make the capture of stochastic scenarios difficult [113, 114]. Some research

uses Monte Carlo simulation [115, 116] and Latin Hypercube Sampling (LHS) [117, 118] can

be applied to produce the initial stochastic scenarios. In [119], a two-stage optimal operation

method is proposed for a community-integrated energy system for the issue of uncertainties.

The first stage is designed as a robust optimal operation model, while stochastic scheduling

is deployed in the second stage. Ref. [120] established a two-stage stochastic optimisation

model for multi-energy microgrids, where the equipment outputs are controlled according to

day-ahead forecasts in the first stage, and in the second stage, the energy storage equipment

is utilised to respond for fluctuations of scenarios. In [121], the two-stage stochastic optimi-



CHAPTER 2. LITERATURE REVIEW 30

sation was applied to the design of MES capacity and operation. In the first stage, the design

parameters and decision variables are configured by a genetic algorithm. The second stage

applies Monte Carlo simulation to fix the uncertainties in multi-energy flow.

However, like the research mentioned above, most stochastic optimisation models rely on the

scenario curtailment or forecast, which can be easily influenced by the initial scenario setting

and is hard to apply to different types of scenarios.

2.3 Operational Optimisation for Energy System

2.3.1 Convex Optimisation

In the field of convex optimisation, a hierarchical classification, as shown in Fig 2.1, describes

the various problem types [122]. At the foundation of this hierarchy is linear programming

(LP), which serves as the basis for quadratic programming (QP). Progressing further, QP forms

the bedrock for second-order cone Programming (SOCP). In turn, SOCP underpins the frame-

work of semidefinite programming (SDP), which then culminates in convex programming

(CP). Every CP reduces to a graph form programming.

This classification not only shows the types of convex optimisation problems but also illus-

trates a gradation in complexity and generality. As one ascends in the class of this hierarchy,

each problem can become more generalised and intricate. For instance, every case of SOCP

can be inherently viewed as a case of SDP.

From the perspective of ADN optimisation, Convex optimisation, also named convex optimal
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Figure 2.1: Hierarchy of Convex Optimisation Problems

power flow (OPF), includes:

• DC OPF [123]: While DC OPF can be instrumental in building economic dispatch and

accommodating asset thermal constraints with simplified power flow constraints, DC

OPF is usually applied in the optimisation of power transmission systems rather than

distribution systems. Because it cannot be used in calculating the elements of power

loss, voltage constraint, and reactive power flow, which are essential for the optimisation

of distribution systems [124].

• AC single-phase OPF [125]: The AC single-phase OPF problem represents a specialised

type of the more encompassing AC three-phase OPF problem. Under the circumstances

when the three phases are balanced in the power gird, the AC three-phase OPF prob-

lem can be effectively reduced to an AC single-phase OPF problem for developing more

efficient and effective power flow management strategies in varying electrical network

configurations. In [126], the single-phase OPF in power distribution networks was de-

rived as a mixed-integer second-order cone programming (MI-SOCP) by Jabr et al. to

achieve the global optimal solution.
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• AC three-phase OPF: The nonconvex nature of the single-phase OPF problem is markedly

less pronounced compared to its three-phase counterpart [127]. In [128], an unbal-

anced three-phase OPF, based on a quasi-Newton method, was proposed and simulated

in OpenDSS for the optimisation of distribution management systems. In [129], the au-

thors proved that a bus-injection SDP (BIM-SDP) model can be utilised to obtain the

global optimal solution of the original non-convex OPF problem. In [130], the authors

indicated that the branch-flow model SDP (BFM-SDP), as an equivalent physical model,

can improve the numerical stability of the BIM-SDP. Meanwhile, the chordal extension

of a partial matrix can help to accelerate the solving process. In [131], to enhance nu-

merical stability and accuracy, Wang, et al. substituted the existing BFM-SDP model

with a symmetrical SDP model.

However, the symmetrical SDP has not been applied in the SOP-based optimisation of unbal-

anced ADNs and the operational optimisation of MES.

Convex optimisation is suitably applied in SOP-based optimisations for two reasons.

• The operational constraints of the B2B-VSC-based SOP are convex [15], while it has

been proved that the problem of the non-convex OPF, including single-phase OPF and

three-phase OPF, can be converted into convex problems [132].

• As the intersection of convex sets is convex, the set of convexed OPF constraints and

SOP constraints is still mathematically convex [133].
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2.3.2 Graph-Based Nonlinear Optimisation

In [134] and [135], a graph-based abstraction is proposed for the formulation of optimisa-

tion models. This framework conceptualises any optimisation model as a hierarchical graph.

Within this graph, each level is constituted by a collection of nodes and edges. These nodes

encapsulate individual optimisation models, encompassing relevant variables, objectives, con-

straints, and data. Meanwhile, the edges represent the interconnections (connectivity) between

these models in the nodes. A key aspect of the approach is the dual expression of the opti-

misation models within nodes: they can be articulated either algebraically, like a traditional

algebraic modelling language, or as a hierarchical graph. This dualism in expression permits

the incorporation of both algebraic and object-oriented modelling paradigms into a singular,

cohesive framework.

The characteristics and advantages of the graph-based modelling are summarised as follows

[136–141]:

• The graph-based modelling effectively unveils the inherent structure of problems to al-

gorithmic analysis and advocates a modular methodology for model construction, which

can enable independent processing of distinct model components (such as automatic dif-

ferentiation) and enhance data management efficiency.

• The graph-based modelling naturally encapsulates a broad spectrum of optimisation

problems, including stochastic optimisation, dynamic optimisation, network optimisa-

tion, partial differential equation (PDE) optimisation, and multi-scale optimisation.

• The graph structure possesses the adaptability to automatically interface with decom-

position solvers, contributing to the implementation of decomposition strategies, e.g.



CHAPTER 2. LITERATURE REVIEW 34

Schur decomposition.

• The graph structure is designed to be compatible with graph visualisation tools, resulting

in that it can be utilised to visualise the model using tools like Metis or KaHyPar.

Two software packages programmed in Julia, namely Plasmo.jl and MadNLP.jl, are instru-

mental in applying graph-based models for the tasks of solving the optimisation problem.

Generally, Plasmo.jl is initially employed to represent optimisation problems within a graph-

based framework. Subsequently, this graph-based model generated by Plasmo.jl is transferred

to the solver package, MadNLP.jl.

To construct and solve the graph-based optimisation problems, a Julia-based software tool,

Plasmo.jl, is explored to conduct the implementation of the hierarchical graph abstraction

[142]. This software framework allows for a direct definition of the problem’s structure dur-

ing the model construction, which is significantly different from the traditional methods that

focus on identifying graph structures after the model development. Plasmo.jl can combine all

the elements of the optimisation problem, including (but not limited to) variables, constraints,

objectives, and data, into an object of the abstract modelling, named Opti-Graph. A typical

Opti-Graph usually consists of Opti-Nodes and Opti-Edges. Opti-Nodes hold essential mod-

elling components like variables, constraints, objectives, and data, and Opti-Edges represent

the structural connections between these components.

MadNLP.jl, a nonlinear programming (NLP) solver developed in the Julia programming lan-

guage, was introduced by Shin in [143]. It effectively utilises graph structures modelled by

Plasmo.jl through the application of Schwarz decomposition. The comprehensive interface

between the modeller and solver, Plasmo.jl and MadNLP.jl, is detailed in [144], which also

proves that Schur decomposition offers a flexible and robust decomposition paradigm for solv-
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ing diverse graph-based structures modelled by Plasmo.jl.

2.4 Conclusion of Literature Review

This literature review above has examined the current research landscape, concentrating on

SOPs, ADN, and MES. The research innovations of this thesis can be summarised as follows.

• For the SOP, the 3P4W B2B VSC topology has not been applied to the topology of

SOPs. Based on the new application of this topology, the relevant control scheme and

the control strategy will be developed to mitigate the issues of load imbalance and phase

imbalance.

• For the ADN, based on the modelling of the proposed SOP, an optimal operation strategy

will be designed for unbalanced ADNs. For the first time, in the SOP-based optimisa-

tion, the symmetrical SDP method is applied for the optimal operation of the unbalanced

ADNs.

• For the electricity-gas MES, based on the symmetrical SDP, a comprehensive model will

be built with the simultaneous consideration of the phase imbalance in the electricity dis-

tribution system and the line pack dynamics in the pipelines of natural gas. Additionally,

the impact of the proposed ASP-SOP for the MES will be investigated.

• The graph-based optimisation of Julia framework has not been fully developed in the

operational optimisation problem of the MES. To keep the natural characteristics of

nonlinear functions or constraints and to handle the stochastic challenge caused by the

uncertainty of REG, a graph-based model will be developed for directly modelling and

solving the nonlinear optimisation problems of stochastic MES.



Chapter 3

Soft Open Point: Topology, Control and
Operational Strategy

3.1 Introduction of SOPs

The SOPs, which can be utilised to regulate power flow between the connected feeders, can

be recognised as a solution to both unbalanced situations, as they can realise load balancing

between feeders and potentially compensate for unbalanced phase power flows. In this chapter,

the three-phase four-wire back-to-back VSC (3P4W-B2B-VSC) is applied as the topology of

the SOPs. Based on this, an all-switching-phase (ASP) control is proposed. It is designed to

mitigate (1) the issue of load imbalance between feeders and (2) the phase imbalance in the

heavily loaded feeder in ADNs.

The major work completed in this chapter are summarised as follows:

• The 3P4W-B2B-VSC is investigated as the new topology of SOPs.

• Based on the new topology, the realistic control theory (e.g., proportional-resonant (PR)

36
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control) is incorporated for the all-switching-phase control scheme for the all-switching-

phase SOP (ASP-SOP).

• The control strategy of the ASP-SOPs is designed to realise load balancing between

connected feeders and phase imbalance compensation in heavily-loaded feeders.

• The case study through the power electronics simulation in Matlab/Simulink, is con-

ducted to demonstrate the effectiveness and efficiency of the ASP-SOP based on the

3P4W-B2B-VSC.

3.2 Topology of Soft Open Points

Possible SOP topologies include B2B VSCs [68], [145], multi-terminal VSCs, and unified

power flow controllers (UPFCs) [146] [59]. The B2B VSC is suitable for SOP operation due

to the following characteristics [147].

• It is equipped with flexibility in controlling both the active and reactive power. The

VSCs can generate their voltage or current waveforms, allowing complete control over

the active power flowing across the DC link and independent reactive power supply or

absorption at both feeder terminals.

• It can isolate disturbances and faults. The DC-link capacitor decouples the two AC sides,

therefore, the two feeders can be connected asynchronously [56]. Thus, the network

disturbances or faults on one connected feeder can be isolated from the other side by

VSCs
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• The B2B-VSC can supply isolated areas of a network or support a black-start. As VSCs

can generate voltages without other sources at the receiving end, a black start could be

achieved for supply restoration [71].

Figure 3.1: Illustration of a B2B-VSC SOP Installed in Distribution Networks

This research selects the 3P4W VSC as the foundational topology for B2B VSC-based SOPs.

As depicted in Fig 3.1, the main circuit of the topology encompasses a pair of VSCs located

at the endpoints of the AC feeders. These two converters are interconnected via a common

DC link. The innovative SOP topology integrates two two-level, 3P4W insulated gate bipolar

transistor (IGBT)-based VSCs, which can generate the voltage waveform through pulse width

modulation (PWM) and are connected in parallel through a common DC-link capacitor. This

capacitor serves a dual purpose: it acts as an energy buffer and reduces voltage ripple on the

DC side. The fourth wire of the AC side is created through the connection between the neutral
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wire of the feeder and the midpoint in the fourth leg of VSCs. To eliminate harmonics of high

frequencies in the output current of SOPs, the LC filters are connected at the VSC terminals

of AC sides.

This research is predicated on two foundational assumptions essential for the application of

the proposed 3P4W B2B VSC-based SOP.

• The electric power grid operates as a three-phase, four-wire system, which inherently

includes the presence of a neutral line.

• The NOP, the installation position of SOP, exists within the power grid infrastructure.

3.3 All-Switching-Phase Control

In the traditional SOPs, the terminals are usually under the control of either Vdc/Q or P/Q,

which are all realised through the proportional-integral-derivation (PID) regulators in the dq0

frame [148]. As a result, all three phases, at one terminal of either the input or output terminal,

always have the same active/reactive power.

Different from the traditional SOPs, the new ASP-SOPs have the feature that the current/power

of each phase of the terminal can be regulated independently, meaning that power flows from

one AC side can be separately distributed at three different values to each phase of the other

AC side [149].

To realise the ASP control, a scalar proportional-resonant (PR) controller, as shown in Fig 3.2,

is applied to regulate the 3P4W VSCs. The PR controller comprises a voltage control loop to
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control the output voltages and a current control loop to provide the PWM with the reference

signals. The transfer function of the PR controller is defined in (3.1) [147].

GPR (s) = kp +
2kiωcs

s2 +2ωcs+ω2
n

(3.1)

where kp is the proportional gain and ki is the integral gain of the resonant regulator; ωn is the

angular frequency of the output (100 π rad/s for 50Hz); ωc is the frequency of the resonance

bandwidth.

Figure 3.2: Control Diagram of the PR Controller

The voltage control loop can be described as below.


i∗oa

i∗ob

i∗oc

=


ia

ib

ic

+GPR (s)


v∗a − va

v∗b − vb

v∗c − vc

 (3.2)

where v∗a, v∗b and v∗c are the three-phase reference values of the network voltage; i∗oa, i∗ob and i∗oc
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are the references for the output terminal currents of the VSC; ia, ib and ic are the instantaneous

output currents of VSCs; va, vb and vc are the instantaneous output voltages of the VSC.

The current control loop is described as:


ean

ebn

ecn

= (k)


i∗oa − ioa

i∗ob − iob

i∗oc − ioc

+


va

vb

vc

 (3.3)

where k is the resonant gain; ioa, iob and ioc are the instantaneous inductor currents of the VSC;

ean, ebn and ecn are the reference voltage at the output of the PR controller.

A fourth leg of the 3P4W VSC provides a neutral point, as well as regulates the zero-sequence

voltage (ez). In the PWM, ez should be added to ean, ebn and ecn. Therefore, the updated

references of three-phase output voltages for PWM, which are e∗an, e∗bn and e∗cn, are set as

follows.

e∗an = ean + ez (3.4)

e∗bn = ebn + ez (3.5)

e∗bn = ebn + ez (3.6)

where ez is the reference voltage of the fourth leg of the VSC and can be derived in (3.7) [150].

ez = vdc (0.5−µ)− (1−µ)vmax −µvmin (3.7)

where vdc is the voltage across the DC-link capacitor; vmax and vmin are the instantaneous

maximum and the minimum voltage values of the three reference voltages; µ is the distribution

ratio and has a value between 0 and 1 [151].
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The PR controller is implemented in the abc coordinates, meaning that the voltage and current

of each phase can be controlled independently. Also, extra decoupling control loops are not

required, resulting in a simplified design process.

In this thesis, the SOP under the ASP control is named as ASP-SOP.

3.4 Control Strategy of the ASP-SOP in Unbalanced ADNs

The primary objective of employing the 3P4W-B2B-VSC based ASP-SOP within ADNs is

to address the challenges associated with the load imbalances between connected feeders, as

well as the phase imbalances within heavily-loaded feeders. Therefore, the proposed control

strategies are categorised into three distinct groups based on their control effects:

1. Load balancing

2. Phase imbalance compensation

3. Combination of load balancing and phase imbalance compensation

For the context of this study, the preconditions for two feeders are as follows:

• The two feeders are originally connected through the point of common coupling (PCC)

and then interconnected via the ASP-SOP at the end of both feeders.

• Feeder #1 operates under light loading conditions

• Feeder #2 experiences heavy loading, potentially extending to overloading, accompa-

nied by serious phase imbalances.
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• The load balancing should be achieved between feeder #1 and #2; meanwhile, the phase

imbalance compensation is needed for feeder #2.

3.4.1 Load Balancing

In this part, the control of the SOP is to achieve the load balancing between connected feeders.

After the load balancing, the expected complex power injection of two feeders from PCC is

shown in (3.8).

SNew
1 = SNew

2 =
S1 +S2

2
(3.8)

where S1 and S2 are the complex power injection of the feeder #1 and #2 from the PCC before

the SOP operation; SNew
1 and SNew

2 are the complex power injection of the feeder #1 and #2

from the PCC after the SOP operation.

Therefore, the power reference of SOP can be calculated.

SSOP =
S2 −S1

2
(3.9)

where SSOP is the power reference of the SOP. The positive value means that the power flow

is transferred from the light feeder to the heavy feeders; the negative value indicates that the

power flow is transferred from the heavy feeders to the light feeder.

If the total power flow is less or equal to the capacity of SOP, the load balancing can be fully

realised, meaning that the expected complex power injection of two feeders from PCC, as

shown in (3.8) can be achieved.

However, when SSOP is greater than the SOP capacity as shown in (3.10), the load imbalance
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can only be mitigated but not fully solved.

SSOP =
S2 −S1

2
> SCapaciy

SOP
(3.10)

where SCapaciy
SOP ≥ 0 is the capacity of SOP. The power reference of the SOP becomes:

SSOP = SCapaciy
SOP

(3.11)

After the operation of the SOP, the value of SNew
1 and SNew

2 are shown as below.

SNew
1 = S1 +SCapaciy

SOP
(3.12)

SNew
2 = S2 −SCapaciy

SOP
(3.13)

The flowchart for the control strategy of the load balancing is shown in Fig 3.3.

3.4.2 Phase Imbalance Compensation

In this part, the SOP control is deployed to solve the phase imbalance issue and achieve a

three-phase balance in the heavy-loaded feeder #2. As shown in (3.14), the expected complex

power injection on each phase of feeder #2 is the average value of S2.

SNew
2,ϕ =

S2

3
(3.14)
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Figure 3.3: Flowchart of Load Balancing Control

where SNew
2,ϕ is the complex power injection on phase ϕ of feeder #2 after the SOP operation;

ϕ refers to phase a, b, and c.

Thus, the power references on each phase of SOP are calculated.

SSOP
ϕ = S2,ϕ −SNew

2,ϕ = S2,ϕ − S2

3
(3.15)

where SSOP
ϕ is the power reference on each phase of SOP.

Due to the existence of the SOP capacity limits, the SSOP
ϕ cannot be beyond the three-phase

average value of SOP capacity. As a result, equation (3.16) must be verified to ensure that the

capacity limits are met.

Max
∣∣∣∣S2,ϕ − S2

3

∣∣∣∣≤ SCapaciy
SOP

3
(3.16)
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When (3.16) is satisfied, the phase imbalance can be eliminated with the total power flow

through SOP being zero.

If (3.16) is not satisfied and (3.17) is satisfied, the phase imbalance compensation can still be

fully realized while the total power flow through the SOP is nonzero.

S2,Max −S2,Min ≤
2
3

SCapacity
SOP

(3.17)

where S2,Max and S2,Min are the maximum and minimum values of the complex power injection

from PCC among the three phases of feeder #2 before the operation of SOP.

The new expected complex power injection on each phase of feeder #2 becomes:

SNew
2,ϕ =

S2,Max +S2,Min

2
(3.18)

The power reference on each phase of SOP is calculated in (3.19) and the phase balance can

be fully achieved:

SSOP
ϕ = S2,ϕ −

S2,Max +S2,Min

2
(3.19)

If (3.17) is not satisfied, the phase imbalances can only be mitigated. After the operation of
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SOP, the expected complex power injection from PCC on each phase of feeder #2 is:

SNew
2,ϕ =


S2,Min +

SCapacity
SOP

3

S2,Max+S2,Min
2

S2,Max −
SCapacity

SOP
3

(3.20)

The underlying idea of (3.20) is that to substantially mitigate the phase imbalance to the great-

est extent. To achieve this, the value of SNew
2,ϕ is intended to approximate the average value of

S2,Max and S2,Min as closely as possible.

As a result, the power reference of SOP can be determined.

SSOP
ϕ = S2,ϕ −SNew

2,ϕ =


−SCapacity

SOP
3

S2,Median −
S2,Max+S2,Min

2

SCapacity
SOP

3

(3.21)

where S2,Median is the complex power injection on the phases of feeder #2 beside S2,Max and

S2,Min, before the operation of SOP.

Then, the limitation of SOP capacity will be rechecked.

S2,Median −
S2,Max +S2,Min

2
≤

SCapacity
SOP

3
(3.22)

If the power reference of SOP is above the capacity and (3.22) is not satisfied, (3.23) and (3.24)

calculate the new values for the expected complex power injection on each phase of feeder #2

after the operation of SOP and the power reference of each phase of SOP. It’s noteworthy that
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all three SOP phases operate at their maximum capacity.

SNew
2,ϕ =


S2,Min +

SCapacity
SOP

3

S2,Median ±
SCapacity

SOP
3

S2,Max −
SCapacity

SOP
3

(3.23)

SSOP
ϕ = S2,ϕ −SNew

2,ϕ =


−SCapacity

SOP
3

∓SCapacity
SOP

3

SCapacity
SOP

3

(3.24)

The control flowchart of the phase imbalance compensation is shown in Fig 3.4.

Figure 3.4: Control Flowchart of Phase Imbalance Compensation
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3.4.3 Load Balancing & Phase Imbalance Compensation

In this section, the objectives are twofold: concurrently achieving load balancing (LB) and

phase imbalance compensation (PIC).

Initially, when the LB between the feeders is attained, the expected complex power injections

of both feeders are detailed in (3.25).

SNew
1 = SNew

2 =
S1 +S2

2
(3.25)

Subsequently, after the accomplishment of PIC, the anticipated power injection for each phase

of Feeder #2 at the PCC is given in (3.26).

SNew
2,ϕ =

S1 +S2

6
(3.26)

Therefore, the power references on each phase of the SOP are calculated.

SSOP
ϕ = S2,ϕ − S1 +S2

6
(3.27)

The capacity limits of SOP should be checked by (3.28). When the condition in (3.28) can be

met, indicating that the SOP operates within its capacity limits, both the LB of feeders and the

PIC on feeder #2 can be fully obtained at the same time.

max
∣∣∣∣S2,ϕ − S1 +S2

6

∣∣∣∣≤ SCapacity
SOP

3
(3.28)

S2 −S1

2
≤ SCapacity

SOP
(3.29)
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Max
∣∣∣∣S2,ϕ − S2

3

∣∣∣∣≤ SCapaciy
SOP

3
(3.30)

Consequently, equations (3.28), (3.29) and (3.30) constitute three conditions that determine

the achievable extent of LB and PIC.

• The fulfilment of the condition in (3.29) represents that the LB can be separately actu-

alised.

• If the condition in (3.30) is met, the PIC can be separately accomplished.

• Meeting the condition set in (3.28) indicates the potential for the simultaneous realisa-

tion of both LB and PIC.

• When the condition in (3.29) and (3.30) can be fulfilled whilst the condition in (3.28)

is not satisfied, one of the LB and PIC can be fully realised while the other can only be

achieved to a partial extent.

Under the last circumstances listed above, it becomes essential to prioritise the sequence of

the LB and the PIC. This prioritisation is designed for two purposes:

• Maximise the efficacy of the LB and the PIC.

• Ensure the power of the SOP within its designated limits of capacity.

Hence, two distinct control sequences are developed, as shown in Table 3.1.
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Table 3.1: Sequences of SOP Control Strategy

Sequences First Step Second Step
PIC+LB PIC LB
LB+PIC LB PIC

PIC+LB

In this sequence, the first step is to fully realise the PIC. Therefore, SNew
2,ϕ and SSOP

ϕ are ex-

pressed as follows:

SNew
2,ϕ =

S2

3
(3.31)

SSOP
ϕ = S2,ϕ − S2

3
(3.32)

The redundant capacity of the SOP on each phase, which represents the specific capacity

available on each phase for the purpose of LB, can be quantified as follows:

SCapacity
aval,ϕ =

SCapacity
SOP

3
−max(S2,ϕ − S2

3
) (3.33)

where SCapacity
aval,ϕ ≥ 0 is the surplus capacity on each phase of the SOP.

In the load balancing of the second step, the calculated results of equation (3.33) can guarantee

that every phase of SOP runs within its capacity. After the LB, the updated values for the

feeders’ power injection and the SOP’s power references can be determined.

SNew
2,ϕ =

S2

3
−

[
SCapaciy

SOP
3

−Max
(

S2,ϕ − S2

3

)]
(3.34)

SSOP
ϕ = S2,ϕ −SNew

2,ϕ (3.35)

As a consequence, the phase imbalance can be eradicated, while simultaneously the load im-
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balance between feeders can be mitigated to the utmost degree.

LB +PIC

In this sequence, the first step is to fully achieve LB. Thus, the reference of the total power of

SOP can be calculated.

SSOP =
S2 −S1

2
(3.36)

In the second step of the PIC, two distinct conditions need separate discussions.

1. The power injections from the PCC, across the three phases of feeder #2, only have one

maximum value, specifically denoted as S2,Max, S2,Median and S2,Min.

2. Two of the three phases share the maximum power injection value, represented as S2,Max,

S2,Max and S2,Min.

For condition #1 involving a single maximum power injection value, as the LB has been fully

actualised through (3.36), all excess capacity on the phase with S2,Max should be employed for

the PIC.

For the phase with the maximum power injection, the expected value of the feeders’ power

injection from the PCC, and the SOP’s power reference for the phase with S2,Max, are presented

in (3.37) and (3.38).

SNew
2,ϕ = S2,Max −

SCapacity
SOP

3
(3.37)

SSOP
ϕ =

SCapacity
SOP

3
(3.38)
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For the other two phases with S2,Median and S2,Min,

SNew
2,ϕ =

1
2
[
S1 +S2

2
− (S2,Max −

SCapacity
SOP

3
)] (3.39)

SSOP
ϕ = S2,ϕ − 1

2
[
S1 +S2

2
− (S2,Max −

SCapacity
SOP

3
)] (3.40)

If the value given by (3.40) satisfies condition (3.41), indicating that each phase of SOP oper-

ates within its capacity limits.

S2,ϕ − 1
2
[
S1 +S2

2
− (S2,Max −

SCapacity
SOP

3
)]≤

SCapacity
SOP

3
(3.41)

When the condition (3.41) is not satisfied, the three phases need to be treated separately. For

the phase with the maximum power injection, SNew
2,ϕ and SSOP

ϕ can still be obtained in (3.37)

and (3.38).

For the phase with the median power injection, as the condition in (3.41) is not met, all re-

maining capacity should be applied for the PIC. Thus, SNew
2,ϕ and SSOP

ϕ can be given as follows.

SNew
2,ϕ = S2,Median −

SCapacity
SOP

3
(3.42)

SSOP
ϕ =

SCapacity
SOP

3
(3.43)

For the phase with the minimum power injection, since the other two phases of the SOP are

operating at their maximum capacity, the requirement of LB should be considered when de-
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termining the power reference. SNew
2,ϕ and SSOP

ϕ can be described as follows.

SSOP
ϕ = SSOP − 2

3
SCapaciy

SOP =
S2 −S1

2
− 2

3
SCapacity

SOP
(3.44)

SNew
2,ϕ = S2,Min −

(
SSOP − 2

3
SCapacity

SOP

)
= S2,Min −

(
S2 −S1

2
− 2

3
SCapacity

SOP

)
(3.45)

For condition #2 where two out of the three phases share identical maximum power injection

values, on the two phases with the same maximum power injection, the SOP functions at full

capacity on these two phases, aiming to decrease the power injection of feeder #2 from the

PCC. Meanwhile, for the phase with S2,Min, the requirement of LB should be incorporated

when determining the power reference.

For the two phases with S2,Max,

SSOP
ϕ =

SCapacity
SOP

3
(3.46)

SNew
2,ϕ = S2,Max −

SCapacity
SOP

3
(3.47)

For the phase with S2,Min,

SSOP
ϕ = SSOP − 2

3
SCapacity

SOP =
S2 −S1

2
− 2

3
SCapacity

SOP
(3.48)

SNew
2,ϕ = S2,Min − (SSOP − 2

3
SCapacity

SOP ) (3.49)

The flowchart of realising these functions is shown in Fig 3.5.
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Figure 3.5: Control Flowchart of LB and PIC
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3.5 Case Study

In this case study, a time-domain power-electronics test model, established in Simulink/Matlab

2018a, is utilised to demonstrate the operational control and performance of the 3P4W-B2B-

VSC based ASP-SOP.

3.5.1 Simulation Model

As illustrated in Fig 3.6, in the test model, two feeders are radially extended from a PCC of

a distribution network. To interconnect the two feeders, an SOP is installed at the endpoint

of both feeders. The screenshot of the test model, established in Simulink/Matlab is shown in

Fig. 3.7.

Figure 3.6: Illustration of Simulation Model of Two-Feeder Distribution Network with the
SOP

The parameters, defining the feeders of the distribution network, are itemised in Table 3.2.

The rated line-to-line voltage of the distribution network is 381 V. For each phase of the two
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feeders, the rated power is 166.67 kVA, with the maximum overload capacity reaching 250

kVA. Consequently, each feeder has a rated power of 500 kVA and a maximum overloaded

power capacity of 750 kVA.

Figure 3.7: Screenshot of the Simulation Model in Simulink/Matlab

Table 3.2: Parameters of Feeders in the LV Distribution Network

Parameters Value
Rated line to line voltage 381 V

Rated powers 500 kVA (in total)
166.67 kVA (each phase)

Maximum overloaded powers 750 kVA (in total)
250 kVA (each phase)

Cable ampacity (RMS value) 1.14 kA

Table 3.3: Conditions of Load Powers in Each Feeder

Feeder Load Power/kVA
Phase A Phase B Phase C Total

#1 20 30 50 100
#2 83.33 166.67 250 500

To assess the efficacy of the 3P4W-B2B-VSC based ASP-SOP in enhancing the power quality

of the unbalanced network, as the load powers of two feeders shown in Table 3.3 and the load
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currents of feeder #2 displayed in Fig 3.8, not only the load imbalance between feeder #1 and

#2 but also the phase imbalance within feeder #2 exists:

• Feeder #1 is light-loaded with a total load power of 100 kVA.

• Feeder #2 operates with significant phase imbalance among the three phases, with phase

C running at the overloaded power level.

Therefore, the load balancing needs to be undertaken between the two feeders. Additionally,

the phase imbalance compensation within the three phases of feeder #2 is essential.

Figure 3.8: Currents of Loads in Feeder #2

The parameters of the ASP-SOP are in Table 3.4. In the simulations conducted, VSC1, which

is directly connected to feeder 1, operates under the Vdc/Q mode, whereas VSC2, linked

directly to feeder 2, functions in the ASP control.
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Table 3.4: Parameters of the ASP-SOP

Parameters Value
Rated Voltage 381 V

DC Link Capacitor 7500 µF
DC Link Voltage 800 V

Capacity(each phase) 166.67 kVA
Filter Inductor 1 mH
Filter Capacitor 10 µF

3.5.2 Analysis of Simulation Results

As shown in Fig 3.8, throughout the whole period of the simulation, the load power remains

constant and, therefore, the currents of loads maintain the same value. From Fig 3.11, The

ASP-SOP commences operation at 0.095s.

Figure 3.9: Injection Currents of Feeder #2 from the PCC

Before 0.095s, all loads of feeder #2 are exclusively supplied by the upstream power from the

PCC, resulting in that the three-phase injection currents of feeder #2 from the PCC, in Fig

3.9, align with the loads’ currents, in Fig 3.8, and exhibit substantial three-phase imbalance of

current values.
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Figure 3.10: Neutral Line Current of Feeder #2

After the operation of ASP-SOP at 0.095s, the loads’ demand of feeder #2 fulfilled through

a combination of the output power of the ASP-SOP and the upstream power from the PCC,

causing that with the currents of loads to keep constant as prior to 0.095s, the three-phase

imbalance among the injection currents of feeder #2 from the PCC, in Fig 3.9, is greatly

mitigated or even nearly eliminated.

The variation in the neutral line current of feeder #2 is presented in Fig. 3.10. Before the oper-

ation of the ASP-SOP, the existence of the three-phase imbalance in the load currents of feeder

#2 results in the neutral line current reaching up to 610A. However, after the commencement

of the ASP-SOP at 0.095s, the neutral line current is substantially reduced to almost zero.

Operation of ASP SOP

The waveform of output currents of the SOP in feeder #2 is shown in Fig. 3.11 and the values

of the input and output power are given in Fig. 3.12. After the operation of the ASP SOP
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at 0.095s, because of the SOP terminal of feeder #2 under the ASP control, the three-phase

output currents have three different values.

Figure 3.11: Output Currents of the SOP in Feeder #2

Figure 3.12: Input & Output Powers of the SOP

As mentioned in Section 3.4, the primary objectives of the ASP SOP are concurrently twofold:

1. The load balancing between interconnected feeders: Given that feeder #1 is lightly
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loaded while feeder #2 is heavily loaded, the load balancing process involves the transfer

of approximately 200 kVA from Feeder #1 to Feeder #2.

2. The phase imbalance compensation within the heavily loaded Feeder #2: The ASP SOP

is configured to absorb 16.67 kVA from phase A and to deliver 66.67 kVA and 150 kVA

to phases B and C, separately.

Owing to the sufficient installed capacity of the ASP SOP, which is 500 kVA in this case study,

the requisite power transfer for the two objectives is feasible. As a result, both objectives —

load balancing and phase imbalance compensation — can be simultaneously realised.

Figure 3.13: DC-side Voltage of the SOP

Effects of ASP SOP

In Table 3.5, the load balancing index of feeders can be calculated in (3.50).

LBI =
n

∑
k=1

(
Ik

Ik, rate

)2

(3.50)
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where Ik and Ik, rate are the actual and rated branch current in feeder #k; n is the total number

of feeders in the network.

Table 3.5: Conditions of Feeders Before & After the SOP Operation

Feeders Injection from the PCC / kVA Load
Balancing

Index
Phase

A
Phase

B
Phase

C Total

#1 W/O SOP 20 30 50 100
1.04#2 83.33 166.67 250 500

#1 W/ SOP 86.67 96.67 116.67 300
0.72#2 100 100 100 300

Table 3.5 reveals the change of conditions in the distribution of power across the three phases

of two feeders, both pre- and post-operation of the ASP SOP. Initially, the total power injec-

tions of feeder #1 and feeder #2 from the PCC are 100 kVA and 500 kVA, respectively. After

the SOP implementation, these two figures converge to a uniform value of 300 kVA for both

feeders. The load balancing index, computed in (3.50), decreases by 30.77% from 1.04 to

0.72, signifying the achievement of load balancing between feeders #1 and #2.

Figure 3.14: Values of Three Phase Voltages in Feeder #2
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In Fig 3.14, the changes in the values of the three-phase voltages of the feeder #2, before and

after the operation of the ASP SOP, are presented. Prior to the SOP’s operation at 0.095s, the

phase voltages on the loads of feeder #2 are unbalanced, attributable to the differential voltage

drops caused by the unbalanced load currents. After the engagement of SOP at 0.095s, though

the existence of a short transient period, the discrepancy in three-phase voltages on the loads

is almost eliminated, caused by the impact of the ASP SOP on realising the phase imbalance

compensation in feeder #2.

To further assess the improvement in the phase imbalance contributed by the ASP SOP, the

indexes of the voltage imbalance can be calculated by (3.51).

VV I% = 100%× maximum deviation f rom average voltage
average voltage

(3.51)

Furthermore, the current imbalance can be estimated by (3.52).

ICI =
c

∑
ϕ=a

∣∣∣∣Iϕ − Ia + Ib + Ic

3

∣∣∣∣ (3.52)

where ϕ refers to phase a, b and c; Iϕ is the actual phase current of the feeder; Ia, Ib and Ic are

the actual current on phase a, b and c separately.

Table 3.6: Index Comparison for Feeder #2

Feeder #2 Voltage
Imbalance Index

Current
Imbalance Index

W/O SOP 1.75 % 709.9
W/SOP 2.1m % 1.769

According to Table 3.6, a clear improvement in the operational performance of feeder #2

brought by the ASP SOP is exhibited. Initially, without the SOP, feeder #2 operates with a

voltage imbalance index of 1.75 and a current imbalance index of 709.9, suggesting a severe
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imbalance in the voltage and current distribution in feeder #2. After the placement of the SOP,

the imbalance indexes of both voltage and current obtain a dramatic reduction of over 99%,

referring to a near-perfect three-phase balance in feeder #2.

3.6 Conclusions

This chapter investigates the potential of a new type of SOP, named ASP-SOP, at the converter

level of the flexible power electronics device.

Focusing on scenarios incorporating a neutral line in unbalanced ADNs, the 3P4W-B2B-VSC

topology is applied for the topology of SOPs. Based on the new topology application, the

ASP control scheme is developed for the ASP-SOP. Unlike the conventional SOPs, the termi-

nal of the ASP-SOP, which is under the ASP control, can have three different current/power

values in three phases. This innovation led to the development of a control strategy aiming

to address two critical challenges of the distribution network: (1) the load imbalance between

connected feeders and (2) the phase imbalance in the heavily loaded feeders. The results of

simulations indicate that in the unbalanced network, the 3P4W-B2B-VSC based ASP-SOP

can achieve load balancing between feeders and phase imbalance compensation in the heavily

loaded feeder.



Chapter 4

Operational Optimisation of Active
Distribution Networks based on
All-Switching-Phase Soft Open Points

4.1 Introduction

Based on the device-level research on the topology and control of SOP in Chapter 3, this

chapter explores the potential of the new 3P4W-B2B-VSC based phase-changing SOP in

the system-level optimisation of ADN, combining two perspectives: ADN optimisation and

power-electronic implementation. The work and contributions of this research are summarised

as follows:

• New Model of Phase-sharing SOP: The proposed ASP-SOP, based on the 3P4W-B2B-

VSC topology, is modelled in detail and the integration of energy storage into ASP-SOP

is also considered.

66
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• New System-Level Optimisation Strategy & Approach: An optimal operation strategy

based on developed ASP- SOPs is proposed for unbalanced ADNs, with the aims of

power loss reduction and voltage imbalance mitigation. To efficiently solve the three-

phase OPF, the symmetrical SDP method is applied to convert the original non-convex

nonlinear model into an SDP model.

• Mutual Verification: Time-domain simulations of power electronic devices and system-

level optimisation can be employed to mutually validate and corroborate each other’s

results, which can guide the practical operation of DSO.

4.2 Mathematical Modelling of Different All-Switching-Phase

Soft Open Points

For the traditional SOP, the control objectives usually be the power input/output at the termi-

nals of SOP, causing that in the modelling of SOP-based optimisation, the control variables

of SOP often be the active power absorbed/supplied at the two terminals. However, the ter-

minal of the one-side ASP-SOP, which is under the ASP control, can have three different

current/power values in three phases. Meanwhile, in the two-side ASP-SOP, all six AC phases

can be regulated independently and have different values of the current/power. In the two-side

ASP-SOP with ES, the ES is integrated into the DC side of SOP. That’s why in the ASP-

SOP, the control variables are the active power values of the phases at the terminals under

all-switching-phase control. Four types of SOPs, as listed in Table 4.1, will be modelled and

compared.
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Table 4.1: Different Types of SOPS

SOP Types Control of SOP
Side #1 Side #2

Traditional SOP Vdc/Q P/Q
One-side ASP-SOP Vdc/Q ASP
Two-side ASP-SOP ASP ASP

Two-side ASP-SOP with ES [152] ASP ASP

Equation (4.1) and (4.2) are the power loss constraints of the SOP at the terminal of bus i and

bus j, respectively.

Pϕ,i,t
SOP,Loss = ASOP

√(
Pϕ,i,t

SOP

)2
+
(

Qϕ,i,t
SOP

)2
(4.1)

Pϕ, j,t
SOP,Loss = ASOP

√(
Pϕ, j,t

SOP

)2
+
(

Qϕ, j,t
SOP

)2
(4.2)

where Pϕ,i,t
SOP,Loss, Pϕ, j,t

SOP,Loss are power losses of SOP on phase ϕ of node i/ j at the time t; ASOP

is the power loss coefficient of SOP; Pϕ,i,t
SOP , Pϕ, j,t

SOP are the active power injections by the SOP

on phase ϕ of node i/ j at the time t; Qϕ,i,t
SOP, Qϕ, j,t

SOP are the reactive power injections by SOP on

phase ϕ of node i/ j at the time t; ϕ refers to phases a, b and c.

The capacity constraints of the SOP, installed between bus i and bus j, are described as follows.

√(
Pϕ,i,t

SOP

)2
+
(

Qϕ,i,t
SOP

)2
≤

SCapacity, i
SOP

3
(4.3)

√(
Pϕ, j,t

SOP

)2
+
(

Qϕ, j,t
SOP

)2
≤

SCapacity, j
SOP

3
(4.4)

where SCapacity,i
SOP , SCapacity, j

SOP are the capacity of the SOP at the node i/ j.

The basic active power constraint of SOPs is as below.

c

∑
ϕ=a

(
Pϕ,i,t

SOP +Pϕ,i,t
SOP,Loss

)
+

c

∑
ϕ=a

(
Pϕ, j,t

SOP +Pϕ, j,t
SOP,Loss

)
= 0 (4.5)
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4.2.1 Traditional SOP Constraints

In traditional SOPs, as the two sides are usually under the control of either Vdc/Q or P/Q,

equation (4.5), (4.6) and (4.6) can guarantee that all three phases at one side of either input or

output always have the same active/reactive power.

Pa,i,t
SOP = Pb,i,t

SOP = Pc,i,t
SOP

(4.6)

Pa, j,t
SOP = Pb, j,t

SOP = Pc, j,t
SOP

(4.7)

4.2.2 One-Side ASP-SOP Constraints

If the terminal at node i is under the control of Vdc/Q and the one at node j is under the ASP

control, the constraint (4.5) should be replaced by (4.8) and (4.9).

Pa,i,t
SOP = Pb,i,t

SOP = Pb,i,t
SOP

(4.8)

3Pa,i,t
SOP +

c

∑
ϕ=a

Pϕ,i,t
SOP, Loss +

c

∑
ϕ=a

(
Pϕ, j,t

SOP +Pϕ, j,t
SOP, Loss

)
= 0 (4.9)

Otherwise, if the side at node j is under the control of Vdc/Q and at node i is under the ASP

control, the constraints will be (4.10) and (4.11).

Pa, j,t
SOP = Pb, j,t

SOP = Pc, j,t
SOP

(4.10)

c

∑
ϕ=a

(
Pϕ,i,t

SOP +Pϕ,i,t
SOP, Loss

)
+3Pa, j,t

SOP +
c

∑
ϕ=a

Pϕ, j,t
SOP, Loss = 0 (4.11)
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4.2.3 Two-Side ASP-SOP Constraints

The constraints of the two-side ASP-SOP are the same as the basic constraint (4.5).

4.2.4 Constraints for Two-Side ASP-SOP with Energy Storage

In the two-side ASP-SOP with energy storage (ES), the overall constraint for this type of SOP

is in equation (4.12).

c

∑
ϕ=a

(
Pϕ,i,t

SOP +Pϕ,i,t
SOP, Loss

)
+

c

∑
ϕ=a

(
Pϕ, j,t

SOP +Pϕ, j,t
SOP, Loss

)
+PES

t +PES,Loss
t = 0 (4.12)

where PES
t is the input/output power of the ES and PES,Loss

t is the power loss of the ES. When

the ES is discharged, PES
t ≥ 0; vice versa, PES

t ≤ 0.

Equations (4.13)-(4.16) are the constraints for the ES system integrated into the two-side ASP-

SOP. Constraint (4.13) determines that the stored energy of the ES at the time (t + 1) is ob-

tained from the previous state of ES, the input/output power of the ES at time t, and the time

interval ∆t.

EES
t+1 = EES

t − (PES
t +PES,Loss

t )∆t (4.13)

where EES
t and EES

t+1 represent the stored energy in the ES at the time t/t +1;

The State of Charge (SoC) of an energy storage system quantifies the available energy as a

percentage of the total capacity, serving as an indicator of its current charge level, typically

between 0% (completely discharged) and 100% (fully charged) [153]. To enhance lifespan,

the energy storage seldom charges or discharges to its full capacity. The upper limit is often set
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between 80% to 95% to prevent overcharging, while a lower limit is set between 5% to 20%

to avoid deep discharges which are also detrimental to lifespan longevity [154]. Therefore, in

all cases of this paper, constraint (4.14) limits SoC level between 10% to 90%.

EES ≤ EES
t ≤ EES (4.14)

where EES and EES are the lower/upper limit of the stored energy in the ES.

Constraint (4.15) defines that the initial SoC and final SoC are kept constant.

EES
t=T = EES

t=0 (4.15)

The power loss of the ES is calculated in (4.16).

PES,Loss
t = AESPES

t (4.16)

where AES is the power loss coefficient of the ES.

4.3 Optimal Operation Problem Formulation for Three-Phase

Four-Wire Unbalanced Active Distribution Networks

In optimisation modelling, to analyse a power network, the methodology of Kron reduction

(KR) is applied to replace the 3P4W system with three-phase conductor nodes but with the

same terminal behaviour of voltages and currents at target vertices [155]. In practice, three-

order Z and Y matrices are provided in standard IEEE PES feeders for 3P4W systems [156].
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4.3.1 Objective Function

In optimisation problems, the multi-objective optimisation (MOO) [157,158] and the weighted

sum method (WSM) [159] exhibit distinct approaches and outcomes in managing multiple ob-

jectives. The MOO identifies a range of solutions showing trade-offs between objectives, with-

out prioritising any. In contrast, the WSM simplifies by combining objectives into one, using

assigned weights to reflect their importance. MOO offers a comprehensive overview of poten-

tial solutions, whereas WSM, through careful weighting, can effectively capture priorities and

facilitate optimal decision-making.

In this research, as both the total power loss and the voltage imbalance conditions are con-

sidered simultaneously, the WSM is utilised in the optimisation. Therefore, a weighted com-

bination of minimising total power losses and mitigating the voltage imbalance condition is

proposed as the objective function, as derived in (4.17). Different combinations of weight co-

efficients will be applied and compared in the case studies to draw up the relationship between

these two parameters and the two objectives.

min f =WL f L +WU fV (4.17)

where WL is the weight coefficient of the total power losses; WU is the weight coefficient of the

voltage imbalance condition; the total power losses f L and the voltage imbalance condition

fV are formulated as follows.

f L =
24

∑
t=1

N

∑
i=1

c

∑
ϕ=a

Re
(
Zi jI2

i j,t
)
+

24

∑
t=1

PLoss
SOP,t (4.18)

fV =
24

∑
t=1

N

∑
i=1

c

∑
ϕ=a

∣∣∣∣∣V ϕ

i,t −
V a

i,t +V b
i,t +V c

i,t

3

∣∣∣∣∣ (4.19)
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where Zi j is the line impedance of branch i j; Ii j,t is the line current vector of branch i j; PLoss
SOP,t

is the total power losses of SOPs; V a
i,t , V b

i,t and V c
i,t are the voltages on phases a, b and c of node

i at time t; V ϕ

i,t is the voltage on phase ϕ of node i at time t.

The weight coefficients WL and WU are derived as follows.

WL =
ρL

f L
Original

(4.20)

WU =
ρV

fV
Original

(4.21)

ρL +ρV = 1 (4.22)

where ρL and ρV are the weight indexes of the power loss objective and the voltage imbal-

ance condition objective respectively; f L
Original and fV

Original are the values of f L and fV in the

original network before optimisation. The sum of ρL and ρV is always one [160].

4.3.2 Three-Phase Four-Wire System Operational Constraints

The nodal voltage vectors and the related second-order decision variables are defined as fol-

lows.

Vi,t =
[
V a

i,t ,V
b
i,t ,V

c
i,t

]T
(4.23)

vi,t =Vi,tV H
i,t (4.24)

where the superscript H represents the Hermitian transpose; Vi,t is the voltage vector of node i

at time t; V a
i,t , V b

i,t and V c
i,t are the voltages on phase A, B and C of node i at time t, separately;

vi,t represents the second-order decision variable of the voltage on node i at time t.
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Similarly, the vectors of line current and power and the related second-order decision variables

are described as follows.

Ii j,t =
[
Ia
i j,t , I

b
i j,t , I

c
i j,t

]T
(4.25)

li j,t = Ii j,tIH
i j,t (4.26)

Si j,t =Vi,tIH
i j,t (4.27)

where Ii j,t is the current vector of branch i j at time t; Ia
i j,t , Ib

i j,t , and Ic
i j,t are currents on phases

a, b, and c of branch i j at time t, respectively; li j,t is the second-order decision variable of the

current on branch i j at time t; Si j,t is the second-order decision variable of power from node i

to node j at time t.

The power flow balance constraint can be given as follows.

∑diag
(
Si j,t −Zi jli j,t

)
+ s j,t + y j,tv j,t = ∑diag

(
S jk,t

)
(4.28)

where s j,t is the nodal injection at node j at time t; Zi j is the line impedance of branch i j; y j,t

is the nodal shunt capacitance; v j,t is the second-order decision variable of voltage at node j at

time t; S jk,t represents the downstream power flows from node j at time t.

Equation (4.29) is derived from Kirchhoff’s Voltage Law along the line i j. Equation (4.30)

represents the lower and upper limits of the nodal voltage in the network and the voltage at the

source node of the network is defined in (4.31).

v j,t = vi,t −
(
Si j,tZH

i j +SH
i j,tZi j

)
+Zi jli j,tZH

i j
(4.29)

vi ≤ diag(vi,t)≤ vi (4.30)
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v0 =V re f
0

(
V re f

0

)H
(4.31)

where the superscript H indicates the Hermitian transpose. vi and vi represent the lower and

upper limits of voltage at node i respectively; V re f
0 is the nodal voltage vector at the source

node; v0 is the second-order decision variable at the source node.

In the power distribution grid, the step-voltage regulators, fundamentally functioning as tap-

changing transformers, are routinely installed and employed to Keep the system voltages

within the required ranges. When considering three single-phase step-voltage regulators posi-

tioned at a three-phase bus, the rated voltage ratios, between the primary side and the secondary

side of the step-voltage regulators, can be presented as followings.

ratio = [ra,rb,rc]
T (4.32)

[
V a

sec,t ,V
b
sec,t ,V

c
sec,t

]T
=
[
raV a

pri,t ,rbV b
pri,t ,rcV c

pri,t

]T
(4.33)

ra = 1+0.00625×Tapa (4.34)

rb = 1+0.00625×Tapb (4.35)

rc = 1+0.00625×Tapc (4.36)

where, V a
pri,t , V b

pri,t and V c
pri,t are the voltage on phase A, B and C of the primary side of the

step-voltage regulators at time t, respectively; V a
sec,t , V b

sec,t and V c
sec,t are the voltage on phase

A, B and C of the secondary side of the step-voltage regulators at time t, separately; ra, rb and

rc and the individual voltage ratios on phase A, B and C of the step-voltage regulators; Tapa,

Tapb and Tapc are the integers, typically between -16 and 16, for the phase A, B and C of the

step-voltage regulators.
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When the impedance of the step-voltage regulator is taken into consideration, the voltage

relationship between the primary side and the secondary side of a regulator can be defined as

follows.

vabc
sec =

(
vabc

pri −
(
SrezH

re +SH
rezre

)
+ zrelrezH

re

)
×R (4.37)

R = ratio× ratioT (4.38)

where zre is the impedance of the voltage regulator; vabc
pri and vabc

sec are the second-order variables

of the primary voltage and the second voltage of the regulators respectively; lre is the second-

order variables of current of regulator; Sre is the power flowing through the regulator.

4.3.3 Distributed Generation Operational Constraints

Constraint (4.39) defines that the active power output of a distributed generation (DG) unit is

equal to the given reference value. The reactive power output of a DG unit is expressed in

(4.40) and the capacity constraint is (4.41).

PDG
ϕ,i = PDG, re f

ϕ,i
(4.39)

QDG
ϕ,i = PDG

ϕ,i tan
(

θ
DG
ϕ,i

)
(4.40)

√(
PDG

ϕ,i

)2
+
(

QDG
ϕ,i

)2
≤ SDG

ϕ,i
(4.41)

where PDG,re f
ϕ,i is the given active power generated by DG on phase ϕ at node i; PDG

ϕ,i , QDG
ϕ,i are

the active/reactive power output of DG on phase ϕ at node i; θ DG
ϕ,i is the power factor angle of

DG on phase ϕ at node i; SDG
ϕ,i is the capacity of DG installed on phase ϕat node i.
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4.4 Modelling and Algorithm Process of Symmetrical Semidef-

inite Programming

All constraints listed above require conversion to the symmetrical SDP model.

4.4.1 System Operational Constraints

The three-phase system can be decoupled by the symmetrical component transformation,

which has been proved in [85]. As a result, the three-phase voltages as the phase components

are converted into symmetrical components as follows:

V abc
i,t = AV 012

i,t (4.42)

A =


1 1 1

1 a2 a

1 a a2

 , AH = A−1 (4.43)

where the superscript abc represents the phase components; the superscript 012 indicates the

symmetrical components; a = 1∠120.

Then, three-phase variables and impedance parameters can be described in the form of sym-

metrical components.

vabc
i,t =V ABC

i,t V ABC,H
i,t = AV 012

i,t
(
AV 012

i,t
)H

= Av012
i,t AH (4.44)

labc
i,t = Al012

i,t AH (4.45)
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Sabc
i,t = AS012

i,t AH (4.46)

zabc
i,t = Az012

i,t AH (4.47)

yabc
i,t = Ay012

i,t AH (4.48)

The power loss function and the power flow constraints can be transformed as follows.

f L = ∑diag(A(l012
i,t z012

i,t )A
H
)+∑PLoss

SOP (4.49)

∑diag
(

A
(

S012
i j,t − z012

i j,t l
012
i j,t

)
A

H
)
+ s j,t + y012

i,t v012
i,t = ∑diag

(
AS012

jk,tA
H
)

(4.50)

v012
j,t = v012

i,t −
(

S012
i j,t z012,H

i j,t +S012,H
i j,t z012

i j,t

)
+ z012

i j,t l012
i j,t z012,H

i j,t
(4.51)

vi ≤ diag(Av012
i,t AH)≤ vi (4.52)

v012
0 =V 012,re f

0 (V 012,re f
0 )

H (4.53)

 v012
i S012

i j

S012,H
i j l012

i j

≽ 0 i → j (4.54)

For all three-phase nodes which are connected with single-phase or two-phase feeders, the

second-order decision variable in (4.55) is introduced to convert symmetrical component vari-

ables back to phase component variables.

vabc
i,t = Av012

i,t AH (4.55)
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In terms of the symmetrical components, the constraint for the step-voltage regulator becomes:

v012
sec =

(
v012

pri −
(
S012

re z012,H
re +S012,H

re z012
re
)
+ z012

re l012
re zH

012,re
)
×R (4.56)

4.4.2 SOP Constraints

As the constraints of SOPs (4.1)-(4.16) must be converted into the symmetrical SDP model

for optimization, (4.57)-(4.60) are derived to fulfil that.

 SCapacity, i
SOP

3 Pϕ,i,t
SOP + jQϕ,i,t

SOP

Pϕ,i,t
SOP − jQϕ,i,t

SOP
SCapacity, i

SOP
3

≽ 0 (4.57)

 SCapacity, j
SOP

3 Pϕ, j,t
SOP + jQϕ, j,t

SOP

Pϕ, j,t
SOP − jQϕ, j,t

SOP
SCapacity, j

SOP
3

≽ 0 (4.58)

Pϕ,i,t
SOP, Loss/ASOP Pϕ,i,t

SOP + jQϕ,i,t
SOP

Pϕ,i,t
SOP − jQϕ,i

SOP Pϕ,i,t
SOP, Loss/ASOP

≽ 0 (4.59)

Pϕ, j,t
SOP, Loss/ASOP Pϕ, j,t

SOP + jQϕ, j,t
SOP

Pϕ, j,t
SOP − jQϕ, j,t

SOP Pϕ, j,t
SOP, Loss/ASOP

≽ 0 (4.60)

4.4.3 DG Constraints

The capacity constraint of DG is also converted into the symmetrical SDP model.

 SDG
ϕ,i PDG

ϕ,i + jQDG
ϕ,i

PDG
ϕ,i − jQDG

ϕ,i SDG
ϕ,i

≽ 0 (4.61)
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4.4.4 Flow Chart of Operational Optimisation

Figure 4.1: Flow Chart of SOP-based Operation Optimisation for ADN

The implementation process of the proposed model is depicted in Figure 4.1. Initially, essential

data, including grid parameters, profiles of load and DG, locations and capacities of SOPs,

are inputted. Subsequently, the constraints associated with SOPs, DG, and power flow are

relaxed using the symmetrical SDP algorithm. This adjustment enables the transformation of

the original non-convex optimisation problem into a symmetrical SDP model, which is then

solved over a 24-hour simulation period.
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A key limitation of the proposed approach is that the optimisation results depend on the initial

information inputted. Therefore, future work is required to create further strategies to tackle

the stochastic issues caused by the variable outputs of REGs, fluctuating consumer demands

and unexpected faults in the power network.

4.5 Case Study

The optimisation program for case studies in this section was coded in YALMIP [161] and

solved by MOSEK in MATLAB R2018a, with an operational environment of Windows 10

Intel i7-7700HQ CPU @2.80 GHz, 16.0 GB RAM.

4.5.1 Modified IEEE 123-Node System

In this section, a modified IEEE 123-node test feeder system is used to verify the effectiveness

and efficiency of the proposed method, which aims to mitigate the unbalanced condition and

minimise the total power losses of the unbalanced ADNs. The rated voltage is 4.16 kV while

the minimum and maximum voltage limits are set as 0.95 p.u. and 1.05 p.u., respectively.

The total active and reactive power of the loads in the network is 3,490 kW and 1,920 kVar,

respectively. The profiles of loads and the PV generation are from [162] and shown in Fig 4.3.

The original system operates under significantly unbalanced loading conditions where branches

are asymmetrically configurated and the maximum power differences among three phases can

be up to tens of kilowatts [90].
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To further investigate additional impacts of imbalance from DG, ten single-phase PV units are

integrated into the network and are operated with a constant power factor of 1.0. The location

information and the capacity parameters of PV units are from [87] and shown in Table 4.2.

Figure 4.2: Modified IEEE 123-Node System

Figure 4.3: Load and Individual PV Generation Profiles [162]
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Table 4.2: Parameters of Installed PV Units

PV 1 2 3 4 5 6 7 8 9 10

Location (Node #) 27 41 75 85 87 93 96 107 110 450
Phase Installed A C C C B B B B A C
Capacity (kVA) 200 200 300 150 300 150 300 150 150 200

Five scenarios are designed to analyse the benefits.

• Scenario I: The original unbalanced system with PV units and without SOPs.

• Scenario II: The system with traditional SOPs.

• Scenario III: The system with one-side ASP-SOPs.

• Scenario IV: The system with two-side ASP-SOPs.

• Scenario V: The system with two-side ASP-SOPs equipped with ES.

Scenario I serves as the baseline, instrumental in understanding the base performance of the

ADN and providing a foundational comparison for the impacts of technological integrations

in subsequent scenarios. Scenario II is designed to show how the most widely used SOPs can

improve the operational efficiency of ADN and to demonstrate the improvements that can be

achieved through the implementation of the proposed ASP-SOPs by comparing with the last

three scenarios. The purposes of Scenarios III, IV and V are not only to assess the full potential

of ASP-SOPs in the system-level power loss reduction and voltage imbalance mitigation, but

also to explore the benefits from comprehensive application of ASP-SOP across the system.

Two SOPs are designed and installed in the system. The first is between nodes #151 and #300

and the second is between nodes #54 and #93. The maximum capacity on each phase of SOPs

is 500 kVA. The loss coefficient of SOPs is set as 0.02.
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In Scenarios II, III and IV, the topology of SOPs is the two-terminal 3P4W-B2B-VSC. In

Scenario V, the SOPs are the two-terminal 3P4W-B2B-VSCs with an ES system (1000 kWh)

coupled in the DC-link through DC/DC converters.

In Scenario II, the traditional control of the B2B converter is applied to both SOPs, i.e, one

side of the SOP is under the Vdc/Q control and the other side is under the P/Q control. In

Scenario III, one side of the SOP is under the Vdc/Q control and the other side is under the

ASP control. Because each side of the SOP can be switched between the Vdc/Q and the ASP

control, four combinations of control schemes, as described in Table 4.3, will be simulated

and compared in Scenario III. In Scenarios IV and V, both sides of the SOPs are under the new

ASP control.

Table 4.3: Combinations of Controlling for One-Side ASP-SOPs

SOP #1 SOP #2
COMB Node 151 Node 300 Node 54 Node 93

#1 ASP Vdc/Q Vdc/Q ASP
#2 ASP Vdc/Q ASP Vdc/Q
#3 Vdc/Q ASP ASP Vdc/Q
#4 Vdc/Q ASP Vdc/Q ASP

4.5.2 Optimisation Results and Analysis

In the original unbalanced systems of Scenario I, the total power loss is 1.131 MWh and the

imbalance index of voltage is 1380.60. The power losses can be obtained from equation (4.18),

while the imbalance index is used to evaluate the voltage imbalance of the whole network and

can be calculated from equation (4.19), in which the absolute value of the difference between

the phase voltage and the three-phase average voltage will be calculated.

Fig 4.4, 4.5 and 4.6 show the optimised results of Scenarios II, IV, and V, when the com-
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binations of the weight index between the power loss and the voltage imbalance are varying

between 0% and 100%. It is shown in Fig 5 (a) that in Scenario II, the power loss drops rapidly

when its weight is either below 15% or between 50% and 60%.

According to Fig 4.5 and Fig 4.6, in Scenarios IV and V, compared with all other weight

values, the power loss reduces rapidly when its weight is below 20%, while the change slope

of the imbalance index is increasingly steep when the weight of power loss is between 80% and

100%. In both scenarios, the result curves of either the power loss or the imbalance index keep

a constant changing rate when the weight of power loss is between 20% and 80%, meaning

that the optimization results (points on the curve) are evenly distributed in this weight range.

Figure 4.4: Results of Scenario II with SOPs under Conventional Control
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Figure 4.5: Results of Scenario IV with Two-Side ASP-SOPs

Figure 4.6: Results of Scenario V with Two-Side ASP-SOPs and ESs

Result curves of the four combinations in Scenario III are shown in Fig 4.7. According to these

curves, the minimum power losses, from the optimizations for all four control combinations,

are almost the same at about 0.63 MW.

However, COMB #3 can achieve the lowest imbalance index (459.434) out of the four com-
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binations. When COMB #3 is applied, the optimization results (points on the curve) are rel-

atively evenly distributed with changes in the weight coefficients of the power loss and the

imbalance index. Therefore, COMB #3 is recognized as the optimal choice among all four

combinations in Scenario III. Thus, in the rest of the paper, COMB #3 will be used for further

analysis.

Figure 4.7: Comparison of Control Combinations in Scenario III

In Scenarios II and III, one side of the SOPs is under the same control – Vdc/Q, while the other

side has a different control which can be the P/Q control or the ASP control. As shown in Fig

4.8, compared to the results of Scenario II, the optimization based on one-side ASP-SOPs in

Scenario III obtains less total power losses and a lower imbalance index.

The difference between Scenario III and IV is that in Scenario III, all SOPs are the two-side

ASP-SOP. It is shown in Fig 4.8 that the optimised results of Scenario IV have lower power

losses and a better-mitigated imbalance index than those of Scenario III.
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Figure 4.8: Comparison of Optimised Results of Different Scenarios

Above all, from the comparison of Scenarios II, III, and IV, it is demonstrated that the more

sides of SOPs are under the ASP control, the better results the optimal operation can achieve.

Thus, the benefits of the ASP control, which are the reduction of power losses and the mitiga-

tion of imbalance, are proven.

The optimal results in Scenario V have almost the same minimum imbalance index (about

423) as in Scenario IV. However, the power loss reduction in Scenario V is greater than that

in Scenario IV, especially when the power loss is below 0.70 MW. This is caused by the

integration of the ES system in the DC-link of the SOPs. The integrated ES system can play

an important role in reducing power losses of the network, as they fulfill the function of the

peak load shaving through optimized charging and discharging operations.

In Table 4.4, for all scenarios, the weight coefficients of the power loss and the voltage im-

balance are set as 70% and 30%. It is shown in the comparison of Scenarios I, II, III, and

IV that the greater the number of SOP sides that are under the ASP control, the lower total

power losses and the less voltage imbalance can be achieved. According to the comparison of
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Table 4.4: Comparison of Scenarios under a Set of the Same Weight Coefficient

Weight of Power Loss: 70% Weight of Imbalance Index: 30%

Scenario Power Loss
(MW)

Reduction Ratio
of Power Loss (%)

Imbalance
Index

Reduction Ratio
of Imbalance (%)

I 1.131 N/A 1380.60 N/A
II 0.720 36.33% 1018.555 26.22%
III 0.713 36.96% 765.646 44.54%
IV 0.689 39.08% 593.205 57.03%
V 0.638 43.61% 592.799 57.06%

Scenarios IV and V results, the same effect on the reduction of imbalance is achieved, while

43.61%-39.08%=4.53% more reduction of the total power losses is accomplished in Scenario

V than in Scenario IV, meaning that the ES integrated into the ASP-SOPs in Scenario V can

further improve the efficiency of ADNs.

Table 4.5: Comparison of the Optimal Results in Different Scenarios

I (Max) Imbalance Index: 1380.60 (Max) Power Loss: 1.131 MW

Scenario Min Power
Loss (MW)

Max Reduction
of Power Loss (%)

Min Imbalance
Index

Max Reduction
of Imbalance (%)

II 0.684 39.48% 734.506 46.80%
III 0.626 44.62% 459.434 66.72%
IV 0.619 45.30% 425.677 69.17%
V 0.567 49.83% 422.156 69.42%

In Table 4.5, one-side ASP-SOPs in Scenario III achieve 44.62%-39.48%=5.1% more maxi-

mum reduction of total power losses than traditional SOPs in Scenario II, and 45.30%-44.62%

= 0.68% less than two-side ASP-SOPs in Scenario IV. Two-side ASP-SOPs with ES in Sce-

nario V obtain 49.83%-45.30%=4.53% more maximum reduction of total power losses than

two-side ASP-SOPs in Scenario IV. For the maximum reduction of imbalance, one-side ASP-

SOPs in Scenario III achieve 66.72%-46.80%=19.92% more than transitional SOPs in Sce-

nario II, and 69.17%-66.72%=2.45% less than two-side ASP-SOPs in Scenario IV. Two-side

ASP-SOPs with ES in Scenario V (69.17%) obtain almost the same results of the maximum
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reduction of imbalance as two-side ASP-SOPs in Scenario IV (69.42%).

Similar application benefits of ASP-SOPs are observed through the comparisons in Table IV

and Table V that for either the power loss or the voltage imbalance, the more sides of ASP-

SOPs that are ASP controlled, the better performance of the optimal operation can be imple-

mented.

4.5.3 Comparison with Published Studies

In order to quantitatively compare with other studies, 4 Scenarios are designed as follows.

• Scenario 1: The ADN operates without SOPs [87].

• Scenario 2: The ADN operates with single-phase SOPs [87].

• Scenario 3: The ADN operates with the phase-to-phase SOPs [163].

• Scenario 4: The ADN operates with the proposed two-side ASP-SOP.

All Scenarios mentioned above are conducted in the IEEE-123-node test system. To fulfil an

effective comparison, the optimisation in all Scenarios runs for one same time point, unlike

the 24-hour operation in Section A and B. Also, the voltage imbalance (VI) is calculated by

(57).

λV I =
N

∑
i=1

(
|Vi,−|2

|Vi,+|2

)
(4.62)

where Vi,− and Vi,+ are the negative and positive of the voltage on each node, respectively.

In Scenarios 2, 3, and 4, all the systems are designed and equipped with two SOPs. The first
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SOP is installed between nodes 151 and 300, while the second SOP is situated between nodes

54 and 93. Each phase of the SOP has a capacity of 500 kVA, and the loss coefficient is set

as 0.02. The comparative analysis of optimisation results for various Scenario, presented in

Figure 4.9: Optimal Results of Four Scenarios

Fig 4.9, demonstrates that in Scenario 4 with the proposed 3P4W-B2B-VSC based two side

ASP-SOP, both the network losses and voltage imbalance index in the ADN is further reduced

compared to Scenarios 1, 2, and 3. In Scenario 4, the power loss is reduced to 52.91 kW, a

17.24% decrease from 63.93 kW in Scenario 3. Additionally, the voltage imbalance index of

Scenario 4 is reduced to 0.081%, a 19.0% decrease from that of Scenario 3.

Unlike Scenario 4, three single-phase SOPs are employed in Scenario 2, enabling power ex-

change only between corresponding AC sides of the SOP (i.e., from phase A to phase A, phase

B to phase B, and phase C to phase C). In Scenario 3, the phase-to-phase SOPs is used to facil-

itate power exchange between designated AC phases (i.e., from phase A to phase B, phase B to

phase C, and phase C to phase A). In Scenario 4, the proposed two-side ASP-SOP allows each
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phase on either side of the SOPs to be independently controlled. This capability enables the

three phases to individually input or output power at different values. Therefore, the ASP-SOP

can flexibly achieve power exchange between the two sides of the SOP compared with three

single-phase SOPs and phase-to-phase SOPs.

4.5.4 Operational Performance of ASP-SOPs

Operational Strategies of ASP-SOPs

The operational results of SOPs in Scenarios II, III, IV, and V at hour 12 are shown in Fig

4.10 . In the traditional SOP, shown in Fig 4.10(a), the phase power of the input side (-18.5

kW) is exactly the negative value of the phase power of the output side, because constraint

4.5 determines the total input power is equal to the total output power. Equations 4.6 and 4.7

ensure that all three phases at one terminal of the traditional SOP run at the same power. In

the one-side ASP-SOP, presented in Fig 4.10(b), the terminal of Node 151, under the control

of Vdc/Q, has the same power for all three phases, while the terminal of Node 300, under the

ASP control, has three different power values. In the two-side ASP-SOP, shown in Fig 4.10(c),

the phase power can reach nearly 80 kW and the power difference in the same terminal can be

almost 100 kW.

In Fig 4.10(d), two dashed red lines indicate the maximum (80) and minimum (-80) y-axis

coordinate values of 4.10 (a), (b) and (c), respectively. In the two-side ASP-SOP with ES,

presented in 4.10(d), only phase C of the terminal at Node 151 is supplying power, while

other phases are absorbing the power from the grid, according to the references from the

optimization calculation. The ES is being charged with a power of 322.9 kW. The maximum
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(a) (b)

(c) (d)

Figure 4.10: Operational Strategies (a) Traditional SOP (b) One-Side ASP-SOP (c) Two-Side
ASP-SOP (d) Two-Side ASP-SOP with ES

phase power of the two-side ASP-SOP with ES is nearly 100 kW, about 20 kW more than the

power (nearly 80 kW) of the two-side ASP-SOP without ES.

As shown from the analysis and the operational performance comparison of these four types

of SOP, it is demonstrated that at the same moment and under the same system circumstance,
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the ASP control can enable more flexible power flows of SOPs.

Power-Electronic Simulation of the ASP-SOP

To demonstrate the effectiveness of the proposed ASP control for the 3P4W-B2B-VSC based

two-side ASP-SOP in Scenario IV of Section A, the operational performance of the ASP

SOP in the system-level optimisation is validated through the time-domain power electronics

simulation.

The operational data at hour 12 of the SOP 2 in Fig 4.2 is applied in this simulation. In Fig

4.11 (a), the terminal #1 refers to Node 54 of the system in Fig 4.2 and the terminal #2 refers

to Node 93.

Table 4.6: Parameters of the ASP-SOPs

Parameters Value
Rated voltage 4.16 kV

DC-link capacitor C 800 µF
DC-link voltage 8 kV

Capacity (each phase) 500 kVA
Filter inductor 10 mH

The test model is established and simulated in Simulink/Matlab 2018a. The parameters of the

ASP-SOP device are shown in Table 4.6. The simulation results are shown in Fig 4.11, where

(b) is the line-to-line voltages of the system (maximum value: 5.88 kV).

It is demonstrated by the phase current waveforms, in Fig 4.11 (c) and (d), and the phase

power values, in (g) and (h), that the current and power in each phase of the ASP-SOP can be

regulated independently. It is presented in Fig 4.11 (c) and (d) that the current waveform of

every phase of the SOP has a different maximum value. As shown in Fig 4.11 (g), all three
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(a) (b)

(c) (d)

(e) (f)

(g) (h)

Figure 4.11: (a) Simulation Model in Matlab/Simulink. (b) Line-to-Line Voltages. (c) Phase
Currents at Terminal #1. (d) Phase Currents at Terminal #2. (e) Neutral Line Current at
Terminal #1. (f) Neutral Line Current at Terminal #2. (g) Phase Powers at Terminal #1. (h)
Phase Powers at Terminal #2.
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phases, at terminal #1, release power to the grid: 32.2 kW at phase A (red line), 112.4 kW

at phase B (yellow line), and 81.6 kW at phase C (blue line). As shown in Fig 4.11 (h), at

terminal #2, phase A releases the power of 38 kW, while phase B and phase C absorb the

powers of 110 kW and 154.4 kW respectively.

Meanwhile, in Fig 4.11 (e) and (f), it is shown that the neutral line current of the ASP-SOP

is controlled according to the three-phase power at each terminal. The maximum value of the

neutral line current at terminal #2 in Fig 4.11 (f) is about twice the one at terminal #1 in Fig

4.11 (e).

Considering the results, it can be concluded that the performance of the proposed ASP-SOPs

is greatly improved from traditional SOPs, and the time-domain power-electronic simulation

proves their feasibility.

4.5.5 Further Verification in a 380V ADN

As illustrated in Fig 4.12, the performance of the ASP-SOP in a low-voltage ADN is evaluated

using a modified 380V three-phase four-wire 21-node system [164, 165].

Modified 21-Node System

This network comprises 21 nodes and a substation transformer, having a total active load power

of 247.92 kW and a reactive load power of 81.49 kVA. The PV units, each with a capacity of

20 kW, are installed at nodes 6, 13, 14, 15, and 21. Two 3P4W-B2B-VSC based two side

ASP-SOP, with each SOP phase capability of 15 kVA, is incorporated in the network. The

profiles of loads and PV, referenced from [165], are detailed in Fig 4.13.
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The analysis of the benefits derived from ASP-SOPs is conducted through two scenarios:

• Scenario I: The original system, with the integration of PV units and without the opera-

tion of ASP-SOPs.

• Scenario II: The system with two-side ASP-SOPs.

Figure 4.12: 21-Node 380V ADN

Analysis of Optimal Results

In Table 4.7, a notable distinction is observed between Scenarios I and II in the results of

power losses and imbalance index. In Scenario I, which serves as a baseline, the value of

power losses is 126.18 MWh, and the imbalance index is 43.11. Compared with Scenario

I, with the operation of the two-side ASP-SOPs in Scenario II, the value of power losses is

reduced to 64.99 MWh, a 48.49% decrease, and the imbalance index plummets from 43.11 in

Scenario I to 9.62 in Scenario II, marking a 77.68% decline.

This substantial decrease highlights the effectiveness of ASP-SOP in system-level optimisa-
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Figure 4.13: Profiles of Loads & PV

Table 4.7: Optimal Results of Two-Side ASP-SOPs for 380V ADN

Scenario Power Losses
/MWh

Reduction
/% Imbalance Index Reduction

/%

I 126.18 N/A 43.11 N/A
II 64.99 48.49% 9,62 77.68

tion optimisation of the 380V ADN. Together with the optimal results in IEEE-123 test node

system, it is proven that the proposed ASP-SOP can achieve the optimisation and improve-

ments in power losses and voltage imbalance.

4.5.6 Algorithm Verification and Comparison

To validate the numerical accuracy and computational efficiency of the symmetrical SDP, the

optimisation results of the different optimisation algorithms are compared with those of the

OpenDSS.
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OpenDSS serves as a simulator for electric power distribution systems and its simulation re-

sults can be used to verify the accuracy of optimisation outcomes. In simulations, the built-in

IEEE-123 node test system package within OpenDSS is employed and further enhanced by

integrating models of SOP and PVs. Thus, a comparison can be made between simulation

results obtained from OpenDSS and optimisation outputs from other software.

Through Equation (4.63), the absolute percentage of the voltage error, between the optimisa-

tion outcomes and the OpenDSS simulations, can be calculated and then compared.

Errorϕ
v =

∣∣∣∣∣v
ϕ − vϕ

OpenDSS

vϕ

OpenDSS

∣∣∣∣∣∗100% (4.63)

where Errorϕ
v represents the voltage error of phase ϕ; vϕ

OpenDSS denotes the voltage of phase

ϕ in the results of OpenDSS; vϕ is the the voltage of phase ϕ in the optimisation results of

various algorithms.

Table 4.8: Comparison of Numerical Accuracy and Solution Time for Different Algorithms

Algorithm
(Solver)

Voltage Error% Solution Time/sPhase A Phase B Phase C

DC OPF
(MOSEK) 12.423 14.033 11.037 12.96

SOCP
(MOSEK) 5.923 6.012 4.467 31.87

BFM-SDP
(SeDuMi) 1.055 2.422 1.445 219.53

BFM-SDP
(MOSEK) —

Symmetrical SDP
(SeDuMi) 0.014 0.029 0.018 198.71

Symmetrical SDP
(MOSEK) 0.014 0.029 0.018 66.93

From the comparative analysis of different algorithms for optimisation, as shown in Table

VI, the DC OPF with MOSEK solver and SOCP with MOSEK solver demonstrate lower
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solution times (32.96s and 51.87s, respectively) but exhibit higher voltage errors. Although

DC OPF and SOCP have simpler mathematical mechanisms, making them easier to solve and

thus reducing the solution time, DC OPF neglects reactive power, and SOCP overlooks the

coupling between three phases, leading to varying degrees of inaccuracy in the optimisation

results.

The symmetrical SDP can be solved by either SeDuMi or MOSEK, while the BFM-SDP can

only be run under the solver of SeDuMi. Meanwhile, compared to the optimal results of BFM-

SDP, the symmetrical SDP can achieve a voltage error of less than 0.1%. For the solution, as

the convexification of the symmetrical SDP reduces the solving complexity, the symmetrical

SDP is far more efficient than BFM-SDP. This creates possibilities for modelling larger test

feeders (e.g. IEEE 8500-node test feeder).

4.6 Conclusions

In this chapter, the phase imbalance mitigation and power loss reduction are the targeted chal-

lenges in the operation of ADNs. An operational optimisation strategy based on the ASP-SOP

is proposed to minimise both total power losses and the voltage imbalance, considering the

integration of single-phase DG, for unbalanced three-phase four-wire ADNs. To achieve the

optimal operation of SOPs, the ASP SOP and control strategy are developed with detailed

mathematical models. In addition, an innovative application of the symmetrical SDP relax-

ation method is exploited to convert the three-phase non-convex nonlinear ADN model into a

symmetrical SDP model.

To guide the practical operation of DSO, the performance of ASP-SOP in the system-level
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optimisation can be mutually validated by the time-domain simulations of power electronics

devices. Compared with the conventional SOPs, the case study results of the operational

optimisation strategy, in the unbalanced ADN of both 380V and 11kV, demonstrate that the

ASP-SOP can enable more flexible power flows and achieve optimisation and improvements

in both power losses and voltage imbalance.



Chapter 5

Multi-Energy Systems: Operational
Coordination of Active Distribution
Networks with All-Switching-Phase Soft
Open Points and Natural Gas Networks
Considering Power-to-Gas

5.1 Introduction

To augment the accommodation of REG and leverage the MES as a pivotal solution, this chap-

ter proposes an operational optimisation strategy for the electricity-gas MES (EGMES). The

strategy concentrates on concurrently minimising the total operational costs, the curtailment of

installed REG, the voltage imbalance in the three-phase power system, and substantially low-

ering overall carbon emissions. This model progresses from the ADN framework discussed in

the preceding chapter, extending its application to the EGMES context.

102
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In this Chapter, the following work and contributions are presented:

1. A holistic operational coordination optimisation approach is proposed for the electricity

and natural gas MES, with bi-directional energy flows through P2G units and GFUs.

The closed energy conversion loop formed within the multi-energy systems can trigger

the carbon cycle.

2. A comprehensive model is built integrating three-phase unbalanced power systems with

natural gas networks. The phase imbalance of the electricity distribution system and the

line pack dynamics of the natural gas pipelines are considered simultaneously.

3. The symmetrical SDP method is introduced to convert the above non-convex nonlinear

model into an SDP model which commercial solvers can solve.

4. A modified IEEE 123-node power distribution system with a 6-node natural gas network

is established. Results with the proposed method achieved minimised total operational

cost, reduced curtailment of the installed REG, improved voltage imbalance of the three-

phase power system, and lower overall carbon emissions.

5.2 Strategies and Benefits of Electricity and Natural Gas

Multi-Energy System

The interdependency between the electric power system and the natural gas network is illus-

trated in Fig 5.1. The P2G unit produces natural gas from electricity, which means that it

serves as a gas source in the natural gas network and as a flexible electric load in the electric

power system. The GFU generates electricity from the combustion of natural gas, resulting in
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it working as a power source in the electric power system and as a gas load in the natural gas

network. These two synergies physically link the EGMESs.

Figure 5.1: Interdependent Electricity and Natural Gas System

The P2G can largely contribute to decarbonising the electricity-gas multi-energy system and

improving the integration of REG, as the application of P2G units can fully explore the fol-

lowing advantages of low/negative-carbon technologies [28, 99–103, 166–169].

• Firstly, the existing infrastructure can ensure the utilisation of P2G products. The direct

product, hydrogen, is a premium energy source and can be widely used in chemicals,

power generation, transportation and fuel cells. Furthermore, the hydrogen can either be

injected into the natural gas pipelines within certain limits or be converted into natural

gas and then injected into the pipelines. P2G can effectively utilise the capacity of the

gas network to mitigate the limitations of the power grid, thereby facilitating the creation
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of a flexible, multi-energy complementary system.

• Secondly, due to the dynamic line pack of the natural gas pipeline network, P2G units

can convert the unused electricity generated from renewable sources into natural gas

and store natural gas in pipelines. Thus, the natural gas network can serve as an energy

storage system for the electric power system.

• Compared with traditional battery energy storage, P2G units have the advantages of

larger storage capacity and higher energy conversion efficiency (60%-70%). As a re-

sult, a P2G unit can work as a large-capacity controllable load in the electricity network

to consume the excess electricity from REG without being constrained by the capac-

ity of conventional energy storage systems. The produced natural gas from P2G can

be directly utilised by natural gas load or GFU. As both the GFUs and the P2G units

have fast response characteristics, they can be deployed as coupling points to realise the

bidirectional energy flows in integrated electricity-natural gas systems.

5.3 Operational Coordination Problem Formulation of Multi-

Energy System

5.3.1 Objective Functions

The proposed operational coordination optimisation aims at minimising the total operational

cost FCost , the curtailment of wind power generation FWind and the carbon emission FC.

F = min
T

∑
t=0

(WCostF
Cost +WWindFWind +WCFC) (5.1)
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FCost =
T

∑
t=0

(CgridPgrid
t +

N

∑
n=1

Cgasgu,t) (5.2)

FWind =
T

∑
t=0

K

∑
k=1

(PAvail
k,t −PWind

k,t ) (5.3)

FC =
T

∑
t=0

(αgridPgrid
t +

N

∑
n=1

α
gasgu,t −α

P2GPP2G) (5.4)

where, WCost , WWind and WC are the weight coefficients of three objectives;Cgrid and Cgas are

the costs of electricity and natural gas respectively; Pgrid
t is the electric power from the higher

level (upstream) power grid at the time t; gu,t is the natural gas supply of the gas well unit u at

the time t; PAvail
k,t is the available wind power generation of the wind power unit k at the time t;

PWind
k,t is the actual power output of the wind power unit k at the time t.

The weighted sum method (WSM) [159] is utilised in this multi-objective optimisation prob-

lem. The weight coefficients WCost , WWind and WC are derived as follows.

WCost =
ρCost

fCost
Orig

(5.5)

WWind =
ρWind

fWind
Orig

(5.6)

WC =
ρC

fC
Orig

(5.7)

ρCost +ρWind +ρC = 1 (5.8)

where fCost
Orig , fWind

Orig and fC
Orig are the values of FCost , FWind and FC before the optimization;

ρCost , ρWind and ρC are the weight indexes of the total operational cost, the curtailed wind

power generation and the overall carbon emission respectively. The sum of ρCost , ρWind and

ρC should always be one [160].
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5.3.2 Three-Phase Power System Constraints

Optimisation modelling involves using the Kron reduction (KR) method to analyse power

networks. This method replaces the three-phase four-wire system with three-phase conductor

nodes while maintaining the same terminal behaviour of voltages and currents at the desired

vertices [155]. In general practices, e.g. Standard IEEE PES test feeders, three-order Z and Y

matrices are provided for three-phase four-wire systems [156].

The three-phase power distribution system is taken into account. The power flow balance

constraint is in (5.9) and the voltage is described in (5.10) and (5.11). Equation (5.12) defines

the voltage at the source node of the network, while the node voltage vectors, branch current

vectors, and related second-order decision variables are in (5.13).

∑diag
(
Si j,t −Zi jli j,t

)
+ s j,t + y j,tv j,t = ∑diag

(
S jk,t

)
(5.9)

v j,t = vi,t −
(
Si j,tZH

i j +SH
i j,tZi j

)
+Zi jli j,tZH

i j
(5.10)

vi ≤ diag(vi,t)≤ vi (5.11)

v0 =V re f
0

(
V re f

0

)H
(5.12)



Vi,t =

[
V a

i,t V b
i,t V c

i,t

]
vi,t =Vi,tV H

i,t

Ii j,t =

[
Ia
i j,t Ib

i j,t Ic
i j,t

]
li j,t = Ii j,tIH

i j,t

Si j,t =Vi,tIH
i j,t

(5.13)

where Si j,t is the second-order decision variable of power from node i to node j at time t; li j,t
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is the second-order decision variable of current from node i to node j at time t; s j,t is the nodal

power injection at node j at time t; y j,t is the nodal shunt admittance; v j,t is the second-order

decision variable of voltage at node j at time t; S jk,t represents the downstream power flows

from node j at time t. vi,t is the second-order decision variable of voltage at node i at time t;

the superscript H indicates the Hermitian transpose. vi and vi represent the lower and upper

limits of voltage at node i respectively;V re f
0 is the nodal voltage vector at the source node; v0

is the second-order decision variable at the source node; Vi,t is the voltage vector of node i at

time t; Ia
i j,t , Ib

i j,t , and Ic
i j,t are currents on phases a, b, and c of branch i j at time t, respectively.

5.3.3 Natural Gas Network Constraints

The natural gas network is modelled by applying the steady-state natural gas flow model con-

sidering the line pack in the pipelines.

The gas supply capacity of the gas well unit µ is imposed as:

0 ≤ gu,t ≤ ḡu (5.14)

where ḡu is the upper limit of the gas supply.

The pressure at each gas node is described as:

prm ≤ prm,t ≤ prm (5.15)

where prm,t is the pressure of gas node m at time t; prm and prm are the lower and upper limits

of prm,t respectively.
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In (5.16), the natural gas flow is given by the Weymouth equation. Also, the natural gas flow

can be calculated by the average inflow and outflow along a pipeline in (5.17).

Qm,n,t =

km,n

√
prm,t

2 − prn,t
2 prm,t ≥ prn,t

km,n

√
prn,t

2 − prn,t
2 prm,t < prn,t

(5.16)

Qm,n,t =
Qin

m,n,t +Qout
m,n,t

2
(5.17)

where prn,t is the pressure of gas node n at time t; km,n is the natural gas flow constant of the

pipeline from node m to node n (kcf/psig); Qm,n,t is the natural gas flow in pipeline mn at time

t (kcf/h); Qin
m,u,t is inflow natural gas flow of pipeline mn at time t; Qout

m,u,t is outflow natural gas

flow of pipeline mn at time t.

The line pack storage is balanced by the inflow and the outflow of the pipeline in (5.18).

Meanwhile, as shown in (5.19), the line pack is related to the pressures at both ends of the

pipeline. Constraint (5.20) defines that the initial line pack at the beginning of the optimisation

is equal to that at the end of the optimisation.

Hm,n,t = Hm,n,(t−1)+(Qin
m,n,t −Qout

m,n,t) (5.18)

Hm,n,t = Sm,n
prm,t + prn,t

2
(5.19)

H0
m,n ≤ Hm,n,T (5.20)

where Hm,n,t and Hm,n,(t−1) are the stored mass of natural gas (line pack) in pipeline mn at time

t and t−1; Sm,n is the line pack constant of pipeline mn. H0
m,n is the initial line pack of pipeline

mn; Hm,n,T is the line pack of pipeline mn at the end of the planning time period.
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5.3.4 Gas-Fired Unit Constraints

The capacity constraint of GFU is shown as (5.21). As the GFUs inject power into the three-

phase power system, constraints (5.22) and (5.23) guarantee that the outputs of three phases

share the same values of both active power and reactive power.

√(
PGFU

i,t

)2
+
(

QGFU
i,t

)2
≤ SGFU

i
(5.21)

PGFU
a,i,t = PGFU

b,i,t = PGFU
b,i,t

(5.22)

QGFU
a,i,t = QGFU

b,i,t = QGFU
b,i,t

(5.23)

where PGFU
i,t and QGFU

i,t are the active power and reactive power of GFU at node i at time t

respectively.

5.3.5 P2G Unit Constraints

The capacity constraint of the P2G unit is expressed as (5.24). Constraint (5.25) defines the

relation between active power input and reactive power input of the P2G unit.

√(
PP2G

i,t

)2
+
(

QP2G
i,t

)2
≤ SP2G

i
(5.24)

QP2G
i,t = PP2G

i,t tan
(

θ
P2G
i,t

)
(5.25)

where PP2G
i,t and QP2G

i,t are the active power and the reactive power of P2G at node i at time t

respectively; SP2G
i is the capacity of power input of P2G; θ P2G

i,t is the power factor of P2G.
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As the P2G unit takes the electric energy from the three-phase power system, constraint (5.26)

imposes that the power inputs from three phases have the same value. As in (5.27), the natural

gas output of P2G is proportional to its active power input.

PP2G
a,i,t = PP2G

b,i,t = PP2G
b,i,t =

PP2G
i,t

3
(5.26)

GP2G
n,t = η

P2G /0P2GPP2G
i,t (5.27)

where PP2G
a,i,t , PP2G

b,i,t and PP2G
b,i,t are the active power of P2G unit in phase a, b and c of node i at

time t respectively. GP2G
n,t is the natural gas output of P2G at node n of the natural gas network

at the time t; /0P2G is the energy conversion factor of natural gas and electric power (kcf/MWh);

ηP2G is the energy efficiency of P2G.

5.4 Reformulated Constraints for Symmetrical Semidefinite

Programming

The constraints listed above require conversion to the symmetrical SDP model.

Unbalanced three-phase systems can be decoupled by the symmetrical component transforma-

tion. In (5.28), The three-phase voltages as the phase components are converted into symmet-

rical components. Then, three-phase variables and impedance parameters can be described in
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the form of symmetrical components as in (5.29).



vabc
i,t = Av012

i,t AH

labc
i,t = Al012

i,t AH

Sabc
i,t = AS012

i,t AH

zabc
i,t = Az012

i,t AH

yabc
i,t = Ay012

i,t AH

(5.28)

A =


1 1 1

1 a2 a

1 a a2

 , AH = A−1 (5.29)

where the superscript abc represents the phase components; the superscript 012 indicates the

symmetrical components; a = 1∠120.

Also, the constraints of (5.16), (5.24) and (5.21) must be reformulated into the symmetrical

SDP model as followings.

prm,t − prn,t Qm,n,t/km,n

Qm,n,t/km,n prm,t + prn,t

≽ 0 (5.30)

 SGFU
i PGFU

i,t + jQGFU
i,t

PGFU
i,t − jQGFU

i,t SGFU
i

≽ 0 (5.31)

 SP2G
i PP2G

i,t + jQP2G
i,t

PP2G
i,t − jQP2G

i,t SP2G
i

≽ 0 (5.32)
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5.5 Case Study

The optimisation program for case studies in this section was coded in YALMIP [161] and

solved by MOSEK in MATLAB R2018a, with an operational environment of Windows 10

Intel i7-7700HQ CPU @2.80 GHz, 16.0 GB RAM.

5.5.1 Test Case and Scenarios

As shown in Fig 5.2, a muti-energy system, consisting of a modified IEEE 123-node test

feeder power network coupling with a 6-node natural gas network through two GFUs and a

P2G device, is built to verify the effectiveness of the proposed method, which aims to minimise

the total operational cost, maximise the utilisation of the installed wind power and reduce the

overall carbon emissions.

In the electric power network, the rated voltage is 4.16 kV with the minimum and maximum

voltage limits set as 0.95 p.u. and 1.05 p.u., respectively. The total active and reactive power

of the electric loads in the network are 3,490 kW and 1,920 kVar, respectively [90].

To further investigate the role of P2G in the accommodation of wind power, six wind power

units are integrated into the electric power network and operated with a constant power factor

of 1.0. Each wind power unit has a capacity of 600 kVA and the location information is shown

in Fig 5.2.
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Figure 5.2: Illustration of Multi-Energy System for Case Studies

An essential assumption is that all the power from the upstream power grid (node 150) is

generated by coal-fired power plants.

In the natural gas network, natural gas is provided by two gas wells and the P2G device; the

gas loads are connected to node 2 and node 5; two GFUs take natural gas as fuel from node 3

and node 6 respectively. The natural gas network is modified from the parameters of [112].

The profiles of electric power loads, natural gas loads and wind power generation are shown in
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Figure 5.3: Profiles of Electric Loads, Gas Loads and Wind Power Generation

Fig 5.3. The per-unit curve of the electric loads is from [162]. The gas loads’ profile is created

based on the data of [112]. According to the realistic wind power curves in [170], the wind

power output is generated to create the scenario of this case study, where the peak output of

wind power occurs at night, whereas the peak electricity demand is during the daytime.

Four scenarios are designed and implemented in the case studies to analyse the benefits of the

proposed method. Scenario I is the foundational base case, reflecting the traditional energy

management practices, where each system is optimised separately without consideration for

potential efficiencies gained from coordination. In Scenario II, the system includes coordinated

operations involving GFUs, to explore the initial steps towards the electricity and gas MES by

examining the impacts of GFUs through the comparison with the independent operations of

Scenario I. Scenario III is designed for the full coordination operation of MES by enabling

both GFUs and P2G. This scenario focuses on highlighting the role of P2G technology in the

electricity and gas MES. In Scenario IV, following the SOP-based optimisation researched in
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Chapter 4 for the operational efficiency of ADNs, the emphasis is on evaluating the impact

of the ASP-SOP on enhancing the overall system performance of the MES which comprises

ADNs as electric power vectors and the natural gas network.

• Scenario I: Independent operations of the electricity network and the natural gas net-

work; no participation of the GFUs and the P2G device.

• Scenario II: Coordination operation only with the GFUs.

• Scenario III: Coordination operation, considering bidirectional energy flow through the

GFUs and the P2G device.

• Scenario IV: Based on Scenario III, the SOP is installed and operated in the electric

power network.

In Scenario I, as the coupling components are not operated, the energy flow between the elec-

tricity network and the natural gas network does not exist.

In Scenarios II and III, GFU #1 takes natural gas as fuel from node 3 of the natural gas network

and injects electricity to node 67 of the electric power network, while GFU #2 takes natural

gas as fuel from node 6 of the natural gas network and injects electricity to node 83 of the

electric power network. Each GFU has a capacity of 500 kW.

In Scenario III, the P2G device converts the electric power, taken from node 100 of the elec-

tricity network, to the natural gas which is injected into node 2 of the natural gas network.

In Scenario IV, two ASP-SOPs are installed in the electric power network. The first is between

nodes #151 and #300 and the second is between nodes #54 and #93. The maximum capacity

on each phase of SOPs is 500 kVA. The loss coefficient of SOPs is set as 0.02.
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5.5.2 Analysis of Optimisation Results

The numerical results of the case studies are shown in Table 5.1 and Table 5.2. The comparison

of the results is presented in Fig 5.4.

Table 5.1: Results of Objectives for Scenarios

Scenario Operational Cost
/$

Curtailed Wind Power
/MWh

Carbon Emission
/Tons

I 1299.14 24.17 16.67
II 1160.39 24.21 12.34
III 1019.85 1.35 11.07
IV 1015.82 1.51 11.01

Figure 5.4: Comparison of Optimal Results in Scenarios

In Scenario I, the curtailed wind power generation (24.17 MWh) is up to 44.24% of the avail-

able wind power generation (54.63 MWh). The total operational cost is $1299.14 and the

overall carbon emission is 16.67 Tons.
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In Scenario II, where the GFUs are employed to generate electricity using natural gas, the

curtailed wind power, amounting to 24.21 MWh, remains almost unchanged from Scenario I.

However, a notable reduction in the total operational cost is observed, decreasing by 10.68%

from $1299.14 in Scenario I to $1160.39 in Scenario II. Additionally, the overall carbon emis-

sions in Scenario II become lower, showing a 25.96% reduction from 16.67 Tons in Scenario

I to 12.34 Tons. This indicates that while the GFUs do not contribute to the increase in the

accommodation of wind power, they can play a pivotal role in reducing both operational costs

and carbon emissions. This is attributed to the cost-effectiveness and lower environmental im-

pact of natural gas compared to the electric power from the superior power grid. In Scenario

Table 5.2: Electricity and Gas Status for Scenarios

Scenario I II III IV

Power from Upper Grids
/MWh 21.93 11.02 11.37 11.30

Power Loss of Electric Network
/MWh 0.56 0.37 0.65 0.34

Three-Phase
Voltage Unbalanced Factor 4.97 4.79 4.67 3.14

Gas Well Output
/kcf 67.47 203.13 150.52 150.26

Gas-Fired Units’ Output
/MWh N/A 10.72 10.38 10.37

P2G Gas Output
/kcf N/A N/A 48.29 48.43

III, a marked improvement is obtained in several key areas when compared to Scenarios I and

II. Specifically, the curtailment of wind power generation is significantly reduced by 94.40%,

illustrating a substantial increase in the utilisation of wind power generation. The total opera-

tional cost in Scenario III is also lower, being 21.50% less than in Scenario I and 12.11% less

than in Scenario II. Furthermore, the overall carbon emissions in Scenario III show a consid-

erable decrease, being 33.59% lower than in Scenario I and 10.29% lower than in Scenario

II. These improvements, especially in the reduction of curtailed wind power, highlight the
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significant impact of P2G technology in enhancing the integration of wind power generation.

In Scenario IV, with the engagement of the ASP-SOP, a further refinement over Scenario III

is observed, evidenced by the minimal operational costs of $1015.82 and the lowest carbon

emissions of 11.01 tons. Despite a slight increase in the curtailed wind power by 0.16 MWh

relative to Scenario III, it remains substantially lower than the numbers reported in Scenarios

I (24.17 MWh) and II (24.21 MWh).

5.5.3 Technical Benefit Comparison of Three Scenarios from Electricity

Profiles

The hourly profiles of electricity in the power distribution network for the three scenarios of

the case studies are shown in Fig 5.5, 5.6, 5.7 and 5.8.

In Scenario I, as the electricity network and the natural gas network operate independently,

the electricity demand of loads is satisfied by the power from both the upper grids and the

generation of wind power in the distribution network. As shown in Fig 5.5, during the hours

1-7 and hours 19-24, all the electric loads are powered by wind power generation, while during

the hours 8-18, due to insufficient generation of wind power, power is required from the upper

grids to meet the demand of electric loads together with the low wind power generation in that

period. When the wind power generation is greater than the electric loads, as assumed that no

energy storage system is installed in the electric distribution network, the surplus wind power

generation can only be curtailed and thus wasted.

In Scenario II, according to Table 5.2 and Fig 5.6, with the engagement of the GFUs, the

electricity demand is covered by both the power from the upper girds (50.69%) and the power
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Figure 5.5: Hourly Profiles of Electricity for Scenario I

Figure 5.6: Hourly Profiles of Electricity for Scenario II
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generation of GFUs (49.31%). The power from the upper girds is reduced from 21.93 MWh

to 11.02 MWh. Meanwhile, the output of the gas wells increases by 201.07% from 67.47 kcf

to 203.13 kcf. The increased amount of natural gas is used as the fuel of GFUs. As shown in

Fig 5.6, during the hours 1-7 and hours 19-24, all the electric loads are also supplied by the

wind power generation as the same in Scenario I. However, during the hours 8-18, compared

with Scenario I of Fig 5.5, nearly half of the power from upper girds (black bars) is replaced

by the power generation of GFUs (orange bars).

Figure 5.7: Hourly Profiles of Electricity for Scenario III

In Scenario III, the power from the upper girds and the generation of GFUs are the same as

in Scenario II. However, from the comparison of Fig 5.6 and 5.7, the wind power output (blue

bars) in Scenario III is largely greater than those in Scenario II, which is also shown by the

data of the curtailed wind power in Table II. In Fig 5.7, during the hours 1-7 and hours 19-24

when the wind power generation is excessive, the P2G device is deployed to operate; while

during the hours 8-18 when the power generation of the wind power is insufficient to meet the

demand of electricity, the P2G device stops working.



CHAPTER 5. MULTI-ENERGY SYSTEMS 122

Figure 5.8: Hourly Profiles of Electricity for Scenario IV

Scenario IV exhibits an hourly electricity profile akin to that of Scenario V, as indicated in

Fig 5.7 and 5.8. From Table 5.2, Scenario IV has the most efficient performance metrics

across all scenarios, with the lowest power loss pf the electric power network at 0.34 MWh

and a minimum three-phase voltage unbalance factor of 3.14. The primary distinction between

Scenarios III and IV, within the electric power network of MES, lies in the operation of the

ASP-SOP in Scenario IV, suggesting that the operational deployment of ASP-SOP contributes

to the enhancement of power quality in the electricity grid.

Integration of Wind Power Generation

Fig 5.9 illustrates a comparative analysis of hourly wind power integration across four differ-

ent scenarios. In Scenarios I and II, the hourly outputs of wind power generation exhibit a
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Figure 5.9: Integration of Wind Power generation

similar pattern with a notable level of wind power curtailment. In contrast, Scenarios III and

IV demonstrate a close alignment between the wind power generation output and the available

wind power curve. This is because the P2G unit, which works as a controllable load in the elec-

tric power network, can efficiently convert excess wind power into natural gas, subsequently

storing it in gas pipelines.

The data from Fig 5.9 and Table 5.2 reveal that approximately 1.35 MWh of available wind

power is curtailed during hours 23 and 24 in Scenario III, compared to 1.51 MWh at the same

time in Scenario IV. Constrained by equation (5.20), the line pack of the natural gas pipelines

at the end of the optimisation period is equal to that at the beginning, resulting that despite

the P2G device significantly reducing the amount of curtailed wind power, there may be still a

certain amount of wind power generation that goes wasted.

The P2G unis is operated in both Scenarios III and IV. Furthermore, the additional operation
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of ASP-SOPs in Scenario IV does not lead to a further reduction in wind power curtailment

compared with in Scenario III. Therefore, it is primarily the P2G system that facilitates the

utilisation of surplus wind power, which would otherwise be curtailed due to the capacity

constraints of the power system. This mechanism significantly enhances the overall integration

of wind power generation into the MES.

Three-Phase Voltage Imbalance

The hourly condition three-phase voltage condition for each scenario is presented in Fig 5.10

and the numerical value of VUF is shown in Table 5.2.

As the three-phase unbalanced power distribution system is modelled in the case studies, the

unbalanced condition of the three-phase voltage at each node is also evaluated here by using

the voltage unbalanced factor (VUF). The calculation of VUF is shown as follows.

VUF =
T

∑
t=0

N

∑
i=1

(
|Vi,t,−|2

|Vi,t,+|2

)
(5.33)

Vi,t,+ =
1
3

(
V a

i,t +α
2V b

i,t +αV c
i,t

)
(5.34)

Vi,t,− =
1
3

(
V a

i,t +αV b
i,t +α

2V c
i,t

)
(5.35)

where Vi,t,+ is the positive sequence voltage at node i at time t; Vi,t,− is the negative sequence

voltage at node i at time t; α = 1∠120.

In Scenarios I, II, and III, during peak electricity load times (from 8 to 18 hours), the VUF, il-

lustrated in Fig 5.10, indicates a deterioration in the condition of three-phase voltage balance.

This trend reverses during non-peak times. Scenario II exhibits a notable mitigation of the
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three-phase voltage imbalance during peak hours in comparison to Scenario I. This improve-

ment is primarily due to the operation of GFUs, which introduce a balanced three-phase power

supply into the electric grid.

In Scenario III, the incorporation of the P2G unit causes a further improvement in the condition

of voltage balance compared to Scenario II. This improvement is particularly evident during

hours 1 to 8 and 19 to 23. The reason for this improvement is twofold: the P2G unit evenly

draws electric energy from all three phases of the power system and operates during these

hours to utilise excess wind power generation.

Figure 5.10: Three-Phase Voltage Imbalance Condition in All Scenarios

The implementation and operation of the ASP-SOP, in Scenario IV, results in a substantial

reduction in the VUF by 32.76% (decreasing from 4.67 to 3.14) compared to Scenario III.

This is because the ASP-SOP facilitates a three-phase power exchange, allowing the power
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from heavily loaded feeders to be shifted to lighter-loaded feeders, thus reducing the condition

of three-phase voltage imbalance.

Overall, the creation of an electricity-gas MES can contribute to reducing the three-phase

voltage imbalance in the electric grid. Additionally, the ASP-SOP plays a pivotal role in further

alleviating this imbalance by optimising the distribution of power across the three phases.

5.5.4 Technical Benefit Comparison of Three Scenarios from Various

Natural Gas Profiles

Fig 5.11 shows the hourly profiles of natural gas in Scenarios II and III. In Scenario II, from

hours 1 to 9, the two gas wells inject the natural gas into the pipelines; during the daytime

of the peak load period, the GFUs generate power. Also, some natural gas is injected into

pipelines near the end of the day (hours 22-24). This late-day injection is to fulfil the opera-

tional constraint: ensuring that the stored mass of natural gas initially stored in the pipelines

at the beginning of the optimisation period is equal to the amount at the end.

According to Table 5.2 and Fig 5.11, the operation of the P2G device, as indicated by the green

line, causes a significant reduction in the output of the gas wells in Scenario III. Specifically,

the gas wells’ output in Scenario III is 150.52 kcf, which is 25.90% lower than the 203.13 kcf

in Scenario II.

Also, the gas wells in Scenario III do not have gas generation near the end of the day (hours 22-

24) as shown in Scenario II, attributed to that during the evening time of hours 19-24, the P2G

converts the surplus wind power generation to natural gas, reducing the need for additional

gas generation from the gas wells during these hours. Furthermore, the gas output profile of
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(a)

(b)

Figure 5.11: Hourly Profiles of Natural Gas: (a) Scenario II; (b) Scenario III
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the P2G device in Scenario III, as depicted by the green line in Fig 5.11 (b), directly correlates

with the electricity input profile of the P2G device which is illustrated in the green bars of Fig

5.7.

(a)

(b)

Figure 5.12: Dynamics of Natural Gas Pipeline: (a) between Nodes 5 and 6; (b) between
Nodes 3 and 5
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The dynamic profiles of the natural gas pipelines are shown in Fig 5.12. According to Fig 5.3,

in both Fig 5.12 (a) and (b), the charging periods of the pipelines align with times when the

wind power generation exceeds electric loads. During these intervals, the P2G unit converts the

excess wind power into natural gas, which is then stored in the pipeline. Conversely, when the

wind power generation falls short of the electric loads, the P2G device ceases operation, and

GFUs are activated to generate electricity using natural gas as fuel, resulting in the discharge

of natural gas from the pipelines.

As illustrated in Fig 5.12 (a), both the curve of pipeline charging (solid line) and discharg-

ing (dash line) always remain non-negative, meaning that all the natural gas in the pipeline,

between nodes 5 and 6, is only charged from node 5 and discharged through node 6. In con-

trast, in the pipeline, between nodes 3 and 5, in Fig 5.12 (b), both two nodes can conduct the

charging and discharging of the natural gas.

By converting surplus renewable energy sources into natural gas and storing it in the pipelines,

the P2G unit can charge the natural gas pipelines due to the dynamic line pack of the pipeline.

Meanwhile, GFUs can generate electricity for the electric power system using the natural gas

stored in pipelines. As a result, the natural gas network can serve as an energy storage system

for electric power.

5.6 Conclusions

In this chapter, an operational optimisation method for the electricity and gas MESs, having

bi-directional energy flows through P2G facilities and GUFs, is designed and developed to

minimise the operational cost, wind power curtailment, the imbalance condition of voltage and
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the overall carbon emission. The symmetrical SDP method is applied to convert the original

non-convex nonlinear model into an SDP model via convex relaxation.

The results of the case studies indicate that the proposed strategy is effective in jointly min-

imising the operational cost, limiting the curtailment of wind power, mitigating the voltage

imbalance and reducing the emission of carbon. Also, it is proven in this paper that the P2G

technology can release system flexibility and benefit the economy by economically managing

the carbon footprint of the entire system, via converting excess ‘green’ electricity into natural

gas injected into pipelines.

One limitation of the proposed method is that its effectiveness relies on the initial input infor-

mation, meaning that all data, including the power grid, gas network, loads and REG, should be

given at the first step of optimisation. Consequently, this optimisation method may struggle in

dealing with operational uncertainties, e.g. fluctuation of REG and loads and unexpected gird

faults. In the future, additional methodologies need to be developed to address the stochastic

challenges arising from the fluctuating outputs of REGs and variable load demands.



Chapter 6

Graph-Based Two-Stage Stochastic
Parallel Nonlinear Optimisation for
Multi-Energy Systems

6.1 Introduction

In this chapter, the graph-structured modelling is manipulated to maintain the natural charac-

teristics of nonlinear functions or constraints in the electricity & natural gas MES. Meanwhile,

to handle stochastic problems in the MES, a two-stage optimal operation strategy is proposed.

Overall, the major tasks achieved in this area can be summarised as follows.

• 1. New modelling methods for MES: The graph-structured modelling is developed to

address nonlinear optimisation problems in MES. This approach enables the direct mod-

elling and solving of nonlinear constraints associated with gas pipelines and electric

power flow, without the need for linearisation or convex relaxation.

• 2. New optimal strategy: To tackle the stochastic challenges posed by REGs in MES,

131
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a two-stage stochastic operational optimisation strategy is proposed. In the first stage,

the individual controllable equipment is constrained to fulfil the same power output at

each time point in each scenario, while in the second stage, variables are the states of

the power lines and natural gas pipelines.

• 3. The case studies, conducted in the MES of a modified IEEE-123 power grid and a 20-

node gas network over 20 distinct scenarios, prove that the proposed MES optimisation

strategy can reduce operational costs and curtailed wind power generation. Also, graph-

based optimisation offers benefits, including the preservation of the nonlinear model

without relaxation, the capability of visualisation and the reduction of solving time.

6.2 Graph-Structured Modelling & Solution of Optimisa-

tion Problems

In graph-structured nonlinear modelling, as shown in Fig 6.1, a general modelling abstraction

is named Opti-Graph which is an abstract object provided by an undirect hypergraph and

consists of multiple Opti-Nodes and Opti-Edges. Each Opti-Node can encapsulate a unique

optimisation model and usually includes components of local variables, internal constraints,

objective functions, and relevant data. In addition, the Opti-Edge, signifying the interrelations

between two or more Opti-Nodes, contains the linking constraints to connect the variables

between Opti-Nodes.

Two software packages, Plasmo.jl and MadNLP.jl, are utilised to apply the graph-based mod-

elling and solution.
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• Plasmo.jl is employed to construct and model optimisation problems in a graph-based

framework.

• The graph-based model generated by Plasmo.jl is transferred to MadNLP.jl, which is a

nonlinear programming solver applied in the Julia language.

MadNLP.jl is deployed to interact with the Opti-Graph model established by Plasmo.jl. This

interfacing can yield several advantages:

• Plasmo.jl facilitates the creation of a graph-based model which contains and stores the

structural information of the optimisation problem. This structural information can sub-

sequently be efficiently leveraged by MadNLP.jl, enabling the application of specialised

algorithms for solutions.

• The modular configuration of the Opti-Graph model allows the parallel evaluations of

functions and derivatives. When integrated with Plasmo.jl, MadNLP.jl can at recognise

and utilise the partitions as designed by Plasmo.jl.

6.2.1 Graph-Structured Modelling in Plasmo.jl

A model of a graph-structured nonlinear Optimisation problem can be described in (6.1)-(6.3).

The Opti-Graph G(N,ε) consists of a set of Opti-Nodes N and a set of Opti-Edges ε . N(n) rep-

resents the neighbourhood of any Opti-Node n, while N (e) is the set of Opti-Nodes supporting

the Opti-Edge e.

min
{xn}n∈N

∑
n∈N

fn(xn) (6.1)
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Figure 6.1: Illustration of A Graph-Structured Model

cn(xn) = 0, n ∈ N (6.2)

ce({xn}n∈N(e)) = 0, e ∈ ε (6.3)

where, xn refers to the decision variables on the Opti-Node n and all objective functions over

Opti-Nodes N is in (6.1). The constraints within an Opti-Node n are shown in (6.2), while

equation (6.3) defines the linking constraints of the Opti-Edge e which may connect variables

in multiple Opti-Nodes.

6.2.2 Decomposition Strategy in MadNLP.jl

As shown in Fig 6.2, the graph-structured modelling can deploy the decomposition strategy,

where the Opti-Nodes can be recognised as subproblems whose solutions are used to discover
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Figure 6.2: Decomposition Strategy to Parallelize Function and Derivative Evaluations

the optimal solution of the whole Opti-Graph. The Karush-Kuhn-Tucker (KKT) conditions of

the graph-structured nonlinear modelling are expressed as follows.

∇xn fn(xn)+µX−1
n 1+∇xncn(xn)λn + ∑

e∈ε(n)
∇xnce({xn}n∈N(e))λe = 0 (6.4)

cn(xn) = 0, n ∈ N (6.5)

ce({xn}n∈N(e)) = 0, e ∈ ε (6.6)
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where Xn = diag(xn) and 1 := [1,1, · · · ,1]; ε(n) refers to the set of Opti-Edges supported by

Opti-Node n; µ is the parameter of penalty; λn and λe are the variables related to the Opti-Node

constraints and the linking constraints separately.

For further deduction, zn, Zn and ∑
(k)
n are defined as follows.

zn := µX−1
n 1 (6.7)

Zn := diag(zn) (6.8)

(k)

∑
n

:= X (k)−1
n Z(k)

n (6.9)
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where d(k)
n := (∆dn,k,∆λn) are the primal-dual steps for the variables and constraints of Opti-

Node n; ∆dn,k are the primal steps and ∆λn are the dual steps corresponding to λe; the defini-

tions of K(k)
n , B(k)

n , r(k)n , and r(k)L are given as follows.

K(k)
n :=

W (k)
n +∑

(k)
n J(k)

T

n

J(k)n 0

 (6.11)

B(k)
n :=

[
Q(k)

n 0

]
(6.12)

Q(k)
n := ∇xn

{
ce

(
x(k)n

)}
n∈N(e)

(6.13)
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r(k)n :=

∇xn fn(xn)

cn(xn)

 (6.14)

r(k)L :=
{

ce

(
x(k)n

)}
n∈N(e)

(6.15)

where, J(k)n := ∇xncn(x
(k)
n ) is the Jacobian form of constraints of Opti-Node n; W (k)

n is the

Hessian of the Langrangian of equation (6.1); Q(k)
n is the Jacobian of the linking constraints.

The Schur decomposition approach can be triggered by the block-bordered structure in (6.10).

Meanwhile, the size of the matrices K(k)
n and B(k)

n can be varied according to the construction

of the model and the number of the linking constraints. Given the block-bordered structure,

the decomposition method is carried out by constructing the Schur complement:

S(k) =− ∑
n∈N

B(k)
n

T
K(k)−1

n B(k)
n (6.16)

S(k)d(k)
L = ∑

n∈N
B(k)

n
T

K(k)−1

n r(k)n − r(k)L (6.17)

K(k)
n d(k)

n = B(k)
n d(k)

L − r(k)n (6.18)

The computation of B(k)
n

T
, K(k)−1

n and B(k)
n is parallelised as each block can be run indepen-

dently. In equation (6.16), B(k)
n

T
, K(k)−1

n and B(k)
n are integrated into matrix S(k). Then, the

dual-step direction for the linking constraints can be obtained through (6.17). As a result, the

parallel computation of the block steps can be conducted in (6.18).
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6.3 Optimal Operational Coordination Problem Formula-

tion of Electricity-Gas Multi-Energy System

Applying the above-described model, a graph-based two-stage stochastic operational optimi-

sation strategy is proposed for a multi-scenario MES. In the first stage, all controllable equip-

ment is required to have the same performance at each time point in each scenario, while in

the second stage, the variables are the states of the electric power flows and the natural gas

pipeline flows. Each scenario has a different output profile of REG.

In this section, Lc and Lp represent the set of all natural gas network compressors and pipelines

respectively. T := {1, ...,Nt} is a set of time points; S refers to the set of all scenarios; X :=

{1, ...,Nx} describes a set of equal spatial points of pipelines.

6.3.1 Objective Functions

The objective functions, described in (6.19)-(6.21), are to simultaneously minimise the total

operational costs and the curtailment of the wind power generation. In the operation of MES,

the stakeholders often prioritise operational costs and the integration of REGs due to economic

considerations. Also, it is important to note that reducing operational costs often correlates

with decreasing carbon emissions. This is because cost reductions in MES often result from

improved operational efficiency and increased use of REGs, both of which naturally lead to

lower emissions. Thus, by focusing on the two objectives, the research indirectly contributes to
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reducing carbon footprints, despite not including carbon emissions in the objective functions.

min ∑
t∈T, s∈S

(αFC +βFW ) (6.19)

FC = ∑
l∈Lc,t∈T,s∈S

[CgridPgrid
t,s +Cgas f gas

t,s ] (6.20)

FW = ∑
t∈T, s∈S

(
PAvail

t,s −PWind
t,s

)
(6.21)

where α and β are the weight of the two objectives; Cgrid and Cgas are the costs of electricity

and natural gas respectively; Pgrid
t,s is the electricity injection from the upstream power grid at

time t in scenario s; f gas
t,s is the gas supply at time t in scenario s; PAvail

t,s is the available wind

power generation at time t in scenario s; PWind
t,s is the real-time wind power output at time t in

scenario s.

6.3.2 Natural Gas Network Constraints

In this section, the complete gas network constraints are listed with descriptions including

those for the compressors and pipelines.

Compressor Constraints

All the constraints of the compressor are for l ∈ Lc, t ∈ T and s ∈ S. The power consumption

of the compressor is computed in (6.22) and the relation, between the suction pressure and the
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discharge pressure, is expressed in (6.23).

Pcomp
l,t,s = cp ·T gas · f comp

l,t,s

( pdis
l,t,s

psuc
l,t,s

) γ−1
γ

−1

 (6.22)

pdis
l,t,s = psuc

l,t,s +∆pcomp
l,t,s

(6.23)

where psuc
l,t,s, pdis

l,t,s and ∆pcomp
l,t,s are the pressure of suction, discharge and boost in the compressor

l at time t for scenario s; Pcomp
l,t,s is the power consumption of the compressor l at time t for

scenario s; f comp
l,t,s is the gas flow through the compressor l at time t for scenario s; cp, Tgas

and γ are the natural gas parameters of heating capacity, temperature and isentropic efficiency

respectively.

Equation (6.24) requires that in the compressor, the input of gas flow is equal to the output.

f comp
l,t,s = f in

l,t,s = f out
l,t,s ≥ 0 (6.24)

where f in
l,t,s and f out

l,t,s are the input and output flow of the compressor l at time t in scenario s,

separately.

The limits for the pressure of suction, discharge and boost are in (6.26), (6.27) and (6.28),

respectively.

0 ≤ Pcomp
l,t,s ≤ Pcomp

Max
(6.25)

psuc
Min ≤ psuc

l,t,s ≤ psuc
Max (6.26)

pdis
Min ≤ pdis

l,t,s ≤ pdis
Max (6.27)

0 ≤ ∆Pcomp
l,t,s ≤ θ boost (6.28)
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where Psuc
Max and Psuc

Min are the upper and lower limits for the suction pressure of the compressor;

pdis
Max and Pdis

Min are the maximum and minimum discharge pressure of the compressor; θ boost is

the maximum limit for the pressure of boost in the compressor.

Pipeline Constraints

All pipeline constraints are for l ∈ Lp, t ∈ T , k ∈ X and s ∈ S. Equations (6.29) and (6.30)

are the mass and momentum dynamics of the pipeline. The starting steady state is defined

in (6.31) and (6.32). The line pack of pipelines is calculated in (6.33), while equation (6.35)

requires that the line pack at the end of the time period is not less than the initial amount.

pgas
l,t,k,s − pgas

l,t−1,k,s

∆t
+ c1,l

f gas
l,t,k+1,s − f gas

l,t,k,s

∆xl
= 0 (6.29)

f gas
l,t,k,s − f gas

l,t−1,k,s

∆t
+ c2,l

Pgas
l,t,k+1,s −Pgas

l,t,k,s

∆xl
+ c3,l

f gas
l,t,k,s

∣∣∣ f gas
l,t,k,s

∣∣∣
Pgas

l,t,k,s
= 0 (6.30)

f gas
l,t,k+1,s − f gas

l,t,k,s

∆xl
= 0 (6.31)

c2,l
Pgas

l,1,k+1,s −Pgas
l,1,k,s

∆xl
+ c3,l

f gas
l,1,k,s

∣∣∣ f gas
l,1,k,s

∣∣∣
Pgas

l,1,k,s
= 0 (6.32)

Sl,t,s =
1

c1,l

Nx

∑
k=1

Pgas
l,t,k,s∆xl (6.33)

Sl,Nt ,s ≥ Sl,1,s (6.34)

f gas
l,t,1,s = f in

l,t,s
(6.35)

f gas
l,t,Nx,s = f out

l,t,s
(6.36)
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Pgas
l,t,1,s = Pin

l,t,s
(6.37)

Pgas
l,t,Nx,s = Pout

l,t,s
(6.38)

where pgas
l,t,k,s and f gas

l,t,k,s represent the pressure and flows at the spatial point k of the pipeline l

in time t of scenario s, separately; f gas
l,t,1,s and f in

l,t,s are the input flow at the spatial point k of the

pipeline l in time t of scenario s; f gas
l,t,Nx,s and f out

l,t,s are the output flow at the spatial point k of

the pipeline l in time t of scenario s; Pgas
l,t,1,s and Pin

l,t,s are the pressure at the start of the pipeline

l in time t of scenario s; Pgas
l,t,Nx,s and Pout

l,t,s are the pressure at the end of the pipeline l in time t

of scenario s; ∆t is the time interval and ∆xl is the spatial interval; Sl,t,s is defined as the link

pack of the pipeline l at time t in scenario s; c1,l , c2,l and c3,l are the constants of the natural

gas pipelines.

6.3.3 Electric Power System Constraints

This section details the electric power system constraints to entail the power flow details.

The power flow constraints of active and reactive power are in (6.39) and (6.40).

∑
i→ j

(Pi j,t,s − ri jI2
i j,t,s) = ∑

j→k
Pjk,t,s (6.39)

∑
i→ j

(Qi j,t,s − xi jI2
i j,t,s) = ∑

j→k
Q jk,t,s (6.40)

where Pi j,t,s and Qi j,t,s are the active power and reactive power along branch i j at time t in

scenario s respectively; Pjk,t,s and Q jk,t,s represent the downstream power flows of node j at

time t in scenario s.
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The constraint of the voltage is in (6.41).

U2
i,t,s −U2

j,t,s −2
(
ri jPi j,t,s + xi jQi j,t,s

)
+
(
r2

i j + x2
i j
)

I2
i j,t,s = 0 (6.41)

I2
i j,t,sU

2
i,t,s = P2

i j,t,s +Q2
i j,t,s (6.42)

where ri j and xi j refer to the resistance and impedance of the branch i j; Ii j,t,s is the current

of branch i j at time t in scenario s; Ui,t,s and U j,t,s are the voltage at node i and j at time t in

scenario s.

The lower and upper limits for the node voltage and the branch current are in (6.43) and (6.44).

(U)2 ≤U2
i,t ≤ (U)

2 (6.43)

I2
i j,t,s ≤ (Ii j)

2 (6.44)

where U and U are the lower and upper limits for the node voltage; Ii j is the maximum value

for the current of branch i j.

6.3.4 Coupling Device Constraints

This section describes the constraints of the coupling device, including the P2G and the GFU.
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Constraints of Power-to-Gas

The capacity constraint of the P2G unit is expressed in (6.45). Constraint (6.46) defines the

relation between active power input and reactive power input of the P2G unit.

√(
PP2G

i,t,s

)2
+
(

QP2G
i,t,s

)2
≤ SP2G

i
(6.45)

QP2G
i,t,s = PP2G

i,t,s tan
(

θ
P2G
)

(6.46)

where PP2G
i,t,s and QP2G

i,t,s are the active power and the reactive power of P2G in node i at time t of

scenario s, respectively; SP2G
i is the power capacity of P2G in node i; θ P2G is the power factor

of P2G.

As the P2G unit takes the electric energy from the three-phase power system, constraint (6.47)

imposes that the power inputs from the three phases have the same value. The efficiency of

energy conversion is in (6.48).

PP2G
a,i,t,s = PP2G

b,i,t,s = PP2G
c,i,t,s =

PP2G
i,t,s

3
(6.47)

GP2G
n,t,s = η

P2G /0P2GPP2G
i,t,s (6.48)

where PP2G
a,i, t,s, PP2G

b,i, t,s and PP2G
c,i, t,s are the active power of P2G unit in phase a, b, and c of node

i at time t of scenario s, respectively; GP2G
n,t,s is the natural gas output of P2G at node n at the

time t of scenario s; /0P2G is the energy conversion factor of natural gas and electricity; ηP2G

is the energy efficiency of P2G.



CHAPTER 6. GRAPH-BASED OPTIMISATION 145

Constraints of Gas-Fired Units

The capacity constraint of GFU is in (6.49). The power factor of GFU is in (6.50) to define the

relation between the active power and the reactive power.

√(
PGFU

i,t,s

)2
+
(

QGFU
i,t,s

)2
≤ SGFU

i
(6.49)

QGFU
i,t,s = PGFU

i,t,s tan
(

θ
GFU

)
(6.50)

where PGFU
i,t,s and QGFU

i,t,s are the active power and reactive power of GFU at node i at time t of

scenario s, respectively; SGFU
i is the capacity of the GFU at node i; θ GFU is the power factor

of the GFU.

As the GFUs inject power into the three-phase power system, constraint (6.51) guarantees that

the outputs of three phases share the same values of both active power and reactive power.

PGFU
a,i,t,s = PGFU

b,i,t,s = PGFU
c,i,t,s (6.51)

where PGFU
a,i,t,s, PGFU

b,i,t,s and PGFU
c,i,t,s are the active power output of GFU unit in phase a, b, and c of

node i at time t of scenario s, respectively.
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6.3.5 Variables of Two-Stage Optimal Operation

In the first stage, the controllable units are compressors, P2G, GFU, and wind power genera-

tion. Therefore, the first-stage variables are given as follows.

Ṗcomp
l,t = Pcomp

l,t,s , l ∈ Lc, t ∈ T ,s ∈ S (6.52)

ṖP2G
i,t = PP2G

i,t,s , t ∈ T ,s ∈ S (6.53)

ṖGFU
i,t = PGFU

i,t,s , t ∈ T ,s ∈ S (6.54)

ṖWind
i,t = PWind

i,t,s , t ∈ T ,s ∈ S (6.55)

where Ṗcomp
l,t , ṖP2G

i,t , ṖGFU
i,t , and ṖWind

i,t are the first-stage variables for the compressors, P2G

unit, GFU units, and the wind power generation, respectively. PWind
i,t,s is the real-time wind

power output at node i in the electric power grid.

These first-stage variables are applied to guarantee uniformity in the power output of each con-

trollable unit across all scenarios by mandating that specific units maintain consistent power

policy at every time of each scenario. All other variables, as detailed in Section 6.3, are cate-

gorised as the second-stage variables.

6.4 Case Studies

The optimisation program for case studies in this section was coded in Julia and solved by

MA57 in Visual Studio of Virtual Machine.
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6.4.1 System Overview

In Fig. 6.3, an electricity-gas multi-energy system (EG-MES), consisting of a modified IEEE

123-node test feeder system and a 20-node natural gas network, is formulated in the case

study to demonstrate the capability of the proposed two-stage stochastic optimisation strategy,

which aims to minimise the overall operational cost and maximise the accommodation of the

installed REG.

Figure 6.3: Illustration of the Case Study System - the Electricity & Natural Gas Multi-Energy
System
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In Fig. 6.3, the solid blue line represents the transmission of natural gas, indicating the direc-

tion of the gas flow. The green dashed line describes the power transmission, referring to the

direction of the power flow.

In the electric power network, the rated voltage is 4.16 kV with the voltage limits set between

0.95 p.u. and 1.05 p.u. The active and reactive power of the electric loads in the network are

3,490 kW and 1,920 kVar, respectively [90]. An essential assumption is that all substation

power (node 150) from the superior power grid is generated by coal-fired power plants.

To evaluate the potential of the P2G unit in improving the integration of REG, ten three-phase

wind power generation units and two single-phase PV units have been installed within the

electric power system. Each wind power unit has a capacity of 750 kW, while each unit has a

capacity of 250 kW.

In the natural gas network, the GFUs are located at electric nodes 67, 83 and take natural gas

as fuel from gas nodes 20, 12, respectively. The P2G unit gets electricity from electric node

100 and sends the produced natural gas to the gas network through gas node 4. Two gas wells

(GWs) are located at gas nodes 1 and 15. Also, the natural gas network is equipped with three

compressors: C1, C2, and C3. The parameters of the natural gas network are from [144].

The profiles of electric power loads and natural gas loads are shown in Fig 6.4. The electric

power loads are generated based on the data from [90] and the gas loads’ curves are modified

from [144].

To demonstrate the effectiveness of the proposed stochastic optimisation model, as depicted in

Fig 6.5, for both the unit of wind power and the PV, the daily stochastic profiles are applied in

all the cases.
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Figure 6.4: Profiles of Electric & Natural Gas Loads

Three distinct cases are designed to evaluate the advantages of the proposed method. In each

of these cases, REGs are operated under 20 different scenarios.

• Case I: Independent operation of two energy vectors;

• Case II: the MES w/ GFUs, w/o P2G unit;

• Case III: the MES w/ GFUs and P2G unit

In the proposed two-stage stochastic optimisation approach, the configuration of the control-

lable units is determined in the first stage, while the varying variables are addressed in the

second stage, as detailed in Table 6.1. In this model, the controllable units adhere to a consis-

tent output power policy across all scenarios. However, the variables in the second stage are

adjusted in response to the diverse energy demand profiles characteristic of each scenario.
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Figure 6.5: Stochastic Daily Profiles of Wind Power & PV

6.4.2 Analysis of Optimal Results

The numerical results of the case studies, along with a comparative analysis between the cases,

are presented in Fig 6.6. In Case I, characterised by the independent operation of two energy

vectors, the highest operational costs of $6523.30 and the lowest integration of REG (32.74
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Table 6.1: Configuration of Two-Stage Stochastic Optimisation Model

Electric Grid Gas Network

First-Stage
Controllable Units Wind Power, GFUs, P2G Compressor

Second-Stage
Varying Variables

Upstream Power, Voltage,
Current, Power Flow

Pressure, Gas Flow,
Line Pack

MWh) are incurred.

Figure 6.6: Achievements & Comparison of Optimal Results for Each Cases

A distinct downward trajectory in operational costs is observed from Case I through Case III.

Transitioning to Case II, the operation of GFUs is involved, resulting in a notable reduction

in operational costs to $5850.25, achieving a 10.32% decrease from Case I. Case III takes a

further step by fully coupling the electric power grid and the natural gas network through both
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the GFUs and the P2G unit, causing an additional decrease in operational costs, marking a

1.18% reduction from Case II.

In terms of the integration of REG, the result shows the same value of 32.74 MWh in both

Case I and II, implying that without the inclusion of the P2G unit, the capability to enhance

REG integration remains unchanged, regardless of other operational adjustments (e.g. GFUs)

in the MES. A notable shift occurs in Case III, where the integration of REG dramatically

increases to 50.16 MWh, representing a substantial 53.18% increase compared to the REG

integration levels in Case I and II. This marked improvement in Case III can be attributed to

the incorporation of the P2G unit into the MES.

Collectively, these findings elucidate the proposed method’s effectiveness in not only reducing

operational costs but also in increasing the accommodation of REG, particularly with a P2G

unit incorporated in the MES.

6.4.3 Analysis of Electricity Profiles

In Fig 6.7, the hourly electricity profiles of the upstream power, GFUs, REG and P2G unit are

presented. The profiles reveal a significant reduction of 60.18% in upstream power, decreasing

from 18.02 MWh in Case I to 7.18 MWh in both Cases II and III. This notable decrease is

attributed to the transition from a complete absence of GFU units in Case I to their consistent

presence (10.87 MWh) in Cases II and III.

In Cases I and II, the REG maintain a steady output of 32.74 MWh. However, a substantial

increase to 50.16 MWh in REG output is noted in Case III. Also, the output power of GFUs

in Cases II and III has the same value. Additionally, Case III is distinguished by the P2G
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Figure 6.7: Profiles of Electricity for Three Cases

unit’s negative value of -17.42 MWh, indicating its role in absorbing electrical energy from

the power system. The quantity of energy absorbed by the P2G unit, 17.42 MWh, is nearly

equivalent to the differential in REG output between Case III and the earlier Cases I and II.

This correlation highlights the P2G unit’s significant contribution to enhancing the integration

of REG in the EN-MES.

6.4.4 Analysis of Gas Profiles

Fig 6.8 shows the hourly total output of two gas wells. The hourly profiles of electricity

consumed by the three compressors are presented in Fig 6.9.

In all three cases, although different in figures, the gas wells exhibit a similar pattern of opera-

tions. The first increase, or ’spike’, in gas output is observed at hour 2, directly attributed to a
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Figure 6.8: Hourly Profiles of Gas Wells

demand surge in gas load between hours 2 and 4 as shown in Fig 6.4. A proactive measure is

taken to charge the gas pipelines, ensuring that the pipeline system has sufficient linepack to

handle the upcoming spike in gas demand. Furthermore, During the post-hour 20 period, the

gas wells perform a sudden and substantial increase in gas output, driven by two key factors:

firstly, the evident surge in gas load demand occurs between hours 20 and 23 and, thus, a cor-

responding increase in gas output is required to meet the demand effectively; secondly, due to

the operational constraints (6.34) of gas pipelines that the line pack - the amount of gas stored

within the pipeline system - must be restored to its original values. Therefore, the gas output of

gas wells is adjusted to meet immediate demand and ensure compliance with the operational

constraints.

For the compressors, in all three cases, compressor C2 operates with notably higher power

consumption, given its location along the central pipeline, distinguishing it from C1 and C3.

Most compressors operated consistently at their individual power level from hour 2 to hour

20. In Cases I and II, compressor C2 exhibits an increase in power consumption at hour 22,
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Figure 6.9: Power Consumption of Compressors

whereas compressors C1 and C3 show a similar increase at hour 23. In contrast, during Case

III, the power consumption profiles of compressors C1 and C3 remained stable throughout

the whole period. However, in comparison with Cases I and II, compressor C2 experienced

a sharp rise in power consumption. These variations in the final hours are attributable to the

compressors’ function in reinstating the line pack to its original levels.

6.4.5 Visualisations of Graph Structure

The visualisation capabilities of the graph-based modelling, conducted by Plasmo.jl, are illus-

trated in Fig 6.10, 6.11 and 6.12.

As an illustrative example, a visualisation of a 20-bus power grid, comprising 20 buses and 19

branches, is presented in Fig 6.10. The power grid is constructed as an Opti-graph. Within
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Figure 6.10: Visualisation Example of a 20-Bus Power Gird

the Opti-graph, each bus or branch is modelled as an individual Opti-node, symbolised by a

grey dot encircled with a black border. Therefore, the visualised graph for this 20-bus power

grid model incorporates, in total, 39 Opti-nodes, corresponding to 39 grey dots with black

borders. The interconnecting blue lines between two grey dots denote the Opti-edges, which

encapsulate the linking constraints between Opti-nodes. In the same manner of modelling, the

visualisation of the electric power grid for the case study, modified from IEEE 123-node test

feeder and containing 131 buses, is given in Fig 6.11. The graph was scaled by changing the

number of Opti-nodes and Opti-edges within the Opti-graph.
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Figure 6.11: Visualisation of the Electric Power Grid for Case Studies

In the visualised natural gas network of Fig 6.12, the modelling approach is similar to the elec-

tric power grid. Each gas component, including pipeline, junction or compressor, is modelled

as an individual Opti-node, shown as a grey dot encircled with a black border. The Opti-edges,

signifying the linking constraints, are represented by the blue lines. The circular formation is

resulted from the periodic constraints which mandate that the final linepack in each pipeline

must surpass or be equal to the initial value of the linepack of that pipeline. Within each
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Figure 6.12: Visualisation of the Natural Gas Network for Case Studies

circular layer, 24 Opti-nodes (grey dots) are presented, each corresponding to a time step.

Therefore, in the circular layers of each pipeline, the 24 Opti-nodes are interconnected with

the blue lines. Conversely, in the layers of each junction or compressor, the Opti-nodes are

only connected with adjacent Opti-nodes of pipelines.
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6.4.6 Algorithm Performance Evaluation

To test the performance of the graph-structured model, the optimisation problem with different

numbers of scenarios is solved with different modelling methods and numbers of threads.

As shown in Table II, the Graph-Structured model of 10 scenarios (509040 variables) and

20 scenarios (1018080 variables) are tested in both serial (1 thread) and using parallel multi

threads. To compare with the problem model not based on the graph theory, a JuMP model is

created and solved with the same solver.

Table 6.2: Solution Times for Different Problem Sizes

Solver/Model 509040 Variables 1018080 Variables
MA57/Opti-Graph

(1 thread) 2860.3s 5854.1s

MA57/Opti-Graph
(multi threads) 2375.7s 4717.8s

MA57/JuMP
(multi threads) 2787.1s 5763.8s

In the evaluation of the MA57 solver on two distinct models, a noticeable performance dif-

ferential was observed based on thread configuration and problem size. For the Opti-Graph

model, the solver demonstrated a marked improvement in solution time when transitioning

from a single-threaded to a multi-threaded approach. Specifically, for the larger problem size

with 509040 variables, multi-threading reduced the solution time from 2860.32 to 2375.68 sec-

onds—a 16.9% decrease. A similar trend was evident for the smaller problem size of 101808

variables, with a reduction from 5854.08 seconds in the single-threaded scenario to 4717.76

seconds in the multi-threaded setup, amounting to a 19.4% reduction. This is because, the

graph-structured model facilitates parallelisation of both function and derivative evaluations,

thereby minimising the overall solution time.

On the other hand, when assessing the JuMP model with multi-threading, the execution times
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were 2787.04 seconds and 5763.84 seconds for the larger and smaller problem sizes, respec-

tively. These results demonstrate the benefits of a graph-structured model in solving the op-

timisation problem. Therefore, the Opti-Graph model, with a multi-threaded approach, offers

significant computational advantages, underscoring its potential for efficient problem-solving

in large datasets.

6.5 Conclusion

In this chapter, a graph-structured model is employed for the first time in addressing the opti-

misation challenge in electricity and natural gas MES, particularly for modelling and solving

the nonlinear optimisation problems. Additionally, to tackle the stochastic challenges posed

by REG in MES, a two-stage operational optimisation strategy based on the graph theory is

proposed.

The results of the case study demonstrate that the proposed graph-structured two-stage stochas-

tic operational optimisation strategy is effective not only in achieving an optimal power policy

for controllable units under various stochastic scenarios but also in minimising the curtail-

ment of REG and reducing overall operational costs. Furthermore, it is proven that the graph-

structured method can be applied to the nonlinear optimisation problems of MES and has the

capability of visualisation. Also, the significant improvements are highlighted in solving ef-

ficiency achieved through the parallelisation of function and derivative evaluations, enhanced

by the adoption of decomposition schemes.



Chapter 7

Conclusions & Future Work

7.1 Conclusions

In this thesis, the electricity-gas MES, unlike traditional energy systems that operate in isola-

tion, can embrace the interdependencies between two energy vectors and leverage the strengths

of both energy vectors, providing a flexible energy solution to enhance overall system effi-

ciency, reduce operational costs and boost the integration of REG. Within the electric power

vector of the MES, the ADN, equipped with the capability of local renewable generation units,

flexible power distribution, and energy storage close to the consumers, has evolved from the

traditional passive distribution network. The operational optimisation of ADN can not only

achieve optimal power flows but also enhance overall grid flexibility and efficiency. The SOP,

consisting of the fast-adjustable and controllable power electronic device, can be installed in

the normal open points between feeders of ADNs, to realise the reconfiguration and flexible

power distribution in the ADN.

The following conclusions are drawn from the research of this thesis where utilising the MES

161
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as the key solution, the impact of SOPs on improving the operation of ADNs and the role of

MES in facilitating the integration of REGs are investigated.

• The 3P4W-B2B-VSC is employed as the topology of SOP. Building upon this topology,

a novel control scheme, termed the ASP control scheme, is developed specifically for

the ASP-SOP. The operational strategy of the ASP-SOPs is designed to achieve load

balancing across interconnected feeders and to compensate for phase imbalances in the

heavily-loaded feeders of the unbalanced ADN. The simulation case studies demonstrate

that the 3P4W-B2B-VSC-based ASP-SOP can effectively achieve load balancing and

phase imbalance compensation in unbalanced distribution networks.

• With the objectives of reducing both the power loss and the voltage imbalance, an op-

timal operation strategy based on the developed ASP-SOPs is proposed for unbalanced

ADNs. The three-phase OPF optimisation problem is solved by using the symmetrical

SDP approach. The case study conducted in the modified IEEE 123-node test system

demonstrates that the proposed method can achieve a power loss reduction of up to

49.83% and an imbalance reduction of 69.42%. Similarly, another case study in a 380V

21-node system confirms that the SOP-based optimisation can reduce power loss by up

to 48.49% and mitigate the voltage imbalance by 77.68%. Additionally, time-domain

simulations of power electronic devices validate that the system-level optimisations are

applicable at the device level.

• For electricity-gas MES, a holistic operational coordination optimisation strategy is pro-

posed with the closed energy conversion loop through P2G units and GFUs. The com-

prehensive model can integrate simultaneous consideration of the phase imbalance in the

power distribution system and the line pack dynamics in the natural gas network. Ad-

ditionally, the impact of the ASP-SOP on the MES is investigated. The results of case
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studies indicate that the proposed optimisation method for MESs can reduce the total op-

erational cost by 21.81%, the overall carbon emissions by 33.95% and the curtailment

of wind power generations by 94.41%. Furthermore, the implementation of ASP-SOP

can significantly mitigate the voltage imbalance condition in three-phase power systems,

improving it by up to 36.82%.

• To address the complexities inherent in modelling and solving nonlinear optimisation

problems of MES, graph-based modelling is employed to retain the natural characteris-

tics of nonlinear functions and constraints. Meanwhile, to address the stochastic issues

posed by REG in MES, a two-stage optimal operation strategy based on the graph the-

ory is developed for MES. Two Julia-based software packages are utilised: Plasmo.jl for

constructing and modelling optimisation problems within a graph-based framework, and

MadNLP.jl for solving the model. The outcomes of the case study clearly demonstrate

that the proposed graph-structured two-stage stochastic operational optimisation strategy

is effective for nonlinear optimisation problems of MES not only in achieving optimal

operational performance for controllable units under various stochastic scenarios but

also in enhancing the integration of REG by 53.21% and reducing overall operational

costs by 11.37%. Furthermore, the significant improvements are highlighted in time

efficiency achieved through the parallelisation of function and derivative evaluations,

enhanced by the adoption of decomposition schemes.

In conclusion, three areas of research are investigated in this thesis, including the device-level

topology and control of SOP, the system-level SOP-based optimisation for ADN, and the mod-

elling and optimisation for electricity-gas MES. Firstly, The 3P4W-B2B-VSC is introduced as

the new topology for the SOPs. Based on the new topology, the ASP control scheme and the

control strategy are developed to achieve load balancing and compensate for phase imbalances
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in feeders of the unbalanced ADN. Secondly, an optimal operation strategy based on proposed

ASP-SOPs is developed for improving the power quality of ADN. Finally, an optimal opera-

tional coordination optimisation approach is proposed for electricity-gas MES to increase the

system efficiency and the integration of REG.

7.2 Future Work

Potential relevant future research work is proposed and listed as follows:

• For the ASP-SOP, the proposed ASP control and operational strategy are all designed

for the steady-state operation of the power grid. To ensure the secure operation of ASP-

SOPs in real-world power networks, the control scheme during the transient state oper-

ation, the logic of the relay protection and the strategy for the supply restoration should

be taken into consideration. The control and operational strategy for the fault conditions

and the post-fault supply restoration conditions should be developed. All ASP-SOPs

discussed in this thesis fall under the category of B2B SOP, indicating that the multi-

terminal SOP has not been subject to analysis. Meanwhile, although the time-domain

simulations of power electronic devices and the system-level optimisation have mutu-

ally validated and corroborated each other’s results, the hardware experiment can be

conducted in the future to further verify the feasibility and effectiveness of the ASP-

SOPs.

• The technological advantages of ASP-SOPs have been explored in this thesis. To fur-

ther ascertain the feasibility of deploying ASP-SOPs compared with traditional SOPs,

a comprehensive economic assessment, encompassing the cost factors, including man-
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ufacturing, installation, maintenance, and operation, should be conducted. Moreover,

an evaluation of the life cycle costs for ASP-SOPs can be conducted to make a com-

parison with the traditional SOPs. Additionally, the focuses of this thesis concentrate

on the operational optimisation strategy of the ASP-SOP. The research of the optimal

planning strategy, which aims to determine the optimal quantity, the installation loca-

tion and the capacity of the ASP-SOP, should be essential when considering both capital

and operational expenditures.

• In this research, the MESs have primarily addressed the energy vectors of electricity

and natural gas. Future studies could expand this scope to encompass the coupling of

different energy vectors, including heating, cooling, and hydrogen. In the process of

conducting optimisation, this research primarily concentrates on achieving optimal op-

erational performance of the MES. In practical applications, the planning optimisation

of MES plays a pivotal role in minimising capital investments, maximising the energy

utilisation efficiency of various energy vectors, and reducing carbon footprints. The sig-

nificance of planning optimisation can become increasingly critical in scenarios where

an MES aims to integrate a diverse array of energy vectors. Furthermore, on the demand

side, the stochastics of energy demand and the demand-side management, specifically

the demand response, can be incorporated into the operational optimisation of the MES.



Appendix A

IEEE test feeders

IEEE 123-node test feeder

The IEEE 123-node test feeder operates at a nominal voltage of 4.16 kV. While this is not a

popular voltage level it does provide voltage drop problems that must be solved with the appli-

cation of voltage regulators and shunt capacitors. This circuit is characterized by overhead and

underground lines, unbalanced loading with constant current, impedance, and power, four volt-

age regulators, shunt capacitor banks, and multiple switches. This circuit is “well-behaved”

with minimal convergence problems [171].
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Table A1: Regulator Data of the IEEE 123-Node Test Feeder

Regulator ID: 1 Regulator ID: 3

Line Segment: 150 - 149 Line Segment: 25 - 26
Location: 150 Location: 25
Phases: A-B-C Phases: A-C

Connection: 3-Ph, Wye Connection: 2-Ph,L-G
Monitoring Phase: A Monitoring Phase: A & C

Bandwidth: 2.0 volts Bandwidth: 1
PT Ratio: 20 PT Ratio: 20

Primary CT Rating: 700 Primary CT Rating: 50
Compensator: Ph-A Ph-B Ph-C Compenator: Ph-A Ph-B Ph-C
R - Setting: 3 - - R - Setting: 0.4 - 0.4
X - Setting: 7.5 - - X - Setting: 0.4 - 0.4

Voltage Level: 120 - - Voltage Level: 120 - 120

Regulator ID: 2 Regulator ID: 4

Line Segment: 9 - 14 Line Segment: 160 - 67
Location: 9 Location: 160
Phases: A Phases: A-B-C

Connection: 1-Ph, L-G Connection: 3-Ph, LG
Monitoring Phase: A Monitoring Phase: A-B-C

Bandwidth: 2.0 volts Bandwidth: 2
PT Ratio: 20 PT Ratio: 20

Primary CT Rating: 50 Primary CT Rating: 300
Compensator: Ph-A Ph-B Ph-C Compensator: Ph-A Ph-B Ph-C
R - Setting: 0.4 - - R - Setting: 0.6 1.4 0.2
X - Setting: 0.4 - - X - Setting: 1.3 2.6 1.4

Voltage Level: 120 - - Voltage Level: 124 124 124
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Table A2: Line Segment Data of the IEEE 123-Node Test Feeder

Node A Node B Length (ft.) Config. Node A Node B Length (ft.) Config.

1 2 175 10 60 61 550 5
1 3 250 11 60 62 250 12
1 7 300 1 62 63 175 12
3 4 200 11 63 64 350 12
3 5 325 11 64 65 425 12
5 6 250 11 65 66 325 12
7 8 200 1 67 68 200 9
8 12 225 10 67 72 275 3
8 9 225 9 67 97 250 3
8 13 300 1 68 69 275 9
9 14 425 9 69 70 325 9

13 34 150 11 70 71 275 9
13 18 825 2 72 73 275 11
14 11 250 9 72 76 200 3
14 10 250 9 73 74 350 11
15 16 375 11 74 75 400 11
15 17 350 11 76 77 400 6
18 19 250 9 76 86 700 3
18 21 300 2 77 78 100 6
19 20 325 9 78 79 225 6
21 22 525 10 78 80 475 6
21 23 250 2 80 81 475 6
23 24 550 11 81 82 250 6
23 25 275 2 81 84 675 11
25 26 350 7 82 83 250 6
25 28 200 2 84 85 475 11
26 27 275 7 86 87 450 6
26 31 225 11 87 88 175 9
27 33 500 9 87 89 275 6
28 29 300 2 89 90 225 10
29 30 350 2 89 91 225 6
30 250 200 2 91 92 300 11
31 32 300 11 91 93 225 6
34 15 100 11 93 94 275 9
35 36 650 8 93 95 300 6
35 40 250 1 95 96 200 10
36 37 300 9 97 98 275 3
36 38 250 10 98 99 550 3
38 39 325 10 99 100 300 3
40 41 325 11 100 450 800 3
40 42 250 1 101 102 225 11
42 43 500 10 101 105 275 3
42 44 200 1 102 103 325 11
44 45 200 9 103 104 700 11
44 47 250 1 105 106 225 10
45 46 300 9 105 108 325 3
47 48 150 4 106 107 575 10
47 49 250 4 108 109 450 9
49 50 250 4 108 300 1000 3
50 51 250 4 109 110 300 9
51 151 500 4 110 111 575 9
52 53 200 1 110 112 125 9
53 54 125 1 112 113 525 9
54 55 275 1 113 114 325 9
54 57 350 3 135 35 375 4
55 56 275 1 149 1 400 1
57 58 250 10 152 52 400 1
57 60 750 3 160 67 350 6
58 59 250 10 197 101 250 3



APPENDIX A 169

Table A3: Spot Loads of the IEEE 123-Node Test Feeder

Node Load Ph-1 Ph-1 Ph-2 Ph-2 Ph-3 Ph-4 Node Load Ph-1 Ph-1 Ph-2 Ph-2 Ph-3 Ph-4
Model kW kVAr kW kVAr kW kVAr Model kW kVAr kW kVAr kW kVAr

1 Y-PQ 40 20 0 0 0 0 60 Y-PQ 20 10 0 0 0 0
2 Y-PQ 0 0 20 10 0 0 62 Y-Z 0 0 0 0 40 20
4 Y-PR 0 0 0 0 40 20 63 Y-PQ 40 20 0 0 0 0
5 Y-I 0 0 0 0 20 10 64 Y-I 0 0 75 35 0 0
6 Y-Z 0 0 0 0 40 20 65 D-Z 35 25 35 25 70 50
7 Y-PQ 20 10 0 0 0 0 66 Y-PQ 0 0 0 0 75 35
9 Y-PQ 40 20 0 0 0 0 68 Y-PQ 20 10 0 0 0 0

10 Y-I 20 10 0 0 0 0 69 Y-PQ 40 20 0 0 0 0
11 Y-Z 40 20 0 0 0 0 70 Y-PQ 20 10 0 0 0 0
12 Y-PQ 0 0 20 10 0 0 71 Y-PQ 40 20 0 0 0 0
16 Y-PQ 0 0 0 0 40 20 73 Y-PQ 0 0 0 0 40 20
17 Y-PQ 0 0 0 0 20 10 74 Y-Z 0 0 0 0 40 20
19 Y-PQ 40 20 0 0 0 0 75 Y-PQ 0 0 0 0 40 20
20 Y-I 40 20 0 0 0 0 76 D-I 105 80 70 50 70 50
22 Y-Z 0 0 40 20 0 0 77 Y-PQ 0 0 40 20 0 0
24 Y-PQ 0 0 0 0 40 20 79 Y-Z 40 20 0 0 0 0
28 Y-I 40 20 0 0 0 0 80 Y-PQ 0 0 40 20 0 0
29 Y-Z 40 20 0 0 0 0 82 Y-PQ 40 20 0 0 0 0
30 Y-PQ 0 0 0 0 40 20 83 Y-PQ 0 0 0 0 20 10
31 Y-PQ 0 0 0 0 20 10 84 Y-PQ 0 0 0 0 20 10
32 Y-PQ 0 0 0 0 20 10 85 Y-PQ 0 0 0 0 40 20
33 Y-I 40 20 0 0 0 0 86 Y-PQ 0 0 20 10 0 0
34 Y-Z 0 0 0 0 40 20 87 Y-PQ 0 0 40 20 0 0
35 D-PQ 40 20 0 0 0 0 88 Y-PQ 40 20 0 0 0 0
37 Y-Z 40 20 0 0 0 0 90 Y-I 0 0 40 20 0 0
38 Y-I 0 0 20 10 0 0 92 Y-PQ 0 0 0 0 40 20
39 Y-PQ 0 0 20 10 0 0 94 Y-PQ 40 20 0 0 0 0
41 Y-PQ 0 0 0 0 20 10 95 Y-PQ 0 0 20 10 0 0
42 Y-PQ 20 10 0 0 0 0 96 Y-PQ 0 0 20 10 0 0
43 Y-Z 0 0 40 20 0 0 98 Y-PQ 40 20 0 0 0 0
45 Y-I 20 10 0 0 0 0 99 Y-PQ 0 0 40 20 0 0
46 Y-PQ 20 10 0 0 0 0 100 Y-Z 0 0 0 0 40 20
47 Y-I 35 25 35 25 35 25 102 Y-PQ 0 0 0 0 20 10
48 Y-Z 70 50 70 50 70 50 103 Y-PQ 0 0 0 0 40 20
49 Y-PQ 35 25 70 50 35 20 104 Y-PQ 0 0 0 0 40 20
50 Y-PQ 0 0 0 0 40 20 106 Y-PQ 0 0 40 20 0 0
51 Y-PQ 20 10 0 0 0 0 107 Y-PQ 0 0 40 20 0 0
52 Y-PQ 40 20 0 0 0 0 109 Y-PQ 40 20 0 0 0 0
53 Y-PQ 40 20 0 0 0 0 111 Y-PQ 20 10 0 0 0 0
55 Y-Z 20 10 0 0 0 0 112 Y-I 20 10 0 0 0 0
56 Y-PQ 0 0 20 10 0 0 113 Y-Z 40 20 0 0 0 0
58 Y-I 0 0 20 10 0 0 114 Y-PQ 20 10 0 0 0 0
59 Y-PQ 0 0 20 10 0 0 Total 1420 775 915 515 1155 630
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Table A4: Overhead Line Configurations of the IEEE 123-Node Test Feeder

Config. Phasing Phase Cond. Neutral Cond. Spacing

ACSR ACSR ID
1 A B C N 336,400 26/7 4/0 6/1 500
2 C A B N 336,400 26/7 4/0 6/1 500
3 B C A N 336,400 26/7 4/0 6/1 500
4 C B A N 336,400 26/7 4/0 6/1 500
5 B A C N 336,400 26/7 4/0 6/1 500
6 A C B N 336,400 26/7 4/0 6/1 500
7 A C N 336,400 26/7 4/0 6/1 505
8 A B N 336,400 26/7 4/0 6/1 505
9 A N 1/0 1/0 510

10 B N 1/0 1/0 510
11 C N 1/0 1/0 510

Table A5: Transformer Data of the IEEE 123-Node Test Feeder

kVA kV-high kV-low R - % X - %

Substation 5,000 115 - D 4.16 Gr-W 1 8
XFM - 1 150 4.16 - D .480 - D 1.27 2.72

Table A6: Underground Line Configuration (Config.) of the IEEE 123-Node Test Feeder

Config. Phasing Cable Spacing ID

12 A B C 1/0 AA, CN 515

Table A7: Three Phase Switches of the IEEE 123-Node Test Feeder

Node A 13 18 60 61 97 150 250 450 54 151 300
Node B 152 135 160 610 197 149 251 451 94 300 350

Normal closed closed closed closed closed closed open open open open open
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Table A8: IEEE 123-Node Test Feeder Impedance

Configuration 1: 
 

           Z (R +jX) in ohms per mile 

 0.4576  1.0780   0.1560  0.5017   0.1535  0.3849 

                  0.4666  1.0482   0.1580  0.4236 

                                   0.4615  1.0651 

          B in micro Siemens per mile 

            5.6765   -1.8319   -0.6982 

                      5.9809   -1.1645 

                                5.3971 

 

Configuration 2: 

 

           Z (R +jX) in ohms per mile 

 0.4666  1.0482   0.1580  0.4236   0.1560  0.5017 

                  0.4615  1.0651   0.1535  0.3849 

                                   0.4576  1.0780 

          B in micro Siemens per mile 

            5.9809   -1.1645   -1.8319 

                      5.3971   -0.6982 

                                5.6765 

 

Configuration 3: 
 

           Z (R +jX) in ohms per mile 

 0.4615  1.0651   0.1535  0.3849   0.1580  0.4236 

                  0.4576  1.0780   0.1560  0.5017 

                                   0.4666  1.0482 

          B in micro Siemens per mile 

            5.3971   -0.6982   -1.1645 

                      5.6765   -1.8319 

                                5.9809 

 

Configuration 4: 
 

           Z (R +jX) in ohms per mile 

 0.4615  1.0651   0.1580  0.4236   0.1535  0.3849 

                  0.4666  1.0482   0.1560  0.5017 

                                   0.4576  1.0780 

          B in micro Siemens per mile 

            5.3971   -1.1645   -0.6982 

                      5.9809   -1.8319 

                                5.6765 
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Configuration 5: 
 

           Z (R +jX) in ohms per mile 

 0.4666  1.0482   0.1560  0.5017   0.1580  0.4236 

                  0.4576  1.0780   0.1535  0.3849 

                                   0.4615  1.0651 

          B in micro Siemens per mile 

            5.9809   -1.8319   -1.1645 

                      5.6765   -0.6982 

                                5.3971 

 

Configuration 6: 

 

           Z (R +jX) in ohms per mile 

 0.4576  1.0780   0.1535  0.3849   0.1560  0.5017 

                  0.4615  1.0651   0.1580  0.4236 

                                   0.4666  1.0482 

          B in micro Siemens per mile 

            5.6765   -0.6982   -1.8319 

                      5.3971   -1.1645 

                                5.9809 

 

Configuration 7: 
 

           Z (R +jX) in ohms per mile 

 0.4576  1.0780   0.0000  0.0000   0.1535  0.3849 

                  0.0000  0.0000   0.0000  0.0000 

                                   0.4615  1.0651 

          B in micro Siemens per mile 

            5.1154    0.0000   -1.0549 

                      0.0000    0.0000 

                                5.1704 

 

Configuration 8: 

 

           Z (R +jX) in ohms per mile 

 0.4576  1.0780   0.1535  0.3849   0.0000  0.0000 

                  0.4615  1.0651   0.0000  0.0000 

                                   0.0000  0.0000 

          B in micro Siemens per mile 

            5.1154   -1.0549    0.0000 

                      5.1704    0.0000 

                                0.0000 
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Configuration 9: 
 

           Z (R +jX) in ohms per mile 

 1.3292  1.3475   0.0000  0.0000   0.0000  0.0000 

                  0.0000  0.0000   0.0000  0.0000 

                                   0.0000  0.0000 

          B in micro Siemens per mile 

            4.5193    0.0000    0.0000 

                      0.0000    0.0000 

                                0.0000 

 

Configuration 10: 
 

           Z (R +jX) in ohms per mile 

 0.0000  0.0000   0.0000  0.0000   0.0000  0.0000 

                  1.3292  1.3475   0.0000  0.0000 

                                   0.0000  0.0000 

          B in micro Siemens per mile 

            0.0000    0.0000    0.0000 

                      4.5193    0.0000 

                                0.0000 

 

Configuration 11: 
 

           Z (R +jX) in ohms per mile 

 0.0000  0.0000   0.0000  0.0000   0.0000  0.0000 

                  0.0000  0.0000   0.0000  0.0000 

                                   1.3292  1.3475 

          B in micro Siemens per mile 

            0.0000    0.0000    0.0000 

                      0.0000    0.0000 

                                4.5193 

 

Configuration 12: 
 

           Z (R +jX) in ohms per mile 

 1.5209  0.7521   0.5198  0.2775   0.4924  0.2157 

                  1.5329  0.7162   0.5198  0.2775 

                                   1.5209  0.7521 

          B in micro Siemens per mile 

           67.2242    0.0000    0.0000 

                     67.2242    0.0000 

                               67.2242 
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