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Abstract 

Metamaterials have proven themselves revolutionary as a means of bestowing 
novel properties to materials, for use in a variety of applications. One such area 
of focus is the enhancement of chiral light-matter interactions. Chirality is a 
property observed throughout the natural world, which has important 
consequences in health, environmental and pharmaceutical fields, to name but a 
few. Metamaterials have been used to enhance the detection of chiral molecules 
given the inherent weakness in traditional sensing methods. In this thesis, two 
forms of metamaterial platforms and their optical properties are investigated 
through a combination of experiment and numerical simulations. 
 
Firstly, the CD spectra of plasmonic gammadions are rationalised and the 
sensitivity of each resonance to ordered and disordered biomolecule deposits are 
explored. It is determined that the spectra exhibit localised and delocalised 
(periodic) resonances. Both types of resonance are shown to display enantiomeric 
sensitivity, however, only the localised modes show a dependence on the structure 
of the deposited chiral biomolecular layer. This is reconciled through 
electromagnetic field analysis, which indicated that the presence of birefringent 
(ordered) chiral layers can perturb the gammadion’s chiral near fields and act as 
sources/sinks of optical chirality. As a result, the asymmetric perturbations to the 
coupling between the nanostructure’s arms are reflected in the CD spectra of the 
metamaterials.  
 
The second form of metamaterial investigated is composed of silicon S-shaped 
structures, fabricated to four different heights between 160-240 nm. Both 
enantiomorphic and racemic arrays are fabricated, and their reflectance and ORD 
spectra studied. The sources of their spectral features are determined through a 
numerical method known as multipole decomposition, which is also used to 
explain the height dependence of the silicon on the spectra. It is determined that 
at lower silicon thicknesses the magnetic dipole contribution dominates and at 
higher thicknesses, the changes to their reflectance arise from red shifting of 
multipole contributions and an increase in magnetic quadrupole character. In 
addition to traditional Stokes polarimetry, Mueller matrix polarimetry was also 
performed on the samples. This method allows for a full characterisation of the 
optical properties of the samples, which were found to be bianisotropic in nature. 
The MMP data confirmed that the large optical rotations observed in the ORD 
measurements were a result of the linear birefringence of the samples, 
highlighting the limitations in standard polarimetry methods which often cannot 
distinguish between chiral and linear effects. 
 
The sensing capabilities of the silicon structures were also investigated, revealing 
their refractive index response to be weak. Significant changes to the reflectance 
and MMP spectra are, however, observed after a layered biomolecule deposition. 
Numerical simulations were performed, where the layer was approximated as a 
dipole, to determine if the observed behaviour was a result of the biomolecular 
charge. Some qualitative agreement in the simulated reflectance spectra was 
observed, and field analysis revealed that the presence of the charged chiral layer 
produced an asymmetric change in the field properties of the structures, 
consistent with the observed MMP data. The model, however, broke down under 
orthogonal light polarisation, indicating that further refinement is required to 
confirm the source of the experimental results. 
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List of Figures  

Figure 1.1: A visualisation of LPL, a superposition of counter rotating CPL components, passing 
through an optically active medium. The LCP (red) component experiences a different refractive 
index to the RCP (blue) component, resulting in a rotation of the plane of polarisation of the LPL 
wave. 

Figure 1.2: A visualisation of LPL undergoing uneven absorption of CPL components, where only 
RCP is absorbed, after which the wave gains an elliptical polarisation. 

Figure 1.3: A visualisation of the E vector for CPL (top) and a superchiral field (bottom), with 
projections of the fields on adjacent walls of the figure in blue. The superchiral field displays 
regions in which the E vector undergoes a greater sense of twist than that of the CPL wave. Figure 
adapted from reference [18]. 

Figure 1.4:  Examples of some chiral geometries used elsewhere. a) A RH gammadion b) a LH 
shuriken and c) an achiral nanoslit (left), which supports regions of enhanced electric (red) and 
magnetic (blue) fields, paired in a chiral arrangement (right). Images adapted from references 
[21,29,32]. 

Figure 1.5: Examples of 2D and 3D chiral geometries. Defining the handedness of 2D chiral objects 
is arbitrary, as it changes depending on which side the object is viewed from. 3D chiral objects 
maintain their handedness regardless of how they are viewed. Figure adapted from reference [34]. 

Figure 1.6: The four general components of a biosensor. Analyte recognition by the bioreceptor 
triggers a response by the transducer, which creates a measurable signal that can be processed by 
the device electronics. This response is returned to the user with some display. 

 

Figure 2.1: A visualisation of the metallisation and lift-off processes when using a resist single 
layer (left) and bilayer (right), post e-beam exposure and development. Non-uniform electron 
exposure can lead to wall sloping, an ‘overcut’, which increases the likelihood of defects upon 
lift-off (final removal of resist). This undesirable effect can be limited with a resist bilayer, which 
utilises an ‘undercut’ to improve pattern transfer. The undercut forms due to the top layer 
developing at a slower rate compared to the bottom layer. 

Figure 2.2: SEM images of a gammadion sample dose test with a poor dose selection of 1200 µC 
cm-2 (left) and a more optimal dose of 800 µC cm-2 (right), in which 200 nm of PMMA 2010 was 
topped by a 100 nm layer of PMMA 2014. Scale bars are 5 µm (left) and 2 µm (right). 

Figure 2.3: An example of AFM data collected for the silicon S structures. a) A 3D rendering of the 
sample scan. B) A top down 2D image of the scanned data, across which surface profiles can be 
obtained (measuring line shown in red). c) The height profiles obtained from the measurement 
line placed across the sample. 

Figure 2.4: A schematic of the process steps involved for the fabrication of a gammadion sample 
and the materials present at each stage. 1.-3. details the initial cleaning, spinning of the PMMA 
bilayer and Al metallisation prior to e-beam exposure. 4.-5. shows the removal of the Al and 
exposed resist after e-beam exposure. 6. displays the NiCr / Au deposition and 7. the final lift-off, 
leaving only the gold gammadions.   

Figure 2.5: A schematic of the process steps involved for the fabrication of a silicon sample and 
the materials present at each stage. 1.-4. includes the initial cleaning, amorphous silicon 
deposition, resist bilayer spin and Al deposition. 5.-6. displays the Al strip and development of 
exposed resist. 7. shows the NiCr etch mask metallisation and 8. the lift-off. 9. shows the dry etch 
to removed unprotected silicon and 10. details the wet etch that removes the remaining NiCr 
mask, leaving only the silicon s-structures. 

 

Figure 3.1: An example of a gammadion sample secured in the 3D printed sample holder. The 
silicone seal (orange) allows for the injection of solutions over the sample. The distance between 
the centres of adjacent screws is 30 mm.  

Figure 3.2: A schematic of the Stokes polarimeter used for reflectance and ORD measurements. 
The camera is used to align the sample and the analyser is rotated to obtain ORD data. 

Figure 3.3: A schematic of the PL microscope used in experiment, operating with a 404 nm laser. 
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Figure 3.4: a) The meshed unit cell of the silicon model, with domain components labelled. b) 
The meshing of an AFM imported structure (top) and a COMSOL generated (idealised) structure 
(bottom) with the same preset element size. 

 

Figure 4.1: The coupled oscillator model of optical activity. This arrangement of coupled electrons 
(coupling constant ξ) of mass m, charge e and separation d, with confined oscillations (restoring 
constant k), creates two distinct enantiomeric states. Figure adapted from [18]. 

Figure 4.2: The plasmonic extension of the Born-Kuhn coupled oscillator model. a) The corner-
stacked plasmonic nanorod arrangements produce distinct enantiomeric forms. b) Incident R-/L-
CPL interacts differently between the enantiomers as the electric field vector rotates. c) The 
respective charge distributions in the stacked rods produces hybridized states. Figure adapted 
from reference [18]. 

Figure 4.3: Transmittance (left) of a D-enantiomer when exposed to RCP, LCP and LPL. CD (right) 
spectra of the nanorods for the D- (purple) and L-enantiomer (green), forming mirror image 
bisignates. Figure adapted from reference [18]. 

Figure 4.4: A visualisation of the helical oscillator model of optical activity. a) An achiral metal 
nanoparticle interacting with a LPL wave. b) An achiral particle interacting with CPL causes the 
plasmon to follow a helical path. c) A chiral nanoparticle interacting with CPL of the same 
handedness produces a strong chiroptical response as the particle can accommodate the helical 
plasmon. d) A chiral particle the opposite handedness interacting with the CPL wave produces a 
weaker response, due to a mismatch between the two. Figure adapted from [23]. 

Figure 4.5: a) A visualisation of a RH gammadion, with the diameter 400nm, height 100nm and an 
arm width 80nm. b) SEM images of RH (top) and LH (bottom) nanostructures, upon which the model 
dimensions were based. Scale bar 1μm. 

Figure 4.6: The periodic unit cell used in numerical simulation, with outer dimensions labelled. 
The gold gammadion (blue) is placed above quartz domains, with the remaining domains assigned 
as water. 

Figure 4.7: a) An idealised model of a LH gammadion with 20 nm external domains, which can be 
given a ξ value and an isotropic or anisotropic refractive index. b) A schematic (not to scale) 
illustrating the surface profile of streptavidin when non-specifically (isotropic) and specifically 
(anisotropic) bound to the gold structures. 

Figure 4.8: CD spectra for the LH (solid) and RH (dashed) samples in PBS, inclined at Θ=0  (red), 
4  (black) and 10  (blue). Modes used for analysis are labelled as I, II and III. 

Figure 4.9: Simulated CD spectra for LH (solid) and RH (dashed) gammadion nanostructures in 
water, with no external layer present. Modes I, II and III are labelled. 

Figure 4.10: a) Ez plots for the 3 resonance modes of figure 4.8, for LH and RH structures, when 
exposed to RCP and LCP incident light. b) Optical chirality density plots for LH and RH structures 
for each mode. Each row includes symmetry equivalent pairs between the structure handedness 
and incident CPL. All field plots are taken from the midpoint of the structures. Optical chirality 
density plots are normalised to RCP. 

Figure 4.11: a) Experimental CD spectra collected in PBS buffer of LH (solid) and RH (dashed) 
samples (red), followed by the non-specific deposition of streptavidin (black). b) The subsequent 
deposition of antistrep (green) with respect to the streptavidin. The three modes used for 
measuring spectral shifts are highlighted with lines to aid the eye (LH solid and RH dashed). 

Figure 4.12: a) Experimental CD spectra collected in PBS buffer of LH (solid) and RH (dashed) 
samples (red), followed by the biotin SAM binding to the surface (blue). b) The subsequent 
deposition of streptavidin (black) and c) antistrep (green). The three modes used for measuring 
spectral shifts are highlighted with lines to aid the eye (LH solid and RH dashed).  

Figure 4.13: Simulated CD spectra in water of the gammadions (red) and with an isotropic external 
layer present (black). 

Figure 4.14: Simulated CD spectra in water of the gammadions (red) and with an anisotropic 
external layer present (blue). 

Figure 4.15: a) A comparison of the ΔΔλ asymmetry values for modes I (red), II (green), and III 
(blue) obtained from both experiment and simulation, for the isotropic and birefringent 
(anisotropic) layers. b) Tabulated ΔΔλ asymmetries. c) Asymmetries obtained for achiral reference 
solutions.  
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Figure 4.16: Ez plots for the achiral, isotropic and birefringent simulations at mode II. The white 
regions highlighted in achiral RCP / LH are used to calculate the average field intensities which 
are displayed in figure 4.17. Electric field values for the plots are between 6-12 Vm-1 to improve 
image contrast between the arms. Each row includes symmetry equivalent pairs between the 
structure handedness and incident CPL. All field plots are taken from the midpoint of the 
structures. 

Figure 4.17: Optical chirality density plots for achiral, isotropic and birefringent simulations at 
mode II. As before, white regions highlighted in achiral RCP / LH were used for the intensity values 
in figure 4.17. Each row includes symmetry equivalent pairs between the structure handedness 
and incident CPL. All field plots are taken from the midpoint of the structures and are normalised 
against RCP. 

Figure 4.18: Electric field and optical chirality density values compared for the three simulation 
types, each averaged from four equivalent areas (highlighted in figures 4.15 and 4.16 between the 
arms of the structures. The shaded rows denote one set of symmetry related pairs. 

 

Figure 5.1: A visual representation of light passing through a higher index (spherical) cavity. Figure 
adapted from reference [2]. 

Figure 5.2: Incident EM radiation shown by its B-field vector (red) travelling in the x-axis, 
generates a circulating E field displayed in the leftmost arrow plot. The magnetic field arrow plot 
is shown in the orthogonal plane. Figure adapted from reference [2].   

Figure 5.3: A comparison between metallic and dielectric dimers in terms of electric (p, red) and 
magnetic (m, blue) material polarisations and coupling, under Ex (top) and Ey (bottom) light 
polarisations. Figure adapted from [9]. 

Figure 5.4: Orthogonally polarised components of the light incident on the birefringent slab 
experience different refractive indices. The ordinary ray (O-ray) experiences the same refractive 
index in every direction of the medium, whilst the extraordinary ray’s (E-ray) velocity is dependent 
on propagation direction. 

Figure 5.5: a) The L-Edit design file for a single LH S-structure, with dimensions labelled. Black 
dots represent 10 μm intervals. b) AFM images from each array type, the RA image is taken from 
where four of the 19 x 19 arrays meet. 

Figure 5.6: a) A top-down view a single RH idealised model of the silicon S structure, in a 850 x 
850 nm unit cell of periodic boundary conditions. The two incident light polarisations used 
throughout this chapter are labelled with respect to the structure’s orientation b) A side-on view 
of the model, with domain materials labelled. c) The two variations of models used single 
structures (left) and four structures (right). 

Figure 5.7: Dektak scan data for each of the four samples used in experiment. The profilometer 
tip scans across the sample’s quartz glass substrate and onto the silicon array, measuring the step 
height between them. 

Figure 5.8: Experimental reflectance spectra for LH (black), RH (red), RA (green) and RS (blue) 
arrays at four different heights of silicon deposition under incident y- and x-polarised light 
(labelled in the left-most plots of the first and third rows). Peaks A and B represent the dominant 
feature of the y-polarised spectra, with the RS arrays also producing a peak close to the sample 
periodicity, labelled C. Peaks D and E occur for x-polarised spectra, representing a sharp peak 
prior to a broader one, respectively. 

Figure 5.9: Simulated reflectance spectra for RH single structured models (red) and 4-structured 
RH (red dashed) and RS (blue) models, for each sample thickness under y- (left) and x-polarisations 
(right). 

Figure 5.10: Distributions for the electric (|E|) and magnetic (|H|) field magnitudes plotted for 
equivalent resonances across all sample thicknesses, under y- (top two rows) and x-polarisations 
(bottom two rows). Field plots here and subsequently are taken from the midpoint of the 
structures. 

Figure 5.11: Reflectance comparison of y- (left) and x-polarised (right) illumination of a 180 nm 
sample between experiment (black), a ‘real’ AFM imported model (red) and the idealised model 
(blue). 

Figure 5.12: |E| and |H| field distributions for 180 nm ‘ideal and ‘real’ AFM structures for peaks 
A and D. 
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Figure 5.13: |E| and |H| field distributions for 180 nm 4-structured RH and RS arrays under y- 
and x-polarised excitation. Distributions give an indication of the degree to which resonances are 
localised or periodic. 

Figure 5.14: A comparison of the RH experimental reflectance (black), simulated reflectance 
(blue) and the total multipole scattering cross section (orange) for the 180 nm (left column) and 
240 nm (right column) structures when illuminated with y-polarised incident light. 

Figure 5.15: A comparison between experimental reflectance (black) and the simulated sum of 
the scattering cross section (orange) for the 180 nm structure under y-polarised illumination. The 
components include the ED (red), MD (green), EQ (blue) and MQ (cyan) contributions. Note that the 
scale of the sum plot is double that of the contributions. 

Figure 5.16: A comparison between experimental reflectance (black) and the simulated sum of 
the scattering power components (orange) for the 240 nm structure under y-polarised illumination. 
The components include the ED (red), MD (green), EQ (blue) and MQ (cyan) contributions. 

Figure 5.17: Ez and Hz distributions for select peaks under y-polarisation, viewed from different 
planes. x-y plane images are taken from the midpoint of the structures, whilst orthogonal planes 
dissect the centre of the unit cell. 

Figure 5.18: Electric field and current density arrow plots for peaks A and B of the 180 nm sample 
under y-polarised illumination. Arrow surfaces are taken at the midpoint of the structure. 

Figure 5.19: A comparison of the RH experimental reflectance (black), simulated reflectance 
(blue) and the total multipole scattering cross section (orange) for the 180 nm (left column) and 
240 nm (right column) structures when illuminated with x-polarised incident light. 

Figure 5.20: A comparison between experimental reflectance (black) and the simulated sum of 
the scattering cross section (orange) for the 180 nm structure under x-polarised illumination. The 
components include the ED (red), MD (green), EQ (blue) and MQ (cyan) contributions. 

Figure 5.21: A comparison experimental reflectance (black) and the simulated sum of the 
scattering cross section (orange) for the 240 nm structure under y-polarised illumination. The 
components include the ED (red), MD (green), EQ (blue) and MQ (cyan) contributions. Note that the 
Mq scale is double that of the other contributions. 

Figure 5.22:  Ez and Hz distributions for select peaks under x-polarisation, viewed from different 
planes. x-y plane images are taken from the midpoint of the structures, whilst orthogonal planes 
dissect the centre of the unit cell. 

Figure 5.23: Electric field and current density arrow plots for peaks D and E of the 180 nm sample 
under x-polarised illumination. 

Figure 5.24: Experimental ORD under y- (top row) and x-polarisation (bottom row) for LH (black), 
RH (red), RA (green) and RS (blue) arrays for each sample thickness. Positions of experimental 
reflectance peaks A-E of figure 5.8 are labelled. Note that the x-polarised 240 nm ORD is on an 
increased scale. 

Figure 5.25: Reflectance and ORD measurements for each array of a 210 nm sample, for forwards 
and backwards x- and y-polarised illumination, with peaks labelled. 

Figure 5.26: Simulated CD (top) and corresponding KK transformed CD (bottom) spectra of LH, RH 
and RS arrays for the four sample heights. Dashed lines correspond to Peak A of simulated 
reflectance from figure 5.9. 

Figure 5.27: Volume averaged optical chirality density values for y-(top) and x-polarised (bottom) 
illumination of LH, RH and RS arrays for each sample thickness. Dashed lines correspond to Peak 
A. Plots are normalised against RCP. 

Figure 5.28: Optical chirality density maps for y-(top) and x-polarised (bottom) LH and RH 
structures, corresponding to dashed lines of figure 5.27, for each sample thickness. Plots are taken 
at the midpoints of the structures and are normalised against RCP. 

 

Figure 6.1: The optical components of the Mueller Matrix Polarimeter at Diamond Light Source 
UK, on the B23 beamline. Figure reproduced from [9]. 

Figure 6.2: The 16 Mueller matrix elements for both the LH and RH arrays of a 210 nm sample 
immersed in water. The dashed blue line across the main diagonal is used to help visualise the 
symmetry plane between MMP element pairs, with green outlines representing predominant 
similarities between pairs and red showing stronger differences. 
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Figure 6.3: The overall symmetry of an idealised sample on the quartz substrate increases 
depending on the refractive index environment above the structure (relative to the substrate). 
The placement of the structure on the substrate is one of two major sources of dissymmetry of 
the structure. 

Figure 6.4: The 16 Mueller matrix elements for the RA array of a 210 nm sample immersed in 
water, for which only the LD and LB elements are non-zero.  

Figure 6.5: The 16 Mueller matrix elements for the RS array of a 210 nm sample immersed in 
water, where again, only the LD and LB elements are non-zero.  

Figure 6.6: A comparison between the optical properties of the LH and RH arrays of a 210 nm 
sample immersed in water, based on MMP elements of figure 6.2. 

Figure 6.7: The optical properties of the RA array of a 210 nm sample immersed in water, based 
on MMP elements of figure 6.4. 

Figure 6.8: The optical properties of the RS array of a 210 nm sample immersed in water, based 
on the MMP elements of figure 6.5. 

Figure 6.9: A comparison between the CD spectra obtained from simulation (top) and 
experimental MMP (bottom) for a 210 nm sample immersed in water. The simulated data is blue 
shifted 25 nm to account for the idealised model and aid comparison. 

 

Figure 7.1: Examples of several SRR geometries. a) An open-SRR. b) An S-shaped SRR. c) An omega 
SRR. Material currents and capacitive coupling differ due to the arrangement of the structural 
features. Figure adapted from reference [7]. 

Figure 7.2: A schematic of the deposition process with labelled constituent layers. Positively 
charged poly-l-lysine binds to the silicon surface. Glutaraldehyde crosslinks between the lysine 
and streptavidin coated quantum dots. Ethanolamine acts as a capping layer to limit nonspecific 
binding. The streptavidin coated quantum dots are then free to bind with additional species.   

Figure 7.3: Y-polarised experimental reflectance data of a ~210 nm sample, obtained for a) LH b) 
RH c) RA and d) RS arrays immersed in PBS buffer (solid) and R-S-butanol (dashed). 

Figure 7.4: Photoluminescence signals obtained under y-incident polarisation for the streptavidin 
coated quantum dots on each array, excited at 404 nm. The signal is normalised against the number 
of acquisitions. 

Figure 7.5: Experimental y-polarised reflectance spectra collected in PBS buffer for a) LH b) RH 
c) RA and d) RS arrays of a ~160nm sample (black), followed by the depositions of streptavidin 
(red) and antistrep antibody (blue). 

Figure 7.6: AFM data collected for the sample used in figure 7.5 a) AFM image (left panel) of a RH 
structure and the associated height profile (right panel) across the middle arm, of a pristine 
structure prior to any deposition. b) Equivalent data after experiment, following the deposition of 
antistrep onto the streptavidin functionalised surface. 

Figure 7.7: Experimental y-polarised reflectance spectra collected in PBS buffer for a) LH b) RH 
c) RA and d) RS arrays of a ~160 nm sample (black), followed by the depositions of streptavidin 
(red) and biotin (green). 

Figure 7.8: LD MMP data for the ~210 nm sample. LD spectra for LH (solid) and RH (dashed) 
structures collected in PBS buffer with a) no biomolecule present and with b) streptavidin and c) 
antistrep deposited. d) LH:RH peak ratios are calculated from the peaks marked by the dashed 
lines and are tabulated. 

Figure 7.9: LD’ MMP data for the ~ 210 nm sample. LD’ spectra for LH (solid) and RH (dashed) 
structures collected in PBS buffer with a) no biomolecule present and with b) streptavidin and c) 
antistrep deposited. d) LH:RH peak magnitude ratios, calculated from the peaks marked by the 
dashed lines, are tabulated. 

Figure 7.10: CD MMP data for the ~ 210 nm sample. CD spectra for LH (solid) and RH (dashed) 
structures collected in PBS buffer with a) no biomolecule present and with b) streptavidin and c) 
antistrep deposited. d) LH:RH peak magnitude ratios are calculated from the peaks marked by the 
dashed line and are tabulated. The CD data is smoothed to aid analysis. 
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Figure 7.11: LD, LD’ and CD MMP data for the racemic arrays of the ~210 nm sample. LD data for 
the a) RA and b) RS arrays is shown for the sample immersed in PBS with no biomolecule present 
(black) and with streptavidin (red) and antistrep (blue) deposited. Equivalent data is presented 
for c)-d) LD’ and e)-f) CD. Note the scales for LD’ and CD are reduced compared to the 
enantiomorphic data. The CD data is smoothed as before. 

Figure 7.12: Simulated reflectance spectrum of an ideal 180 nm structure under y-polarised 
illumination, with media above the structure modelling water (n=1.33) and 2-butanol (n=1.397).  

Figure 7.13: A depiction of the polarisation directions of the external layers in each of the three 
planes for a LH structure. The external layer is partitioned in each axis. Polarisation arrows are of 
arbitrary scale. 

Figure 7.14: Simulated y-polarised reflectance spectra of ideal 180 nm LH (left) and RH (right) 
structures in water with external layer given a refractive index and chirality (top) and additional 
polarisation (bottom). 

Figure 7.15: Simulated x-polarised reflectance spectra of ideal 180 nm structures in water (black) 
without (top) and with (bottom) a polarisation assigned to the external layer. LH (green) and RH 
(blue) data is shown when polarisation is present, which should be equivalent as the layer is 
achiral. Only LH data for water and the layer with no polarisation (red) is shown as the RH is 
identical. 

Figure 7.16: A comparison between the |E| (top row), EZ (middle row) and optical chirality density 
(bottom row) plots for y-polarised illumination of a 180 nm structure without an external layer 
(left column), with an achiral polarised layer (middle column) and a chiral polarised layer (right 
column). Surface integrated values for the maps shown (taken from the midpoints of the structure) 
are labelled beneath the respective images. Scales for the polarised layers are altered, labelled 
in the top left corner of the middle column. 

Figure 7.17: A comparison between the |E| (top row), EZ (middle row) and optical chirality density 
(bottom row) plots for x-polarised illumination of a 180 nm structure without an external layer 
(left column) and with an achiral polarised layer (right column). Surface integrated values for the 
maps shown (taken from the midpoints of the structure) are labelled beneath the respective 
images. Scales for the polarised layer are altered, labelled in the top left corner of the right 
column. 
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LCP  left-handed circularly polarised 
RCP  right-handed circularly polarised 
LPL  linearly polarised light 
CPL  circularly polarised light 
LH  left-handed 
RH right-handed 
ORD  optical rotatory dispersion 
CD  circular dichroism 
CB  circular birefringence  
LB  linear birefringence 
JWNC  James Watt Nanofabrication Centre 
CAD  computer aided design 
E-beam  electron beam 
AMI  acetone, methanol, isopropyl alcohol 
IPA isopropyl alcohol 
PMMA  poly-methyl methacrylate 
MIBK  methyl isobutyl ketone 
SEM  scanning electron microscope 
PECVD plasma enhanced chemical vapour deposition  
AFM  atomic force microscopy 
FEM  finite element method 
PL  photoluminescence  
PML  perfectly matched layer 
SPP  surface plasmon polaritons 
LSPR  localised surface plasmonic resonance 
SAM  self assembled monolayer 
Antistrep  anti-streptavidin antibody 
MMP  Mueller matrix polarimetry 
LD  linear dichroism 
PEM  photoelastic modulator 
RI  refractive index 
RIU refractive index unit 
SRR  split ring resonator 
PLL  poly-L-lysine 
QD quantum dot 
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Introduction 

Chirality is a long-studied field which dates to the early 19th century, when the 
French physicist Arago observed the rotation of plane polarised light during his 
studies with quartz crystals in 1811. Shortly after, in 1815, Biot discovered that 
this optical effect could also arise from organic compounds. Chirality at this time 
remained undefined; yet further observations by Pasteur, in which seemingly 
identical crystals rotated the polarisation plane of light in opposite directions, 
were made in 1848. This was attributed to the atomic arrangement of the 
molecules, a conclusion which is now known to be correct.1 
 
It would be almost 50 years from this discovery for the term ‘chirality’ to be put 
forward by Lord Kelvin in 1894, which is described as a property an object has if 
it is non-superimposable on its mirror image.2  Chirality is now understood to be 
incredibly important to the fundamental interactions that support life, and 
perhaps even its origin.3  Chiral light-matter interactions are however limited due 
to the size disparity of incident light waves and chiral molecules. The fundamental 
aim of this thesis is to explore methods of improving this interaction. Central to 
this is a new class of material known as metamaterials, which possess properties 
that not do not occur naturally and can therefore be tailored towards different 
applications.  
 
This work explores the optical properties of chiral metamaterials and how they 
can change in the presence of biomolecules. Understanding how these properties 
are generated and influenced is an important step towards the production of 
ultrasensitive sensing platforms, which is one of the key aims within the field of 
chiral metamaterials.   
 
The thesis is composed of several chapters, beginning with an introduction to the 
relevant background theory necessary to understand subsequent chapters; 
including Maxwell’s equations, the nature of light polarisation, chirality and 
metamaterials. This is followed by chapters 2 and 3, which detail the 
nanofabrication processes required to produce the metamaterials and the 
techniques behind the experimental and computational acquisition of data.  
 
Chapter 4 is based upon samples of gold, plasmonic gammadion structures. It 
begins with an introduction to plasmonics and how gammadion structures produce 
their spectra. The chapter focusses on the effects of birefringent chiral layers on 
biomolecular sensing with planar chiral metamaterials.  
 
Chapter 5 introduces the silicon metamaterials discussed in the remainder of the 
thesis. The focus of this chapter is their reflectance and optical rotation 
properties, which could find applications in not just biosensing, but nano-optical 
platforms also. The sources of the observed spectral features identified from the 
numerical technique of multipolar decomposition are also reviewed.  
 
Chapter 6 includes further analysis of the silicon structures, this time using Mueller 
matrix polarimetry to determine the origins of the optical properties. The 
advantages it has over traditional Stokes polarimetry are discussed.   
 
Chapter 7 investigates the spectral response of the silicon metamaterials when 
charged biomolecular layers are bound to their surface. The final chapter provides 
a summary of the thesis and discusses potential future work.  
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Chapter 1: Background Theory 

This chapter provides a general overview of the theory behind electromagnetism 
and chirality, relevant to the work in this thesis. More specific theoretical 
descriptions are included in the introductions of each of the respective chapters.  
 

1.1 Maxwell’s Equations 

As this thesis focusses on the interactions of light and matter, it is necessary to 
provide a background on electromagnetic theory; this cannot be done without the 
introduction of Maxwell’s equations, four of the most influential equations in all 
of science. Maxwell was able to complete a comprehensive description of 
electromagnetic theory by combining four constituent equations to produce the 
wave equation, which gives a complete description of the nature of 
electromagnetic waves. Maxwell’s equations are as follows1: 

𝛁 ∙ 𝐄 =
ρ

ε0
 [1.1] 𝐺𝑎𝑢𝑠𝑠′𝑠 𝐿𝑎𝑤 𝑓𝑜𝑟 𝐸𝑙𝑒𝑐𝑡𝑟𝑖𝑐 𝐹𝑖𝑒𝑙𝑑𝑠 

𝛁 ∙ 𝐁 = 0   [1.2] 𝐺𝑎𝑢𝑠𝑠′𝑠 𝐿𝑎𝑤 𝑓𝑜𝑟 𝑀𝑎𝑔𝑛𝑒𝑡𝑖𝑐 𝐹𝑖𝑒𝑙𝑑s 

𝛁 × 𝐄 =
−∂𝐁

∂t
 [1.3] 𝐹𝑎𝑟𝑎𝑑𝑎𝑦′𝑠 𝐿𝑎𝑤 

𝛁 × 𝐁 = μ0 (𝐉 + ε0

−∂𝐄

∂t
) . [1.4] 𝐴𝑚𝑝𝑒𝑟𝑒 − 𝑀𝑎𝑥𝑤𝑒𝑙𝑙 𝐿𝑎𝑤 

 
In which E and B are the electric and magnetic field vectors, respectively. J is the 
current density, ρ is the charge density, ε0 is the free space electric permittivity, 
μ0 is the free space magnetic permeability and t is time. The equations presented 
above apply to electric and magnetic fields in both free space and in matter. When 
considering the latter, the bound charges and currents must be taken into account 
in addition to those that are free. Upon exposure to an external electric field, 
positive and negative charges can become displaced and form electric dipole 
moments, p. For a dielectric material of N molecules per unit volume, the electric 
polarisation (the dipole moment per unit volume), P, is given by2: 
 

𝐏 = N𝐩 . [1.5] 
  
Within a dielectric medium, the volume density of bound charges, ρb is given by:  
 

ρb = −∇ ∙ 𝐏 . [1.6] 
 
Equating this to Gauss’s Law for electric fields and considering the total charge as 
the sum of the free (ρf) and bound charge, ρ=ρb+ρf: 
 

𝛁 ∙ 𝐄 =
ρ

ε0
= 

ρb + ρf

ε0
 . [1.7] 
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Substituting equation 1.6 for bound charges and collecting like terms yields: 
 

𝛁 ∙ (ε0𝐄 + 𝐏) =  ρf . [1.8] 
 
The term within the parenthesis is referred to as the displacement field, D: 
 

𝐃 = (ε0𝐄 + 𝐏) . [1.9] 
 
Substituting this into equation 1.8 gives a differential form of Gauss’s law that 
only applies to free charges: 
 

𝛁 ∙ 𝐃 = ρf . [1.10] 
 
Using the divergence theorem, which equates the flux of a vector field to the 
volume integral of the field’s divergence, gives the integral form of Gauss’s law 
for electric fields in terms of the flux of the displacement and enclosed free 
charge, qfree,enc: 
 

∮𝐃 ∙ �̂�da
 

S

= qfree,enc . [1.11] 

 
With �̂� the unit vector normal to surface, S, where da is some increment of the 
surface area. Gauss’s law for magnetic fields and Faraday’s law do not directly 
involve electric charge or current and therefore do not require further derivations, 
which leaves the Ampere-Maxwell law. Just as external electric fields can 
generate electric dipole moments in a material, an external magnetic field can 
induce a magnetisation, or the magnetic dipole per unit volume, M. The presence 
of bound currents, Jb, can act as a source of additional magnetic fields: 
 

𝐉b = 𝛁 × 𝐌 . [1.12] 
 
The total current density has further contributions from free currents, Jf, and 
from changes in the polarisation, JP. The Ampere-Maxwell law in its differential 
form is: 
 

𝛁 × 𝐇 = 𝐉𝐟 + 
∂𝐃

∂t
 . [1.13] 

 
Where H is referred to as the magnetic field strength: 
 

𝐇 = 
𝐁

μ0
− 𝐌 . [1.14] 

 
Applying Stokes’ Theorem to the differential form of the Ampere-Maxwell law 
produces the integral form: 
 

∮𝐇 ∙ d𝐥
 

C

= 𝐈𝐟𝐫𝐞𝐞,𝐞𝐧𝐜 +
d

dt
∫𝐃 ∙ �̂�da

 

S

. [1.15] 

 
For an enclosed path, C, with some incremental segment of the path dl and a free 
enclosed charge Ifree,enc.  
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Each of Maxwell’s equations describe the fundamental behaviour of electric and 
magnetic fields. Employing the appropriate vector algebra and identities one can 
find how the four equations are intrinsically connected as they combine to 
generate the wave equation, a second order partial differential equation that can 
describe an electromagnetic wave: 
 

∇2𝐄 = μ0ε0

∂𝐄2

∂t2
 .  [1.16] 𝑇ℎ𝑒 𝑊𝑎𝑣𝑒 𝐸𝑞𝑢𝑎𝑡𝑖𝑜𝑛 

 
The wave equation can be solved through the use of a suitable form of solution, 
one of those being that of a plane wave: 
 

𝐄 = 𝐄0e
i(𝐤∙�̂�−ωt) . [1.17] 

 
Whilst the electric field vector is shown, the solution is identical in form for a 
magnetic field, B. Here, k is the wavevector, ω is the angular frequency (related 
by ω = c|𝐤|, with c the speed of light), �̂� is the unit vector in the x axis and E0 is 
known as the polarisation vector for the electric field. It is the latter term that 
provides an understanding on the path the E field traces as it propagates. For a 
wave travelling in the z direction the electric field has the form: 

𝐄 = 𝐄0e
iω(

z
c
−t) . [1.18] 

 
In which: 

𝐄0 = (Ex, Ey, 0). [1.19] 

E0 is orthogonal to k and Ex, Ey, Ez are the electric field amplitudes in their 
respective axes and are complex, having both magnitude and phase, φ. These 
amplitudes can be defined in the form of: 

Ex = |Ex|e
iϕx . [1.20] 

Combining equation [1.18] with [1.19] and [1.20], the full form of the E field can 
be described as: 

𝐄 = 𝐄x�̂� cos(kz − ωt + ϕx) + 𝐄y�̂� cos(kz − ωt + ϕy) . [1.21] 
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1.2 Light Polarisation 

Electromagnetic waves consist of orthogonal electric and magnetic field vectors 
propagating in space. The polarisation of a wave is often described in terms of its 
electric field vector. In the case of unpolarised light, the electric field vector is 
considered to propagate in an infinite number of planes. The polarisation of a light 
wave can be altered with optical components such as polarisers and wave-plates. 
A plane wave is considered linearly polarised in the y-axis if the polarisation vector 
[1.19] has components Ex=0 and Ey≠0 with no phase difference between them. 
From [1.21] it is clear that the resulting E field would have the form: 

𝐄 = 𝐄y�̂� cos(kz − ωt) . [1.22] 

A further type of polarisation can be produced if a phase difference of  

ϕx − ϕy =
π

2
 is introduced. With E0 components now (E0, iE0, 0), the real part of 

the electric field is found to be: 

Re[𝐄] = (𝐄0cos (𝑘𝑧−𝜔𝑡), −𝐄0 sin(kz − ωt), 0) . [1.23] 

This is known as left-handed circularly polarised (LCP) light, named as such due 
to the electric field vector tracing an anti-clockwise circle as it propagates. 
Similarly, right-handed circularly polarised (RCP) light is the result of a phase 

difference of −
π

2
. Linearly polarised light (LPL) can also be considered as a linear 

combination of LCP and RCP. The addition of the two yields: 

𝐄0 = (𝐄0, i𝐄0, 0) + (𝐄0, −i𝐄0, 0) = (2𝐄0, 0, 0) . [1.24] 

 
Which is x-polarised LPL, the subtraction of the respective waves therefore gives 
y- polarised LPL. As has been shown, circularly polarised light (CPL) arises from a 
difference in phase of the E0 vector components. If their magnitudes vary over 
time, such as through absorption, an ellipse rather than a circle is traced along 
the propagation axis, this is aptly named elliptical polarisation.  
 
Polarisers work by limiting the axes of light that can pass through them. The first 
such invention was the polaroid film, which was composed of polymer molecules 
that were aligned in one direction on the surface. The light incident on the film 
could only excite the molecules in their direction of alignment, hence restricting 
the E vectors in this orientation and allowing light perpendicular to the polymer 
to pass. There also exists many materials that are birefringent, meaning they have 
different refractive indices in different directions. Calcite is one example, where 
the difference in the refractive index arises from its crystal structure. The 
polaroid film could also be considered an example, with the refractive index, n=∞, 
in one direction. Quartz is a common component of wave-plates, which are used 
to produce CPL from LPL (quarter-wave plate) or rotate the polarisation of LPL 
(half-wave plate). The birefringence of quartz introduces a phase shift in an 
incident plane wave, with the appropriate selection of quartz thickness, this phase 
difference can be controlled.  
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1.3 Chirality and Chiroptical Measurements   

An object is said to be chiral if it is non-superimposable on its mirror image. This 
property takes its name from the Greek ‘Χέρι’ meaning ‘hand’, with hands 
themselves being examples of chiral entities. The term was first used by Lord 
Kelvin in 18943 and has since then gone on to become a rich field of research with 
relevance in many areas of modern science.4 Chirality extends across a vast range 
of scales, from spiralling galaxies, to the molecules that exist within them. 
Molecules that are chiral possess the same atomic constituents and share many 
properties, it is their conformations in space that are distinct and are referred to 
as enantiomers. Enantiomers are often distinguished as left- (LH) or right-handed 
(RH), although are conventionally identified within chemistry as R (rectus, Latin 
for right) or S (sinistral, left) from the Cahn-Ingold-Prelog rules.5  
 
It is thought that chirality could be key to one of the greatest mysteries in nature, 
the origin of life, given the prevalence of homochirality.6 This phenomenon is the 
observation that all naturally occurring  amino acids (with the exception of achiral 
glycine) and sugars are exclusively LH or RH, respectively. Whilst a definitive 
answer to this question remains elusive, the importance of chirality in day-to-day 
life is still apparent. Although many chemical properties of chiral enantiomers are 
the same, their interaction with other chiral environments can produce drastically 
different outcomes. Enzymes and receptors within the human body are examples 
of chiral objects, highlighting the important implications in accurately identifying 
which enantiomers might be present in foods and pharmaceuticals.7 The most 
severe of man-made cases was that of Thalidomide, with the R enantiomer 
providing relief for morning sickness but the S enantiomer being a teratogenic, 
which causes foetal abnormalities.8 Not all chiral compounds have such drastic 
differences between enantiomers, often any variations can be as trivial as odour 
or taste.9–11 
 
The description of molecules can often involve the use of point groups, which 
describe the symmetry operations that are applicable to their structures. Each 
point group consists of a collection of symmetry operations, which are operations 
that manipulate an object or structure in space. Chiral molecules lack an improper 
axis of rotation (a rotation followed by a reflection), Sn, an inversion through a 
centre of symmetry, I, or a mirror plane, σ. For these notations, the ‘n’ subscript 

represents the degree of rotation, by angle 360/n. Chiral molecules therefore 
must belong to one of the point groups Cn, Dn, O, T or I.4 
 
A further convention for distinguishing between enantiomers is with d- and l- 
notation, which is related to the direction of in which the molecule rotates plane 
polarised light. Optical rotation with a clockwise rotation (+) is termed d- and 
anticlockwise (-) l-, from dextrorotatory (right) and laevorotatory (left). When 
measured across a wavelength range, optical rotation is known as optical rotatory 
dispersion (ORD). ORD is known as a chiroptical technique, meaning it is capable 
of distinguishing between enantiomers.  
 
As shown previously, LPL can be considered a superposition of two counter 
rotating CPL waves. When passing through an achiral medium, the two 
components propagate at the same velocities and with the same phase, such that 
the incident LPL emerges with its polarisation unchanged. If the medium is chiral, 
it is said to be optically active and CPL components will experience a different 
refractive index and will travel at different velocities. Upon recombination, the 
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phase difference that arises will result in the LPL polarisation being rotated. The 

angle of rotation, , is given by the equation4: 
 

α =  
1

2
(θL + θR) . [1.25] 

 
Where ΘL and ΘR are the angles the electric vectors of the left (EL) and right (ER) 
beams make with the incident polarisation plane. The phenomenon is depicted in 
figure 1.1. ORD is routinely used for the conformational studies of biomolecules, 
including the binding effects of nucleic acids with other proteins, drugs and 
amines.12 

Figure 1.1: A visualisation of LPL, a superposition of counter rotating CPL components, 
passing through an optically active medium. The LCP (red) component experiences a 

different refractive index to the RCP (blue) component, resulting in a rotation of the plane of 
polarisation of the LPL wave. 

 
 
A closely related property, known as circular dichroism (CD), is another widely 
used chiroptical method. It has been used extensively as a means to study 
biomolecular conformations, interactions and mutation effects.13 Rather than a 
difference in velocity between the CPL components, the difference in their 
absorption is measured. Preferential absorption of one component will result in 
the reduction of one of the CPL vector’s magnitudes, in which case their 
recombination will result in the total electric field vector tracing an elliptical path 
rather than a circular one, visualised in figure 1.2. Ellipticity, ψ, is defined as the 
ratio between the minor and major axis of the ellipse. It is defined as the ratio of 
the difference and sum of the circular components4: 
 

tanψ =  
ER − EL

ER + EL
 . [1.26] 

 

L- and R-CPL therefore have ellipticity values of +45 and -45, respectively.  
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Figure 1.2: A visualisation of LPL undergoing uneven absorption of CPL components, 
where only RCP is absorbed, after which the wave gains an elliptical polarisation. 

 
It must be noted that there exists a degree of confusion within the literature 
regarding the distinction between optical rotation and optical activity. If optical 
rotation occurs within a system, this does not necessarily imply that the system is 
optically active. Optical activity refers explicitly to CD and circular birefringence 
(CB), CB being the phenomenon of counter rotating CPL waves experiencing 
different refractive indices within a medium. Optical rotation can occur due to 
linear birefringence (LB), a non-chiroptical effect, which is the difference in 
refractive index between LPL waves of different polarisation planes (i.e. x- and y- 
polarised). CB and LB effects can occur separately or simultaneously, so one must 
be cautious when attributing optical rotation to optical activity and consider the 
symmetry of the medium in question and the polarimetry techniques used for 
measurements.  
 
It should also be noted that the optical activity throughout this thesis refers to 
what is known as natural optical activity, where mirror image objects display 
equal and opposite optical rotation. There also exists the phenomenon of 
magnetic optical activity, discovered by Michael Faraday, in which achiral 
molecules within a static magnetic field can generate opposing optical rotations 
when the magnetic field is reversed. This is not a chiral effect and arises due to 
the particles being set into a circular motion by the surrounding magnetic field.14 
 
A general term used to evaluate the level of chiral dissymmetry within a system 
is the dissymmetry factor, g. It is defined by the ratio of the circular dichroism to 
the absolute absorption intensities. It can provide an indication as to whether the 
CD in a particular absorption band is measurable based on the instrument 
sensitivity4:  
 

g =  
ALCP − ARCP

1
2

(ALCP + ARCP)
 . [1.27] 

 
Where ALCP/RCP represents the absorption rate of RCP and LCP light. CD and ORD 
are said to be Kramers-Kronig related due to the way that the properties are 
associated with the complex refractive index. ORD is dependent on the real part 
and CD on the imaginary part. It is therefore possible to obtain one dataset from 
the other if only one is known.15  
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1.4 Optical Chirality  

There is an intrinsic weakness in traditional chiroptical measurements that stems 
from the dimensional mismatch between the chiral molecules and the incident 
CPL. As a consequence, CPL undergoes a barely perceptible twist as it travels 
across the molecule, limiting the sensitivity of the measurements.16 There is  
therefore  a clear motivation to enhance the light-matter interaction to achieve 
significantly greater responses between the incident light and the analyte.  
 
CPL represents the light-based manifestation of chirality, as the circular paths 
traced by E for RCP and LCP are non-superimposable mirror images. In 1964, Lipkin 
introduced ten new conservation equations for electromagnetic waves, which at 
the time were dismissed as having no physical meaning, and as such were named 
‘Zilches’.17 In 2010, Tang and Cohen were seeking to quantify the chirality of an 
electromagnetic wave. To do so, they needed an equation which satisfied the 
necessary symmetry conditions and described a wave that had field lines wrapping 
around a central axis as well as a component parallel to the axis. They identified 
that one of Lipkin’s Zilches fit this description. They termed this quantity optical 
chirality density, C, which in its time dependent form is given by18:  
 

C ≡  
ε0

2
𝐄 ∙ ∇ × 𝐄 +

1

2μ0
𝐁 ∙ ∇ × 𝐁 . [1.28] 

 
This parameter essentially describes the degree to which the electric and 
magnetic field vectors wrap around the axis of propagation, visualised in figure 
1.3, from the curl of the fields. In addition, the presence of the dot product 
satisfies the component parallel to the prorogation axis. The time averaged 
optical chirality is given as19: 
 

C̅ =  
ε0ω

2
Im(𝐄∗ ∙ 𝐁) . [1.29] 

 
 
Here, E and B represent the complex electric and magnetic field amplitudes, 
respectively. The optical chirality can be incorporated into the dissymmetry factor 
to produce a general definition of g that can describe any electromagnetic field20: 
 

g =  gCPL (
cC

2Ueω
) . [1.30] 

 
In which gCPL is the dissymmetry factor under CPL, c is the speed of light, Ue is the 
local electric energy density and ω is the angular frequency. The equation implies 
that if the ratio within the parenthesis can be increased relative to gCPL, then the 
overall dissymmetry of a system can be greater than when it is exposed to CPL 

alone. In cases where (
cC

2Ueω
) exceeds unity (the value for CPL), then the field is 

termed superchiral. 
 
Tang and Cohen demonstrated that this could be achieved by decreasing the Ue 
value of the electromagnetic field in a theoretical experiment. Briefly, they 
achieved this by creating a standing wave from two counterpropagating CPL beams 
of opposite handedness, reflected from an imperfect mirror. A LCP wave reflected 
at the mirror produced a RCP wave with the same phase and frequency, but with 
a slightly reduced amplitude. It is at the nodes of the standing wave that the Ue is 
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at its minimum, which maximises the overall dissymmetry factor for the system. 
Placing chiral molecules at the nodes then led to enantioselective enhancements 
of between one and two orders of magnitude.18 A further method that has been 
used to maximise the g factor, is through the fabrication of a modern class of 
materials, known as metamaterials. 
 

Figure 1.3: A visualisation of the E vector for CPL (top) and a superchiral field (bottom), with 
projections of the fields on adjacent walls of the figure in blue. The superchiral field 

displays regions in which the E vector undergoes a greater sense of twist than that of the 
CPL wave. Figure adapted from reference 18. 

 
Optical chirality is a conserved property, meaning it remains constant over time 
in a given system. The flow of optical chirality, optical chirality flux, F, was 
described by Tang and Cohen as18: 
 

∂C

∂t
+

1

μ0
𝛁 ∙ 𝐅 = −

1

2
(𝐉 ∙ 𝛁 × 𝐄 + 𝐄 ∙ 𝛁 × 𝐉). [1.31] 

 
This takes a similar form to the Poynting vector, S, which describes the direction 
of power flow in a system: 
 

∂U

∂t
+

1

μ0
𝛁 ∙ 𝐒 = −𝐉 ∙ 𝐄 . [1.32] 

 
Where U is the electromagnetic energy density. Poynting’s theorem states that 
energy lost by electromagnetic fields can be gained by particles and energy 
flowing out of the system, and vice versa. By analogy, this indicates that optical 
chirality can be interconverted between electromagnetic fields from the incident 
light and the chiral currents of a material. This process is known as the dissipation 
of optical chirality, which occurs through loss (absorption) and at interfaces 
between different materials.21 A material’s chiral currents can therefore act as a 
source or sink of optical chirality. Optical chirality flux can serve as an indicator 
of light polarisation or depolarisation and can therefore provide a measure of 
optical chirality dissipation in the far field.22 
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1.5 Metamaterials  

Metamaterials are engineered materials that possess unique properties not found 
naturally. These materials are designed at the nano and microscale level, their 
behaviour controlled by manipulating the arrangement of their constituent 
elements to achieve the desired properties. The concept of metamaterials was 
pioneered by Sir John Pendry in the late 1990s, who developed microstructures 
with tuneable magnetic permeability values.23 Shortly after, the development of 
split ring resonators were theorised and manufactured with negative permittivity 
and permeability values.24,25 Since then, metamaterials have gone on to find 
applications in optics, acoustics, electronics and sensing applications.26 With 
advances in nanofabrication techniques, by which smaller and better resolved 
structures can be generated, there is still much potential for metamaterials to be 
explored.  
 
There has been extensive research carried out on chiral geometries19,27–31 in an 
attempt to produce high regions of optical chirality and therefore strong 
chiroptical responses, some of which are shown in figure 1.4. The ability to 
produce natural optical activity within these metamaterials requires the 
stimulation of electric dipole, magnetic dipole and electric quadrupole moments 
within the constituent structures and their mutual interference.4  

Figure 1.4:  Examples of some chiral geometries used elsewhere. a) A RH gammadion b) a 
LH shuriken and c) an achiral nanoslit (left), which supports regions of enhanced electric 

(red) and magnetic (blue) fields, paired in a chiral arrangement (right). Images adapted from 
references 21,29,32. 

 
Gammadion structures similar to those pictured in figure 1.4a, have in the past 
been shown to be capable of distinguishing between protein conformations 
through asymmetries in the gammadion CD.27 They are an example of a planar 
structure, their arms are arranged such that the local charge distributions provide 
favourable overlapping of dipole and multipole moments.  Similarly, the shuriken 
patterned substrates, figure 1.4b, were found to show asymmetric responses 
between ORDs of their LH and RH forms, in the presence of a protein solutions.28,29 
They are capable of generating equivalent electric and magnetic modes on top of 
each other, which can interact to produce optical activity.33 It is also possible for  
achiral geometries, figure 1.4c, to produce chiral fields from asymmetric 
arrangement of the structures.32 The nanoslits possess both enhanced electric and 
magnetic field regions, which can be made to preferentially overlap by staggering 
their placement on the substrate. 
 
The properties of chiral metamaterials can be difficult to predict, particularly 
whether a configuration will yield regions of higher optical chirality density. There 
are, however, some basic design principles that have been developed over several 
years of research that can be considered to maximise the likelihood of this desired 
property. Schäferling found that planar structures with a strong twist and without 
sharp corners are optimal for continuous regions of enhanced optical chirality. In 
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contrast, to obtain large gradients in the optical chirality, compact 3D structures 
should be utilised. Regardless of a structure’s ability to produce strong chiral 
fields locally, this does not necessarily translate to the chiroptical measurement 
as the far-field chiral response can still be weak, adding further complexity to the 
problem. There remains much room for further exploration of the best structural 
designs, particularly with the freedom afforded by modern patterning 
techniques.19 
 
Optical activity, being a reciprocal property, should not change with the direction 
of propagation of the incident light. Gammadia are said to possess geometric 2D 
chirality, in which the handedness of the structure depends on the side from which 
it is viewed. A 3D chiral object, shown in figure 1.5, will maintain its sense of 
twist no matter the face from which it is viewed. Its optical activity will therefore 
not change if the direction of light passage is reversed.  For these reasons, optical 
activity cannot be achieved solely from geometric 2D chirality.34 
 

Figure 1.5: Examples of 2D and 3D chiral geometries. Defining the handedness of 2D chiral 
objects is arbitrary, as it changes depending on which side the object is viewed from. 3D 

chiral objects maintain their handedness regardless of how they are viewed. Figure adapted 
from reference 34. 

 
 
Many chiral metamaterial platforms rely on planar nanostructures like the 
gammadion and can be engineered to produce varying levels of optical activity. 
There is therefore an apparent contradiction, if geometric 2D chiral structures are 
unable to produce optical activity. There are two primary sources intrinsic to the 
fabrication of planar chiral metamaterials that contribute to the symmetry 
breaking of the structures, those being the presence of a substrate and the 
morphological defects that are occur through the fabrication process. The 
presence of the substrate breaks the symmetry of the surrounding environment of 
the structure. This effectively makes the structure-substrate ensemble a 3D chiral 
system as the handedness is no longer reversed by viewing from opposite faces, 
due to the inequivalences in the structure’s environment. One of the main 
fabrication defects that occurs when producing planar structures is the rounding 
of their outer edges. This can occur from multiple processes, such as high-aspect-
ratio shading and angular dispersion of etching ions.35 Even if one was to neglect 
the substrate and consider only fabrication defects of the sample, it is apparent 
that the rounding of the edges breaks the planarity of the structures, introducing 
asymmetry in the system and a level of optical activity. 
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1.6 Biosensors 

A major theme of this thesis is the detection of biomolecular analytes by the 
metamaterial samples fabricated. This process falls under the field of biosensing, 
which is an essential part of many vital sectors, such as public health, 
environmental monitoring and largescale production of foodstuffs. These 
industries will only grow in importance as the world’s population grows and their 
demands increase; metamaterials have emerged as a route towards cheaper, 
mass-produced and highly sensitive devices, which may help address this 
issue.27,28,36 
 
Biosensors are analytical devices that can produce a quantitative and specific 
response to the presence of a particular analyte. Their operation can generally be 
characterised by four components, visualised in figure 1.6.37 
 

Figure 1.6: The four general components of a biosensor. Analyte recognition by the 
bioreceptor triggers a response by the transducer, which creates a measurable signal that 

can be processed by the device electronics. This response is returned to the user with 
some display. 

 
A bioreceptor is immobilised on a substrate with defined properties and will 
interact with a target analyte in a response known as the bio-recognition event. 
This brings about a change in the properties of the transducer, which are 
components that generate a quantifiable signal from the bioreceptor-analyte 
interaction.38 There are a variety of detection methods available, including 
potentiometric, impedimetric and piezoelectric.39 Once the signal is generated, it 
is processed by the electronic components of the sensor and presented in a display 
which can be interpreted by the user.40 Low-cost biosensors can operate without 
the need for electronics, such as the lateral flow biosensor.41 
 
This thesis focusses on the transducer aspects of biosensing and seeks to identify 
novel methods of highly sensitive signal generation. As metamaterials can produce 
properties which can be finely controlled, they present an ideal platform for 
biosensing applications, in both the way they generate signals and in their 
sensitivity. As will be shown, both plasmonic and dielectric structures can 
generate measurable signals in the presence of biomolecules. Better 
understanding behind the processes of biomolecule detection with metamaterials 
will hopefully lead to the development of devices with higher throughput and 
lesser cost, which are important factors for wide-scale impact.  
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1.7 Conclusions  

The fundamental theory relevant to subsequent chapters has now been 
introduced, alongside some general discussion regarding the field of chirality and 
metamaterials. Maxwell’s equations represent the foundations of electromagnetic 
theory and are relied upon for the numerical simulations presented in this thesis. 
The concept of light polarisation must be understood to rationalise experimental 
techniques and their results, as changes to the polarisation states of light are 
measured through experiment. The concept of chiral molecules and enantiomers 
were discussed, alongside the chiroptical techniques of ORD and CD which are 
capable of distinguishing between them.  
 
The phenomenon of optical activity was defined, which is a reciprocal effect in 
which chiral molecules produce optical rotation. It was highlighted that the 
presence of optical rotation alone is not sufficient to determine if an object is 
optically active. Properties such as LB can contribute to optical rotation and 
produce significant ORD signals, which has led to some confusion within the 
literature between optical rotation and optical activity. Such a distinction will 
prove important in later chapters regarding the silicon metamaterials studied.  
 
One of the key motivations behind this work was identified as the desire to 
decrease the size disparity between the chiral centres of molecules and the light 
that probes them. The ability of electromagnetic fields to possess chirality was 
shown to be a potential solution to this problem, which led to the introduction of 
chiral metamaterials as a way to deliver platforms of enhanced sensitivity, as they 
are composed of nanostructures that can produce chiral fields. These fields are 
generated by interference between electric dipoles, magnetic dipoles and electric 
quadrupoles that are supported by structural features. As of yet, there is still no 
clear recipe for maximising the chirality of the fields they produce, and hence the 
strength of the chiroptical interactions they can exhibit. However, it is not just 
the nanostructures that can be tailored to enhance interactions; modifications to 
analyte properties can be performed as will be shown with the plasmonic 
gammadion metamaterials. 
 
The distinction between 2D and 3D chirality was discussed. 2D geometric objects 
are incapable of being chiral as their handedness depends upon the face from 
which they are viewed through. 3D chiral object, however, maintain their 
handedness no matter their orientation. The ability of planar and seemingly 2D 
chiral nanostructures to be chiral was shown to arise from the presence of 
symmetry breaking perturbations; namely the substrate upon which they exist and 
the defects intrinsic to their fabricated process. 
 
Finally, a general overview of a biosensor was provided, highlighting their four 
typical components. There are a variety of biosensor platforms that utilise 
different methods of signal generation, and metamaterials add a further tool in 
this arsenal as they offer unique optical properties with highly controllable 
spectra, as will be shown in this work.   
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Chapter 2: Metamaterial Fabrication  

The procedures involved in the fabrication of the two types of samples used in 
this work are detailed in this chapter, including the characterisation techniques 
used to validate the quality and effectiveness of the overall process. Summaries 
of both fabrication processes are given towards the end of the chapter.  
 
Modern-day nanofabrication continues to push the limits of nanopatterned 
materials, as new fabrication technologies further improve the quality and reduce 
the scale of design features.1 Sub-micron structures down to several nanometres 
in size are now routinely produced, which has ultimately been the driving force 
behind the technological revolution of the last century: specifically, the reduction 
in scale of the transistor. Similar advances have been observed in fields such as 
optics and biosensing, as current processes allow for the production of a vast range 
of structures of both 2- and 3-dimensions.2 This has led to the rise of 
metamaterials as one of the most exciting fields of modern research, with 
nanofabrication providing unprecedented control over material properties.3 
 
All fabrication procedures took place in the James Watt Nanofabrication Centre 
(JWNC). The JWNC hosts a cleanroom facility, which is a highly controlled 
environment suitable for the production of micro and nanoscale devices. Factors 
such as air flow, temperature, lighting and clothing are controlled to minimise the 
risk of contaminants coming into contact with samples. Cleanrooms like the JWNC 
possess state of the art equipment, which are capable of performing the precise 
and accurate processes necessary when manufacturing devices of such a small 
scale.4,5 
 
 

2.1 Fabrication Processes 

2.1.1 Structure Design  

The first step of any fabrication process is the design of the structures being 
produced, typically done with a computer aided design (CAD) package, in this case 
L-Edit. This software allows for the drawing of multi-layered designs which can be 
of particular use in the fabrication of semiconductor devices. Two types of 
metamaterial samples were produced for this work: gold gammadions and silicon 
S-shaped nanostructures. The CAD file can be imported into the software Cjob, in 
which the position of the structures on the substrate can be input along with the 
electron beam (e-beam) parameters.  
  
 

2.1.2 Sample Cleaning  

In this work, each process begins with the cleaning of a substrate which for both 
sample types was a square (25 x 25 mm) quartz glass slide (Newcastle Optical 
Engineering). Given the nanoscale dimensions of the structures being fabricated, 
the presence of excessive impurities on a substrate are likely to lead to the 
spoiling of a sample. It is therefore vital that substrates are cleaned thoroughly 
before any other procedures take place.6. A standard cleaning procedure, known 
as AMI (Acetone, Methanol, Isopropyl Alcohol), provides the starting point of the 
fabrication procedure. The substrate is immersed in each solution separately for 
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5 minutes whilst under ultrasonic agitation. Gradual displacement of the previous 
solution is performed, with care taken to prevent the sample from drying between 
steps. Acetone is a solvent capable of removing both polar and non-polar 
contaminants, however, if used alone it would leave a residue upon drying. 
Methanol is therefore used to dissolve the residual acetone, before isopropyl 
alcohol (IPA) removes the methanol. IPA offers the added benefit of dehydrating 
the surface, removing the requirement for a high temperature bake. Ultrasonic 
cleaning exposes the sample to high frequency waves operating at 1-2 MHZ, 
capable of removing particles as small as 100 nm. Regions of high-pressure 
oscillating waves are created across the sample surface which carry away 
impurities. Once removed from the IPA, the samples are dried under flow of N2. 
 
The quartz substrates are then exposed to an oxygen plasma to remove any 
remaining contaminants. High energy oxygen radicals are made incident on the 
surface. These react with organic species on the surface to produce volatile 
chemical species that are pumped out of the vacuum chamber. UV radiation 
created by the plasma discharge also helps breakdown organic molecules on the 
sample. During the cleaning stage, a 100 W plasma for 5 minutes is sufficient to 
prepare the substrate for the following steps. 
 

2.1.3 Electron Beam Lithography 

E-beam lithography provides a highly controllable, high-resolution method of 
nanopatterning materials.7,8 A high energy beam of electrons is created under high 
vacuum and a combination of magnetic lenses are used to focus and move the 
beam. Although the theoretical wavelength of an electron at 100 keV is 4 pm, due 
to electron-optical and process limitations, typical resolution limits are of the 10s 
of nanometre scale. For both sets of samples, a Raith EBPG 5200 electron beam 
tool operating at 100 kV was used.  
 
To transfer a pattern onto the surface, an electron sensitive resist is required. 
This is typically done using a resist spinner, of which the rotational speed (and 
resist type) dictates the thickness of the layers. E-beam resists contain a 
photoactive compound and a solvent. For both sample types, poly-methyl 
methacrylate (PMMA) was used as the photoactive compound, spun at 4000 rpm 
for 1 minute.9 For optimal pattern transfer a resist bilayer is spun, a 
representation of which is shown in figure 2.1. PMMA is a positive photoresist, 
where upon exposure, is broken down into smaller fragments which are soluble in 
resist developer, which in this work was methyl isobutyl ketone (MIBK) in IPA. The 
resist is therefore removed in the regions that are exposed to the beam after 
development. This is contrary to negative photoresists, where e-beam written 
regions undergo a strengthening cross-linking reaction and become insoluble when 
placed in developer. 
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Figure 2.1: A visualisation of the metallisation and lift-off processes when using a resist 
single layer (left) and bilayer (right), post e-beam exposure and development. Non-uniform 
electron exposure can lead to wall sloping, an ‘overcut’, which increases the likelihood of 
defects upon lift-off (final removal of resist). This undesirable effect can be limited with a 

resist bilayer, which utilises an ‘undercut’ to improve pattern transfer. The undercut forms 
due to the top layer developing at a slower rate compared to the bottom layer. 

 
Development of resist generally yields a sloped profile due to the exposure of the 
electrons not being perfectly uniform. The effects of this can be reduced with a 
bilayer. The use of a single layer maintains the sloped walls of resist, which can 
lead to artifacts from the metallisation process. In the bilayer, the top layer resist 
type develops at a slower rate than the bottom layer, which results in the 
‘undercut’ profile shown, providing a better means of pattern transfer.  
 
An important part of any fabrication process that involves a lithography step is the 
dose test. This is performed to determine the e-beam parameters for optimal 
pattern transfer, which includes variables such as electron dose and beam 
current.10 These values will vary depending on the types of resists used. 
Parameters are typically altered in steps across a pre-determined range. The 
results can be analysed by scanning electron microscope (SEM), to confirm which 
e-beam values are most favourable. 
 

2.1.4 Material Deposition  

2.1.4.1 Metals 

Deposition of metals and dielectrics are amongst some of the most widely used 
procedures in nanofabrication. All metals deposited on these samples were 
performed with a PLASSYS MEB 550s electron beam evaporator. These tools 
operate at high vacuum, where electrons are generated from a heated tungsten 
filament and accelerated towards a metal target by a strong negative potential.11 
A combination of magnets and electromagnets are used to guide the electrons 
towards a crucible containing a metal target. The electrons cause the evaporation 
of the metal, which is directed towards the sample chamber. Slow rotation of the 
sample provides a controlled, uniform coverage with the desired metal for a 
specified depth.  
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Whilst most of the metallisation occurs after the resist has been developed, there 
is an initial 10 nm Al layer required for both sample types prior to e-beam 
exposure. This acts as a conducting layer to prevent charge build-up on the 
sample, which would negatively affect the quality of the structures. The Al layer 
later is removed before after e-beam writing using the chemical CD-26, which is 
corrosive to Al, before the sample is placed in resist developer.  
 
After development of the exposed resist in MIBK:IPA solution for 1 minute, the 
next metal evaporation on the sample is performed. For the gammadion samples, 
a 5 nm NiCr adhesive layer is deposited under 100nm of Au. The silicon samples 
undergo a 50 nm NiCr deposition, required as an etch mask later. The resist 
development removes the regions of resist exposed under e-beam, the metal 
deposited in these regions is therefore in direct contact with the material upon 
which the resist was spun (quartz glass for the gammadions and silicon for the s-
structures), in the shape of the designed structures. As the metal deposition is 
uniform, metal also deposits over the remaining resist, where the e-beam did not 
pattern. These regions, which surround the intended structures, must be removed 
in a process known as lift-off, which was previously shown in figure 2.1. This is 

performed in a 50C acetone bath for several hours (overnight). The acetone acts 
on the resist that remains on the samples, upon which the excess metal lies. After 
a sufficient time period, gentle agitation of the sample in the acetone strips the 
resist, carrying away the excess metal. For the gammadion samples, the process 
would be complete upon a final cleaning of the sample. The silicon structures 
require further process steps, to remove the silicon beneath the NiCr etch mask. 
 
2.1.4.2 Silicon 

Whilst the gammadion samples have metals deposited directly onto the substrate 
surface, the s-structure samples require the deposition of amorphous silicon after 
the initial cleaning. The silicon layer is deposited differently to the metals, using 
the technique of Plasma Enhanced Chemical Vapour Deposition (PECVD). PECVD 
requires a mixture of gaseous precursor chemicals that react to form a vapour of 
the material to be deposited, which then coats the sample.12 This is similar to 
traditional chemical vapour deposition, however a benefit of PECVD is the large 

reduction in sample temperatures, from 500-1000C to 300C, due to the reactive 
precursor radicals being produced by the low power RF plasma. The PECVD process 

was carried out on an SPTS Delta tool using SiH4 feed gas at 300C and a pressure 
of 600 mT. 
 
 

2.1.5 Silicon Sample Etching  

Etching is the removal of a material from a sample substrate and can be performed 
under ‘dry’ or ‘wet’ conditions.13,14 The removal of the silicon not protected by 
the NiCr etch mask was done via a dry etch process. Also known as plasma etching, 
the process is like that of PECVD, where feed gases are ionised between charged 
plates. The difference arises from the radicals generated reacting with surface 
atoms to create volatile species that are removed in the vacuum chamber. Plasma 
etching can be isotropic or anisotropic, where the removal of the etched material 
is uniform in all directions or faster in one plane over others, respectively. The 
crystal structure of materials such as silicon, as well as the etchant used, will 
determine which etch profile is obtained. When etching to create nanostructures, 
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etch masks are used to protect certain regions of the surface. The masks can be 
selected based on their etch rate relative to the target material, which is termed 
selectivity. A 50 nm NiCr mask was suitable for these samples. The etch feed 
materials used were SF6/C4F8, which provided an anisotropic etch of the 
amorphous silicon, to provide sufficiently straight sidewalls on the structures. 
 
Wet etching utilises etching solutions that can dissolve a given target material. 
Just as the Al layer was etched with CD-26, the NiCr etch mask was removed by 
individual exposure to both chromium etchant and nitric acid. Upon removal of 
the etch mask, the silicon samples were complete with a final sample cleaning.  
 

2.1.6 Sample Characterisation  

Several sample characterisation methods can be used to determine the 
effectiveness of the fabrication process. Optical microscopy (as well as 
photolithography) is limited in resolution by the wavelength of light, and while it 
can prove useful for the inspection of fabricated samples, it is incapable of 
reaching the resolution required to properly analyse the quality of nanoscale 
structures. A solution can be found by using electrons instead of light to view 
samples. Electrons can possess a much lower wavelength, allowing for the imaging 
of nanometre scale features. SEM provides a real-time, high-resolution view of a 
sample through the detection of incident electrons scattering from the surface. 
Deposition of a thin conducting film is required to prevent charge build up, like in 
e-beam lithography.  
 
As with a lithographic tool, a high energy beam of electrons is guided towards the 
sample surface through magnetic interactions. Detectors surrounding the sample 
stage measure backscattered electrons that have impinged on the sample and are 
used to build an image as the e-beam is rapidly scanned across the region of the 
sample being viewed. A rotating sample stage allows for a view of the sample from 
multiple angles. SEM is first performed after the initial dose test for the 
lithography step.  An FEI NanoSEM 630 was used for all SEM images in this work, 
some of which are shown in figure 2.2. 
 
The SEM images highlight the importance of finding the correct dose of electrons. 
Overexposure, in which the regions surrounding the target areas of the resist 
receive too high a dose, leads to poor resolution of the structures, in this instance 
producing no usable structures and rows of connected ‘blotches’. At a more 
optimal dose, the resolution is vastly improved with a better realisation of the 
target structure.  
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Figure 2.2: SEM images of a gammadion sample dose test with a poor dose selection of 
1200 µC cm-2 (left) and a more optimal dose of 800 µC cm-2 (right), as part of a dose test, in 
which 200 nm of PMMA 2010 was topped by a 100 nm layer of PMMA 2014. Scale bars are 5 

µm (left) and 2 µm (right). 

 
Atomic force microscopy (AFM) is another valuable method of surface 
characterisation, which provides information on a sample’s topography. AFM 
operates by moving a cantilever, oscillating at its resonance frequency, across a 
sample’s surface. The resonance is driven by a piezoelectric material. A laser 
reflecting from the cantilever onto a photodiode provides the electric signal used 
as part of the measurement. When the cantilever tip approaches a sample surface, 
the interaction between the sample and tip generates a change in the signal from 
the reflected laser. The tip is extremely thin, often only a few atoms wide, and is 
therefore highly sensitive to changes in surface morphology which allows for high 
resolution imaging.  
 
AFM tools can operate in contact and non-contact modes, the best method is 
dependent on the sample type. Non-contact tapping mode was used in this work, 
on a Bruker Dimension Icon system. Postprocessing of the AFM data was performed 
on ProfilmOnline, which enables the user to analyse specific scan regions, shown 
in figure 2.3, and obtain further data such as height and surface roughness. 

Figure 2.3: An example of AFM data collected for the silicon S structures. a) A 3D rendering 
of the sample scan. b) A top down 2D image of the scanned data, across which surface 

profiles can be obtained (measuring line shown in red). c) The height profiles obtained from 
the measurement line placed across the sample. Images acquired with ProfilmOnline.  
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Profilometry is a further technique used to measure the properties of a sample’s 
surface. Operating in a similar fashion to AFM with the use of a cantilever, a 
significant difference lies in the tip size.15  Profilometers such as the Dektak used 
in this work possess larger tips which therefore offer a less detailed definition of 
the surface. They do however provide the advantage of a larger field of view and 
quicker scanning time and can be particularly useful in identifying areas of interest 
for subsequent AFM analysis. They can also provide quick information on the 
height of fabricated structures.  
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2.2 Process Summaries 

2.2.1 Gold Gammadion Structures 

Figure 2.4: A schematic of the process steps involved for the fabrication of a gammadion 
sample and the materials present at each stage. 1.-3. details the initial cleaning, spinning of 
the PMMA bilayer and Al metallisation prior to e-beam exposure. 4.-5. shows the removal of 
the Al and exposed resist after e-beam exposure. 6. displays the NiCr / Au deposition and 7. 

the final lift-off, leaving only the gold gammadions.   

 

1. Quartz substrate cleaned for 5 minutes each in acetone, methanol and IPA 

in an ultrasonic bath. Substrates dried under N2 and subject to RIE for 5 

minutes at 100 W. 

2. Resist spinning at 4000 rpm for 1 minute for each resist, with a 5 minute 

180C bake after each spin. 200 nm of PMMA 2010 and 100 nm of PMMA 

2014 were used.  

3. 10 nm Al conductive layer deposited with metal evaporator. Sample 

submitted for e-beam writing.  

4. After e-beam exposure, Al strip performed with CD-26 for 90 s, before 

rinsing with water and drying under N2.  

5. Development of exposed resist for 1 minute in 3:1 MIBK:IPA developer, 

then 5 s in IPA and rinsed in water. Development residue removed with  

50 W, 10 s plasma clean.  

6. Metallisation of sample with 5 nm NiCr adhesive layer prior to 100 nm Au.  

7. Samples left in acetone at 50C for lift-off. Agitation with pipette after 

several hours to aid removal of remaining resist.  

8. Sample cleaned in plasma cleaner for 5 minutes at 100 W before use in 

experiment.  
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2.2.2 Silicon S-shaped Structures 

Figure 2.5: A schematic of the process steps involved for the fabrication of a silicon 
sample and the materials present at each stage. 1.-4. includes the initial cleaning, 
amorphous silicon deposition, resist bilayer spin and Al deposition. 5.-6. displays 

the Al strip and development of exposed resist. 7. shows the NiCr etch mask 
metallisation and 8. the lift-off. 9. shows the dry etch to removed unprotected silicon 
and 10. details the wet etch that removes the remaining NiCr mask, leaving only the 

silicon s-structures.  

 

1. Quartz substrate cleaned for 5 minutes each with acetone, methanol and 

IPA in an ultrasonic bath. Substrates dried under N2 and subject to RIE for 

5 minutes at 100 W. 

2. Silicon deposited on substrate via PECVD, using SiH4 feed gas at 300C and 

a pressure of 600 mT. 

3. Resist spinning at 4000 rpm for 1 minute for each resist, with a 5 minute 

180C bake after each spin. PMMA 632.12 50k in anisole was used for a  

300 nm initial layer, followed by PMMA 649.04 200k in ethyl lactate for a 

150 nm layer. 

4. 10nm Al conductive layer deposited with metal evaporator. Sample 

submitted for e-beam writing.  

5. After e-beam exposure, Al strip performed with CD-26 for 90 s, before 

rinsing with water and drying under N2.  

6. Development of exposed resist for 1 minute in 2.5:1 MIBK:IPA developer, 

then 5 s in IPA and rinsed in water. Development residue removed with 

50 W, 10 s plasma clean.  

7. Metallisation of sample with 50 nm NiCr as an etch mask.  

8. Samples left in acetone at 50C for lift-off. Agitation with pipette after 

several hours to aid removal of remaining resist.  

9. Sample submitted for silicon dry etching using the Marco 10 recipe (JWNC). 
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10. NiCr etch mask removed with 2-step wet etch in 60% nitric acid for 2 

minutes and chromium etchant for 2 minutes, then rinsed in water.  

11. Sample cleaned in plasma cleaner for 1 minute at 60 W before use in 

experiment.  
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2.3 Conclusions 

The fabrication processes used to make the two sample types in this work have 
been discussed. Each stage of the fabrication protocol has been detailed, including 
the initial design software, the tools and methods used for pattern transfer, and 
the characterisation equipment available for validating the end products. The 
information in this chapter reveals some of the techniques available to 
nanofabrication engineers and gives an indication of how such a diverse range of 
metamaterial devices can be produced with current technologies.  
 
The processes used for the different sample types are similar, with the silicon-
based process being slightly longer. Both processes employ a PMMA resist bilayer 
and e-beam writing, resist development, metallisation and lift-off techniques. The 
gammadion samples are deposited directly onto the quartz glass substrate. In 
contrast, the s-structure samples require an initial deposition of silicon onto the 
quartz glass substrate. To form the structures, the silicon must also be etched and 
the etch mask removed in a final wet etch step.   
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Chapter 3: Methodology 

Several spectroscopic techniques were performed alongside numerical simulations 
on the metamaterial types used in this work. Details of the sample preparation, 
optical setups and simulation procedures are described in this chapter. 
 

3.1 Spectroscopic Measurements  

3.1.1 Sample Preparation 

Whilst different samples underwent measurements from various optical setups, 
the fundamental sample preparation was consistent between them. In each case, 
the samples were introduced to different solutions prior to being secured to 
sample stages. Given that both samples were based on a quartz substrate, custom 
3D printed sample holders were used to hold and orient the samples, shown in 
figure 3.1. The samples were placed face-up in the bottom half of the plastic 
holder. Above the sample, a Fastwell silicone gasket is placed beneath a clear 
quartz slide, before the top half of the holder is tightened to secure the sample. 
The gasket provides a 1 mm tall cavity with a volume of  
~0.2 ml, into which solutions can be injected by syringe. The silicone gasket 
ensures a needle can repeatedly penetrate the cavity whilst maintaining a leak 
free seal once removed.  

Figure 3.1: An example of a gammadion sample secured in the 3D printed sample holder. 
The silicone seal (orange) allows for the injection of solutions over the sample. The distance 

between the centres of adjacent screws is 30 mm.  
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3.1.2 Gammadion Sample Measurements 

The gammadion sample CD measurements were performed in a JASCO J-810 
spectropolarimeter. The sample holder could be placed in the sample chamber 
after the desired solutions had been introduced, at which point RCP and LCP light 
was directed at the sample. The difference in absorption of the two forms of light 
are measured and the ellipticity, in degrees, of the output light is calculated by1:  
 

θ = (ALCP − ARCP)  × 32.98 . [3.1] 
 
Where ALCP,RCP are absorbance of LCP and RCP, respectively. Typical values of 
ellipticity for proteins are quoted in millidegrees (mdeg) and are of the order of 
10 mdeg.  Measurements were repeated twice in each instance and the average 
values calculated.  
 

3.1.3 Silicon Sample Measurements 

The silicon samples were subject to measurements from three different optical 
setups.  
 
3.1.3.1 Stokes Polarimetry 

Standard reflectance and ORD measurements were performed with a custom 
Stokes polarimeter, shown in figure 3.2.  

Figure 3.2: A schematic of the Stokes polarimeter used for reflectance and ORD 
measurements. The camera is used to align the sample and the analyser is rotated to obtain 

ORD data.  

 
A 50 W halogen lamp produces unpolarised, broadband light that first passed 
through a Glan-Thompson polariser, making the light linearly polarised. A 50:50 
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beam splitter then directed light through a 10X objective and onto the sample 
stage. Reflected light was then returned through the beam splitter and through a 
second polariser (analyser) and beam splitter, the latter directing the light 
towards a CCD camera and spectrometer. 
 

Intensity measurements were taken with the analyser at four angles: 0, 45, 90 

and 135. These intensities were then used to calculate the optical rotation of a 
sample across a wavelength range using the equation2: 
 

ORD = 
1

2
tan−1

I45 − I135

I0 − I90
 . [3.2] 

 
Relative reflectance (Rel. Ref.) measurements were also obtained by taking the 
ratio of the array reflectance intensity and the reflectance from the substrate 
where no nanostructures were present:  
 

Relative Reflectance =  
Nanostructure Reflectance

Substrate Reflectance
 . [3.3] 

 
 
3.1.2.2 Photoluminescence Measurements  

The silicon samples also underwent photoluminescence (PL) measurements when 
quantum dots were deposited on them. A schematic of this optical setup is shown 

in figure 3.3. Intensity measurements were taken with the analyser set to 0, with 
a total of 1000 acquisitions and an acquisition time of 0.5 s.  

Figure 3.3: A schematic of the PL microscope used in experiment, operating with a 404 nm 
laser. 

Mueller Matrix Polarimetry measurements were also taken for these samples, 
however, the optical setup for such instruments is more complex and require 
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further context.3 These measurements were performed externally at Diamond 
Light Source Ltd. and are discussed in greater detail in Chapter 6.  
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3.2 Numerical Simulations  

In this work, the commercial finite element method (FEM) software COMSOL 
Multiphysics Wave Optics Module was used.4 This powerful software package 
allows for the solving of Maxwell’s equations for customisable systems.5 This 
section will give a generalised description of the several components involved in 
creating a model in COMSOL, with more specific details relevant to each model 
type detailed in their respective chapters. 
 
In FEM numerical simulations, approximate solutions to physical phenomena are 
calculated by the discretisation of the problem into solvable units.6 One method 
of discretisation is the meshing of the model into finite elements, typically taking 
the form of tetrahedra, cubes and triangles, which in general are suitable to 
contour most modelled geometries.7 Adjacent discretised elements meet at a 
points known as nodes, which act as a coordinate where the calculated solutions 
should converge. The solutions are calculated using numerical methods pertaining 
to partial differential equations and are solved within the regions of each meshing 
element.8  
 
The user determines which variable they will alter and specifies the range and 
steps by which this is done, which in this case was the wavelength of incident light 
in steps of 1 nm. The polarisation state of the light can also be specified, as per 
equation [1.19]. For each wavelength, the expansive equation list is solved, 
including those detailed in section 1.1. Additional variables can be altered at 
each wavelength, such as polarisation state, however, the entire simulation will 
have to be rerun for each variable. Adding an extra variable will therefore double 
the original simulation time.  
  
Meshing density can be varied, with smaller elements selected for regions that 
mesh smaller geometry features or that are expected to undergo large changes in 
field properties. Elsewhere, meshing can be reduced to lower computational 
demands. If more mesh elements are present, the simulation will require more 
computational resources and take more time to complete. It is therefore 
worthwhile to find the most efficient ranges of mesh sizes. This process is aided 
by the splitting of the model unit cell into several domains, shown in figure 3.4a. 
This refinement process typically involves running the simulation multiple times 
with different meshing values and identifying the fewest meshing elements above 
which the results do not vary by a significant amount, known as convergence. 
 
Each of the models used in this work are based around a unit cell enclosed by 
periodic boundary conditions on the outer vertical faces and capped by perfectly 
matched layers (PMLs) on the top and bottom domain. The periodic boundary 
conditions require the solutions of opposite faces of surrounding boundaries to be 
equal, which models the fabricated sample arrays. PMLs are idealised domains 
that absorb all reflections from the remainder of the model.9 Input and output 
ports are assigned to the faces directly above/below the PMLs. The polarisation 
of incident light is described at the incident port. Reflectance and transmittance 
values are calculated at the ports and can be recalled with their respective 
variable names. The reflection is calculated from the ratio of light that leaves and 
returns to the input port, whilst transmission is obtained from the ratio of light 
that leaves the input port and that reaches the output port. As before, Rel. Ref. 
is calculated by performing a ratio between the reflectance intensities with and 
without a structure present.  
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Idealised geometries can be built in the COMSOL’s own geometry builder or 
imported from external CAD sources. It is also possible to import geometries 
directly from AFM measurements, shown as part of figure 3.4b. It can be seen 
from the meshing of the two examples, that the AFM structure requires a denser 
meshing. Both were meshed using the same preset element size ranges, with the 
‘real’ version resulting in the meshing requirements increasing by an order of 
magnitude. For this reason, the use of AFM based geometries in this work is limited 
due to the computational demands.  

Figure 3.4: a) The meshed unit cell of the silicon model, with domain components labelled. 
b) The meshing of an AFM imported structure (top) and a COMSOL generated (idealised) 

structure (bottom) with the same preset element size.  

 
Material parameters, such as permittivity and permeability functions, are assigned 
manually to their respective domains within the model, either by entering custom 
values or by using values from COMSOL’s materials library. Once all materials are 
defined, the domains are meshed and the variables for the simulation are 
specified, the simulation is then ready to run. All simulations for this work were 
typically performed over 400 data points (wavelengths) per run, with the number 
of meshing elements at approximately 200,000. Under these conditions, the 
simulation could be expected to run between 8 - 24 hours, depending on the 
number of variables altered.  
 
Upon completion of a simulation, COMSOL offers a wide range of postprocessing 
options, with the capability to analyse the distributions of most equation 
variables. The common examples used in this work relate to the electric and 
magnetic fields and the optical chirality denisty.  
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3.3 Conclusions 

This chapter has discussed the sample preparation method prior to experiment. 
Descriptions of the optical setups were provided as well as the fundamental 
equations behind each measurement type, which includes CD, ORD and PL, 
although the theory of Mueller matrix polarimetry is reserved for a later chapter. 
Each sample used has nanopatterned arrays fabricated upon square quartz glass 
substrates. In each experiment, these samples are sealed within custom printed 
sample holders which allows for the addition of the chemical reagents necessary 
for each biomolecule deposition and measurement.  
 
Throughout this work, experimental results are validated with numerical 
simulations. A general overview of the COMSOL FEM simulation strategy was 
provided, including details regarding the model setup that is consistent across 
both sample types, including meshing, variables and domain types. 
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Chapter 4: Chiral Plasmonic Detection of an 
Antibody-Antigen Complex 

Plasmonic metamaterials are capable of producing strong, localised chiral near 
fields. They present a means to reduce the scale disparity between chiral 
molecules and the incident light, which as previously discussed, is a major 
contributor to the general weakness of traditional chiroptical detection methods. 
These fields, generated by optical excitation, can have greater chiral asymmetries 
than that of CPL. This can facilitate stronger interactions with chiral media 
(biomolecules), which is measurable in the far field through asymmetric responses 
of chiroptical measurements. This chapter seeks to explore how the chiral media 
interact with the fields produced by plasmonic gammadion structures, 
specifically, if the conformation of a deposited antibody-antigen complex has any 
influence. 
 
The structural features of a gammadion allow them to generate unique spectra 
and support a variety of resonance modes with varying electromagnetic field 
distributions. Each of these resonances has different properties, particularly in 
the case of biomolecular interactions. A combination of experiment and numerical 
simulation reveals the source of each resonance, with two of the three examined 
having behaviour predominantly localised to the structures. The remaining 
resonance is found to be periodic, with strong fields linking adjacent structures 
within the arrays. All of these resonances exhibit chiral asymmetries, with LH and 
RH structures displaying equal and opposite behaviours, as would be expected of 
a chiral system. The presence of the antigen-antibody complex asymmetrically 
perturbs the field properties of the structures. The layer is deposited using both 
a disordered and ordered protocol. Both produce asymmetric changes in the 
optical responses of the gammadions, with the greatest changes occurring from 
the ordered deposition, which is attributed to the layer possessing birefringent 
charactere.  
 

4.1 Introduction to Planar Chiral Metamaterials 

Throughout the literature, chiral plasmonic nanostructures have been fabricated 
in a range of complexities; from intricate three-dimensional nano-helices1 and 
nanostructure assemblies, to more fundamental objects such as discs and crosses.2 
They have drawn strong interest over recent years, particularly for nanochemistry3 
and biosensing applications4, due to their ability to produce intense localised 
fields, the properties of which are highly controllable depending on the structures 
used and their environments.  
 

4.1.1 Plasmonics 

Metals are often described by the free electron gas model, in which an array of 
positive ions cores is surrounded by a sea of electrons moving between them. 
Upon exposure to an external electromagnetic field, the free electron gas can be 
displaced, and the electron plasma will oscillate about its equilibrium position, 
due to the restoring force from the positive nuclei. The oscillation occurs at what 
is known as the bulk plasma frequency, ωp, given by5:  
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ωp = √
ne2

ε0m
 . [4.1] 

Where n is the density of valence electrons, 𝜀0 the permittivity of free space, e 
the elementary charge and m the electron mass. Oscillations in the electrons 
occur in the presence of a time-varying field. When the frequency of the 
oscillating electrons matches the wavelength of the exciting light, coupling 
between the two generates surface plasmon polaritons (SPPs), which are 
quantised electromagnetic excitations that propagate along the interface 
between the metal and a dielectric. Plasmonic materials have historically been 
used decoratively due to their vibrant colours, famously in the Lycurgus cup.6 A 
more modern application relies on their sensing properties, in techniques such as 
surface plasmon resonance (SPR).7 Surface plasmonic modes are highly 
dependent on surface topology and can exist on a variety of complex surfaces.8 
The SPP resonance frequency , 𝜔𝑆𝑃𝑃, is given by9:   
 

ωSPP =
ωp

√1 + εd

 . [4.2] 

Where 𝜀𝑑 is the relative permittivity of the dielectric. Whilst SPPs propagate 
along an interface such as a continuous film10, surface plasmon modes that do 
not propagate are known as localised surface plasmon resonances (LSPRs), which 
typically exist in isolated nanoparticles and nanostructure systems. Given that 
they are localised, they do not possess the phase matching requirements of their 
SPP counterparts, and as such can be excited from reflection alone11. LSPRs 
provide intense regions of electric field at the surface of nanostructures, 
essentially confining the incident light. This offers a route to reduce the scale 
disparity that traditionally exists between light and analyte molecules, allowing 
them to interact more strongly.12,13 Due to the enhanced local fields, the 
dielectric environment surrounding the nanostructures can elicit significant 
changes to the resonance positions of the LSPRs. In the presence of an external 
dielectric layer such as a biomolecule, a response in the LSPR spectra will occur 
(Δλ), approximated by12:  

∆λ = mΔn [1 − exp (
−2d

ld
)] . [4.3] 

Here, m is the bulk refractive index response, Δn is the change in effective 
refractive index caused by the dielectric layer, d is the layer thickness and ld is 
the spatial evanescent decay of the local fields.14 

 

4.1.2 Planar Chiral Metamaterial Sensing 

The plasmonic nanostructures utilised in this chapter are known as gammadions. 
In free space, they belong to the C4h point group, possessing four-fold rotational 
symmetry and a horizontal mirror plane. When placed on a substrate, their mirror 
symmetry is broken, making them chiral with a point group symmetry of C4.15 
They have been used in previous investigations in periodic arrays and were found 
to display large levels of optical activity in the visible and near IR region of the 
spectrum13 and be capable of detecting chiral biomolecular materials12.  
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The chiral sensitivity of the chiral metamaterials is characterised by their ability 
to produce asymmetric changes in the chiroptical properties of the 
enantiomorphic nanostructures. The CD is one such example in which these 
asymmetries, ΔΔλ, have been seen to manifest. Changes in the spectral 
resonances have been parameterised previously as12: 
 

∆∆λ = ∆λRH − ∆λLH . [4.4] 
 
In which ΔλRH and ΔλLH correspond to the change in resonance wavelength for the 
RH and LH structures, respectively. 

 

The simplest model with which to explain how optical activity arises in 
metamaterials, is the Born-Kuhn coupled oscillator model.17,18  It provides an 
intuitive explanation of the optical activity that is exhibited by chiral systems 
and can be extended to more complicated designs. The model details the most 
fundamental system that can exhibit a chiroptical response, described by two 
vertically displaced coupled electrons of mass m, which undergo orthogonal 
harmonic oscillations under stimulation by an external light field, shown in figure 
4.1. It builds from the Lorentz oscillator model, which describes an electron 
bound to the nucleus as a mass on a spring that oscillates in the presence of an 
applied electric field.19 A solitary electron is incapable of being chiral, however, 
the presence of an additional coupled electron introduces a handedness to the 
system, depending on whether the second electron is confined to move in the +y 
or -y direction. The upper and lower (displaced) electrons are confined to 
oscillate in orthogonal axes. When an incident LPL wave impinges on the upper 
electron, it causes it to oscillate in the y-axis. As the lower electron is coupled 
to it, it will itself oscillate in the x-axis. The centre of mass of the coupled system 
will thus vary from that of the y-direction. which amounts to a polarization 
rotation. The enantiomorphic nature of the system therefore results in 
differential responses to RCP and LCP light.20  

Figure 4.1: The coupled oscillator model of optical activity. This arrangement of coupled 
electrons (coupling constant ξ) of mass m, charge e and separation d, with confined 

oscillations (restoring constant k), creates two distinct enantiomeric states. Figure adapted 
from 21. 

 
This model was extended to chiral plasmonic systems, which considers two 

identical 90 corner stacked nanorods, shown in figure 4.2.21 Incident light 
generates movement in the electron clouds of the rods, approximated by 
harmonic oscillation.22 A handedness is again intrinsic to the system depending 
on the direction the top rod is extended a quarter wavelength relative to the 
bottom rod, as is shown in figure 4.2a. Consequently, the state of the incident 
CPL will have a differential interaction with each of the rods. In each case, RCP 
or LCP light interacting with the D- or L-enantiomer will interact with the upper 
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rod in the same way. It is the interaction with the lower rod that will differ. For 
an RCP wave interacting with the D- enantiomer, figure 4.2b, the electric field 
vector will rotate and align with the lower nanorod. In this example, both 
nanorod’s electron oscillations will be driven in phase. For an incident LCP wave 
the electric field vector anti-aligns with the lower rod as it counter-rotates with 
respect to the rod. The polarisation states of the rods can be visualised with a 
hybridisation diagram, figure 4.2c. The higher energy (antibonding) state will 
arise from the RCP case whilst the lower energy anti-aligned (bonding) state will 
result from the LCP wave, due to the dipoles induced in the rods. In the case of 
the L-enantiomer, the hybridized modes are reversed for incident RCP and LCP 
waves. The model assumes that the incident light has its polarization aligned with 
the upper rod and that the rods are displaced by a quarter wavelength.  

 

Figure 4.2: The plasmonic extension of the Born-Kuhn coupled oscillator model. a) The 
corner-stacked plasmonic nanorod arrangements produce distinct enantiomeric forms. 
b) Incident R-/L-CPL interacts differently between the enantiomers as the electric field 

vector rotates. c) The respective charge distributions in the stacked rods produces 
hybridized states. Figure adapted from reference 21. 

 

Experimental and numerically simulated CD spectra were obtained by Yin et al. 
for the model, shown in figure 4.3, which confirms the existence of these 
hybridized modes. The transmission data for the D-enantiomer shows differences 
between the RCP and LCP waves. Similarly, the CD peaks were determined 
through the difference in transmitted RCP and LCP, ∆𝑇 = 𝑇𝑅 − 𝑇𝐿 and show equal 
and opposite behaviour. The D-enantiomer CD peak below 1300 nm (purple plot), 
takes a negative value due to the reduced transmittance of RCP compared to 
LCP. The lower resonance wavelength indicates a higher energy state, 
corresponding to the antibonding state of the hybridization model. This behaviour 
is then reversed for the post 1300 nm peak where the transmittance shows 
TRCP>TLCP, thus generating a positive CD value at a higher wavelength (lower 
energy), indicative of the lower energy bonding state. The plasmonic Born-Kuhn 
model helps provide an understanding as to how spectra obtained from different 
nanostructure geometries relate to their constituent parts for a range of material 
architectures, including nanoshells23, dimers24, metallic thin films and others25.  
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Figure 4.3: Transmittance (left) of a D-enantiomer when exposed to RCP, LCP and LPL.  
CD (right) spectra of the nanorods for the D- (purple) and L-enantiomer (green), forming 

mirror image bisignates. Figure adapted from reference 21. 

 
There also exists the helical oscillator model for optical activity, which describes 
the preferential interaction of R- and LCPL with a chiral molecule based on the 
path the excited plasmons follow, depicted in figure 4.4. An achiral nanoparticle 
exposed to a LPL wave, figure 4.4a, will produce a localised surface plasmon, 
the electron cloud displacement for which is shown in blue. In the case of an 
incident CPL wave, the plasmons will be follow a helical path, shown in figure 
4.4b. If a chiral particle is present, the helical path of the plasmons will be better 
accommodated by one of the enantiomorphs, figure 4.4c,  whose handedness 
coincides with the incident CPL, whilst the other presents a mismatch, figure 
4.4d.13,26   
 
The two models can often be distinguished from their characteristic CD/ORD 
spectra.  Coupled oscillator systems typically exhibit a bisignate CD spectrum, 
whilst helical oscillators display a bisignate ORD spectrum, which have been 
observed in shuriken nanostructures.27 Bisignate line shapes appear as two 
adjacent, symmetric peaks of opposite sign. The helical oscillator model is more 
simplistic, taking into account only geometry. The couple oscillator offers a 
complex description that considers each transition (charge displacement) as a 
coupled oscillator which collectively represents the molecule, taking into 
account coupling between neighbouring oscillators. 

Figure 4.4: A visualisation of the helical oscillator model of optical activity. a) An achiral 
metal nanoparticle interacting with a LPL wave. b) An achiral particle interacting with CPL 

causes the plasmon to follow a helical path. c) A chiral nanoparticle interacting with CPL of 
the same handedness produces a strong chiroptical response as the particle can 

accommodate the helical plasmon. d) A chiral particle the opposite handedness interacting 
with the CPL wave produces a weaker response, due to a mismatch between the two. Figure 

adapted from 26. 
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4.2 Methodology  

4.2.1 Experimental Procedure  

LH and RH gammadion arrays were fabricated as described in section 2.2.1. 
Streptavidin protein (ThermoFisher) was selected for experiments with these 
nanostructures as it could be used to form both structurally isotropic and 
anisotropic layers, referred to as non-specifically and specifically bound layers, 
respectively. Streptavidin protein was originally derived from the bacteria 
Streptomyces avidinii and has a tetrameric structure. It is widely used in 
biotechnology mainly due to its high affinity for biotin.  For the non-specific case, 
the streptavidin was adsorbed directly onto the gold nanostructures which will 
occur in a range of orientations relative to the surface, characteristic of non-
specific binding. The resultant biomolecular layer was therefore considered 
isotropic.  
 
Specific binding was facilitated with biotin-PEG-thiol (Polypure) self-assembled 
monolayers (SAMs).The interaction between gold and the sulfhydryl/thiol group 
(SH) has been used extensively due to the strong interaction formed between 
them.28–31 The thiol was dissolved in PBS 10X pH 7.4 buffer (Gibco) to a 
concentration of 60 μM. The SAM was left overnight to deposit on the gold 
nanostructures. Streptavidin diluted to a concentration of 2 μM was then 
deposited overnight. The interaction between biotin and streptavidin is well 
studied and known to form a strongly bound complex with a binding constant of  
(kd) ~10-14 M.32 The four subunits of the streptavidin tetramer each possess a biding 
site for a biotin molecule. The interaction between the two chiral species allowed 
for the streptavidin to be bound to the nanostructures in a well-defined 
orientation33 and was considered an anisotropic layer. 
  
In addition to the deposition of streptavidin, the subsequent binding of an anti-
streptavidin antibody (referred to as antistrep) was also investigated. The 
antibody is a polyclonal IgG antibody (Sigma-Aldrich) made to a concentration of 
4 μM, which was deposited over a period of 2 hours. After the depositions of the 
streptavidin and antibody, the samples were rinsed in 0.1% NaOH/Tween and 
0.05% NaOH/Tween respectively, to remove non-specifically bound species. 
Tween (Sigma-Aldrich) is a non-ionic detergent routinely used as a wash in 
biochemical processes.   
 
Measurements were taken in a JASCO J-810 spectropolarimeter, referred to in 
section 3.1.2. After the samples were left in protein solutions during the 
depositions, measurements were taken with the samples immersed in PBS 
replacement. 
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4.2.2 Simulation Procedure 

Numerical simulations were used to investigate the effects of the isotropic and 
anisotropic depositions. The model used for the gammadion structure is shown in 
figure 4.5.  

Figure 4.5: a) A visualisation of a RH gammadion, with the diameter 400nm, height 100nm 
and an arm width 80nm. b) SEM images of RH (top) and LH (bottom) nanostructures, upon 

which the model dimensions were based. Scale bar 1μm. 

 
 
The gammadion was placed in the middle of a block of height 1600 nm and width 
of 800 nm, as shown in figure 4.6. 

Figure 4.6: The periodic unit cell used in numerical simulation, with outer dimensions 
labelled. The gold gammadion (blue) is placed above quartz domains, with the remaining 

domains assigned as water. 

 
To model the protein layers, a 20 nm external surface was generated on the outer 
faces of the gammadion, shown in figure 4.7a. The layer thickness was estimated 
from the approximate layer thicknesses of streptavidin and IgG antibody 
layers.34,35 This additional domain was split into discrete domains identified by the 
axis of their surface normal. The properties of these regions could be altered 
dependent on the type of deposition performed, visualised in figure 4.7b. In the 
case of modelling the isotropic (non-specific) deposition, the refractive index of 
the protein domains could be made uniform, with a refractive index value of 
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n=1.4. Diagonal elements of isotropic and anisotropic measurements are related 

by nxx
iso =

1

3
[nxx

ani + nzz
ani].10 Therefore, for the anisotropic (specific binding) model 

the discrete domains were assigned an anisotropic refractive index with a 
birefringence of 1.3/1.6 (equivalent to niso = 1.4), with the largest value 
corresponding to the axial component of the surface normal: 
 
 

𝑛𝑥
𝑎𝑛𝑖𝑠𝑜 = [

1.6 0 0
0 1.3 0
0 0 1.3

] , 𝑛𝑦
𝑎𝑛𝑖𝑠𝑜 = [

1.3 0 0
0 1.6 0
0 0 1.3

] , 𝑛𝑧
𝑎𝑛𝑖𝑠𝑜 = [

1.3 0 0
0 1.3 0
0 0 1.6

] . 

 
 

Figure 4.7: a) An idealised model of a LH gammadion with 20 nm external domains, which 
can be given a ξ value and an isotropic or anisotropic refractive index. b) A schematic (not 
to scale) illustrating the surface profile of streptavidin when non-specifically (isotropic) and 

specifically (anisotropic) bound to the gold structures. 

 
In addition to modifying the refractive index values of the protein layers, they 
were made chiral. It was previously shown that Maxwell’s equations must be 
modified to account for charges present in a system, giving rise to the 
displacement field, D (equation 1.9) and magnetic field strength H (equation 
1.14). Similarly, chiral dielectric media can be modelled using the constitutive 
relations36: 
 

𝐃 =  ε0ε𝐫𝐄 + iξ𝐁 [4.5] 
 

𝐇 = 
𝐁

μ𝟎μ𝐫
+ iξ𝐄 . [4.6] 

 

Where H is the magnetic field, B is the complex magnetic flux density and 𝜉 is the 
chirality parameter. For this model, a ξ value of 5 x10-4 was given to the external 
layer, based upon expected values for similar biomolecules.10 
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4.3 Results and Discussion – CD Spectra 

4.3.1 Measured CD 

To better understand the behaviour of the metamaterials and their interaction 
with the biomolecules being deposited, it is first important to determine the 
source of the spectral features produced by the gammadion samples. Previous 
studies with similar structures identified Bloch lattice modes in the spectra by 
varying the periodicity of the structures.37 These mode assignments could be 
confirmed with the nanostructures fabricated in this work. To do this, the sample 
was given a gradual incline and tilted with respect to the incident light, the 
spectra for which are shown in figure 4.8.  

Figure 4.8: CD spectra for the LH (solid) and RH (dashed) samples in PBS, inclined at Θ=0 

(red), 4 (black) and 10 (blue). Modes used for analysis are labelled as I, II and III. 

 
Modes I, II and III were selected for examination based on previous work, as they 
displayed promising behaviour in terms of their ability for enhanced chiroptical 
detection.12 As expected of enantiomorphic structures, the CD spectra are 
approximately equal and opposite. Resonance III occurs close to the 800nm 
periodicity of the structures and shows a strong dependence on the angle of 
incidence, indicating that it is a lattice (periodic) mode. The mode can be seen to 

gradually split as the incline is increased to 10, due to the x- and y-axes 
(orthogonal to the propagation in the z-axis) no longer being equivalent relative 
to the incident light. Modes I and II are not significantly affected in comparison, 
indicating that these resonances are localised to the nanostructure. Numerical 
simulations were performed to further analyse the properties of the resonances 
through electric field analysis. 
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4.3.2 Simulated CD  

The simulated CD spectra for enantiomorphic nanostructures are shown in figure 
4.9.  

Figure 4.9: Simulated CD spectra for LH (solid) and RH (dashed) gammadion nanostructures 
in water, with no external layer present. Modes I, II and III are labelled. 

 
The simulated spectra replicate the experimental data reasonably well, with the 
reproduction of the three labelled resonance modes. The magnitude of the 
simulated CD spectra are ≈1 order of magnitude greater than observed in 
experiment. This is attributed to the ‘perfect’ nature of the simulated models, in 
terms of structure quality and environment; in reality, experimental signals will 
suffer losses in signal quality due to fabrication and measurement limitations. This 
is also most likely the cause of the relatively sharp peak that occurs at ~610 nm 
which is not observed in experiment. It has previously been shown that spectra 
from large ensembles of nanostructures are essentially broadened due to 
averaging of the random defects that exist on each nanostructure, which can be 
mimicked with adjacent average smoothing of the spectra.38  
 
The field behaviour of the resonances provides a clearer indication as to their 
nature. As in previous studies12,39,40, modes I, II and III have been selected for 
analysis. The electric field z-component (Ez) and optical chirality densities for LH 
and RH structures are shown in figure 4.10. With respect to the Ez plots, mode III 
shows strong field intensities occurring between adjacent structures, 
characteristic of a periodic resonance. The field intensities of modes I and II are 
more localised to the nanostructure. Mode I shows the most intense regions at the 
edges of arms, with less intense fields between the arms of the structures. Mode 
II shows similar behaviour, with even stronger field intensities at the ends of and 
between arms. As expected for enantiomorphic structures with no external chiral 
influence, the field plots are mirror images of each other for RCP and LCP 
illumination. The optical chirality density plots also show behaviour characteristic 
of enantiomorphic structures, in which their intensities are equal and opposite 
between opposing structures under different incident polarisations. 
 
The origin of the localised modes can be understood from the Born-Kuhn (coupled 
oscillator) model for optical activity.17,21,41 Modes I and II arise from the out- and 
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in-phase combinations of the coupled oscillator system. The two orthogonal rods 
that together form an arm of the gammadion, can be approximated as two 
harmonic oscillators, capable of inductive and conductive coupling. Inductive 
coupling occurs between charge distributions (dipoles) between adjacent arm 
features, whilst conductive coupling refers to coupling of dipoles within the 
structures. The bisignate line shape of the CD spectra, of which there are two 
instances (below 625 nm and between 625 and 730 nm), are characteristic of a 
coupled oscillator.39  
 

 

Figure 4.10: a) Ez plots for the 3 resonance modes of figure 4.8, for LH and RH structures, 
when exposed to RCP and LCP incident light. b) Optical chirality density plots for LH and 
RH structures for each mode. Each row includes symmetry equivalent pairs between the 
structure handedness and incident CPL. All field plots are taken from the midpoint of the 

structures. Optical chirality density plots are normalised to RCP. 
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4.4 Results and Discussion – Streptavidin Depositions 

4.4.1 Isotropic Deposition 

Experimental CD spectra were obtained for the sample with streptavidin non-
specifically deposited on the sample, with no thiolated biotin present. Figure 
4.11 shows the spectral shifts relative to the PBS buffer post streptavidin and 
antistrep adsorption.  

Figure 4.11: a) Experimental CD spectra collected in PBS buffer of LH (solid) and RH 
(dashed) samples (red), followed by the non-specific deposition of streptavidin (black). 

b) The subsequent deposition of antistrep (green) with respect to the streptavidin. The three 
modes used for measuring spectral shifts are highlighted with lines to aid the eye (LH solid 

and RH dashed). 

 
As expected, the spectra show a redshift upon the addition of the streptavidin and 
antistrep, due to the increase in the local refractive index environment from the 
adsorption of the biomolecular species, as per equation 4.3. Analysis of the 
resonance shifts for the RH and LH spectra for both biomolecules reveal no 
measurable asymmetries, with ΔΔλI,II,III ≈0.  
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4.4.2 Anisotropic Deposition 

Experimental CD spectra of the samples were obtained after functionalisation of 
the structures with the biotin SAMs and the subsequent depositions of the 
streptavidin and antistrep, shown in figure 4.12. The deposition of each species 
is again confirmed by the progressive redshifts in the spectra. Analysis of the shifts 
with respect to the resonances in PBS, reveal that there are ΔΔλ asymmetries in 
the resonance wavelength shifts. Biotin, itself a chiral molecule, produces a small, 
negative asymmetry in comparison to a larger and positive asymmetry for 
streptavidin. When streptavidin is added, the RH sample undergoes a greater 
wavelength shift than that of the LH, which is again seen with the binding of the 
antistrep, increasing the overall asymmetry observed from the spectra. In each 
case, it is resonant mode II that shows the largest asymmetries, followed by mode 
III and then mode I. The pattern and signs of the asymmetries agree with 
measurements adsorbed onto similar forms of gammadion nanostructures.12 As in 
the study by Hendry et al., asymmetries in the amplitudes of mode III are observed 
for the streptavidin and streptavidin-antistrep complex. 
 
A further observation is the size of the average shifts of the samples being smaller 
when the biotin SAM is present. This can be rationalised by considering the greater 
distance the proteins are from the gold surface, and hence the local fields. It is 
also likely that there is a lower surface density of proteins, due to steric 
constraints, limiting the biotin-streptavidin interaction.  
 
 
 
 
 
 
 
 
 



65 

Figure 4.12: a) Experimental CD spectra collected in PBS buffer of LH (solid) and RH 
(dashed) samples (red), followed by the biotin SAM binding to the surface (blue). b) The 
subsequent deposition of streptavidin (black) and c) antistrep (green). The three modes 

used for measuring spectral shifts are highlighted with lines to aid the eye (LH solid and RH 
dashed). 
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4.4.3 Numerical Simulations 

CD measurements were simulated with isotropic and anisotropic refractive index 
values assigned to 20 nm chiral layers that extended from the nanostructure’s 
outer surface, shown in figures 4.13 and 4.14, respectively.  
 

Figure 4.13: Simulated CD spectra in water of the gammadions (red) and with an isotropic 
external layer present (black) for LH (solid) and RH (dashed) structures. 

 

Figure 4.14: Simulated CD spectra in water of the gammadions (red) and with an anisotropic 
external layer present (blue) for LH (solid) and RH (dashed) structures. 

 
A comparison of the ΔΔλ asymmetries produced from the two types of deposition 
performed experimentally and in numerical simulation are shown and tabulated 
in figure 4.15a,b. The isotropic layer simulation shows some disagreement with 
the experimental results, due to the asymmetry observed in mode III. In contrast, 
the anisotropic (birefringent) models provide better agreement with experiment, 
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with mode II showing a greater ΔΔλ asymmetry. There still remains some 
discrepancy in the birefringent simulation with respect to the experiment. Namely 
in the underestimation of the ΔΔλ values for modes I and II. This difference is 
attributed to the absence of surface roughness and structural defects in the 
models of the structures, compared to ‘real’ fabricated structures. It has been 
shown with similar gammadia, that the presence of structural irregularities 
generate near field hotspots on the structures, with the greatest effects occurring 
in the coupling between the arms, which are associated with the resonance of 
mode II.42 This suggests that the idealised structures used could underestimate 
the perturbations generated by an anisotropic chiral layer on mode II. 
 
The results clearly indicate the dependence of the asymmetry on the level of 
anisotropy of the chiral layer. Chiral metamaterials have previously been shown 
to produce chiroptical responses due to differential coupling, brought about by 
the presence of a chiral media.10,22,39 It is therefore expected that the anisotropic 
arrangement of the chiral biomolecular layers alters the coupling between the 
arms of the nanostructures, which results in changes in the far field optical 
response. Therefore, it would be expected that the chiroptical response between 
the enantiomorphs corresponds to a significant differential in the near field 
properties of the structures between the arms.  
 
Asymmetries obtained for control measurements for achiral solutions with respect 
to water, are shown in figure 4.15c. As expected of an achiral solution, there 
were no significant differences between the shifts of the LH and RH samples, with 
ΔΔλ≈0 within experimental error. This indicates that the asymmetries are not 
inherent to the structures themselves. 
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Figure 4.15: a) A comparison of the ΔΔλ asymmetry values for modes I (red), II (green), and 
III (blue) obtained from both experiment and simulation, for the isotropic and birefringent 
(anisotropic) layers. b) Tabulated ΔΔλ asymmetries. c) Asymmetries obtained for achiral 

reference solutions. 
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To validate the hypothesis that the anisotropic chiral layers cause differential 
changes in the near field properties of the LH and RH structures, the EM fields 
generated by the structures were analysed. Figures 4.16 and 4.17 show the 
spatial distributions of Ez and optical chirality densities generated by incident RCP 
and LCP light, for mode II, respectively. Figure 4.18 displays the averaged field 
intensities and optical chirality density values taken from regions between the 
arms of the gammadions, which appear as white blocks in the upper left plots of 
figures 4.16 and 4.17. 

Figure 4.16: Ez plots for the achiral, isotropic and birefringent simulations at mode II. The 
white regions highlighted in achiral RCP / LH are used to calculate the average field 

intensities which are displayed in figure 4.17. Electric field values for the plots are between 
6-12 Vm-1 to improve image contrast between the arms. Each row includes symmetry 

equivalent pairs between the structure handedness and incident CPL. All field plots are 
taken from the midpoint of the structures. 

Figure 4.17: Optical chirality density plots for achiral, isotropic and birefringent simulations 
at mode II. As before, white regions highlighted in achiral RCP / LH were used for the 

intensity values in figure 4.17. Each row includes symmetry equivalent pairs between the 
structure handedness and incident CPL. All field plots are taken from the midpoint of the 

structures and are normalised against RCP. 

 
In the presence of the achiral medium, the symmetry related combinations 
(RH/LCP = LH/RCP, RH/RCP = LH/LCP) are as expected, giving the same field 
intensities and equal but opposite optical chirality density maps. When the chiral 
dielectric layer is introduced, the symmetry relations are broken in both the 
electric field and chirality maps, such that RH/LCP ≠ LH/RCP, RH/RCP ≠ LH/LCP. 
Whilst this occurs for both the isotropic and birefringent chiral layers, it is found 
that the level of symmetry breaking with respect to the achiral case, is 
significantly greater for the birefringent example. The greater influence of the 
birefringent layers on the near fields of the structures suggest that they have the 
ability to act as an additional source/sink of optical chirality. Again, the idealised 
version of the structures underestimates the level of ΔΔλ asymmetry for 
resonances I and II. The presence of surface irregularities could potentially 
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produce stronger perturbations in the near field coupling between the arms of the 
structures.  

 

Figure 4.18: Electric field and optical chirality density values compared for the three 
simulation types, each averaged from four equivalent areas (highlighted in figures 4.16 and 

4.17 between the arms of the structures. The shaded rows denote one set of symmetry 
related pairs. 
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4.5 Conclusions 

The source of optical resonances for enantiomorphic plasmonic gammadions were 
identified through a combination of experiment and numerical simulations. The 
existence of a periodic lattice mode was confirmed by the splitting of the 
resonance upon inclination of the sample, with the increasing angle of incidence 
causing greater inequivalence in the x- and y-axes of the arrays. Given that no 
such effect was observed for the shorter wavelength resonances, they were 
predicted to be localised resonances which was confirmed through field plot 
analysis from the numerical simulations. The field intensities for these modes 
were seen to be highly localised around and between the arms of the 
nanostructures, in contrast to the periodic modes, where field intensities showed 
the strongest connections to adjacent structures. 
 
Anisotropic and isotropic depositions of streptavidin and anti-streptavidin 
antibody were performed with and without the presence of a thiolated biotin SAM, 
respectively. Significant asymmetries were observed only when the gold 
nanostructures were functionalised with the biotin. Numerical simulations were 
performed utilising a 20 nm external layer on the outer faces of the structure, 
which were assigned an isotropic and anisotropic (birefringent) refractive index, 
to model the two types of deposition. There was reasonable agreement in the ΔΔλ 
asymmetries between experiment and simulation, however there was an 
underestimation in the simulated mode I and II values. With these resonances 
being attributed to coupling between gammadion arms, the underestimation was 
attributed to the idealised nature of the structures, as the structural 
imperfections not included in the model are understood to produce field hotspots. 
 
Based on analysis of the local electric field and optical chirality density maps of 
the resonance with the greatest experimental asymmetry (mode II), it was shown 
that the presence of chiral layers produced asymmetric changes to the near field 
properties between LH and RH structures, with the greatest differences occurring 
for the chiral birefringent layers. The asymmetric behaviour exhibited by the CD 
spectra of the samples for anisotropic (birefringent) biomolecule deposition was 
therefore attributed to the birefringent layers acting as a further source/sink of 
optical chirality.   
 
If the development of enhanced sensing devices based on chiral plasmonic 
nanostructures is to be realised, it is important that the mechanisms behind their 
operation are fully understood. There still remains a great deal to be discovered 
regarding these forms of materials, particularly as to how their local fields can be 
optimised for greater chiral asymmetries that will translate to the far field. 
However, this applies not only to their fabrication designs, but also to the 
techniques in which they are used. This chapter has shown that the conformation 
of analytes they are detecting, can have a significant influence on the sensing 
capabilities of the metamaterial platforms.  
 
Whilst work will undoubtedly continue in the field of plasmonic sensing, other 
routes for novel devices are being explored to address limitations with plasmonic 
devices. One such platform is that of dielectrics, which will constitute the 
remainder of this thesis. 
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Chapter 5: Stokes Polarimetry of S-shaped Silicon 
Nanostructures 

In this chapter, the reflectance and ORD properties of four types of silicon 
nanoarray are investigated for samples of varying heights, between  
160 and 240 nm. It is found that both properties undergo red shifting behaviour as 
the height of the silicon increases. The observed changes in their optical behaviour 
are examined through a numerical technique known as multipole decomposition. 
This method can identify whether a resonance is predominantly electric or 
magnetic in origin and if it has dipolar or quadrupolar character. Understanding 
resonances in this way is important for the control of sample properties and 
development of design principles for novel sensing technologies. The ability of 
dielectrics to produce multiple resonance types is of particular interest to chiral 
sensing, as the interference of electric and magnetic modes is fundamental to 
generating optical activity, as previously discussed.  
 
It is shown that the reflectance resonances undergo a gradual increase in 
wavelength until a sudden and significant change in line shape occurs at 240 nm 
silicon height. These observations are shown to arise from two primary sources: 
the increased size of the scatterer in accordance with Mie theory and the 
generation of quadrupolar resonances at 240 nm silicon thickness. Similar 
behaviour occurs for the ORD spectra; however, the behaviour is shown to be non-
reciprocal which violates the necessary conditions for true chirality. This begins 
an important discussion into the distinction between optical activity and 
birefringent effects, that is at times overlooked within the literature,.  
 

5.1 Introduction to Silicon Based Metamaterials 

Whilst plasmonic materials have shown a wide variety of interesting properties 
and practical uses in sensing, there exists a key drawback in their material 
characteristics. The primary limitation in this respect is their tendency for high 
optical losses, arising from high absorption coefficients, that ultimately lead to 
inefficient devices. Silicon, along with other dielectric materials, may provide a 
solution due to their high real- and low imaginary-parts of their refractive indices. 
 
As with plasmonic devices, many different nanostructure designs have been 
investigated for dielectric platforms due to the flexibility in fabrication 
approaches.1,2 One such conformation that has previously been explored were 
asymmetric S-shaped structures.3 Diao et al. focussed on their 
electromagnetically induced transparency window that occurs in the near infrared 
range. Through numerical simulations they found that the structures could 
produce high  
quality factor resonances and that magnetic and electric moments could be 
generated within the materials. This investigation, however, did not consider any 
potential chiral response of the materials, which will now be examined in this 
work. 
 

5.1.1 Light-Matter Interactions in Silicon 

As discussed in the previous chapter, plasmons arise from the oscillation of free 
electrons at a metal-dielectric interface under the excitation of incident light. If 



75 

no free electrons exist, such as in a dielectric material like silicon, a different 
theoretical approach must be used to describe the light-matter interaction. 
Gustave Mie provided this framework, by first describing the optical behaviour of 
arbitrarily sized spherical homogeneous particles.4 Mie theory describes the 
scattering of light by these particles as a series of multipole contributions. Whilst 
Mie theory is an expansive and complex description, it can be simplified to provide 
an easier understanding of the origin of optical resonances. This is done by 
considering the sphere as an optical cavity. For a sphere of diameter d, Mie 
resonances will occur when the wavelength of the light inside the sphere is 
comparable to its diameter, λp ≈ d. There can be a second resonance expected 
when the wavelength is approximately equal to λp ≈ d/2. Higher multipole terms 
are expected to arise at lower wavelengths with lower intensity as scattering 
efficiency decreases. As light passes from a lower refractive index medium, nm, 
to a higher index medium or particle, n, the wavelength of the light shortens by 

a factor 
λm

λp
≈

n

nm
, shown in figure 5.1. The first Mie resonance will occur when 

λp =
λ0

n
, where λ0 is the vacuum wavelength.5  

Figure 5.1: A visual representation of light passing through a higher index (spherical) cavity. 
Figure adapted from reference 5. 

 
In silicon, the first dipolar resonance to occur is a magnetic one, in contrast to 
plasmonic materials which are of electric character. This occurs due to a key 
difference by the way in which electric currents behave in the material. Whilst 
electric dipoles are formed from the separation of a positive and negative region 
of charge, magnetic dipoles are formed from the closed circulations of electric 
current. In the absence of free charge carriers, circulating currents can be 
generated by displacement currents, which arise form a changing electric field 
within the material. As shown  in figure 5.2, silicon produces circulating electric 
currents which support a magnetic field parallel to the incident electric field 
vector in the centre of the circulating region.6–9 The control of the magnetic 
resonances at visible frequencies has been demonstrated with spherical 

nanoparticles of different sizes, given their 𝑑 =
𝜆0

𝑛
 dependence.10,11  

Figure 5.2: Incident EM radiation shown by its B-field vector (red) travelling in the x-axis, 
generates a circulating E field displayed in the leftmost arrow plot. The magnetic field arrow 

plot is shown in the orthogonal plane. Figure adapted from reference 5.   
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The differences in material excitation between metals and dielectrics can also be 
highlighted by the optical resonances they can support. Plasmonic dimers can 
produce a strongly coupled resonance with enhanced electric field ‘hotspots’ 
between particles when the incident light polarisation is aligned along the primary 
axis of the two metallic particles. Orthogonal polarisations on the other hand do 
not exhibit strong coupling, due to the misalignment of the material polarisation. 
High-index dielectric nanodimers, however, can produce strong coupling under 
both incident light polarisations. Light polarised along the primary axis of the 
dimer generate electric hotspots, whilst orthogonal polarisation produces 
magnetic hotspots as a consequence of the magnetic fields that arise from 
circulating E currents, visualised in figure 5.3.12 Electric coupling is shown in red 
between dimers, whilst blue represents magnetic coupling. The dielectric dimer 
can support both under different excitation polarisations, whilst the metal dimer 
can only support electric coupling under one polarisation. 
 

Figure 5.3: A comparison between metallic and dielectric dimers in terms of electric (p, red) 
and magnetic (m, blue) material polarisations and coupling, under Ex (top) and Ey (bottom) 

light polarisations. Figure adapted from 12. 

 
The ability of high-index nanoparticles to control light in the near-field has drawn 
interest due to their support of both magnetic and electric hotspots, which could 
prove advantageous in the enhancement of chiral fields, as they rely on the mutual 
interference of electric and magnetic dipole moments.13 The low optical losses 
compared to metallic platforms offer further incentive. All-dielectric 
metamaterials provide a means to achieve all four possible combinations of 
positive and negative permittivity and permeability, which opens them to a wide 
range of potential applications.14 This gives the freedom to access all possible 
material properties, as all natural materials occupy one quadrant. For instance, 
conventional metals are ε<0, μ>0, whilst water is a ε>0, μ>0 material.  High-index 
dielectric metamaterials have so far been shown to be capable of chiroptical 
detection15, negative16 and zero-index materials17, magnetic mirrors18 and 
spectrally selective absorption in optoelectronic and solar cells19. 
 

5.1.2 Birefringence and Chirality 

Birefringence can be described as the orientation dependent difference in 
refractive index20, and was first observed by Bartholin21 in calcite crystals. 
Optically isotropic materials will not exhibit birefringence due to light propagation 
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being uniform in all directions. Materials with inequivalent axes are classified as 
anisotropic, through which orthogonally polarised light will experience different 
paths, shown in figure 5.4. Incident light is split into two rays; the ordinary ray 
which travels at the same velocity uniformly throughout the crystal and the 
extraordinary ray that experiences a higher refractive index and travels a different 
path. There are several sources from which birefringence can arise, including 
material stress22 and the Faraday effect from external magnetic fields23. As 
previously discussed, birefringence can occur with LPL (LB) and CPL (CB), with the 
latter providing a measure of a sample’s optical rotation, detected through ORD. 
 
Whilst optical rotation can often give an indication that a structure is chiral, this 
is not always the case. For a truly chiral response, the optical activity displayed 
by a structure should be reciprocal and invariant under any proper spatial 
rotation.24–26 If performing Stokes polarimetry on a birefringent medium LB can 
also contribute to optical rotation, however, this is not always decoupled from 
the CB. Conversely, a truly chiral structure such as a gammadion will yield the 
same resonant excitations independent of the incident polarisation.  
 

Figure 5.4: Orthogonally polarised components of the light incident on the birefringent slab 
experience different refractive indices. The ordinary ray (O-ray) experiences the 
same refractive index in every direction of the medium, whilst the extraordinary 

ray’s (E-ray) velocity is dependent on propagation direction.  
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5.2 Methodology 

5.2.1 Sample Design and Fabrication 

Four distinct forms of nanoarray consisting of two enantiomorphic S-shaped 
structures were fabricated according to the process detailed in section 2.2.2. The 
arrays included those of entirely LH and RH structures, as well as two racemic 
versions that include both enantiomorphs. One racemic array, referred to as RA, 
contains alternating 19 x 19 regions of either LH or RH structures. The remaining 
array, referred to as RS, is formed from alternating individual LH and RH 
structures. The structure design and each array type can be seen in figure 5.5. 
Racemic arrays are of interest as they represent a means of halving fabrication 
demands if they are capable of enantiomeric discrimination, removing the need 
for separate LH and RH arrays. Racemic arrays will likely affect any periodic 
resonances generated by the structures, which is a further point of interest given 
the chiroptical properties of the gammadion periodic modes analysed previously.  

Figure 5.5: a) The L-Edit design file for a single LH S-structure, with dimensions labelled. 
Black dots represent 10 μm intervals. b) AFM images from each array type, the RA image is 

taken from where four of the 19 x 19 arrays meet. 

 
There is an asymmetry in the design of the S structure, the distance between the 
centre of the middle arm and the centre of the top arm is 300 nm, whilst the 
equivalent distance between the middle and bottom arms is 320 nm. From the 
AFMs it is apparent that the fabricated structures do not perfectly resemble the 
design files, particularly with the separations between the arms, although there 
is still a clear asymmetry in the structures from the separation of the top and 
bottom arms with respect to the centre arm. Rounding of the structure’s edges is 
also a noticeable difference when compared to the original design, all of which 
arise from limitations in the fabrication process. The LH, RH and RS images 
represent the repeating units within the arrays. The RA image shows a point at 
which four of the 19 x 19 LH and RH meet, which is in the centre of the image.  
 

5.2.2 Simulation Procedure 

Due to the nature of the arrays used with the fabricated samples, two distinct 
types of model setup were required. In the previous chapter, only LH and RH arrays 
were modelled, which is performed with a one-structured unit cell surrounded by 
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periodic boundary conditions. The racemic RS array, however, requires a new 
model, given that it includes four structures within its unit cell. Details of the 
modelling required for the structures are shown in figure 5.6. As the RA array unit 
cell includes four 19 x 19 sets of structures, it is unfeasible to simulate given the 
extreme computational demands required of such a large model and as such no 
simulations for this array are performed. Even the smallest RA unit cell possible 
would require 4 x 4 sets of structures, which would still place extreme demands 
on the computer.  

Figure 5.6: a) A top-down view a single RH idealise d model of the silicon S structure, in a 
850x850 nm unit cell of periodic boundary conditions. The two incident light polarisations 
used throughout this chapter are labelled with respect to the structure’s orientation b) A 

side-on view of the model, with domain materials labelled. c) The two variations of models 
used single structures (left) and four structures (right). 

 
Throughout the following results sections, references to x- and y-polarised 
incident light will be made. The orientation of the sample in this respect is shown 
in figure 5.6a and will be specified for each set of data. The idealised models that 
are also shown in this figure include filleted (rounded) edges that better represent 
the structures measured under AFM. Simulations are also performed on models 
imported from AFM measurements, the main difference between these and the 
idealised versions being the surface deformities of the AFM imports. The  
4-structure simulations require significantly more computational memory due to 
the large increase in mesh elements, due to the four-fold increase in structures 
present. The unit cell size is doubled in the x- and y-axes, however the primary 
source of the increased meshing results from the presence of the extra structures.  
 

5.2.3 Experimental Procedure 

Experimental results detailed in this chapter are taken from the Stokes 
polarimeter described in section 3.1.2.1. Reflectance and ORD measurements 
were taken with the samples immersed in PBS buffer, illuminated under x- and y-
polarised light. Prior to experimental measurements being taken, the sample 
heights were verified with a Bruker Dektak Surface Profiler, shown in figure 5.7. 
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Figure 5.7: Dektak scan data for each of the four samples used in experiment. The 
profilometer tip scans across the sample’s quartz glass substrate and onto the silicon array, 

measuring the step height between them.  
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5.3 Results and Discussion - Reflectance 

5.3.1 Measured Reflectance  

Reflectance spectra for each sample height and array type under the orthogonal 
incident light polarisations are displayed in figure 5.8. For y-polarised illumination 
of the 160-210 nm samples, the spectra display a characteristic double peak, 
consistent for all array types, which have been labelled as A and B. A red shift of 
this double peak is observed as the sample height is increased. At 210 nm silicon 
depth, peak A undergoes splitting and peak B significantly decreases in relative 
intensity. The thickest sample shows the greatest spectral change, with both the 
appearance of multiple peaks and a general broadening of the reflectance spectra 
across the measured wavelength range. The x-polarised data displays relatively 
little reflectance in comparison for the 160-210 nm heights, however, two peaks 
either side of a broader region of intensity can be seen to redshift with increasing 
sample height. Two of these features have been labelled as peaks D and E. As 
before, the spectra undergo a significant change in reflectance behaviour for the 
thickest sample. 
 
The LH, RH and RA arrays all show very similar reflectance behaviour as would be 
expected. Variations between the spectra will arise from deformities and small 
differences intrinsic to the fabrication procedure. It is also likely that there are 
small misalignments in the measuring apparatus, which account for differences in 
peak heights, as arrays will receive slight differences in exposure to the incident 
light. The RS arrays differ slightly in terms of reflectance intensity and peak shape 
and display an additional peak, labelled C, for the 180 nm sample. Peak C occurs 
close to the 850 nm periodicity of the structures. 
 
It is clear from both sets of data that incident polarisation has a strong effect on 
the reflectance, showing the nanostructures to be strongly birefringent. To 
understand the features and differences observed in the reflectance 
measurements, numerical simulations are required. 
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Figure 5.8: Experimental reflectance spectra for LH (black), RH (red), RA (green) and RS 
(blue) arrays at four different heights of silicon deposition under incident y- and x-polarised 
light (labelled in the left-most plots of the first and third rows). Peaks A and B represent the 
dominant feature of the y-polarised spectra, with the RS arrays also producing a peak close 

to the sample periodicity, labelled C. Peaks D and E occur for x-polarised spectra, 
representing a sharp peak prior to a broader one, respectively. 

 
 
 

5.3.2 Simulated Reflectance 

The LH and RH arrays were simulated using single structured unit cells, whilst RS 
arrays used 4-structure unit cells. The LH and RH arrays were also simulated using 
4-structured unit cells to validate the use of the larger model. The reflectance 
spectra for RH and RS arrays for each sample thickness under y- and x-polarisations 
are shown in figure 5.9. As simulated LH and RH reflectance produces identical 
spectra, only the RH values are plotted.  
 
For all cases with the simulated spectra, there is an order of magnitude difference 
between the experimental and simulated reflectance values. This is partly 
attributed to the structural heterogeneity (e.g. missing structures and 
contaminants) not accounted for in the ‘perfect’ model structures. The single 
structure simulations reproduce the experimental spectra reasonably well, 
qualitatively replicating both the line shape and its abrupt change between the 
210 and 240 nm samples, for both polarisations. Under y-polarisation, the splitting 
of peak A at 210 nm silicon is observed. The 240 nm simulation reproduces the 
single peak below 700 nm as well as the general shape of the broader peak 
between 700 – 800 nm. The x-polarised spectra show the characteristic line shapes 
seen in experiment but exhibit an exaggeration in their intensities. This is most 
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apparent for the 210 nm sample with a continuous increase in intensity from  
≥700 nm that is not observed experimentally.  
 
The 4-structured RH and RS spectra show less agreement with the experiment in 
terms of the relative peak intensities and peak resolutions (such as lack of splitting 
for peak A for the 210 nm sample). This is likely due to the decreased meshing 
density per structure for the 4-structure unit cell, which leads to lower simulation 
accuracy. The 4-structured spectra do however generally display similar behaviour 
to the single structured models. Notably, the RS simulations do reproduce peak C 
for the 180 nm sample. The presence of a less intense instance of peak C is also 
observed for the shallowest sample, which is not seen experimentally. 
 

Figure 5.9: Simulated reflectance spectra for RH single structured models (red) and 4-
structured RH (red dashed) and RS (blue) models, for each sample thickness under y- (left) 

and x-polarisations (right). Equivalent peaks of figure 5.8 are labelled A-E.  

 
As is the case experimentally, the characteristic spectra for both polarisations 
show a progressive redshift with increasing silicon height. This  behaviour is 
consistent with that expected from Mie theory, where resonances increase with 
scatterer diameter.5,10,14 The red shifting of the resonances can be confirmed and 
tracked across each sample depth by analysis of magnitudes of the electric (|𝐄|)  
and magnetic (|𝐇|)  field distributions, shown in figure 5.10. Field magnitude plots 
can in some cases provide a clearer picture of electromagnetic field patterns, as 
they are time averaged. As LH and RH structures generate mirror equivalent fields, 
only the RH are shown. 
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Figure 5.10: Distributions for the electric (|𝐄|) and magnetic (|𝐇|)  field magnitudes plotted 

from single structure models, for equivalent resonances across all sample thicknesses 
under y- (top two rows) and x-polarisations (bottom two rows). Field plots here and 

subsequently are taken from the midpoint of the structures. 

 
Although there are some variations in the field intensities, the general |𝐄| and |𝐇|  
distributions for each resonance peak are shown to persist across each sample 

thickness. For peak A, intense regions of |𝐄| at the ends of each arm form a ‘split 
ring’ shape (circular pattern with a gap on one side). The lower |𝐄| intensity in 
the centre of these rings corresponds to an intense region of |𝐇|. The combination 
of strong |𝐄| and weaker |𝐇| (and vice versa) are common across each of the 
resonances. This field analysis confirms that the spectral peaks that red shift with 
increasing sample height are equivalent.  
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A common feature of the simulated spectra is the red shifting of resonances with 
respect to the experimental data. This is attributed to the lack of morphological 
flaws such as surface defects and wall sloping that result from the fabrication 
procedure. To verify this hypothesis, simulated spectra were obtained using an 
AFM imported ‘real’ model geometry. A comparison between experimental and 
simulated spectra using both the ’real’ AFM model and idealised ‘perfect’ model 
are shown in figure 5.11. 

Figure 5.11: Reflectance comparison of y- (left) and x-polarised (right) illumination of a  
180 nm sample between experiment (black), a ‘real’ AFM imported model (red) and the 

idealised model (blue). 

 
It is clear that the AFM imported model produces spectra in better agreement with 
experiment. The typical ~20 nm red shift observed for idealised models is 
significantly reduced with the use of the ‘real’ AFM structure. The AFM model 
shows a general reduction in excess peaks and exaggerated peak intensities that 
occur for the idealised version. The idealised models are however used later to 
reduce the computational demand associated with the meshing of the AFM 
structures, which are significantly increased due to unsmooth surfaces. A 
comparison between the electric and magnetic field magnitudes was made, shown 
in figures 5.12, to further validate the spectra.  
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Figure 5.12: |𝐄| and |𝐇| field distributions for 180 nm ‘ideal and ‘real’ AFM structures for 
peaks A and D. 

 
The field analysis confirms that there is good agreement between the AFM and 
ideal models. Equivalent resonances are identified, with the ideal resonances 
occurring at longer wavelengths. As expected, the AFM model produces stronger 
fields, or ‘hotspots’, around the edges of the arms due to the presence of 
structural imperfections, further highlighting the impact of the surface 
morphology.27,28 



87 

EM field plots can be a useful tool for analysis of a resonance’s origin, particularly 
in the case of a periodic mode. To investigate the origins of peak C, |𝐄| and  |𝐇| 
distributions were compared between RH and RS simulations, shown in figure 
5.13. 

Figure 5.13: |𝐄| and |𝐇| field distributions for 180 nm 4-structured RH and RS arrays under y- 
and x-polarised excitation. Distributions give an indication of the degree to which 

resonances are localised or periodic. 

 
Considering the |𝐄| distributions, peak C arises due to coupling between adjacent 
structures in the y-axis of the RS arrays when incident LPL is y-polarised. This 
occurs due to preferential alignment between the arms (and associated internal 
fields) of y-adjacent structures, allowing them to couple across the entire array. 
In an enantiomorphic array, the arms of adjacent structures are anti-aligned, 
preventing them from coupling and resulting in a lack of a resonance in the 
reflectance spectra. Under x-polarised light, there are no periodic resonances 
observed due to the much-reduced coupling that occurs between structures. The 
ability for coupling to occur in the x-axis is particularly limited, given the 
increased distance between the structures in this direction.  
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The lack of periodic resonances in the thicker samples can be understood by 
considering previous work on periodic resonances of silicon nanoarrays.29 It was 
found that the resonances also underwent a redshift with increasing sample 
height, despite no changes to the periodicity of the arrays. These resonances are 
likely not observed in the thicker samples due to them shifting out of the measured 
range. The periodic resonances are more intense in the simulated data compared 
to experiment, likely due to the lack of structural imperfections. As such, the 
periodic resonance that occurs for the 160 nm simulation at ~835 nm (which is 
inherently less intense than that of the 180 nm sample) is not observed 
experimentally.   
 
Whilst analysis of the structure’s field plots can give some indication of what EM 
character a peak possesses, it is not possible to accurately determine the full 
nature of the resonance. In order to do so, a numerical method known as multipole 
decomposition was implemented within COMSOL.  
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5.3.3 Multipolar Decomposition 

Mie theory can describe the scattering behaviour of nanoparticles at distances 
larger than the scatterer, through a superposition of electric fields created by 
multipole moments. The total scattered field at some point E(r), can be 
considered the sum of Ep + Em + EQ + EM, where the E terms represent the electric 
fields produced by the electric dipole p, magnetic dipole m, electric quadrupole 
Q and magnetic quadrupole M moments.11,30–33 The fields produced are calculated 
from the current densities, j, produced within the material, as a result of external 
excitation from an applied EM wave: 
 

𝐣 = −iω𝐏 . [5.1] 

 
Where the material polarisation P, related to the applied field by: 

𝐏 = ε0(εr − 1)𝐄 . [5.2] 

Where 𝜀0 and 𝜀𝑟 are the vacuum and material permittivity, respectively. The field 
propagators which describe the electric field created by the scatterer at a given 
point can be used to calculate the fields generated by these moments, the 
derivations of which are beyond the scope of this work. Written in the far-field 
approximation and considering the first four multipole moments, the total 
scattered field can be given as11: 
 

𝐄(𝐫) =  
k0

2eik0r

4πε0r
([𝐧 × [𝐩 × 𝐧]] +

ik0

6
[𝐧 × [𝐧 × 𝐐𝐧]] +

1

c
[𝐦 × 𝐧] +

ik0

2c
[𝐧 × (𝐌𝐧)]) . 

 
 [5.3] 

 
Here, k0 is the wavenumber in vacuum, c the vacuum speed of light and n the unit 
vector directed from the source to the observation point. The scattering power 
can then be calculated through Poynting’s Theorem, such that31: 
 

dP =
1

2
√

ε0εd

μ0

|𝐄|2r2dΩ . [5.4] 

 
Where P is the scattering power, εd the permittivity of the dielectric, µ0 the 
permeability of free space and dΩ the solid angle. Substituting E(r) into the 
Poynting equation yields31: 
 

P ≈  
k0

4

12πε0
2vdμ0

|𝐩|2 +
k0

4εd

12πε0vd

|𝐦|2 +
k0

6εd

1440πε0
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k0

6εd
2

160πε0vd

|𝐌|2. 

 [5.5] 
 
With vd the speed of light in the dielectric. The scattering power can then be used 
to calculate the scattering cross section, σ, by dividing it by the incident 
irradiance. Evlyukhin et al. have derived and implemented these equations for 
structures in a variety of shapes.31,33–35  
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A comparison between the experimental reflectance, simulated reflectance and 
total multipole scattering power (calculated in COMSOL using equation [1.5]) of 
the 180 and 240 nm idealised nanostructures is shown in figure 5.14. 

Figure 5.14: A comparison of the RH experimental reflectance (black), simulated reflectance 
(blue) and the total multipole scattering cross section (orange) for the 180 nm (left column) 

and 240 nm (right column) structures when illuminated with y-polarised incident light. 

 
There is reasonable agreement between the three, with the 180 nm multipole 
scattering displaying the characteristic double peak, although it is narrower than 
in the other cases and there is also the emergence of an exaggerated peak 
between 800-820 nm. The multipole scattering spectra also displays a greater 
redshift than the simulated reflectance. Differences between the multipole 
scattering and simulated reflectance will arise primarily from how they are 
calculated. The simulated reflectance is measured at the input port of the model, 
providing a directionally dependent factor (as with an objective from 
experiment). In contrast, the scattering power is calculated in all directions, as 
no solid angle (equation [5.4]) was applied.  
 
The 240 nm multipole scattering agrees qualitatively with experimental and 
simulated reflectance, where there are resonances present at 630 and 660 nm and 
a broader intensity between 700 and 800 nm. The relative intensity of these 
features, however, are not consistent with the other spectra.  
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The multipole scattering displayed in these figures is the sum of the four 

components, labelled as ED (electric dipole), MD (magnetic dipole), EQ (electric 

quadrupole) and MQ (magnetic quadrupole). By considering these elements 
individually, a multipole decomposition is performed, and the nature of the 
resonances can be revealed. Figure 5.15 details the components of the total 
multipole scattering for the 180 nm sample.  
 
It is evident that the characteristic double peak line shape originates 
predominantly from a magnetic dipole resonance, due to their similar shapes, with 
a significant electric quadrupolar contribution also present. This agrees with the 
resonance behaviour of silicon, where the magnetic dipole supports the electric 
quadrupole in the form of circulating electric currents, which show the 
characteristic ‘split-ring’ |𝐄| field distributions shown previously. The peak 
between 800-820 nm appears to be exaggerated in the multipole scattering, which 
is determined to be of electric dipole nature. There is magnetic quadrupolar 
behaviour across most of wavelength range, although it appears to be a more 
dominant contribution at lower wavelengths where there is less of a contribution 
from the other multipoles.  
 
Analysis of the 240 nm structure’s multipole decomposition, shown in figure 5.16, 
can help explain why there are such large differences in reflectance associated 
with an increase in silicon height. There is a general redshift for all peaks of the 
multipole contributions, as Mie theory predicts, where the resonance wavelength 
increases due to increased diameter of the scatterer. The magnetic dipole and 
quadrupole contributions continue to overlap but appear broader and smoother 
across their range. For these structures, the biggest change of the multipole 
components at the 240 nm depth occurs for the magnetic quadrupole. The 
contribution increases by almost double in the 620-680 nm range, which accounts 
for the two new peaks that are present in the reflectance spectra. It contributes 
to the broadening of the spectra between 700-800 nm and accounts for the 
additional peak at 880 nm seen in the simulated reflectance, which is much less 
intense in the experimental data.  
 
The significant change in the reflectance spectra therefore arises from two main 
causes. One is the redshift of the resonances due to increased sample thickness 
as is predicted by Mie theory. The second, from the increase in magnetic 
quadrupolar contribution. This can be rationalised by considering the increased 
sample thickness allowing greater support of a the quadrupolar behaviour, as the 
magnetic fields are generated across the height of the sample.34 The scattering 
decomposition results also agree with behaviour observed for silicon nanospheres, 
in which the presence of higher order multipoles increased with greater sample 
thicknesses.10 
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Figure 5.15: A comparison between experimental reflectance (black) and the simulated sum 
of the scattering cross section (orange) for the 180 nm structure under y-polarised 

illumination. The components include the ED (red), MD (green), EQ (blue) and MQ (cyan) 
contributions. Note that the scale of the sum plot is double that of the contributions. 
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Figure 5.16: A comparison between experimental reflectance (black) and the simulated sum 
of the scattering power components (orange) for the 240 nm structure under y-polarised 
illumination. The components include the ED (red), MD (green), EQ (blue) and MQ (cyan) 

contributions. 

 
Field analysis of the z-components of |𝐄| (Ez) and |𝐇| (Hz), shown in figure 5.17, 
can be used to support the multipole assignments from the decompositions. For 
the Hz of peak A, the field distributions are negative with inversion of the structure 
which indicates a degree of dipolar character. This distribution is consistent at 
both sample heights, with an increase in intensity for the 240 nm sample. The Ez 
pattern for peak A displays a more complex field arrangement in both planes, 
which suggest higher order multipole character. The appearance of an additional 
reflectance peak for the 240 nm sample is observed in experiment and replicated 
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in simulation at ~636 nm. Field analysis of this wavelength shows much more 
complex field patterns in both Ez and Hz, indicative of a higher order multipole 
contribution. In each case, the field behaviour is consistent with the multipole 
decomposition.  

Figure 5.17: Ez and Hz distributions for select peaks under y-polarisation, viewed from 
different planes. x-y plane images are taken from the midpoint of the structures, whilst 

orthogonal planes dissect the centre of the unit cell. 

 
Previous field distributions for |𝐄| and |𝐇| resembled those of circulating electric 
currents which were centred on the magnetic resonance, which is generated 
across the height of the silicon. This characteristic behaviour can be confirmed 
from field arrow plots, shown in figure 5.18. The electric field and current 
densities of peak A show a circulating pattern around the regions at which |𝐇| is 
most intense. There is also significant coupling between the arms of the 
nanostructure. Peak B shows similar circulating patterns, albeit over broader 
regions. 
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Figure 5.18: Electric field and current density arrow plots for peaks A and B of the 180 nm 
sample under y-polarised illumination. Arrow surfaces are taken at the midpoint of the 

structure. 

  

 
Multipole decompositions were also performed for the structures when excited by 
x-polarised incident light. A comparison between the experimental and simulated 
spectra can be seen in figure 5.19. Beginning with the 180 nm sample, the 
multipole scattering shows some qualitative agreement with the other spectra due 
to the presence of peaks either side of a broad resonance that occurs between 
680 nm and 800 nm. The relative size between peaks agrees more with the 
experimental intensity than that of the simulated reflectance. The 240 nm 
multipole scattering also displays some qualitative agreement with the other 
spectra, primarily with the intensity peak between 660-740 nm. The peak lacks 
the same features as the others, however, the overall change in spectral shape 
between sample heights provides reasonable agreement with experiment. 
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Figure 5.19: A comparison of the RH experimental reflectance (black), simulated reflectance 
(blue) and the total multipole scattering cross section (orange) for the 180 nm (left column) 

and 240 nm (right column) structures when illuminated with x-polarised incident light.  

 
 
The full multipole decompositions for these spectra are shown in figures 5.20 and 
5.21. In the case of the 180 nm structure, the primary contributions to the overall 
reflectance appear to arise from the magnetic dipole and quadrupole 
contributions. The electric dipole resonance shows little intensity across the 
entire range, whilst the electric quadrupolar contribution shows an intensity 
maximum that corresponds with that of the magnetic dipole, as was seen before, 
indicating the presence of circulating currents. 
 
With the increase in silicon height, the total multipole scattering changes shape 
and increases in intensity around 700 nm, as is seen with the experimental 
reflectance. Like the previous polarised illumination, the increased sample 
thickness is accompanied by a significant increase in the magnetic quadrupolar 
contribution. At the 240 nm height, the magnetic quadrupole is by far the 
predominant contributor to the total scattering. Again, this behaviour supports 
the assertion that the magnetic quadrupole is better supported with increased 
sample thickness.34  
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Figure 5.20: A comparison between experimental reflectance (black) and the simulated sum 
of the scattering cross section (orange) for the 180 nm structure under x-polarised 

illumination. The components include the ED (red), MD (green), EQ (blue) and MQ (cyan) 
contributions. 
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Figure 5.21: A comparison experimental reflectance (black) and the simulated sum of the 
scattering cross section (orange) for the 240 nm structure under x-polarised illumination. 
The components include the ED (red), MD (green), EQ (blue) and MQ (cyan) contributions. 

Note that the MQ scale is double that of the other contributions. 

 
 
Field plots were generated for the Ez and Hz of peak D, shown in figure 5.22. The 
field distributions for the 180 nm structure show a less distinct arrangement than 
in the y-polarised case, particularly for Hz. It is apparent that there are limitations 
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in using field analysis alone for the assignment of spectral character, highlighting 
the advantages of performing multipolar decompositions. 

Figure 5.22:  Ez and Hz distributions for select peaks under x-polarisation, viewed from 
different planes. x-y plane images are taken from the midpoint of the structures, whilst 

orthogonal planes dissect the centre of the unit cell. 

 
 
As before, field arrow plots were obtained for the 180 nm sample, displayed in 
figure 5.23. For peak D, the circulating behaviour of the electric field is again 
observed around the regions at which |𝐇| is most intense. This is less exaggerated 
for the material current density. Peak E does not show as great a presence of field 
arrows and material current densities due to the reduced intensity of this 
resonance. It is worth highlighting that the simulated reflectance resonance for 
peak D is exaggerated in relative intensity with respect to experiment, indicating 
that the intensities of both field and arrow plots will also be exaggerated. 
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Figure 5.23: Electric field and current density arrow plots for peaks D and E of the 180 nm 
sample under x-polarised illumination. 

 
 

5.3.4 Reflectance Summary 

The silicon nanoarrays were observed to undergo gradual changes to their 
reflectance behaviour as the sample height was increased between 160 and  
210 nm. At 240 nm the spectra changed more drastically, losing the characteristic 
double peak. This behaviour was rationalised using numerical simulations and a 
technique known as multipole decomposition. It was found that the double peak 
possessed magnetic dipole character, supported by an electric quadrupolar 
resonance. The redshift between 160 and 210 nm is characteristic of Mie 
scattering, where the scatterer diameter is proportional to the resonance 
wavelength. The sudden change in reflectance shape at 240 nm was found to occur 
from the generation of a magnetic quadrupolar resonance, which could only be 
supported at this silicon height given that the magnetic resonances exist across 
the z-axis of the structures, parallel to the incident light. Examination of field 
distributions supported these conclusions.  
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5.4. Results and Discussion - Optical Rotation 

5.4.1 Measured ORD  

In addition to the reflectance behaviour being studied, the ORD properties of the 
samples were also investigated. It was previously shown that the arrays of a given 
sample thickness yield similar reflectance spectra, the associated ORD spectra are 
shown in figure 5.24. As expected for enantiomorphic structures, they produce 
approximately equal and opposite ORD plots. The RA and RS arrays both differ, 
showing a lack of ORD signal which can be attributed to a net cancellation of LH 
and RH contributions. Under y- polarisation, there is a consistent ORD resonance 
that occurs at the lower wavelength shoulder of peak A. There is a resonance that 
occurs at the same wavelength for the x-polarised data, which takes a bisignate 
form. In both cases, the ORD resonance red shifts with the reflectance, for the 
160–210 nm samples. As before, there is a significant change in signal for the  
240 nm sample, which becomes very complex, with the presence of multiple 
smaller peaks between 600-800 nm, and a larger peak above 800 nm.  
 
A significant feature of these spectra are the changes in shape and sign that occur 
between the two incident polarisations, highlighting the birefringent nature of the 
structures. Inequivalent axes of the structure produce differing resonances within 
the material when the incident polarisation changes. Such a change in the ORD 
spectra would not be expected of a truly chiral response, which should be both 
invariant under proper rotations and reciprocal.25 To further probe this, the ORD 
of a 210 nm sample was measured with forwards and backwards illumination, 
shown in figure 5.25. 
 
The reflectance and ORD data under forwards illumination is generally consistent 
with that of the previous 210 nm sample, with only small changes in line shape 
and intensities. When the sample is flipped to backwards illumination, the 
reflectance data shows a similar shape to the forwards illumination, for both x- 
and y-polarisations. The ORD, whilst showing similarities in shape and resonance 
position, shows a noticeable change in sign of the optical rotation. The non-
reciprocity of the sample is therefore confirmed, indicating that the source of the 
optical rotation is not dominated by optical activity25,26,36, but rather the 
birefringent nature of the samples. 
 
The optical rotation associated with peak A occurs in the regions in which the MD 
and EQ multipole contributions are located, previously shown in figure 5.15 and 
5.16. As this resonance can be shifted with the height of the silicon structures, 
these samples provide a degree of control over the optical rotatory properties of 

the sample, given that natural optical activity can stem from EDEQ cross terms in 
anisotropic chiral.13,37,38  
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Figure 5.24: Experimental ORD under y- (top row) and x-polarisation (bottom row) for LH 
(black), RH (red), RA (green) and RS (blue) arrays for each sample thickness. Positions of 

experimental reflectance peaks A-E of figure 5.8 are labelled. Note that the x-polarised  
240 nm ORD is on an increased scale. 
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Figure 5.25: Reflectance and ORD measurements for each array of a 210 nm sample, for 
forwards and backwards x- and y-polarised illumination, with peaks labelled. 
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5.4.2 Simulated ORD 

Numerical simulations of the sample CD were performed, which could be Kramers-
Kronig (KK) transformed39 to provide a comparison with experimental ORD data. 
The CD and KK transformed spectra are shown in figure 5.26.  
 
Notably, the CD spectra show the greatest intensities at wavelengths below 
reflectance peak A for the 160-210 nm samples, whilst at 240 nm the largest peaks 
occur over a wider range from 675-825 nm. Although the simulated CD and 
corresponding KK transformed spectra show equal and opposite behaviour for 
LH/RH arrays and no significant signal for the RS array, it is clear that there is a 
discrepancy between the experimentally measured ORD and those obtained from 
the simulations (KK CD). This is due to the inherent difference in the two forms of 
measurement. Whilst the simulation measures the CD of the sample, the ORD 
measurements taken experimentally are shown to include non-chiroptical 
contributions from the birefringence, given that the ORD data is not reciprocal. 
Typical lab-based stokes polarimeters, such as the one used here, are incapable 
of decoupling chiroptical and birefringent (linear) effects. Linear optical 
properties, like linear birefringence or linear dichroism, can alter the polarisation 
state of the incident light, thus masking the true chiroptical ORD signal.26,40 In 
order to fully characterise the optical properties of a sample, a technique known 
as Mueller Matrix Polarimetry41 is required, which is performed in the following 
chapter.  
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Figure 5.26: Simulated CD (top) and corresponding KK transformed CD (bottom) spectra of 
LH, RH and RS arrays for the four sample heights. Dashed lines correspond to Peak A of the 

simulated reflectance from figure 5.9. 
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5.4.3 Optical Chirality Density 

To determine the potential for these structures to act as a chiral sensing platform, 
the chiral asymmetry of the near fields of the structures was analysed by 
calculating the volume averaged optical chirality density of the structure and 
surrounding volume, shown in figure 5.27. The spectra were obtained for LPL and 
normalised against RCP. As expected of enantiomorphic structures, the optical 
chirality values are equal and opposite, and the RS values are 0 due to the net 
contributions of the constituent structures. Whilst the ORD measurements were 
dominated by birefringent effects, the structures still exhibit chiroptical 
responses as evidenced by the volume averaged optical chirality density (and 
simulated CD measurements). Optical activity in isotropic chiral media stems from 
the interference between ED and MD cross terms.13,42 In anisotropic media, ED and 
EQ contributions can make significant contributions towards optical activity, 
particularly with metamaterials which can possess large field gradients which 
enhance their influence.37,38,43 This could explain the larger and more numerous 
peaks observed for y-polarised illumination, which generally possess stronger ED, 
MD and EQ resonances than the x-polarised case.  
 
To give an indication of the local distribution of the chiral fields, optical chirality 
density maps corresponding to peak A in the volume averaged optical chirality 
density (figure 5.27 dashed lines) are shown in figure 5.28. The equal and 
opposite behaviour between enantiomorphs is again observed from the field 
distributions. The strongest regions of the chiral fields are highly localised within 
the structures, corresponding to the most intense EM fields shown previously. 
There are, however, relatively strong chiral fields that exist near the surface of 
the structures and between adjacent arms, particularly in the y-polarised case, 
which could potentially be exploited for chiral sensing. Optical chirality values 
exceeding values of 1 indicate chiral asymmetries greater than CPL, a property 
that is sometimes termed superchiralty. The ability to manipulate the positions of 
the individual multipole contributions, simply by changing the height of the 
structures, indicates that the chiral response of the arrays can be controlled.  
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Figure 5.27: Volume averaged optical chirality density values for y-(top) and x-polarised 
(bottom) illumination of LH, RH and RS arrays for each sample thickness. Dashed lines 
correspond to peak A of simulated reflectance. Plots are normalised against RCP. 
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Figure 5.28: Optical chirality density maps for y-(top) and x-polarised (bottom) LH and RH 
structures, corresponding to dashed lines of figure 5.27, for each sample thickness. Plots 

are taken at the midpoints of the structures and are normalised against RCP. 

  

Density Density 
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5.5 Conclusions 

In this chapter the incident light polarisation and height dependent behaviour of 
the reflectance and ORD properties for enantiomorphic silicon nanostructured 
arrays, as well as the effects of racemic mixtures of the two, was investigated. 
Inequivalent spectra under orthogonal light polarisations indicate that the samples 
are strongly birefringent.  
 
There were significant changes in the spectra observed as the height of the silicon 
structures increased from 160- 240 nm. This behaviour was determined to arise 
from two sources. First, it was shown that there is a progressive red shifting of 
the spectral resonances as sample height increases. This is the case for both x- 
and y-polarised excitation and agrees with Mie theory, which predicts an increase 
of resonance wavelength with increasing scatterer diameter. The resonances 
identified within the structures were consistent with other silicon nanoparticles, 
where a z-axis supported magnetic resonance is accompanied by circulating 
electric currents. 
 
The second source of the changing behaviour was identified using the technique 
of multipole decomposition in numerical simulations. It was found that the 160-
210 nm samples were dominated by a magnetic dipole and electric quadrupolar 
character, giving them a characteristic reflectance peak. At 240 nm, the sample 
underwent significant changes, attributed to a large increase in the presence of 
magnetic quadrupolar resonances. This was further justified by the increased 
sample height being able to better support magnetic modes34, as they exist in the 
z-axis parallel to the incident light propagation. This suggests that the shallower 
samples do not have the space to establish this resonance. This occurs for both 
light polarisations, and findings were supported by field map analysis.  
 
Further differences in the spectra, related to the RS racemic array were confirmed 
to arise from a periodic effect. Preferential alignment of the constituent 
nanostructures in the RS array, permits strong coupling between adjacent 
structures, which could not be supported by the enantiomorphic or RA racemic 
arrays. This behaviour was not observed for the x-polarised excitation, due to the 
greater distance between adjacent structures in this axis.  
 
The LH and RH arrays were shown to produce equal and opposite ORD spectra for 
LH and RH arrays, which contributed to a net cancelation in optical rotation for 
both racemic arrays. The ORD spectra were observed to change under incident 

polarisation (equivalent to a 90 sample rotation) and a reversal in illumination 
direction. Such optical rotatory behaviour is inconsistent with natural optical 
activity and was therefore determined to be dominated by the sample’s 
birefringence. As such, experimental ORD data was not replicated by numerical 
simulation, a result of the inherent differences in the measurement processes. 
Traditional lab-based Stokes polarimeters are often incapable of distinguishing 
between chiroptical and linear optical properties. The CD (and KK transformed) 
data measured via numerical simulation with CPL, was therefore inequivalent to 
the experimental ORD obtained with LPL. 
 
The ability of the structures to support multiple resonances that can be tuned 
with respect to their height present a flexible means of developing potential 
devices. The strong optical rotational properties of the samples could find 
applications in optics as nano-waveplates, which can be manufactured to operate 
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at specific wavelength ranges. The structures were also shown to produce fields 
with enhanced chiral asymmetry, resonances which are also tuneable. Field 
distributions existing outside of the structures indicate their potential for 
enantiomeric sensing, which will be explored in a later chapter. There remains a 
question as to the source of the observed ORD spectra as it is not consistent with 
truly chiral behaviour, which will now be investigated through the more robust 
technique of Mueller matrix polarimetry.  
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Chapter 6: Mueller Matrix Polarimetry of S-shaped 
Silicon Metamaterials   

The silicon samples introduced in the previous chapter were shown to produce 
strong ORD signals which were non-reciprocal, indicating that they are, at least in 
part, from a non-chiral source. This chapter seeks to identify this source, using 
the technique of Mueller matrix polarimetry (MMP). Full MMP can provide a 
complete description of a sample’s optical properties, and importantly, decouple 
the chiroptical and non-chiroptical effects of the samples. The symmetry of the 
matrices and resultant optical properties of the silicon arrays are also discussed.  
 
The Stokes polarimeter used previously to obtain ORD measurements lacks the 
necessary components to generate or measure the light polarisation states 
required for full characterisation. This can present a problem when analysing the 
chiroptical properties of a material, as optical rotation from non-chiral sources 
contributes to the overall ORD measured. This identifies an important aspect that 
must be considered when characterising materials, especially those that are 
designed to be chiral. When examining structures that possess a degree of 
anisotropy one must be careful when assigning an ORD as chiral, which has at 
times been done erroneously throughout the literature. As is revealed in the 
following chapter, LB can provide a significant contribution to observed optical 
rotations. The numerical simulations presented in the previous chapter did not 
agree with the ORD measurements taken via Stokes polarimetry but are found to 
agree with MMP measurements. This confirms that a significant portion of the ORD 
stems from linear optical effects. Arteaga has performed full MMP with plasmonic 
gammadions, highlighting the significance in the difference between their C4 

symmetry and the C1 symmetry of the silicon S-structures. 
 
  
 

6.1 Introduction to Stokes and Mueller Matrix Polarimetry 

The polarisation state of light can be described entirely by what are known as the 
four Stokes Parameters1: 

S0 = 𝐄0x
2 + 𝐄0y 

2 [6.1] 
 

S1 = 𝐄0x
2 − 𝐄0y

2 [6.2] 
 

S2 = 2𝐄0x𝐄0y cos δ [6.3] 
 

S3 = 2𝐄0x𝐄0y sin δ . [6.4] 
 
 
Where the total intensity of the light, S0, is a sum of the other components: 
 

S0
2 = S1

2 + S2
2 + S3

2 . [6.5] 
 
 
δ is the phase difference δy – δx and E0 x,y are the x- and y- electric field amplitudes 
of the total electric field E: 
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𝐄 = 𝐄0e
(ikz−iωt) . [6.6] 

 
 
S1 is the prevalence of x-polarised light over y-polarised light, S2 gives the 

prevalence of +45 polarised light over -45 polarised light and S3 describes the 
prevalence of RCP light over LCP light. Stokes parameters are often presented in 
the form of Stokes vectors: 
 

S = [

S0

S1

S2

S3

] =

[
 
 
 
 

𝐄0x
2 + 𝐄0y

2

𝐄0x
2 − 𝐄0y

2

2𝐄0x𝐄0y cos δ

2𝐄0x𝐄0y sin δ]
 
 
 
 

 . [6.7] 

 
The polarisation states of light can all be described by a Stokes vector, with 
incident intensity I0. For example: 
 

x-polarised light: I0 [

1
1
0
0

] y polarised light: I0 [

1
−1
0
0

] 

+45 polarised light: 𝐼0 [

1
0
1
0

] -45 polarised light: I0 [

1
0

−1
0

] 

RCP light: I0 [

1
0
0
1

] LCP light: I0 [

1
0
0

−1

] 

 
 
A Stokes polarimeter is a device which allows for the determination of an incident 
light beam’s polarisation state.2 Stokes polarimeter systems can vary significantly 
by the individual components used as polarisation state generators and analysers, 
such as waveplates and retarders. Whilst individual optical properties can be 
calculated from the collection of the required Stokes vectors, optical set-ups 
generally lack all the required components to produce and measure each of the 
possible polarisation states of light. In order to provide a full description of a 
sample’s interaction with incident light, MMP is required.  
 
If the polarisation states (Stokes vectors) of light are known before and after its 
interaction with a sample or optical component, then a matrix responsible for the 
transformation between the states must exist. Such a transformation is 
represented by a Mueller Matrix, which is a 4 x 4 element matrix that fully 
describes a material’s optical behaviour. The relationship between the input and 
output vectors can be described by: 
  

[

S0

S1

S2

S3

]

Output

= [

M00 M01 M02 M03

M10 M11 M12 M13

M20 M21 M22 M23

M30 M31 M32 M33

] [

S0

S1

S2

S3

]

Input

. [6.8] 
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This representation aids in the interpretation of the Mueller matrix 
transformation. Some output polarisation is achieved by performing matrix 
multiplication between an optical component and the incident light (input Stokes 

vector). For example, the Mueller Matrix transformation for +45 LPL being 
converted to RCP light, would take the form:  
 

[

1
0
0

−1

]

Output

= [

1 0 0 0
0 1 0 0
0 0 0 1
0 0 −1 0

] [

1
0
1
0

]

Input

. [6.9] 

 
 
This Mueller matrix therefore represents a quarter wave plate (with a vertical fast 
axis). Knowing the output Stokes vectors from multiple input Stokes vectors can 
therefore complete a Mueller matrix for an unknown material, revealing the ways 
in which the sample interacts with incident light. Each matrix element can be 
attributed to a characteristic property3: 
 

[

T −LD −LD′ CD
−LD TL CB −LB′

−LD′ −CB TL′ LB

CD LB′ −LB TC

] . [𝑀1] 

 
 
Where T is transmission of unpolarised light and TL, TL’ and TC represent the 

transmission for linear, linear 45 polarised and circularly polarised incident 
light, respectively. For a depolarizing matrix, the values on the matrix diagonal 
will be less than 1, in which case the medium causes the incident light to reduce 
the degree to which it is polarised. Linear dichroism (LD), LB, CD and CB make up 
the remaining properties. Those with the ‘ notation relate to light linearly 

polarised at 45. Again, LD and LB are described as the difference in absorption 
and refraction of orthogonally polarised light, respectively. Similarly, CD and CB 
are the difference in absorption and refraction of CPL.  
 
The distribution of the optical effects within the matrix can be better understood 
by realising that each row of the matrix determines the overall outcome of a 
different Stokes parameter. Each column relates to a parameter affecting the 
incident form of light. For instance, the first row contributes to the total intensity 
S0, therefore S0 is dependent on the dichroisms exhibited by the material. It 
follows that the prevalence of x-polarised light over y-polarised light, S1, is 
dependent on the LD of the total incident intensity, the transmission of the 

horizontally/vertically polarised light, the CB of the light linearly polarised at 45 

and the 45 LB of CPL.4 
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Materials can be characterised, and their symmetry determined, by the symmetry 
of the elements in their Mueller matrices.5,6 Based on the arrangement of the 
elements and their values relative to one another, they can be defined as shown: 
 

Isotropic – with rotational and mirror 
symmetry 

[

M00 0 0 0
0 M11 0 0
0 0 M22 0
0 0 0 M33

] [𝑀2] 

 

Biisotropic – with rotational symmetry 
 

[

M00 0 0 M03

0 M11 M12 0
0 −M12 M22 0

M30 0 0 M33

] [𝑀3] 

 

Anisotropic – with mirror symmetry 
 

[

M00 M01 M02 M03

M01 M11 M12 M13

M02 M12 M22 M23

−M03 −M13 −M23 M33

] [𝑀4] 

 

Bianisotropic – with no symmetry 
 

[

M00 M01 M02 M03

M10 M11 M12 M13

M20 M21 M22 M23

M30 M31 M32 M33

] [𝑀5] 

 
Isotropic materials behave the same way no matter their orientation with respect 
to light propagation. Biisotropic materials are similar in that their properties are 
the same in all directions, however they interact differently with RCP and LCP 
waves. Anisotropic materials are those that have electromagnetic properties 
dependent on their orientation. Bianisotropic media are the most complex 
classification of materials, with directionally dependent magnetoelectric 
properties.7 
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6.2 Methodology 

6.2.1 Experimental Procedure 

The experimental data presented in this chapter was obtained at Diamond Light 
Source UK on the B23 Beamline. MMP was performed on silicon samples from the 
previous chapter, which were of 210 nm depth. Samples were sealed within the 
3D-printed sample holders, as detailed in the section 3.1, at which point water 
was introduced to the holder cavity. The sample was then placed in the sample 
chamber of the polarimeter, a background is taken from the quartz substrate, to 
be subtracted from the measurements taken from the silicon arrays over a range 
of 500 – 700 nm.  
 
MMP is a powerful method for providing a full analysis of a medium’s interaction 
with different forms of incident light. A Mueller matrix polarimeter requires 
several different optical components in order to obtain all 16 elements of the 
Mueller matrix. To generate and measure the different polarisations of light, a 
combination of photoelastic modulators (PEMs) and polarisers are located on 
either side of the sample. Photoelastic materials exhibit birefringence when under 
mechanical stress, which can be controlled by a piezoelectric material. 
Compression or relaxation of the material dictates the lead or lag between 
orthogonal components of the light.8,9 Dual-PEMS allow for full MMP without 
reconfiguration of the optical components, figure 6.1 shows the MMP setup at 
Diamond.10 The automated set up containing 4 PEMs removes the need for 
adjustment of optical components that can contribute to errors in measurements. 
Full MMP has the distinct advantage over standard Stokes polarimetry in its ability 
to decouple optical properties within the sample. 

Figure 6.1: The optical components of the Mueller Matrix Polarimeter at Diamond Light 
Source UK, on the B23 beamline. Figure reproduced from 10. 
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6.2.2 Simulation Procedure 

The simulations in this chapter include CD measurements made on a 210 nm 
sample, which used the same single and 4-structure models that were presented 
in chapter 5.   
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6.3 Results and Discussion 

6.3.1 Mueller Matrix Symmetries of Silicon Nanoarrays 

The 16 Mueller matrix elements obtained for LH and RH arrays in water are 
displayed in figure 6.2. The LH and RH elements are combined on the same plots 
to aid comparison, similarities and differences between symmetric elements are 
highlighted where the conditions of an anisotropic material ([M3]) are used to 
compare the symmetries of the elements.5 Green outlines indicate the element 
symmetries showing anisotropic character, whilst red indicates disagreement 
between them. A dashed line is visible on the main diagonal of the matrix to help 
visualise the symmetry pairs.  
 
The isotropic and biisotropic categories can be ruled out immediately due to all 
elements of figure 6.2 being non-zero. The remaining symmetry characterisations 
can be distinguished from elements on the antidiagonal of the matrix. For an 
anisotropic material, M30 = -M03 and M21 = M12. For the M30/M03 pair, the mirrored 
behaviour is observed for the peak at ~680 nm, however, the intensities of these 
peaks are not consistent between the elements. Elsewhere, between 600-650 nm, 
the spectra are a different shape to each other. The peak that spans  
550–600 nm for both elements do not display mirrored behaviour and are of the 
same sign. In the case of the M21/M12 pair, the peaks between 650–700 nm share 
the same sign but differ in intensity and shape. The peaks that occur across  
~600 nm and below show mirrored behaviour. Whilst the off-diagonal elements 
are more consistent with an anisotropic material, the observations from the 
antidiagonal indicate that the sample is bianisotropic.  
 
A description of bianisotropic media can be obtained from the constitutive 
relations11: 
 

𝐃 = ε0𝐄 + 𝐏e [6.10] 
 
 

𝐁 = μ0𝐇 + 𝐏m . [6.11] 
 

Where D is the displacement field, B the magnetic flux density, E the electric 
field, H the magnetic field, ε0 the vacuum electric permittivity and µo the vacuum 
magnetic permeability. Pe and Pm represent the material electric and magnetic 
polarisation response, respectively, which can be written in terms of the material 
susceptibilities as11,12: 
 

𝐏e = ε0χee ∙ 𝐄 + √ε0μ0χem ∙ 𝐇 [6.12] 

 
 

𝐏m = √ε0μ0χme ∙ 𝐄 + μ0χmm ∙ 𝐇 . [6.13] 
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Figure 6.2: The 16 Mueller matrix elements for both the LH (black) and RH (red) arrays of a 
210 nm sample immersed in water. The dashed blue line across the main diagonal is used to 

help visualise the symmetry plane between MMP element pairs, with green outlines 
representing predominant similarities between pairs and red showing stronger differences.



Where 𝜒𝑒𝑒, 𝜒𝑒𝑚, 𝜒𝑚𝑒 and 𝜒𝑚𝑚 the electric-electric, electric-magnetic, magnetic-
electric and magnetic-magnetic susceptibility tensors, respectively. Therefore, 
combining these equations results in:  
 

𝐃 = ε0(I + χee) ∙ 𝐄 + √ε0μ0χem ∙ 𝐇 [6.14] 

 
 

𝐁 = √ε0μ0χme ∙ 𝐄 + μ0(I + χmm) ∙ 𝐇 . [6.15] 

 
 
With unit tensor, I. These terms can be simplified by defining the following: 
 

[
ε ξ
ζ μ

] = [
ε0(I + χee) √ε0μ0χem

√ε0μ0χme μ0(I + χmm)
] . [6.16] 

 
This results in the conventional constitutive relations for bianisotropic materials13:  
 

𝐃 = ε𝐄 + ξ𝐇 [6.17] 
 
 

𝐁 = μ𝐇 + ζ𝐄 . [6.18] 
 
With the ξ and ζ being the magnetoelectric coupling parameters. Bianisotropic 
materials can therefore be described as materials that acquire magnetic (electric) 
polarisation when excited by an external electric (magnetic) field.14 Such an 
assignment agrees with the results presented in Chapter 5, due to the incident 
electric field inducing an orthogonal magnetic response within the material.13,14 
As was shown in the analysis of figure 6.2, the matrices do possess some 
anisotropic-like character. To explain this behaviour, it is necessary to consider 
the symmetry environment of the nanostructures. 
 
A truly chiral structure such as the gammadions used in Chapter 4, possess four-
fold rotational symmetry and exhibit CD that is invariant under rotation and time-
inversion. It has been shown via MMP that these gammadion structures gain their 
optical activity through their placement on a substrate and the rounding of their 
edges.15 Therefore, an ideal gammadion suspended in a uniform medium will not 
exhibit optical activity due to the lack of a dissymmetric backing. The structures 
used in this work possess C1 symmetry when placed on a substrate, the asymmetric 
spacing between the upper-middle bars and the middle-bottom bars removes any 
rotational symmetry (even spacing between the arms would make the structures 
C2 symmetric). Again, a lack of mirror or rotational symmetry itself points to the 
material being bianisotropic based on the descriptions put forward by Arteaga in 
matrices [M2]–[M5], in which each matrix value is unique.5  
 
As the presence of the quartz substrate and the structure’s edge defects are the 
source of asymmetry, and changes to these factors will have an effect on the 
overall chirality of the sample. The asymmetry of the sample will decrease as the 
difference in the refractive indices of the two surrounding environments (below 
and surrounding the structure) becomes smaller15, depicted in figure 6.3. For 
example, if the structure were to be surrounded by air (n=1), the sample would 
belong to the C1 point group. If the structures were to be surrounded entirely by 
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quartz, this would represent a uniform medium and essentially a free-floating 
structure. Under these conditions, the additional mirror symmetry plane would 
result in the sample belonging to the CS point group. The measurements taken of 
the structures here, backed by quartz (n=1.55) and immersed in water (n=1.33), 
present an intermediate symmetry environment. The environment above the 
structures therefore acts as a symmetry perturbing variable, that is manifested in 
the Mueller matrix element symmetries which obtain a degree of anisotropic-like 
character.  
 
As the overall symmetry of the surrounding environment becomes more 
symmetrical, the sample should exhibit a corresponding gradual reduction in 
optical activity. In a uniform environment, the defects would be the only source 
of symmetry breaking. A similar reduction in the optical activity would therefore 
be observed by the reduction in the rounding of the edges of the fabricated 
structures, i.e. if they were to become more idealised.15 Idealised planar 
structures would therefore be described as anisotropic due to the fact that they 
are achiral.5 
 

Figure 6.3: The overall symmetry of an idealised sample on the quartz substrate increases 
depending on the refractive index environment above the structure (relative to the 

substrate). The placement of the structure on the substrate is one of two major sources of 
dissymmetry of the structure. 

 
Moving on to the racemic arrays, the RA and RS MMP element data is displayed in 
figures 6.4 and 6.5, respectively. As expected from the results in the previous 
chapter, there is a lack of CD and CB related signal ([M1] antidiagonal elements) 
in both arrays due to the cancelling of contributions from oppositely handed 
components of the arrays. This is also the case for the elements related to the LD’ 
and LB’ properties, as their LH/RH elements showed mirrored behaviour. The only 
elements to produce a significant signal are related to the LD and LB, elements 
M01, M10 and M23, M32, respectively. As these elements show equivalent (rather 
than mirrored) behaviour for the LH/RH arrays, the racemic arrays maintain a 
signal. The signals measured for each of the elements of the RA array are found 
to be of the same form as those of the LH and RH structures, as was the case with 
their reflectance spectra. 
 
The RS array’s spectra deviate from the spectra of the other arrays for element 
pairs M01/M10 and M23/M32. In both cases, the double peaks that appear for the RA 
array across ~650 nm instead form a single peak. This might be expected from the 
RS arrays, as they were found to differ the most from the other arrays in terms of 
their characteristic reflectance peaks (figure 5.8). Although there is a lack of 
signal in the antidiagonal elements, this only occurs due to the net contributions 
of the structures, which themselves are still bianisotropic.  
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Figure 6.4: The 16 Mueller matrix elements for the RA array of a 210 nm sample immersed in 
water, for which only the LD and LB elements are non-zero.  
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Figure 6.5: The 16 Mueller matrix elements for the RS array of a 210 nm sample immersed in 
water, where again, only the LD and LB elements are non-zero.  
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6.3.2 Optical Properties of Silicon Nanoarrays  

Mueller matrix elements can be used to calculate several optical properties of a 
sample, relations which are shown in matrix [M1]. These include the CD, CB, LD, 
LB, LD’, LB’ and g-factor (described in equation [1.27]), which are shown for the 
LH/RH, RA and RS arrays in figures 6.6, 6.7 and 6.8, respectively. The software 
used as part of the MMP setup converts the individual elements into their 
respective properties.9,10,16 
 
The CD is obtained from the matrix elements (M03+M30)/2. As expected for 
enantiomorphic structures, the CD spectra are approximately equal and opposite. 
This is also the case for the CB that was measured, which is calculated from the 
elements (M12-M21)/2. The LD and LB plots, generated from elements -(M01+M10)/2 
and (M32+M23)/2, respectively, show the most intense regions above 650 nm. This 
is again true for the LD’ and LB’ properties, calculated from -(M02+M20)/2 and 
(M13+M31)/2, however their maximum values are approximately half of those of 

the 0/90 measurements. 
 
From direct comparison between the individual properties, it is clear that the 
greatest contributions from the LB, LD, LB’ and LD’ are an order of magnitude 
larger than those of the CD and CB. As shown in section 6.1, the CPL related 
Stokes parameters will depend on the effects of linear birefringence at both 

0/90 and 45.15 Therefore, the ORD derived CD spectra from the lab based 
Stokes polarimeters (section 5.4.1) may misrepresent the true CD of the sample 
by being unable to account for linear effects. It was shown in section 5.4.1 that 
the ORD measurements were non-reciprocal, indicating a non-chiral response. This 
is validated by the strong linear effects observed in the MMP measurements. As 
the LB and LB’ dominate, these act as the primary contributor to the optical 
rotation seen through the Stokes polarimetry performed in chapter 5. This 
emphasises the importance of full MMP, which prevents the misinterpretation of 
a sample’s true optical activity. The presence of a weaker CD and CB signal 
indicate that the structures do still possess some level of chirality, due to the 
dissymmetry introduced by the substrate and fabrication defects. This is also 
reflected in the g-factor, g, which is commonly used to describe the optical 
properties of chiral materials.17 It is related to the absorption of RCP and LCP and 
therefore very closely resembles the CD plot.   
 
The transmission elements are plotted for the LH array only, as there is no 
significant difference between the enantiomorphs. It is apparent that the total 
transmission, M00, is greater than the other elements. As the elements M11, M22 

and M33 (the transmission for the 0/90, 45 and CPL) are less than the total 
transmission intensity, this indicates that the Mueller matrix is depolarizing. A 
matrix is termed depolarizing if it produces partially polarised outgoing light from 
fully polarised input light5.  
 
For the racemic arrays, the CD, CB, LD’ and LB’ yield no significant signal due to 
the overall cancellation of LH and RH components, as was seen for the individual 
matrix elements. The RA array’s LD and LB both possess resonances that resemble 
the LH/RH arrays but have a reduced intensity for each peak.  Consistent with 
previous observations, there are changes in spectral shape observed for the LD 
and LB properties of the RS array.  
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Figure 6.6: A comparison between the optical properties of the LH and RH arrays of a  
210 nm sample immersed in water, based on MMP elements of figure 6.2.  
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Figure 6.7: The optical properties of the RA array of a 210 nm sample immersed in water, 
based on MMP elements of figure 6.4.  
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Figure 6.8: The optical properties of the RS array of a 210 nm sample immersed in water, 
based on the MMP elements of figure 6.5.  
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6.3.3 Numerical Simulations  

As the traditional method of CD spectrometers measure the differential 
transmission of RCP and LCP, these measurements could be simulated using 
COMSOL. It was found in the previous chapter that the CD measurements from 
simulation did not resemble the ORD when KK transformed. This was attributed to 
inherent differences between the simulated CD (CPL) and experimental ORD (LPL) 
methods. The ORD data was also revealed to be dominated by the sample 
birefringence, which has been confirmed with MMP and the large LB and LB’ 
effects measured. These optical properties will also alter the path of the CPL as 
it travels through the sample and contribute to the S3 Stokes vectors, as measured 
with standard spectropolarimeters. A comparison between the simulated and MMP 
derived CD spectra is shown in figure 6.9. To aid comparison, the simulated 
spectra has been blue shifted by 25 nm to account for the typical red shift 
associated with the numerical (idealised) modelling and the MMP data has been 
smoothed. 

Figure 6.9: A comparison between the CD spectra obtained from simulation (top) and 
experimental MMP (bottom) for a 210 nm sample immersed in water. The simulated data is 

blue shifted 25 nm to account for the idealised model and aid comparison. 

 
The MMP CD spectra provides better agreement with the experimentally measured 
CD in terms of spectral shape. As is typical of the idealistic structures in 
numerically simulated data, the spectra are more resolved and show numerous 
smaller resonances. Experimentally, between 645-695 nm, the LH/RH spectra 
diverge slightly and are off-centred, mimicked relatively closely by the RA/RS 
arrays. The LH/RH spectra would otherwise be expected to cross 0 mdeg around 
~675 nm, in which case the simulation and experimental data show better 
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agreement. Lifting (lowering) of the RH (LH) experimental spectra at ~655 and 
~675 nm would better replicate the double peaks present across this region in the 
simulations. At shorter wavelengths, the broad experimental peak across 575 nm 
appears as an oscillating feature in the simulation, which shows a positive 
(negative) mdeg bias for the LH (RH) array; broader averaging in this range would 
therefore improve the level of agreement.18 
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6.4 Conclusions  

Results from Chapter 5 revealed that the ORD signals of these silicon 
metamaterials, obtained through standard Stokes polarimetry measurements, 
were non-reciprocal. By performing full MMP, it has been shown here that the 
optical properties of the samples are dominated by linear effects, with the LB and 
LB’ contributions an order of magnitude greater than those of CD or CB. This 
confirms that the non-reciprocal response observed previously are a result of the 
large linear contributions that alter the polarisation state of the light as it 
propagates through the material. This highlights the advantage of MMP over 
typical Stokes/CD spectrometers, in that MMP can decouple the individual optical 
properties of a medium and discriminate between true CD/CB and the effects of 
LB or LB’. These linear properties explain why the measured ORD measurements 
of the previous chapter were also not replicated by simulation. 
 
Performing full MMP on a sample can also provide an insight into its symmetry 
properties. The symmetry of the antidiagonal Mueller matrix elements of the LH 
and RH arrays indicate the sample to be bianisotropic in nature. The refractive 
index environment above and below the structure can act as a symmetry 
perturbing factor in the overall Mueller matrix symmetry of the sample. Reducing 
the refractive index difference between the quartz substrate and the medium 
above it acts as a symmetry increasing perturbation, introducing more anisotropic-
like character, which is reflected in the Mueller matrices.   
 
The racemic arrays both showed no significant signals in their CD, CB, LD’ or LB’ 
or Mueller matrix elements pertaining to those optical properties. This is simply a 
result of the net cancellation of the LH and RH components of the RA and RS 
arrays. These arrays did provide a LD and LB signal given that the sign of these 
properties does not differ with the handedness of the structures.   
 
Overall, the optical properties of this novel silicon metamaterial platform have 
been investigated using the comprehensive MMP technique. This casts further light 
on the fundamental behaviours and potential applications that these samples are 
capable of; their strong birefringence showing potential for tuneable waveplates 
and their chiroptical responses for chiroptical sensing. So far, these samples have 
only been exposed to water and buffer solutions, in the next chapter, 
biomolecules will be introduced to probe their interactions with the arrays. 
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Chapter 7: Capacitive Sensing with Silicon 
Metamaterials 

Previously, it was shown that gammadion structures were capable of biomolecule 
detection at resonances which generated near-field interactions between their 
arms. The gammadions exhibit a degree of inductive coupling, in which the fields 
generated in one part of the structure induce a response in a neighbouring part. 
The silicon structures of the preceding chapters were found to behave differently, 
with much of the electromagnetic excitation occurring within the structures. 
Several of their optical responses were measured and explained through Stokes 
polarimetry and MMP, which was done in the absence of biomolecular layers. In 
this chapter, the optical response of the silicon arrays in the presence of an 
antigen-antibody complex is investigated, with the effects of local charges 
explored through numerical simulation.  
 
Whilst the asymmetries detected with the gammadions occurred due to the 
birefringence of the chiral biomolecular layers, it is the charge that is being 
investigated as the source of spectral changes with the silicon S-structures. Blue 
shifting effects are observed in the reflectance and MMP data of the samples in 
the presence of biomolecules which possess an overall molecular charge. These 
effects are not repeated in the presence of non-charged species.  
 
To examine why this may be the case, approximations of charged external layers 
surrounding the structures are introduced to the numerical simulations. As the 
fields excited by the incident light are stored mostly within the structures, the 
changes brought about by the external charged layers are described as capacitive. 
The models provide some agreement in terms of spectral responses and changes 
to field properties, however, the simulations breakdown when x-polarised light is 
used. This indicates that further refinement of this model is needed. 
 
The following results represent an initial attempt at validating the experimental 
results, using highly approximated and fundamental models. Had time not been a 
limitation, the simulation techniques might have been improved and refined to a 
greater degree. Regardless, the behaviours exhibited by the structures present an 
interesting area for further research.  
 

7.1 Biosensing Platforms 

7.1.1 Refractive Index Sensors 

Refractive index (RI) based sensing is an established strategy for biosensors, with 
common platforms based on plasmonic metamaterials.1,2 They typically operate 
based on the spectral shifts of a nanomaterial’s resonances, which arise due to 
the change in the local refractive index environment of the sample. As such, the 
sensitivity of a RI sensor is characterised by the spectral shift per RI unit (nm/RIU). 
One RI unit would be represented by a change from n=1 to n=2. The sensitivity of 
different sensing platforms varies drastically; plasmonic devices typically offer 
some of the best performances, with values in the range of ~1000s nm/RIU.3  
Although RI sensors can provide highly sensitive platforms, there are several 
drawbacks associated with their use. The high levels of optical losses associated 
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with plasmonic systems are a limiting factor in the efficiency of fabricated 
devices. In addition, RI sensors are typically sensitive to large volumes surrounding 
the nanostructures/ target molecules, leading to the potential masking of the 
desired signal. Dielectric materials offer an alternative, lack of Ohmic losses 
provide an avenue for spectrally sharper resonances and higher spatial localisation 
in sensing.  
 
  

7.1.2 Capacitive Effects  

Capacitors operate by storing electrical energy between conducting plates 
separated by a dielectric and are used in a multitude of electronic applications.4 
Capacitance is defined as the ratio of the charge, Q, between the plates and the 
voltage, V, between them: 
 

C =
Q

V
 . [7.1] 

 
 
Capacitance has been utilised in biosensing as a sub-category of impedance 
biosensors, that measure changes in the local dielectric properties between the 
plates upon the binding of a target analyte. In the case of a parallel plate 
capacitor, the capacitance is dependent upon the surface area of the plates, A, 
their separation, d, and the dielectric response, 𝜀𝑟

5: 
 

 C = ε0εr

A

d
 . [7.2] 

Biosensing platforms that rely on capacitive affects that occur between 
components of nanostructures have also been explored.6 Split ring resonators 
(SRR) are an example of a highly tuneable metamaterial geometry that can induce 
a strong electromagnetic response between structural features. Such devices yield 
a resonance wavelength, λ, dependent on the capacitance and inductance, L, of 
the system8: 
 

λ ≈ 2π√LC . [7.3] 
 
The primary aspect of SRR devices is the local coupling that can occur between 
structural features of the nanostructures, which effects the respective resonance. 
They have been fabricated in a variety of forms, possessing concentric rings, S-
shaped resonators9 and omega shaped rings10, shown in figure 7.1.11 Each provide 
a means of producing a desired property based on the coupling that is supported 
by the geometries. The optical properties of the device are therefore dependent 
on several factors, including structure size, feature separation, inter-resonator 
separation and near-field EM interactions. Open-SRRs, figure 7.1a, operate 
through the coupling that occurs between the two rings as a result of the material 
currents of both rings. In the case of figure 7.1b, favourable overlap between 
inverted S-shaped nanowires separated by a substrate is used to engineer desired 
resonance frequencies. Single ring resonators, figure 7.1c, can also be used in 
arrays to form media with variable properties. In each case, changes in 
capacitance brought about by analytes can bring about a change to the resonances 
measured. Similarly, the silicon s-structures of this work are investigated in terms 
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of how the electromagnetic fields stored within them is altered in the presence 
of external charge, in the form of biomolecular layers. 
 

Figure 7.1: Examples of several SRR geometries. a) An open-SRR. b) Inverted S-shaped 
SRRs on opposite sides of a substrate. c) An omega SRR. Material currents and capacitive 

coupling differ due to the arrangement of the structural features. Figure adapted from 
reference 11. 
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7.2 Methodology 

7.2.1 Deposition Procedure 

The experiments performed in this chapter required a multi-stage deposition of 
streptavidin, followed either by biotin or an anti-streptavidin antibody (again 
referred to as antistrep). A deposition strategy suitable for silicon substrates was 
utilised12,13, a schematic for which is shown in figure 7.2. As per section 3.1.1, 
the different solutions were introduced to the sample holder cavity when 
required.  
 
To begin, the sample was immersed in PBS buffer for at least 5 minutes, prior to 
the first species, poly-L-lysine (PLL), being deposited. The use of PLL as a pre-
coating reagent for the adhesion of biomolecules and cells is a common protocol. 
It provides a well-anchored monolayer which can be rinsed extensively without a 
significant loss of coverage.14,15 The samples were left in the PLL for 15 minutes, 
which was sufficient for the positively charged PLL to bind to the silicon surface. 
Next, negatively charged glutaraldehyde was added and left for 45 minutes to bind 
to the positive PLL layer. At this stage, the streptavidin coated quantum dots 
(QDs) (QdotTM Thermo Fisher) could be added for 30 minutes, which undergoes a 
cross-linking reaction with the gluteraldehyde.16,17 40 mmol ethanolamine was 
then introduced, which acts as a capping layer to cover unbound glutaraldehyde 
sites and limit non-specific binding. After 20 minutes, the solution is replaced with 
PBS and measurements were performed. A final binding of either biotin or 
antistrep was performed, with these solutions being left for one hour to bind.   
 
As a control, 2-Butanol was added to examine the effects of an uncharged 
environment around the unfunctionalized structures. Newly fabricated structures 
were used for each of these experiments.  
 

Figure 7.2: A schematic of the deposition process with labelled constituent layers. 
Positively charged poly-l-lysine binds to the silicon surface. Glutaraldehyde crosslinks 

between the lysine and the streptavidin coated QDs. Ethanolamine acts as a capping layer 
to limit nonspecific binding. The streptavidin coated QDs are then free to bind with 

additional species. 
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7.2.2 Spectra Collection 

Reflectance measurements were acquired with the Stokes polarimeter detailed in 
section 3.1.3.1 and MMP was also performed using the Diamond Light Source Ltd. 
polarimeter discussed in chapter 6. AFM measurements were also collected before 
and after each experiment, to ensure any spectral differences did not arise from 
morphological changes to the structues. 
 
 

7.2.3 Simulation Procedure  

In this chapter, two forms of model were used in numerical simulations. One form, 
shown in figure 5.6a,b, was used for simulations without the presence of proteins. 
The second form included 20 nm external layers on the outer faces of the S-
structure’s surface. This layer could be assigned an external polarisation, a 
refractive index and a chiral parameter (ξ) value to mimic the protein deposited 
around the structure. The model is described in greater detail in section 7.4.2.  
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7.3 Results and Discussion – Experimental  

7.3.1 Butanol Measurements 

Reflectance measurements were taken of the four unfunctionalized arrays of a 
~210 nm sample immersed in racemic R,S-2-Butanol, which is composed of neutral 
molecules and has a refractive index of n=1.397.18 These spectra are shown in 
figure 7.3a-d. The presence of the higher refractive index solution, relative to 
PBS, produces a small redshift in the reflectance spectrum for each array. The 
tallest peak at ~700 nm (peak A) and peak at ~766 nm (peak B) shows a wavelength 
shift of ~+3 nm. Based on these spectral shifts, a shift per RIU can be calculated 
for the sample. A 3 nm shift and a refractive index change from 1.33519 to 1.39720 
constitutes a sensitivity value of ~48 nm/RIU. This value falls on the very low end 
of device sensitivity, with plasmonic SPR sensors capable of values in the several 
thousands.3 This indicates that these samples do not offer an effective platform 
for RI based sensing. 

Figure 7.3: Y-polarised experimental reflectance data of a ~210 nm sample, obtained for  
a) LH b) RH c) RA and d) RS arrays immersed in PBS buffer (solid) and R,S-butanol 

(dashed). 
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7.3.2 Streptavidin Depositions  

Streptavidin coated QDs were deposited on the structures using the multilayer 
process detailed in figure 7.2. The deposition of the streptavidin could be 
confirmed through photoluminescence measurements of the arrays, shown in 
figure 7.4a-d.  
 

Figure 7.4: Photoluminescence signals obtained under y-incident polarisation for the 
streptavidin coated QDs on each array, excited at 404 nm. The signal is normalised against 

the number of acquisitions. 

 
The QDs were manufactured to emit at 655 nm. The PL signals show a relatively 
consistent intensity between the arrays, centred across 655 nm, indicating that 
the deposition process provides a relatively consistent coverage of streptavidin. 
Two different samples were examined via Stokes polarimeter when deposited with 
the streptavidin coated QDs. An additional deposition layer was added in each 
case, one sample introduced to anti-streptavidin antibody solution and the other 
to biotin. 
 
 
7.3.2.1 Streptavidin – Anti-streptavidin  

A ~160 nm sample was used for the antistrep deposition, the reflectance 
measurements for which are shown in figure 7.5a-d. Upon deposition of 
streptavidin there is a significant change in the reflectance spectra, with a blue 
shift in the peak positions of peaks A and B (~ 655 and ~705 nm) and a decrease in 
the reflectance intensity. When the antistrep is added to the sample there is an 
additional smaller blue shift accompanied by an increase in the reflectance 
intensity.  
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Figure 7.5: Experimental y-polarised reflectance spectra collected in PBS buffer for a) LH b) 
RH c) RA and d) RS arrays of a ~160 nm sample (black), followed by the depositions of 

streptavidin (red) and antistrep antibody (blue). 

 
Although there is no detectable spectral asymmetry, the arrays appear capable of 
detecting the binding of the streptavidin and the antibody. Interestingly, the 
spectra undergo a blue shift, which is inconsistent with the typical red shifts of RI 
sensing. 
 
AFM images were taken of the sample to examine their morphology before and 
after the experiments, displayed in figure 7.6. The metrology measurements show 
that there is no significant change in the height or shape of the structures, 
confirming that the spectral changes do not originate from differences in the 
sample morphology before and after the experiment. For brevity, these 
measurements are shown only for this sample, as each sample showed similar 
behaviour across each experiment. There is some sidewall sloping present in each 
measurement that is attributed to tip convolution; a common artifact of AFM 
measurements, due to sample-tip interference that prevents an accurate 
measurement of the true sidewall profile. The AFM measurements are performed 
on dried samples, conditions in which the deposited layer is expected to collapse, 
resulting in minimal changes to height measurements.  
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Figure 7.6: AFM data collected for the sample used in figure 7.5. a) AFM image (left panel) of 
a RH structure and the associated height profile (right panel) across the middle arm, of a 

pristine structure prior to any deposition. b) Equivalent data after experiment, following the 
deposition of antistrep onto the streptavidin functionalised surface. 

 

7.3.2.2 Streptavidin – Biotin 

The experiment was repeated with another sample of ~180 nm height, this time 
using biotin as the final binding species. The reflectance spectra for the arrays 
are displayed in figure 7.7.  As before, a blue shift in the reflectance is observed 
when the streptavidin is added, with a decrease in the intensity of the spectra. 
Again, the addition of a streptavidin-binding species, biotin, produces a further 
blue shift in the reflectance. 
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Figure 7.7: Experimental y-polarised reflectance spectra collected in PBS buffer for a) LH b) 
RH c) RA and d) RS arrays of a ~180 nm sample (black), followed by the depositions of 

streptavidin (red) and biotin (green). 

 
In both cases of the streptavidin and subsequent biomolecule depositions, changes 
in the reflectance spectra are observed. Notably, the spectra undergo a blue shift, 
which contrasts the red shifting which is characteristic of RI sensing and is 
observed in the case of butanol. Given the lack of morphological changes observed 
for the samples, the source of the spectral changes in the presence of streptavidin 
is believed to arise from another source. A fundamental difference between 
butanol and the streptavidin lies in their charged states. Whilst the former is 
neutral, the latter possesses a slight negative charge at pH 7.4 given its slightly 
acidic isoelectric point. Charge has previously been shown to change the 
scattering properties of dielectric nanoparticles, causing an increase in their 
scattering frequency.21  The effects of the charged species from the biomolecule 
depositions are investigated with numerical simulations in section 7.4.  
 
The blue shifting behaviour in the presence of biomolecules has so far been 
observed using stokes polarimetry. AFM measurements confirm that this is not due 
to changes in sample morphology. The biomolecules used possess an overall charge 
and the blue shifts do not occur in the presence of the uncharged butanol, 
suggesting that charge may contribute to the spectral changes. Before moving 
onto simulated results, MMP measurements were conducted with the streptavidin–
antistrep complex to examine the influence they might have on the different 
optical properties measured by this technique. 
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7.3.3 MMP Measurements  

The deposition process was repeated on a ~210 nm sample at the B23 Beamline at 
Diamond Light Source Ltd., with antistrep being added to the streptavidin as the 
final step. The LD properties throughout the deposition of the LH and RH arrays 
are analysed in figure 7.8a-c, with asymmetries in the spectra parameterised 
through the LH:RH peak ratios for the peak maximums marked with a dashed line, 
tabulated in 7.8d. The measurements in PBS produce similar spectra for the two 
array types as expected. With streptavidin present, there is an asymmetry in 
amplitudes of the peak, with the RH array showing less intensity at the analysed 
peak, now shifted to ~655 nm. The further addition of the antistrep results in a 
reduction in the peak asymmetry. 

 

Figure 7.8: LD MMP data for the ~210 nm sample. LD spectra for LH (solid) and RH (dashed) 
structures collected in PBS buffer with a) no biomolecule present and with b) streptavidin 
and c) antistrep deposited. d) LH:RH peak ratios are calculated from the peaks marked by 

the dashed lines and are tabulated. 

 
Similar analysis was performed for the LD’ spectra, displayed in figure 7.9a-d.  
In the absence of any biomolecule, there is a near equal and opposite behaviour. 
For the (dashed line) resonance at ~679 nm, the ratios between the LH and RH 
arrays are found to be close to unity. As with the LD measurements, addition of 
streptavidin to the arrays generates an increased level of asymmetry in the 
spectra, with the amplitude of the resonance being greater for the LH structures. 
There is further similarity with the LD behaviour as the antistrep is deposited, 
with a reduction in the asymmetry of the peak ratio. 
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Figure 7.9: LD’ MMP data for the ~ 210 nm sample. LD’ spectra for LH (solid) and RH 
(dashed) structures collected in PBS buffer with a) no biomolecule present and with b) 

streptavidin and c) antistrep deposited. d) LH:RH peak magnitude ratios are calculated from 
the peaks marked by the dashed lines and are tabulated. 

 

Finally, the CD data was analysed to determine if similar effects are observed in 
the chiroptical response of the samples. The MMP CD data for the sample is shown 
in figure 7.10a-d.  
 

Figure 7.10: CD MMP data for the ~210 nm sample. CD spectra for LH (solid) and RH 
(dashed) structures collected in PBS buffer with a) no biomolecule present and with b) 

streptavidin and c) antistrep deposited. d) LH:RH peak magnitude ratios are calculated from 
the peaks marked by the dashed lines and are tabulated. The CD data is smoothed to aid 

analysis. 

 
The CD data is smoothed due to the increased noise associated with the 
measurements, which are an order of magnitude smaller than the LD and LD’ data. 
There still exists a similar pattern to the LD and LD’ data, where the peak 
asymmetry increases with streptavidin and decreases when the antistrep is 
deposited.  
 
The LD, LD’ and CD data was also collected for the racemic arrays, which is 
presented in figure 7.11a-f. In each case, the racemic arrays show blue shifts in 
spectra when streptavidin and antistrep are added to the samples, again indicating 
that the racemic arrays are capable of detecting the analytes bound to the 
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surface. For a perfect racemic array, the LD’ and CD spectra would give no signal 
due to the net contributions. If, however, the individual structures produce an 
asymmetric response, this would be expected to be reflected in the respective 
racemic spectra. For the LD’ and CD racemic data, the signals generated are 
mostly positive above 625 nm. This agrees with the observations made for the 
enantiomorphic equivalents, in which the asymmetries in peak magnitudes (the 
LH:RH ratios) are positive due to the LH peak being greater than that of the RH.  

Figure 7.11: LD, LD’ and CD MMP data for the racemic arrays of the ~210 nm sample. LD 
data for the a) RA and b) RS arrays is shown for the sample immersed in PBS with no 
biomolecule present (black) and with streptavidin (red) and antistrep (blue) deposited. 

Equivalent data is presented for c)-d) LD’ and e)-f) CD. Note the scales for LD’ and CD are 
reduced compared to the enantiomorphic data. The CD data is smoothed as before. 

 
The blue shift observed through stokes polarimetry has been repeated with MMP 
measurements. In addition to the spectral blue shifts, asymmetries in the LD, LD’ 
and CD data was observed. To probe this further, numerical simulations are 
required. 
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7.4 Results and Discussion – Numerical Simulations 

7.4.1 Uncharged Layer Model 

Modelling of the silicon structural arrays was performed extensively throughout 
chapter 5, which showed that the experimental reflectance behaviour could be 
reproduced reasonably well. The 2-butanol experiment shown in figure 7.3 could 
be modelled simply by changing the refractive index of the domains above the 
structure and substrate, visualised in figure 5.6b. Figure 7.12 shows the 
reflectance spectrum obtained for the modelling of butanol with a LH array, the 
response of the RH simulations is identical.  The presence of the increased 
refractive index medium above the structures induces a small ~3 nm redshift in 
the simulated reflectance spectra, which agrees with the experimental spectral 
shifts. This supports the conclusion that these structures provide relatively poor 
refractive index sensitivity.  
 

Figure 7.12: Simulated reflectance spectrum of an ideal 180 nm structure under y-polarised 
illumination, with media above the structure modelling water (n=1.33) and 2-butanol 

(n=1.397). 

 
 

7.4.2 Charged Layer Model 

Modelling of the biomolecular layer that was deposited on the substrates requires 
a different approach to simply changing the refractive index of the domains above 
the structure. To investigate whether the presence of charged biomolecular layers 
induces the effects seen in section 7.3.2, the model was adapted to include 
20 nm domains around the outer edges of the nanostructure. The refractive index 
and 𝜉 values were altered within these layers. Additionally, an external 
polarisation was assigned to model the charged biomolecular layers present during 
the deposition process. The model is relatively simplistic and considers the 
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external polarisation to arise from the deposited molecules in figure 7.2, 
approximated as a dipole layer extending from the negatively charged 
streptavidin, which has an isoelectric point of ~pH 6.8, to the positively charged 
PLL bound directly to the surface. The polarisation magnitude (dipole moment per 
unit volume) was calculated by considering the streptavidin as a sphere with radius 
10 x10-9 m (half the width of the layer). The streptavidin coated QDs are quoted 
to range between ~15-20 nm in size.22 The dipole moment of the streptavidin was 
estimated to be  3.2 x10-27 Cm, which is within the expected range of similar sized 
proteins.23 This amounts to a polarisation of 8 x10-4 Cm-2, however, the value used 
in the simulations was 1 x10-8 Cm-2 to account for the layer being too idealised. 
The true value might be expected to be lower than the calculated value, given 
that the modelled layer around the structure is continuous and uniform, which 
does not reflect the true nature of a biomolecular layer, which will be much less 
dense due to steric constraints.  
 
The external polarisation could be altered in each of the three axes and was made 
normal to each surface. As such, discontinuities in the polarisation direction exist 
due to the way in which the external domains were partitioned. This is visualised 
in figure 7.13, where the intersection between polarisation directions is shown. 
It is evident that there are regions of the structure, particularly in segments at 
the ends of each of the arms, where the polarisation direction is not perfectly 
normal to the surface.  
 
 

Figure 7.13: A depiction of the polarisation directions of the external layers in each of the 
three planes for a LH structure. The external layer is partitioned in each axis. Polarisation 

arrows are of arbitrary scale. 

 
Properties of the layer were gradually introduced, beginning with refractive index 

(n=1.4), then ξ (1.7 x10-4) and finally the polarisation, the reflectance spectra 
for each is shown in figure 7.14. When the layer is assigned a refractive index 
(and ξ value of 0), a small redshift in the spectra is observed which is similar to 
that produced in the presence of butanol (figure 7.14). Assigning a 𝜉 value to the 
layer changes the reflectance behaviour slightly, with the two 𝜉 spectra being 
very similar to the achiral data. In certain regions where there is less overlap 
between the three, such as ~685 nm, the 0 value lies between the two chiral 
values. This behaviour is reversed between the two enantiomorphs, indicating that 
the model is functioning correctly. The most pronounced effect occurs when the 
polarisation value is also added to the layer. There is a significant change in the 
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scattering behaviour of the structure, particularly with the increase in reflectance 
intensity at lower wavelengths, below ~700 nm, which provides qualitative 
agreement with experiment in which there is a blue shift upon deposition of the 
protein. As before, the different ξ values are equally distributed around the 0 
value and are reversed between the LH and RH forms.  

Figure 7.14: Simulated y-polarised reflectance spectra of ideal 180 nm LH (left) and RH 
(right) structures in water with external layer given a refractive index and chirality (top) and 

additional polarisation (bottom). 

 
Equivalent measurements were performed with x-polarised incident light, shown 
in figure 7.15. However, it was found that the model broke down upon the 
implementation of the polarised layer, evidenced by the inequivalences in the LH 
and RH spectra.   
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Figure 7.15: Simulated x-polarised reflectance spectra of ideal 180 nm structures in water 
(black) without (top) and with (bottom) a polarisation assigned to the external layer. LH 

(green) and RH (blue) data is shown when polarisation is present, which should be 
equivalent as the layer is achiral. Only LH data for water and the layer with no polarisation 

(red) is shown as the RH is identical. 
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7.4.3 Field Plots  

Field plots generated from COMSOL were analysed to determine what effects the 
external polarisation had on the nanostructure’s EM response. A comparison 
between the EM fields and optical chirality density maps with and without the 
charged layer for y-polarised illumination, are shown in figure 7.16. The 
introduction of the charged layer can be seen to have a strong effect on the field 
intensities both inside and between the arms of the structures. The relative 
intensities of each are increased in all the evaluated parameters.  
 
For y-polarised illumination, the achiral polarised layer LH and RH plots show 
expected symmetric intensities and distributions, and the optical chirality density 
shows mirrored behaviour. This is reflected in the surface integrated values for 
|𝐄| and the optical chirality density (normalised against RCP) displayed beneath 
their respective maps. The symmetric fields between the structures are broken 
when a chirality is assigned to the layer. There is an increase in the field 
magnitude in the RH structure compared to the left. This is somewhat consistent 
with the LD and LD’ data presented in figures 7.8 and 7.9. An asymmetry in the 
linear dichroisms would imply a difference in the absorption properties, which 
would be reflected in the local field magnitudes, which is observed in figure 7.16. 
The presence of the external polarised chiral layer appears to induce an 
asymmetric perturbation in the local fields stored within the structure. The 
experimental LD/LD’ asymmetry reduces when the antistrep is deposited, 
suggesting that the charge distribution of the biomolecular layer changes in its 
presence, which can be rationalised given that the antibody itself is a charged 
species24. There are also changes that occur in the optical chirality density values 
of the structures in the presence of the polarised layer, which enhances the 
chirality of the fields despite the layer itself being achiral. In the presence of the 
chiral layer, the enhancement is asymmetric, with a smaller increase in the overall 
value for the RH structure compared to that of the LH. This behaviour might be 
expected given the asymmetric behaviour displayed in the experimental CD 
response.  
  
The structure’s field response to the external layers could be considered a 
capacitive effect, due to their influence on the EM energy stored by the silicon at 
resonance. It should be noted that the polarised layer modelling was performed 
on a 180 nm sample, whilst the experimental MMP data was collected from a  
210 nm sample. However, the respective regions from which the MMP effects and 
field analysis are performed (peak A shoulder) are equivalent. 
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Figure 7.16: A comparison between the |𝐄| (top row), EZ (middle row) and optical chirality 

density (bottom row) plots for y-polarised illumination of a 180 nm structure without an 
external layer (left column), with an achiral polarised layer (middle column) and a chiral 

polarised layer (right column). Surface integrated values for the maps shown (taken from 
the midpoints of the structure) are labelled beneath the respective images. Scales for the 

polarised layers are altered, labelled in the top left corner of the middle column. 

 
Equivalent analysis was performed for x-polarised incident light, shown in  
figure 7.17. The x-polarised reflectance in the absence of the polarised layer is 
consistent with the behaviour of enantiomorphic structures. When a polarisation 
is present, the |𝐄| values are not mirror symmetric images of one another, as 
would be expected due to the inequivalence of the LH and RH reflectance of figure 
7.15. Similarly, the optical chirality density values are not equal and opposite. 
The breakdown of the model under this incident polarisation is unexpected given 
the consistency between enantiomorphs of the y-polarised simulations. It is 
believed that this arises from the simplicity of the model and the resultant 
discontinuities that exist between the layer domains, particularly in areas where 
adjacent layers (with orthogonal polarisations) meet, as was shown in figure 7.13. 
In order to fully investigate the array responses observed in the MMP 
measurements, the x-polarised data must also be considered as MMP 
measurements utilise two sets of orthogonal polarisation states (0º/90º and ±45 
º). The model will therefore require refinement if this is to be analysed further. 
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Figure 7.17: A comparison between the |𝐄| (top row), EZ (middle row) and optical chirality 

density (bottom row) plots for x-polarised illumination of a 180 nm structure without an 
external layer (left column) and with an achiral polarised layer (right column). Surface 
integrated values for the maps shown (taken from the midpoints of the structure) are 

labelled beneath the respective images. Scales for the polarised layer are altered, labelled in 
the top left corner of the right column. 

 
 
Overall, the introduction of the external polarisation layer provides some 
qualitative agreement with experiment in terms of reproducing the reflectivity 
effects observed when the biomolecular layer is deposited. Analysis of the fields 
shows that there is a capacitive effect on the silicon structures, in which the 
internal fields are altered asymmetrically in the presence of a chiral polarised 
(charged) layer. The implementation of this layer requires improvement, 
particularly around its intersecting regions. The current design considered the 
computational requirements of modifying small regions of a thin layer, which 
requires a greater meshing density per unit volume, and was therefore simplified. 
It is also worth highlighting that there is currently no COMSOL module available 
which can specifically be used to model more complex biomolecular layers like 
the one deposited on these samples. The approximation of the layers is simplified 
for this reason. The dipole layer implemented for these simulations will therefore 
likely act as an exaggeration of the biomolecular layer. In addition to the exclusion 
of steric effects, the polarisation is also perfectly normal to the surface which is 
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not an accurate description of the biomolecular layer. In reality, the deposited 
biomolecules will be bound at random positions, with steric constraints limiting 
the deposition in certain regions. Furthermore, the charged state of the 
streptavidin QDs when deposited is not precisely known and becomes more 
complex when considering each QD can have 5-10 streptavidin molecules 
attached.  
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7.5 Conclusions 

Common refractive index-based sensors are capable of sensitivities ranging from 
100s-1000s of nm/RIU. The samples fabricated in this work were shown to provide 
a poor refractive index response, with a value of ~48 nm/RIU, when immersed in 
butanol. A similar lack of sensitivity was observed through numerical simulations. 
The deposition of streptavidin coated QDs was contrastingly found to generate a 
spectral blue shift experimentally, which was further increased by the subsequent 
binding of anti-streptavidin antibody or biotin. Numerical simulations were 
performed using an external polarised chiral layer, on the outer faces of the 
nanostructures, to determine if the experimentally observed effects were caused 
by a fundamental difference between the deposited biomolecules and butanol, 
that being their charged state. The simulated reflectance qualitatively replicated 
the increase in reflectance at lower wavelengths and a decrease in intensity of 
the original reflectance peak, however this was only the case for y-polarised 
incident light as the simplistic model broke down under orthogonal illumination. 
 
Experimental MMP measurements were also performed on the sample with 
streptavidin coated QDs and antibody deposited. Asymmetries in the LH:RH peak 
ratios were observed for LD, LD’ and CD measurements. Analysis of y-polarised 
field distributions revealed that the presence of the chiral charged layer 
asymmetrically perturbs the electric field intensities within the LH and RH 
structures. This capacitive effect, the changes to the stored EM energy within the 
structures, could potentially justify the behaviour observed from the linear 
dichroisms given that their properties are directly affected by the extinction 
properties of the structures. This could not however be confirmed due to the 
breakdown of the x-polarised simulations. Further refinement of the model is 
required to confirm the origins of the observed experimental results.  
 
A key limitation of the model was the lack of a COMSOL module for modelling 
complex biomolecular layers. As such, the model used was unable to account for 
non-uniformity of the layers, steric effects, polarisations not being directly normal 
to the surface and local interference between biomolecules. Additional limitations 
arose from the simplistic approximation of the polarisation which was continuous 
across each layer sub domain. There were also interfaces between orthogonally 
polarised layers, which would create regions of unrealistic electromagnetic fields. 
Identifying ways to improve each of these factors would have been attempted had 
the ultimate limitation of time not been an issue, and therefore remain an 
interesting starting point for future work. 
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Chapter 8: Summary and Outlook 

In this body of work, two forms of chiral metamaterial samples have been 
fabricated, characterised and used in optical measurements for biomolecular 
sensing. In chapter 4, the CD spectra of gold gammadion arrays were measured, 
and the sources of their resonances determined. The deposition of streptavidin 
with and without the presence of a biotin self-assembled monolayer showed that 
the sensing capabilities of the structures were strongly dependent on the 
anisotropy of the deposited biomolecular layers. Further study with these 
structures could involve the use of other thiolated biomolecule compounds to 
determine if similar effects could be observed. Research continues with plasmonic 
metamaterials to find the optimal structure format for enhanced detection and 
improve understanding of how chiral fields interact with matter.  
 
In chapters 5-7, silicon S-shaped arrays were characterised using Stokes 
polarimetry and MMP. Through Stokes polarimetry and numerical simulations, the 
sources of reflectance and ORD resonances were identified using the numerical 
method of multipole decomposition. This technique was also used to rationalise 
the height dependence of the resonances. The importance of the full 
characterisation of low symmetry structures using MMP was highlighted, as the 
large optical rotation observed with ORD measurements were largely a result of 
the birefringence of the samples. The structures exhibited both bianisotropic and 
anisotropic behaviours over different wavelength ranges. Alterations to the design 
(symmetry) and surrounding media could be avenues for explaining this behaviour 
fully.  Additional MMP measurements of the structures for each height would be 
of interest, in order to provide a complete characterisation of all of the samples 
described within this thesis.  
 
Finally, in chapter 7, the biosensing capabilities of the silicon metasurfaces was 
investigated using a layered deposition process which bound streptavidin species 
to the structures. Changes to the reflectance behaviour were investigated using 
numerical simulations, which probed the effects of molecular charge on the 
optical response of the structures. There is further work required, most obviously 
with the numerical model used to represent the deposited biomolecules. Several 
aspects that could be improved were discussed, although the lack of a technique 
specific to the modelling of deposited protein layers is the main limiting factor. 
 
The field of chiral nanophotonics is diverse, with plasmonic and dielectric 
platforms presenting only a fraction of the materials being utilised for modern 
applications. Since the completion of the work detailed in this thesis, the 
Kadodwala research group has gone on to look at different forms of chiral light, 
including Laguerre-Gaussian and optical angular momentum beams, and how they 
can alter the properties of 2D materials like graphene. This type of light-matter 
interaction is known as strain engineering and could lead to significant advances 
in electronics, with potential applications including reconfigurable electronic 
devices. 
 
Metamaterials present one of the most exciting avenues for scientific research in 
the modern day. With such a wide scope of potential applications and the 
continuous advancements in fabrication technologies, the realisation of new 
structures is almost only limited by the imagination. The properties achievable 
with metamaterial platforms is a fascinating field, and hopefully, the small 
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glimpse of some of those properties presented in this thesis have been able to 
captivate some of that interest. 
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