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Abstract

The results of an absolute luminosity measurement at the LHCb experiment and

a search for time-dependent CP violation in D0 meson decays are presented in

this thesis. An overview of the underlying theory relevant to time-dependent CP

violation in the neutral meson systems is also provided, with a particular focus on

neutral charmed-mesons. The LHCb detector that recorded the data used for these

measurements is also described in detail, along with its recent upgrade for Runs 3

and 4 of the LHC.

An absolute determination of the luminosity at the LHCb experiment between

2016 and 2018 in pp collisions at
√
s = 13TeV is obtained by directly reconstructing

the beam profiles from beam-gas interactions. A cross section of

σVertex = 58.00± 0.02 (stat)± 0.46 (syst)mb

for the Vertex counter is obtained, with a preliminary relative precision of 0.83%.

The largest systematic uncertainties arise from corrections to the beam-gas vertex

resolution, measurement spread believed to be caused by an imperfect bunch profile

description, and uncertainty on the bunch current measurements. The dominant

systematic uncertainties are largely uncorrelated with the complementary van der

Meer analysis. The combination of the two measurements therefore has the potential

to be the most precise determination of the absolute luminosity at a hadron collider

to date.

A measurement of time-dependent CP violation in D0 → π+π−π0 decays col-

lected by the LHCb experiment in 2012 and from 2015 to 2018, corresponding to an

integrated luminosity of 7.7 fb−1, is also presented. The flavour of each D0 candidate

is determined from the decay D∗(2010)+→ D0π+. Detection asymmetries are cor-

rected with a data-driven weighting procedure. The gradient of the time-dependent
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CP -asymmetry, ∆Y , is measured to be

∆Y = (−1.3± 6.3 (stat)± 2.4 (syst))× 10−4,

which is compatible with CP conservation. The decay D0 → K−π+π0 is used as

a control channel to validate the measurement procedure. After correcting for de-

tection asymmetries, the control channel is also found to be compatible with no

time-dependent CP asymmetry.
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Preface

This thesis presents the results of a search for time-dependent CP violation in multi-

body D0 decays, and a measurement of the absolute luminosity at the LHCb in-

teraction point. Both analyses were carried out in their entirety by the author,

with regular support from Michael Alexander, Paul Soler and Patrick Spradlin.

The luminosity analysis was built on previous works by Colin Barschel and George

Coombs who performed similar analyses using the Run 1 and 2016 LHCb luminosity

calibration datasets, respectively, although the analysis software has been entirely

redeveloped by the author for this measurement.

Chapter 1 presents an introduction to the mathematical formulation of the Stan-

dard Model of particle physics. A particular emphasis is placed on the weak interac-

tions, which provide mechanisms for mixing and CP violation in the neutral meson

systems, which are of particular relevance to this thesis. The formalism of mixing

and CP violation in D0 decays is presented, and expressions for the time-dependent

CP asymmetries in both CP -eigenstate and multi-body decays are derived. It is

demonstrated that the decay channel of interest here, D0→ π+π−π0, is an ideal can-

didate for a phase-space integrated, time-dependent CP violation measurement. A

short study is presented to estimate the value of the corresponding time-dependent

asymmetry in the channel D0 → K−π+π0 to motivate its usefulness as a control

channel for this analysis.

Chapter 2 provides a detailed overview of the LHCb detector that was operational

during Runs 1 and 2 of the LHC. Particular emphasis is placed on the VELO, the

performance of which is crucial for both analyses presented in this thesis. Overviews

of charged track and π0 reconstruction in the LHCb detector are presented. The

SMOG system, which allows a significant increase in the number of events collected

for the luminosity measurements presented here is discussed. Finally, an overview

of the recently upgraded LHCb detector is presented.
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Chapter 3 presents an introduction to methods for absolute luminosity measure-

ments at the LHC. Components which are common to different analysis techniques,

namely the determination of the relative luminosity and bunch populations, are

presented. The analysis work in this chapter was carried out by the author, using

measurements of the bunch populations from LHC instrumentation as an input.

Chapter 4 presents the results of the beam-gas imaging analysis to calibrate the

absolute luminosity in pp collisions at
√
s = 13TeV at the LHCb experiments in

Run 2 of the LHC. Particular focus is given to the determination of the overlap

integral, which forms the main component of the analysis. The analysis work in this

chapter was carried out entirely by the author.

Chapter 5 describes the selection requirements applied to the LHCb datasets to

select D0→ h−π+π0 candidates. A detailed description of the requirements applied

at each online and offline stage is presented. Studies for potential sources of mis-

identified and mis-reconstructed backgrounds are presented. The offline selection

presented in this chapter was developed by the author.

Chapter 6 presents the measurement of the time-dependent CP asymmetry gra-

dient ∆Y. The weighting procedure used to correct for detection asymmetries is

described in detail. The blinding procedure used to avoid experimenters’ bias is

presented. Finally, the unblinded results of the analysis are presented. The results

of the control channel used to validate the measurement are also shown. The analysis

work in this chapter was carried out entirely by the author.

Chapter 7 describes studies performed to determine the systematic uncertainties

associated with the measurement of ∆Y. A detailed description of the treatment

of each potential source of systematic uncertainty is provided, and the final uncer-

tainties obtained for both the signal and control channels are presented. Several

cross-checks which were performed to validate the measurement are also described.

The analysis work in this chapter was carried out entirely by the author.

Chapter 8 presents a summary and conclusion of the entire thesis, and briefly

motivates the potential directions of future studies in the two areas presented in this

thesis.
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Chapter 1

The Standard Model and CP

violation

T
he Standard Model of particle physics (SM) is the most accurate funda-

mental theory of nature that has ever been devised. Based on a local

SU(3)C × SU(2)L × U(1)Y symmetry, it provides a theoretical description of all

the known fundamental particles and their interactions. Several important pre-

dictions have been made in the development of the SM before their experimental

observation, such as parity violation [1], the charm quark [2], the third generation of

quarks [3], and the Higgs boson [4, 5]. Despite its many triumphs, there are several

obvious flaws with the SM. It does not provide any candidates for dark matter or

dark energy, necessary to explain cosmological observations [6]. It does not include

a description of the weakest fundamental force, gravity. Perhaps most strikingly,

it fails to sufficiently explain why we live in a matter dominated universe and a

complete matter-antimatter annihilation did not occur after the Big Bang [7].

This chapter aims to motivate the main concepts behind the SM, in particular

the introduction of the gauge bosons which mediate interactions based on the preser-

vation of local symmetries. A discussion of the Brout-Englert-Higgs mechanism —

which generates the gauge boson and fermion masses, and allows charge-parity sym-

metry (CP ) violation in the SM Lagrangian through complex Yukawa couplings —

is presented. The origins of the CKM matrix, which describes the probabilities for

charged weak current transitions between the quark generations, are discussed. A

more detailed discussion is then provided on the effective theory of mixing and CP

violation in the neutral meson systems, with a particular focus on time-dependent

CP violation in multi-body D0 decays.
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CHAPTER 1. THE STANDARD MODEL AND CP VIOLATION

1.1 Particle content

Particles in the SM can be grouped into two categories: bosons and fermions. The

bosons have integer spin, and are listed in Table 1.1.1 The spin 1 bosons mediate

the interactions between the matter fields: the electromagnetic force is mediated by

the photon; the weak force is mediated by the charged W± bosons and the neutral

Z0 boson; the strong force is mediated by the gluons. The Higgs boson has spin

0, and represents an excitation of the Higgs field which generates the masses of the

fermions and weak bosons after spontaneous symmetry breaking (SSB).

Particle Mass Spin
γ 0 1
W± 80.36GeV 1
Z0 91.19GeV 1
g 0 1
H 125.11GeV 0

Table 1.1: Properties of the fundamental bosons in the SM [8].

Particle Mass Spin Electric charge (e) Electromagnetic Weak Strong
e 0.511MeV 1/2 −1 ✓ ✓
µ 106MeV 1/2 −1 ✓ ✓
τ 1.78GeV 1/2 −1 ✓ ✓
νe < 1.0 eV 1/2 0 ✓
νµ < 0.17MeV 1/2 0 ✓
ντ < 18.2MeV 1/2 0 ✓

Table 1.2: Properties of the leptons in the SM. The last three columns indicate
whether each lepton interacts with the gauge bosons of the relevant interaction [8].

Matter is represented by fermions in the SM, which can be further divided into

two categories: leptons and quarks. The fermions in the SM have a generational

structure, with three somewhat symmetrical generations for both the quarks and

leptons. Each generation of leptons contains a charged2 particle — e, µ and τ —

and a corresponding neutral particle — νe, νµ and ντ . All of the leptons interact

weakly, and none interact strongly. Some basic properties of each of the leptons are

listed in Table 1.2. The quarks also exist in three generations, with each generation

1Natural units with ℏ = c = 1 will be assumed throughout this thesis, unless explicitly stated
otherwise.

2In our everyday sense of the word, i.e. under electromagnetism.
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containing an ‘up-type’ quark with electric charge (2/3)e and a ‘down-type’ quark

with electric charge (−1/3)e. All of the quarks interact through the strong, weak

and electromagnetic interactions. Some basic properties of each of the quarks are

listed in Table 1.3.

Particle Mass Spin Electric charge (e) Electromagnetic Weak Strong
d 4.7MeV 1/2 −1/3 ✓ ✓ ✓
u 2.2MeV 1/2 2/3 ✓ ✓ ✓
s 96MeV 1/2 −1/3 ✓ ✓ ✓
c 1.28GeV 1/2 2/3 ✓ ✓ ✓
b 4.18GeV 1/2 −1/3 ✓ ✓ ✓
t 173.1GeV 1/2 2/3 ✓ ✓ ✓

Table 1.3: Properties of the quarks in the SM. The last three columns indicate
whether each lepton interacts with the gauge bosons of the relevant interaction [8].

1.2 Mathematical formulation of the Standard

Model

The SM is often concisely distilled into a single equation as [9]

L =− 1

4
FµνF

µν

+ iψ̄��Dψ

+ |DµΦ|2 − V (Φ)

+ ψ̄iYijΦψj + h.c.,

(1.1)

where h.c. stands for Hermitian conjugate. The first line represents kinetic terms

for the gauge fields of the strong and electroweak interactions. The second line

contains kinetic terms for the fermions, and interaction terms between the fermions

and the gauge fields. The third line represents the kinetic term of the scalar Higgs

field and the Higgs potential. The final line contains the Yukawa interactions of the

fermions with the Higgs field. The following sections will aim to motivate briefly

this structure, and highlight the relationship between the underlying dynamics and

mixing and CP violation in the neutral meson systems.
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1.2.1 Symmetries as a guiding principle

Symmetries have long held a key role in the mind of theoretical physicists. Perhaps

most famously, Einstein’s theory of special relativity is built upon the principle

that the laws of physics are invariant under Lorentz transformations [10]. More

profoundly, Noether showed that conservation laws can be derived from continuous

symmetries [11]. More recently, symmetries have played a key role in theoretical

particle physics. One of the leading questions in building the SM was the following:

can the dynamics of some Lagrangian be inferred simply from imposing a set of

symmetries [12]?

1.2.1.1 Quantum electrodynamics

The Lagrangian of the Dirac equation for a free fermion field, ψ, can be written as

L = ψ̄(i��∂ −m)ψ, (1.2)

where ψ̄ = ψ†γ0, ��∂ = γµ∂µ, γ
µ are the Dirac matrices and m is the mass of the

fermion. The Einstein summation convention will be assumed throughout this sec-

tion (1.2) for repeated indices. Such a Lagrangian is already invariant under a global

transformation given by

ψ → e−iαψ, (1.3)

where α is some real constant. However, if we consider a local transformation,

α = α(x), Equation 1.2 is no longer invariant. The invariance can be restored by

introducing a gauge field, Aµ, and covariant derivative, Dµ, defined by

Dµ ≡ ∂µ + ieAµ, (1.4)

where e is some arbitrary coupling strength that can be identified as the electric

charge. The gauge field is required to transform as

Aµ → Aµ +
1

e
∂µα(x) (1.5)
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CHAPTER 1. THE STANDARD MODEL AND CP VIOLATION

under a local transformation ψ → e−iα(x)ψ. An invariant form of Equation 1.2 can

then be written as
L = ψ̄(i��D −m)ψ

= ψ̄(i��∂ −m)ψ − eψ̄ψ��A.
(1.6)

The last term of Equation 1.6 represents a coupling between the fermions and the

gauge field. A kinetic term involving the derivative of the gauge field which is also

invariant under such a local transformation can be written as

−1

4
FµνF

µν , (1.7)

where Fµν = ∂µAν − ∂νAµ is the field strength tensor. Finally, one can note that a

mass term for the gauge field, ∝ AµA
µ, violates our local symmetry and therefore

the gauge field must be massless; the field Aµ can therefore be identified as the

photon field. The full Lagrangian for QED containing a single fermion field, ψ, is

thus given by

LQED = −1

4
FµνF

µν + ψ̄(i��D −m)ψ. (1.8)

We have therefore arrived at a description of QED which includes interactions be-

tween a massless gauge field, the photon, and the fermion field, ψ, ‘simply’ by

requiring that the local, continuous symmetry ψ → e−iα(x)ψ is preserved. Such a

transformation can also be identified with the group of complex, unitary, 1× 1 ma-

trices, U(1) (i.e. the group of complex numbers with unit magnitude); our theory of

QED is therefore said to be invariant under local gauge transformations of the U(1)

group.

1.2.1.2 An aside: discrete symmetries

In addition to the continuous symmetries which provide a theoretical mechanism for

introducing interactions to a theory, there exist several important discrete symme-

tries. Charge conjugation, C, replaces all particles with their corresponding anti-

particles, and therefore reverses the sign of all internal quantum numbers. Parity,

P , inverts spatial coordinates such that r⃗ → −r⃗. Time inversion, T performs an

analogous operation to P on the time coordinate, t→ −t.
The combination of all three transformations, CPT , is a fundamental symmetry

of the SM [13]. When the maximal violation of both C and P by the weak interaction

was experimentally established in the 1950s [1,14], the preservation of the CP trans-
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formation was proposed as an alternative symmetry [15]. However, CP violation in

the neutral kaon system was discovered shortly after parity violation. Subsequently,

the violation of both the C and combined CP symmetry were shown to be necessary

conditions for a dynamical generation of the matter-antimatter asymmetry observed

in the visible universe to be explained by baryogenesis [16]. CP violation, which al-

lows for an unambiguous definition of what constitutes matter and antimatter has

been a vibrant source of both experimental and theoretical effort in recent years.

CP violating effects are now well-established in many hadron decays [15, 17–21],

however it is also well-established that the possible size of the CP violating effects

allowed within the SM are insufficient for baryogenesis to completely explain the

observed asymmetry within our universe [22]. Measurements of CP violation are

therefore potentially sensitive to beyond the standard model (BSM) effects which

generate additional CP violation. Experimental efforts are also ongoing to search for

CP violation in the neutrino sector [23], where leptogenesis provides an alternative

scenario for generating a matter-antimatter asymmetry [24].

1.2.1.3 The electroweak force

The arguments presented in Section 1.2.1.1 can straightforwardly be extended to

more complex symmetry groups. It was realised in the 1970s that the electromag-

netic and weak interactions could be unified into a single interaction, known as the

electroweak interaction, under the combined gauge group SU(2)L × U(1)Y [25–27].

The subscripts ‘L’ and ‘Y ’ stand for left-handed and hypercharge, respectively, to

distinguish which objects transform under the symmetry groups. The group SU(2)

contains all 2×2 complex, unitary matrices with unit determinant. The weak force is

known to maximally violate parity and only couples to ‘left-handed’ fermions (‘right-

handed’ anti-fermions) [14]. The ‘handedness’, or chirality, of a massless fermion is

defined by whether its spin is oriented parallel (right-handed) or anti-parallel (left-

handed) to its direction of motion. The fermion fields can be separated into left- and

right-handed parts by introducing the projection operators, PR,L, which are given

by

PR,L =
1± γ5

2
, (1.9)

where γ5 = iγ0γ1γ2γ3 is a product of the Dirac matrices. The projection operators

have the following properties: PR + PL = 1, PRPL = PLPR = 0, and P 2
L,R = PL,R.
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The fermion fields can then be expressed as

ψ = (PL + PR)ψ = ψL + ψR, (1.10)

where ψL,R = PL,Rψ. Since the weak force only couples to left-handed fermions

(right-handed anti-fermions), the structure of the theory should naturally introduce

different interactions for the left- and right-handed parts of the fermion fields. This

can be achieved by assuming the left-handed fermions form doublets under SU(2)L,

and the right-handed fermions form singlets (i.e. do not transform) under SU(2)L.

More explicitly, for a single generation of fermions, the electroweak Lagrangian is

constructed from lepton terms of the form

LL =

(
νL

eL

)
, νR, and eR, (1.11)

and quark terms of the form

QL =

(
uL

dL

)
, uR, and dR. (1.12)

The right handed neutrinos, νR, can be ignored — assuming the neutrinos are mass-

less3 — since they are not charged under the strong or electromagnetic interactions,

and the weak force maximally violates parity; thus, they are ‘invisible’ to our theory.

The kinetic terms in the electroweak Lagrangian can then be written as

Lkinetic = iL̄L��∂LL + iēR��∂eR + iQ̄L��∂QL + iūR��∂uR + id̄R��∂dR. (1.13)

Analogously to the U(1) case for QED described in Section 1.2.1.1, such a Lagrangian

is not invariant under either of the local SU(2)L or U(1)Y transformations. Again,

the solution will be to introduce gauge fields to create covariant derivatives, which

will introduce interactions to the theory. The right-handed fermions carry only

hypercharge, and so the covariant derivative is almost identical to the QED case,

3Of course, the existence of neutrino oscillations requires the neutrinos to have some mass. One
possibility is that the right-handed neutrinos are so massive that they have eluded observation
thus far.
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and can be expressed for some right-handed fermion, fR, as

DfR
µ = ∂µ + i

g1
2
yfRBµ, (1.14)

where g1 is the coupling constant of the U(1)Y interaction mediated by the gauge

field Bµ, and yfR is the hypercharge of fR. The left-handed fermions also transform

under SU(2)L, and therefore we must include additional gauge fields to preserve

the symmetry. In particular, a local SU(2) transformation can be expressed in the

following way:

ψ → e−iτaα
a(x)ψ, (1.15)

where each τa represents a Pauli matrix — one choice of representation of the gener-

ators of SU(2) — and each αa(x) represents some local transformation parameter.

This is entirely analogous to the U(1) case for QED, with a more complex set of

generators for the group SU(2). To preserve the symmetry, we introduce a gauge

field for each generator, and the covariant derivative for some left-handed doublet,

DL, is given by

DDL
µ = ∂µ + i

g1
2
yDR

Bµ + i
g2
2
τaW

a
µ , (1.16)

where the W a
µ are the gauge fields of the SU(2)L symmetry. Finally, kinetic terms

for each of the gauge fields are again invariant under the combined symmetry and

can be added to the Lagrangian. The electroweak Lagrangian for a single generation

of fermions is therefore given by

LEW =
∑
ψ

iψ̄��D
ψψ −

∑
F

1

4
FµνF

µν , (1.17)

where the index ψ runs over the left-handed quark and lepton doublets and the

right-handed fermion singlets, Fµν represents a field strength tensor, and the index

F runs over the gauge fields B and W a. Examining more closely the interaction

terms introduced by the gauge fields, it becomes clear they do not align with the

‘physical’ boson mediators introduced in Section 1.1. The interaction terms between

the left-handed leptons and the gauge fields can be written as

Lint = −
(
ν̄L ēL

)
g2γµ

(
g1
g2
Bµ +W 3

µ W 1
µ + iW 2

µ

W 1
µ − iW 2

µ
g1
g2
Bµ −W 3

µ

)(
νL

eL

)
. (1.18)
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The relationships between the physical fields and the gauge fields can be derived by

considering each of the terms produced after multiplying out Equation 1.18. The

W+ (W−) boson should couple to the vertex ēLνL (eLν̄L), and therefore we can

identify the physical fields as W± = 1√
2
(W 1

µ ∓ iW 2
µ). The photon should couple to

vertices containing only a pair of charged leptons, whilst the Z0 boson should couple

to both ee and νν vertices. This can be satisfied by introducing the Weinberg angle,

θW ≡ arctan(g1/g2), such that(
Aµ

Zµ

)
=

(
cos θW sin θW

− sin θW cos θW

)(
Bµ

W 3
µ

)
= cos θW

(
1 g1

g2

−g1
g2

1

)(
Bµ

W 3
µ

)
, (1.19)

where Aµ and Zµ are the fields representing the photon and Z0 boson, respectively.

Similarly to the QED case, we have now constructed a theory of weak interac-

tions by requiring the invariance of the Lagrangian under the combined symmetry

SU(2)L ×U(1)Y . However, there is one significant problem with our formulation of

the combined electroweak interactions: all of the particles in the theory are mass-

less. For the gauge bosons, this is no different to the QED case. Contrary to QED,

the fact that parity is maximally violated by the weak interaction prevents fermion

mass terms from being allowed in the Lagrangian. One can expand a mass-like term

for an arbitrary fermion field, ψ, as

ψ̄ψ = ψ̄LψR + ψ̄RψL, (1.20)

using the properties of the projection operators, PL,R. Since the left- and right-

handed fermions transform differently under SU(2)L, such a term is manifestly non-

invariant. Therefore, to explain our experimental observation of massive fermions

and weak bosons, an alternative approach to introducing masses to the theory must

be employed: spontaneous symmetry breaking.

1.2.1.4 Spontaneous symmetry breaking and the CKM matrix

The ideas behind SSB were first introduced by Goldstone for global symmetries [28],

and later extended to local gauge symmetries by Higgs, Brout and Englert [4, 5].

The principle of SSB is that a symmetry may be respected by the Lagrangian of

a given theory, but broken by the vacuum state of a field. In the single-fermion

electroweak model we have introduced in Section 1.2.1.3, this can be achieved by

9
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introducing a complex scalar doublet under SU(2)L given by

Φ =

(
ϕ+

ϕ0

)
. (1.21)

The field Φ couples to the gauge bosons through a covariant derivative in the same

fashion as Equation 1.16, to itself via a potential term V (Φ†Φ), and to the fermions

through a set of Yukawa interactions. The additional terms containing Φ which are

added to the single-generation electroweak Lagrangian can be written as

LΦ =− V (Φ†Φ) +
∣∣DΦ

µΦ
∣∣2

− Q̄LYuΦ
cuR + ūRYuΦ

c†QL

− Q̄LYdΦdR + d̄RYdΦ
†QL

− L̄LYlΦeR + ēRYlΦ
†LL

(1.22)

where V (Φ†Φ) = −µ2(Φ†Φ) + λ(Φ†Φ)2, Φc = iτ2Φ, and Yu,d,l are the (real) Yukawa

couplings for the up quarks’, down quarks’ and leptons’ interactions with the scalar

field, respectively. If both λ and µ2 are positive, the potential V (Φ†Φ) has an infinite

set of degenerate minima satisfying Φ†Φ = µ2/2λ. Defining the vacuum expectation

value, v ≡
√
µ2/λ, we can arbitrarily choose to expand the field Φ about a single

minimum — breaking the SU(2)L symmetry — as

Φ =

(
0

v+H√
2

)
, (1.23)

where H is the physical Higgs field. Considering, for example, the down quarks, the

Lagrangian now contains a mass term given by

vYd√
2
(d̄LdR + d̄RdL), (1.24)

and the down quarks have a mass of md = vYd/
√
2. Extending to three quark gen-

erations and neglecting the leptons, the most general form of the Yukawa couplings

between the fermions and the scalar field are given by

LYukawa =− χ̄LŶ uΦχu,R − χ̄u,RŶ u
†
Φ†χL

− χ̄LŶ dΦχd,R − χ̄d,RŶ d
†
Φ†χL,

(1.25)

10
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where Ŷ u and Ŷ d are the Yukawa coupling matrices for the up- and down-type

quarks, respectively, and the additional quark generations are introduced as

χTL = (Q1,L, Q2,L, Q3,L) , Q1,L =

(
uL

dL

)
, Q2,L =

(
cL

sL

)
, Q3,L =

(
tL

bL

)
(1.26)

and

χTu,R = (uR, cR, tR), χTd,R = (dR, sR, bR). (1.27)

In the single-generation model, the Yukawa couplings were trivially diagonal, since

they were just numbers. However, in the three-generation model the Yukawa ma-

trices can, in general, be non-diagonal. Multiplying out Equation 1.26 gives the

following mass terms for the quarks after SSB:

Lmasses =− v√
2
(ūi,LY

u
ijuj,R + ūj,RY

u∗
ij ui,L)

− v√
2
(d̄i,LY

d
ijdj,R + d̄j,RY

d∗
ij di,L),

(1.28)

where Y
u/d
ij represents an indexed entry of the matrices Ŷ u/d. The mass eigenstates,

which diagonalise the Yukawa matrices, can be obtained from a transformation of

the weak eigenstates, which we have already defined. A set of unitary matrices are

defined such that

Ŷ u
diag = ULŶ

uU †
R, Ŷ

d
diag = DLŶ

dD†
R, (1.29)

where UL(R)U
†
L(R) = DL(R)D

†
L(R) = I. The quark mass eigenstates are given by


u′L/R

c′L/R

t′L/R

 = UL/R


uL/R

cL/R

tL/R

 , and


d′L/R

s′L/R

b′L/R

 = DL/R


dL/R

sL/R

bL/R

 . (1.30)

The electromagnetic and neutral weak current terms are left unaffected by such

a transformation, due to the unitarity of the matrices UL/R and DL/R. This is

equivalent to saying the mass and flavour eigenstates are equivalent for the neutral

currents, and hence interactions which change the flavour of a quark upon emission

of a photon or Z0 boson — known as flavour-changing neutral currents (FCNC) —

do not appear at tree level in the SM. The charged weak interactions however now
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contain the structure (
ū′L c̄′L t̄′L

)
VCKM


d′L

s′L

b′L

 , (1.31)

where VCKM ≡ U †
LDL is known as the Cabibbo-Kobayashi-Maskawa (CKM) ma-

trix [3, 29] and it follows that V †
CKMVCKM = I. Thus, the charged weak currents

allow tree-level transitions between the different generations of fermions, if the ma-

trix VCKM is non-diagonal.

Additionally, the Yukawa couplings between the quarks and the scalar field —

and therefore the CKM matrix after diagonalisation of the mass matrices — pro-

vide the only possible source of CP violation in the three-generation, quark only

electroweak model. If the leptons are included, an additional source of CP violation

is possible in the analogous PMNS matrix [30, 31]. It is most straightforward to

understand this possibility by re-phrasing, for example, the up-type quark Yukawa

couplings as

Lumasses = − v√
2
(ūiY

u
ijPRuj + ūjY

u∗
ij PLui) (1.32)

using the properties P 2
L = PL and P 2

R = PR of the projection operators. Under the

CP transformation, the quarks transform as ui → ūi and the projection operators

as PL,R → PR,L. Thus, we have

CP (Lumasses) = − v√
2
(ūjY

u
ijPLui + ūiY

u∗
ij PRuj), (1.33)

and the Lagrangian is invariant under the CP transformation only if the Yukawa

couplings, Yij, are real. A general n × n complex matrix has 2n2 real parameters.

Unitarity imposes n2 (real) constraints, and the unphysical relative phases of the

quark fields can be rotated to remove a further 2n−1 degrees of freedom. Thus, the

CKM matrix has (n− 1)2 free real parameters. A real, orthogonal n×n matrix can

be described in terms of 1
2
n(n− 1) parameters. We therefore find that a 3× 3 CKM

matrix with three generations of quarks can be described in terms of four parameters:

three angles, θij that define the magnitude of the elements, and an additional angle,

δ, that generates complex elements. Consequently, within the SM a single parameter,

δ, determines all of the allowed CP violating effects in hadrons, although precisely

predicting the size of such effects is highly non-trivial. One possible convention to
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represent the CKM matrix, known as the standard parameterisation, is given by [32]

VCKM =


c12 s12 0

−s12 c12 0

0 0 1




c13 0 s13e
−iδ

0 1 0

−s13eiδ 0 c13



1 0 0

0 c23 s23

0 −s23 c23

 , (1.34)

where cij ≡ cos(θij) and sij ≡ sin(θij). An alternative parameterisation, known as

the Wolfenstein parameterisation [32], allows the hierarchy of transitions between

generations to be interpreted more clearly. The Wolfenstein parameterisation em-

ploys four real parameters — λ, A, ρ, and η — such that

VCKM =


1− 1

2
λ2 λ Aλ3(ρ− iη)

−λ 1− 1
2
λ2 Aλ2

Aλ3(1− ρ− iη) −Aλ2 1

+O(λ4). (1.35)

The most recent global fit of the four parameters by the CKMFitter group gives [33]

λ = 0.22498+0.00023
−0.00021

A = 0.8215+0.0047
−0.0082

ρ ≈ ρ̄ = 0.1562+0.0112
−0.0040

η ≈ η̄ = 0.3551+0.0051
−0.0057,

(1.36)

where ρ̄ = ρ(1 − λ2/2) and η̄ = η(1 − λ2/2). Comparing Equations 1.35 and 1.36,

it is therefore clear to see that the CKM matrix is approximately diagonal, with

transitions between quarks in the same generation heavily favoured over transitions

between quarks of different generations. Such transitions between the generations,

known as flavour-changing charged currents, are critical to allow the mixing of neu-

tral mesons which will be discussed in the next section.

1.2.1.5 Quantum chromodynamics

Before proceeding to the effective theory which governs mixing and CP violation in

charmed mesons, a short description of the strong force is given here to provide a

complete4 picture of the SM. The dynamics of the strong force are known as Quan-

tum Chromodynamics (QCD). The strong force arises from an SU(3)C symmetry,

4Albeit, brief.

13



CHAPTER 1. THE STANDARD MODEL AND CP VIOLATION

where the subscript ‘C’ stands for ‘colour’. Colour is an additional charge which

is introduced to the SM particles. Of the fermions, only the quarks possess colour

charge. There are three colour charges: red, green and blue (and their corresponding

anti-charges). These can be represented, for example, as a set of vectors:

r =


1

0

0

, g =

0

1

0

, and b =

0

0

1

. (1.37)

The SU(3)C symmetry group — which can be represented by a set of 3×3 matrices

— acts on the colour charge of each of the quark fields. Again, a Lagrangian

containing only kinetic terms for each of the quarks will not be invariant under

a local transformation as in Equation 1.15 (with an appropriate choice of generators

for SU(3)). Thus, another gauge field must be introduced to preserve the symmetry.

The corresponding covariant derivative is given by

Dµ = ∂µ + igsταG
α
µ, (1.38)

where gs is a coupling constant and Gα
µ are the new gauge fields, which represent the

gluons. Since the group SU(3) has 8 generators, there are eight gluons. To conserve

colour charge in interactions, the gluons must carry a combination of colour and

anti-colour. Similarly to the electroweak gauge bosons, mass terms for the gluons

violate the gauge symmetry. The gluons, however, do not interact with the scalar

field Φ and therefore remain massless after SSB. Thus, the strong force is distinct

from the weak and EM forces after SSB in that it contains gauge bosons which are

both massless and self-interacting. It is this unique property of QCD that gives

rise to colour confinement, where coloured states (e.g. individual quarks) do not

propagate freely.

1.3 Mixing and CP violation in the neutral meson

systems

The phenomenon of particle and anti-particle oscillations, also known as mixing,

is experimentally well-established in both the meson and neutrino systems [34–40].

The discussion presented here is generic to all of the neutral meson systems which
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exhibit mixing (K0, D0, B0, B0
s ) and is therefore phrased in terms of some arbitrary

meson, P 0. Oscillations between P 0 and P 0 mesons are possible so long as some

interaction couples P 0 and P 0. In the neutral meson systems, such couplings are

provided either by so-called ‘box-diagrams’, or by re-scattering of decays to final

states common to P 0 and P 0, as illustrated in Figure 1.1.

c

ū

u

c̄

d, s, b

W W

d̄, s̄, b̄

D0 D̄0

1

(a)

c

ū

u

c̄

π+π−π0,K+K−, π+π−, ...

D0 D̄0

1

(b)

Figure 1.1: D0-D0 mixing diagrams for (a) box-mixing and (b) re-scattering.

The state of this system can generically be written at some time, t, as

|ψ(t)⟩ = a(t)|P 0⟩+ b(t)|P 0⟩+
n∑
i=0

ci(t)|fi⟩, (1.39)

where a(t), b(t) and the set {ci(t)} are some normalised set of coefficients, |P 0⟩ and
|P 0⟩ represent the states of definite flavour and {|fi⟩} represents the set of all final

states available for P 0 and P 0 to decay into. Considering only the coefficients a(t)

and b(t), assuming the initial state satisfies ci(0) = 0 ∀ i ∈ {0, 1, ..., n}, and applying

the Weisskopf-Wigner approximation [41,42], the strong and electromagnetic inter-

actions which conserve flavour can be ignored. The time-evolution can be expressed

in terms of a simplified (weak) effective Hamiltonian as

iℏ
∂

∂t
|ψ(t)⟩ = Heff |ψ(t)⟩. (1.40)

The effective Hamiltonian is given by

Heff = M− i

2
Γ =

(
M11 − i

2
Γ11 M12 − i

2
Γ12

M21 − i
2
Γ21 M22 − i

2
Γ22

)
=

(
m− i

2
Γ M12 − i

2
Γ12

M∗
12 − i

2
Γ∗
12 m− i

2
Γ

)
.

(1.41)

The first equality in Equation 1.41 separates Heff into a Hermitian mass-matrix, M,

and anti-Hermitian term defined in terms of the Hermitian decay matrix Γ. Non-zero
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off-diagonal terms of Heff allow mixing between the |P 0⟩ and |P 0⟩. In particular,

M12 describes contributions from off-shell — or virtual — states, while Γ12 describes

contributions from on-shell states. The last equality imposes the hermicity of M

and Γ, and CPT conservation which implies m ≡ M11 = M22 and Γ ≡ Γ11 =

Γ22. Diagonalising Heff provides the most straightforward solution to Equation 1.40.

Defining some arbitrary (complex) eigenvector, x⃗T = (p, q), and eigenvalue, λi =

mi − i
2
Γi, it follows that

(Heff − λi)

(
p

q

)
= 0. (1.42)

This is equivalent to a state given by |ψ⟩ = p|P 0⟩ + q|P 0⟩, with p and q satisfying

|p|2 + |q|2 = 1. Solving Equation 1.42 yields the following expression:(
q

p

)2

=
H21

H12

=
M∗

12 − i
2
Γ∗
12

M12 − i
2
Γ12

, (1.43)

where Hij represents a single entry of Heff . From Equation 1.43, one can identify

that x⃗T = (p,−q) is also a linearly independent solution to Equation 1.42. Thus,

the mass eigenstates which diagonalise the effective Hamiltonian are given by

|P1⟩ = p|P 0⟩ − q|P 0⟩

|P2⟩ = p|P 0⟩+ q|P 0⟩.
(1.44)

The phase convention CP |P 0⟩ = −|P 0⟩ with |P1⟩ (|P2⟩) defined as CP -even (CP -

odd) in the limit of CP conservation (|p| = |q|) is adopted [43]. The respective

eigenvalues can be found from the diagonal form given by A−1HeffA, where A is a

matrix constructed from the column eigenvectors of Heff . Using the result presented

in Equation 1.43, one can show that

A−1HeffA =
1

2pq

(
q −p
q p

)(
H11 H12

H21 H11

)(
p p

−q q

)

=

(
H11 − q

p
H12 0

0 H11 +
q
p
H12

)
.

(1.45)

Thus, the mass and decay widths of the mass eigenstates of Heff are given by the
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real and imaginary parts of the eigenvalues, respectively:

m1,2 = Re

(
H11 ∓

q

p
H12

)
= m∓ Re

(
q

p

[
M12 −

i

2
Γ12

])
−1

2
Γ1,2 = Im

(
H11 ∓

q

p
H12

)
= −1

2
Γ∓ Im

(
q

p

[
M12 −

i

2
Γ12

])
.

(1.46)

The time-evolution of the mass eigenstates from solving Equation 1.40 is then

|P1(2)(t)⟩ = e−im1(2)t− 1
2
Γ1(2)t|P1(2)(0)⟩. (1.47)

It is convenient to introduce the dimensionless mass and width differences given by

x ≡ ∆m

Γ
= − 2

Γ
Re

(
q

p

[
M12 −

i

2
Γ12

])
y ≡ ∆Γ

2Γ
=

2

Γ
Im

(
q

p

[
M12 −

i

2
Γ12

])
,

(1.48)

where ∆m ≡ m1−m2 and ∆Γ ≡ Γ1−Γ2. Then, using Equations 1.44 and 1.47, the

time evolution of an initially pure P 0 or P 0 state is given by

|P 0(t)⟩ = g+(t)|P 0⟩+ q

p
g−(t)|P 0⟩

|P 0(t)⟩ = g+(t)|P 0⟩+ p

q
g−(t)|P 0⟩,

(1.49)

where

g±(t) =
1

2
e−imt−

1
2
Γt
(
e

i
2
xΓte

1
2
yΓt ± e−

i
2
xΓte−

1
2
yΓt
)
. (1.50)

The (unnormalised) probabilities for an initially pure flavour eigenstate to decay in

either the same or opposite flavour eigenstate at some later time, t, are thus given

by

PP 0→P 0(t) = |⟨P 0|P 0(t)⟩|2 = |g+(t)|2 =
1

2
e−Γt [cosh(yΓt) + cos(xΓt)]

PP 0→P 0(t) = |⟨P 0|P 0(t)⟩|2 = |g+(t)|2 =
1

2
e−Γt [cosh(yΓt) + cos(xΓt)]

PP 0→P 0(t) = |⟨P 0|P 0(t)⟩|2 =
∣∣∣∣qpg−(t)

∣∣∣∣2 = 1

2

∣∣∣∣qp
∣∣∣∣2 e−Γt [cosh(yΓt)− cos(xΓt)]

PP 0→P 0(t) = |⟨P 0|P 0(t)⟩|2 =
∣∣∣∣pq g−(t)

∣∣∣∣2 = 1

2

∣∣∣∣pq
∣∣∣∣2 e−Γt [cosh(yΓt)− cos(xΓt)] .

(1.51)
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One can see from Equation 1.51 that oscillations between P 0 and P 0 can occur

so long as at least one of x or y is non-zero. The width difference, y, modifies

the exponential decay behaviour, while the mass difference, x, drives a periodic

behaviour in the mixing probabilities. If |q/p| ≠ 1 (and x ̸= 0 or y ̸= 0), then CP

violation occurs in mixing through different rates for the processes P 0 → P 0 and

P 0→ P 0.

1.3.1 Classification of CP violation

The CP symmetry is broken in mixing when |q/p| ≠ 1, since this gives

PP 0→P 0(t) ̸= PP 0→P 0(t). (1.52)

Such CP violation is classified as indirect CP violation. CP violation can also occur

directly in the decays of P 0 and P 0 mesons to CP conjugate final states. Defining

Af = ⟨f |H|P 0⟩ (Āf̄ = ⟨f̄ |H|P 0⟩) — where H is the Hamiltonian — to be the

amplitude for the decay P 0→ f (P 0→ f̄), CP symmetry is violated in the decay if∣∣∣∣Āf̄Af
∣∣∣∣ ̸= 1. (1.53)

Such CP violation is defined as direct CP violation.

A third kind of CP violation is also possible, even in the case where the CP

symmetry is preserved in both mixing and decays. Defining the parameter λf to be

λf ≡
qĀf
pAf

, (1.54)

then CP violation occurs in the interference between mixing and decay if |λf | = 1

and Im(λf ) ̸= 0. For a CP eigenstate, f = fCP , λf can be expressed as [44]

λf = −ηfCP

∣∣∣∣qĀfpAf

∣∣∣∣ eiϕf , (1.55)

where ηfCP is the CP -eigenvalue of the final state fCP . The weak phase, ϕf , becomes

final-state independent in the absence of direct CP violation; consequently, we can

define the universal phase ϕ ≡ arg(q/p).5 For a CP -eigenstate, λf does not carry a

5In general, the absolute phase of q/p is unphysical, and so this expression relies on the adopted
phase convention.
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strong phase since it does not change sign under the CP transformation and cancels

in the ratio Āf/Af ; if f is not a CP -eigenstate, λf can generally carry some strong

phase.

1.3.2 Mixing behaviour in the different neutral meson sys-

tems

The D0 meson is unique amongst the neutral meson systems which exhibit mixing

for two reasons. Firstly, it is the only system in which x is not of O(1) or larger.

Consequently, mixing effects in charm are small and require large statistical samples

to distinguish from the no-mixing case. In addition, the K0 (ds̄) and B0/B0
s (db̄/sb̄)

systems probe mixing and CP violation in states with down-type quarks, however

the D0 (cū) system provides a unique opportunity to probe possible new physics

which couples differently to up- and down-type quarks.

Meson x y
K0 0.946± 0.002 0.997± 0.001
D0 (0.407± 0.044)% (0.645+0.024

−0.023)%
B0 0.769± 0.004 0.0005± 0.0050
B0
s 27.01± 0.10 0.064± 0.0035

Table 1.4: Mixing parameters x and y for each of the neutral meson systems which
contain a heavy quark [8, 43].

Table 1.4 shows the dimensionless mass- and width-differences6 for each of the

neutral meson systems. The probabilities of a particle produced in a pure meson

state at time t = 0 decaying before and after mixing at a later time — neglecting

CP violation in mixing — are shown in Figure 1.2 for each of the K0, D0, B0 and

B0
s systems. The presence of mixing — although its exact effect differs considerably

— is clearly evident in the K0, B0, and B0
s systems. In the D0 system, however,

the curve representing unmixed D0 decays is indistinguishable from the pure ex-

ponential curve. Experimentally, mixing in the D0 system was only very recently

unambiguously distinguished from the no-mixing case in 2021 by LHCb [45].

The smallness of D0-D0 mixing can be motivated by a simple argument based on

the structure of the CKM matrix. Considering the box-diagram shown in Figure 1.1

6Since the expressions in Equation 1.51 are insensitive to the sign of x and y, the conventions
for the sign of the mass and widths differences in each of the systems are chosen here such that
x, y > 0, to be compatible with mixing measurements in the D0-D0 system [45,46].

19



CHAPTER 1. THE STANDARD MODEL AND CP VIOLATION

0 1 2 3 4 5
t/

0.0

0.2

0.4

0.6

0.8

1.0

Un
no

rm
al

ise
d 

pr
ob

ab
ilit

y

exp( t/ )
| < K0|K0(t) > |2

| < K0|K0(t) > |2

0 1 2 3 4 5
t/

10 8

10 6

10 4

10 2

100

Un
no

rm
al

ise
d 

pr
ob

ab
ilit

y

exp( t/ )
| < D0|D0(t) > |2

| < D0|D0(t) > |2

0 1 2 3 4 5
t/

0.0

0.2

0.4

0.6

0.8

1.0

Un
no

rm
al

ise
d 

pr
ob

ab
ilit

y

exp( t/ )
| < B0|B0(t) > |2

| < B0|B0(t) > |2

0 1 2 3 4 5
t/

0.0

0.2

0.4

0.6

0.8

1.0

Un
no

rm
al

ise
d 

pr
ob

ab
ilit

y

exp( t/ )
| < B0

s |B0
s (t) > |2

| < B0
s |B0

s (t) > |2

Figure 1.2: Unnormalised probabilities of initially pure neutral meson states decay-
ing before and after mixing in each of the neutral meson systems containing a heavy
quark, assuming |q/p| = 1. A pure exponential curve is also shown as the dotted
black line. The K0, D0, B0, and B0

s systems are shown on the top left, top right,
bottom left and bottom right, respectively. Note that the D0 plot is shown on a
logarithmic scale.

(left), mixing is at least doubly Cabibbo-suppressed (DCS) no matter which choice

of down-type quarks are made on the internal lines. Similarly, mixing is DCS for

the re-scattering process shown in Figure 1.1 (right), since common final states

are generally singly Cabibbo-suppressed (SCS) from both D0 and D0, or Cabibbo-

favoured (CF) from one flavour and DCS from the other. The existence of CF

final states however indicates that mixing is highly suppressed compared to the

overall decay rate of D0 mesons. Now consider, for example, the case of B0-B0

mixing: again, the lowest order mixing diagrams are DCS. However, final states

available to B0 or B0 mesons are necessarily at lowest order SCS, since the B0 mass

is ∼ 5GeV, and CF decays would require a transition b̄ → t̄, while mt ∼ 175GeV.

Thus, although the mixing process is equally suppressed, its contribution relative

to the overall decay rate is enhanced with respect to the neutral charmed meson
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system [47].

1.3.3 The time-dependent CP -violating parameter ∆Y

From this point, we will rely on the assumption that mixing and CP violation effects

in the D0 meson system are small in order to make finite order Taylor expansions

of the decay rates, and therefore the discussion is now specific to D0 mesons alone.

The most recent global fit results for the D0 mixing parameters and CP violating

parameters are x = (0.407 ± 0.044)%, y = (0.645+0.024
−0.023)%, |q/p| = 0.994+0.016

−0.015 and

ϕ = (−2.6+1.1
−1.2)° [43]. The time-dependent decay rate of a state which represents a

D0 meson at t = 0 to some self-conjugate final state, f = f̄ , can be expressed as

ΓD0→f (t) =
∣∣⟨f |H|D0(t)⟩

∣∣2 = ∣∣∣∣g+(t)Af + q

p
g−(t)Āf

∣∣∣∣2 . (1.56)

Using the time evolution of such a state from Equations 1.49 and 1.50, this can be

written as

ΓD0→f (t) =
1

2
|Af |2e−Γt

{(
1 + |λf |2

)
cosh(yΓt) +

(
1− |λf |2

)
cos(xΓt)

+2Re(λf ) sinh(yΓt)− 2 Im(λf ) sin(xΓt)} .
(1.57)

The time-dependent decay rate for a D0 meson to the final state can be obtained

by the substitutions Af → Āf and λf → λ−1
f . If the final state f is a CP eigenstate,

the decay rates for D0 and D0 mesons can be expanded to O(xΓt, yΓt) as

ΓD0→f (t) ≈ |Af |2e−Γt {1− ηfCP |λf | [y cosϕf − x sinϕf ] Γt}

ΓD0→f (t) ≈ |Āf |2e−Γt
{
1− ηfCP |λf |−1 [y cosϕf + x sinϕf ] Γt

}
.

(1.58)

In addition, the decay rates can be approximated as a single exponential, Γ(t) ∝
exp(−Γ̂t), to define the effective decay rates Γ̂D0→f and Γ̂D0→f as

Γ̂D0→f ≈ Γ {1 + ηfCP |λf | [y cosϕf − x sinϕf ]}

Γ̂D0→f ≈ Γ
{
1 + ηfCP |λf |−1 [y cosϕf + x sinϕf ]

}
.

(1.59)
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From the difference of the effective decay rates for D0 and D0 mesons, the CP -

violating parameter ∆Yf is defined to be

∆Yf ≡
Γ̂D0→f − Γ̂D0→f

2Γ

=
ηfCP
2

{(
|λf |+ |λf |−1

)
x sinϕf −

(
|λf | − |λf |−1

)
y cosϕf

}
,

(1.60)

and will shortly be identified as the slope of the time-dependent CP asymmetry.

The CP -asymmetry as a function of the D0 decay time is defined in terms of the

decay rates as

ACP
f (t) ≡

ΓD0→f (t)− ΓD0→f (t)

ΓD0→f (t) + ΓD0→f (t)
. (1.61)

Substituting in the expressions from Equation 1.58 and expanding again to first

order in time gives the expressions

ACP
f (t) ≈ afdir + afind

t

τD0

, (1.62)

where τD0 is the mean lifetime of a D0 meson, and we have defined

afdir =
|Af |2 − |Āf |2

|Af |2 + |Āf |2
(1.63)

afind = ηfCP
2|Af |2|Āf |2

(|Af |2 + |Āf |2)2
{[

|λf |+ |λf |−1
]
x sinϕf −

[
|λf | − |λf |−1

]
y cosϕf

}
.

Thus, a non-zero afdir results from direct CP violation only, while afind receives con-

tributions from both direct and indirect CP violation. The expression for afind can

be written as

afind ≈ (1− (afdir)
2)∆Yf ≈ ∆Yf , (1.64)

since even for a direct CP asymmetry of O(%) — much larger than predicted in the

SM [48] and strongly disfavoured by experiment [49,50] — the term multiplying ∆Yf

would differ from unity by only O(10−4). Thus, the time-dependent CP asymmetry

of the decay D0→ f is given, up to a negligible correction, by

ACP
f (t) ≈ afdir +∆Yf

t

τD0

. (1.65)

The parameter ∆Yf can therefore be experimentally determined by measuring the

gradient of the CP -asymmetry observed in D0→ f decays as a function of the decay
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time of the D0 meson.

In the absence of direct CP violation, ∆Y ≡ ηfCP∆Yf carries no final state

dependence, and can be expressed as

∆Y =
1

2

{(∣∣∣∣qp
∣∣∣∣+ ∣∣∣∣pq

∣∣∣∣)x sinϕ−
(∣∣∣∣qp

∣∣∣∣− ∣∣∣∣pq
∣∣∣∣) y cosϕ} . (1.66)

Deviations from the universal parameter ∆Y in each final state are predicted to arise

at O(xafdir, ya
f
dir) [51]. Direct CP asymmetries in charm decays are predicted to be

small in the SM [48], and have only very recently been observed in the difference

between the CP asymmetries in D0→ K+K− and D0→ π+π− decays, at the level of

10−3 [50,52]. The decay D0→ π+π−π0 proceeds primarily through resonances of the

form D0→ πρ [53]. The CP asymmetries in such decays are predicted to be below

the 10−3 level [54], and are experimentally compatible with no CP asymmetry at the

percent level [8]. Thus, together with the most recent global fit for the D0 mixing

parameters [43], final state corrections to ∆Y are expected to be O(10−5). The

gradient of the time-dependent asymmetry is therefore expected to be universal at

the current experimental precision of O(10−4). No evidence for a non-zero gradient

has been measured to date [43].

1.3.3.1 The parameter AΓ

Historically, the time-dependent CP asymmetry in D0 decays has more commonly

been measured in terms of the parameter AΓ [55–59] than ∆Y . The observable AΓ

is defined in terms of the effective decay widths as

AΓ ≡
Γ̂D0→f − Γ̂D0→f

Γ̂D0→f + Γ̂D0→f

. (1.67)

While the two observables have often been used interchangeably, there is a distinc-

tion depending on the analysis technique. In analyses where the effective lifetimes

of D0 and D0 to some common final state are measured (e.g. Ref. [56]), the param-

eter AΓ can be directly constructed as in Equation 1.67. In analyses, such as that

presented in this thesis, where the gradient of the time-dependent CP asymmetry

is measured, the observable of interest is ∆Y . Comparing with Equation 1.60, the
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relationship between ∆Y and AΓ is given by

AΓ =
−2Γ

Γ̂D0→f + Γ̂D0→f

∆Y =
−∆Y

1 + yCP
, (1.68)

where yCP is defined as

yCP ≡
Γ̂D0→f + Γ̂D0→f

2Γ
− 1. (1.69)

The most precise experimental measurements of yCP to date indicate 1+ yCP differs

from unity below the percent level [60]. Thus, the current level of experimental pre-

cision, ∆Y and AΓ are indistinguishable. The observable ∆y, employed for example

in Ref. [45], is also related to ∆Y by the expression ∆y = −∆Y . Figure 1.3 shows

the current world average of AΓ ≈ −∆Y from HFLAV [43].

-0.2 -0.1 -0 0.1 0.2 0.3

 A
Γ
 (%)

World average  0.009 ± 0.011 %

LHCb 2021 µ + D
*+

 tag  0.010 ± 0.011 ± 0.003 %

Belle 2016 -0.030 ± 0.200 ± 0.070 %

CDF 2014 KK+ππ -0.120 ± 0.120 %

BaBar 2012  0.088 ± 0.255 ± 0.058 %

!"#$%

&!$'( )*)+

Figure 1.3: Current world average of the time-dependent CP violation parameter
AΓ [43].

1.3.4 Accessing ∆Y with multi-body final states

The discussion in Section 1.3.3 holds only for CP eigenstates such as f =

K+K−, π+π−. The decay of interest in this thesis, D0→ π+π−π0, is self-conjugate
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but not a CP eigenstate; rather, it can proceed through many intermediate res-

onances and thus has contributions from both CP -even and CP -odd final states.

Consequently, sensitivity to ∆Y in a phase-space integrated measurement is poten-

tially diluted by opposite-sign contributions to the CP asymmetry from opposite

CP -eigenvalue intermediate states. Ref. [61] presents a quantitative description of

this effect, which is reproduced here. Direct CP violation will be neglected here,

but the more general expressions allowing for direct CP violation can be found in

the original source.

The phase-space of a 3-body decay such as D0 → π+π−π0 has two degrees of

freedom, and can therefore be parameterised in terms of the pair of masses s12 ≡
m2(π+π0) and s13 ≡ m2(π−π0). The amplitude of the decay at a given phase-space

co-ordinate can then be expressed as

A(s12, s13) ≡ a12,13e
iδ12,13 , (1.70)

where δ12,13 is a phase-space dependent strong phase and A(s12, s13) is normalised

such that
∫
|A(s12, s13)|2ds12ds13 = 1, where the integration limits run over the

kinematically-allowed phase-space. Neglecting direct CP violation, the amplitudes

for the D0 and D0 decays at a given phase-space position are related7 by

Ā(s12, s13) ≡ ā12,13e
iδ̄12,13 = −a13,12eiδ13,12 . (1.71)

If the phase-space is separated into two regions by the bisector s12 = s13, the fraction

of D0 decays — with the flavour known at the time of decay — lying in each of the

two regions can be expressed as

Ki ≡
∫
i

|a12,13|2ds12ds13, (1.72)

where the integration limits run over the relevant region. Defining the region

s13 > s12 (s12 > s13) to be i = 1 (i = −1), one can immediately see the follow-

ing relationships:

K̄i = K−i, and
∑
i

Ki =
∑
i

K̄i = 1, (1.73)

where K̄i is defined analogously to Ki in terms of the amplitude for the D0 decay.

The average sine and cosine of the difference between the strong phases from D0

7In the phase convention adopted here.
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and D0 decays in each region can be expressed as

ci =

∫
i

a12,13ā12,13 cos(δ12,13 − δ̄12,13)ds12ds13

si =

∫
i

a12,13ā12,13 sin(δ12,13 − δ̄12,13)ds12ds13.

(1.74)

In the two-bin case, c−1 can be obtained from c1 with the substitution s12, s13 →
s13, s12. Together with Equation 1.71, this is equivalent to a sign-flip on the strong-

phase difference. Thus, we have the relationships ci = c−i and si = s−i. The

CP -even (CP -odd) fraction of decays in each bin, N+
i (N−

i ), can then be expressed

as

N±
i = n(Ki + K̄i ± 2ci), (1.75)

where n is some common normalisation factor. The CP -even fraction is defined

simply as the ratio of the CP -even yield to the total yield, F+ = N+/(N+ + N−).

Thus, using the total tagged yields, N± =
∑

iN
±
i , the overall CP -even fraction of

the decay can be expressed as

F+ =
1

2
(1 + 2c1). (1.76)

The time-dependence of the decay amplitude for a D0 meson tagged at production

can be inferred from Equation 1.49 and written as

A(s12, s13, t) = A(s12, s13)g+(t) + Ā(s12, s13)
q

p
g−(t)

= a12,13e
iδ12,13g+(t)− a13,12e

i(ϕ+δ13,12)

∣∣∣∣qp
∣∣∣∣ g−(t). (1.77)

Expanding to first order in the decay-time, the decay rate is given at a single point

of the phase-space by

Γ(s12, s13, t) = |A(s12, s13, t)|2

= e−Γt

{
a212,13 − a12,13a13,12

∣∣∣∣qp
∣∣∣∣ [y cos(δ12,13 − δ13,12 − ϕ)

+ x sin(δ12,13 − δ13,12 − ϕ)] Γt

}
.

(1.78)

Integrating Equation 1.78 across the two regions of the Dalitz plot separately gives

26



CHAPTER 1. THE STANDARD MODEL AND CP VIOLATION

the following expression for the total decay rate:

ΓD0→f (t) = e−Γt

{
1− (2F+ − 1)

∣∣∣∣qp
∣∣∣∣ [y cos(ϕ)− x sin(ϕ)] Γt

}
. (1.79)

The analagous expression for the decay D0 → f can be obtained using the substi-

tution q/p → p/q. The effective decay rates for D0 and D0 can then be written

as

Γ̂D0→f ≈ Γ

{
1 + (2F+ − 1)

∣∣∣∣qp
∣∣∣∣ [y cos(ϕ)− x sin(ϕ)]

}
Γ̂D0→f ≈ Γ

{
1 + (2F+ − 1)

∣∣∣∣pq
∣∣∣∣ [y cos(ϕ) + x sin(ϕ)]

}
.

(1.80)

Thus, the observable ∆Y eff
f can be defined exactly as in Equation 1.60 and is given

by

∆Y eff
f =

2F+ − 1

2

{(∣∣∣∣qp
∣∣∣∣+ ∣∣∣∣pq

∣∣∣∣)x sin(ϕ)− (∣∣∣∣qp
∣∣∣∣− ∣∣∣∣pq

∣∣∣∣) y cos(ϕ)} . (1.81)

By comparing Equations 1.66 and 1.81, one can see that the relationship between

∆Y and ∆Y eff
f is

∆Y eff
f = (2F+ − 1)∆Y. (1.82)

Thus, the gradient of the time-dependent asymmetry integrated across the phase-

space of a multi-body decay such as D0→ π+π−π0 is related to ∆Y by the dilution

factor 2F+ − 1.

A measurement of the CP -even fraction for the decay D0 → π+π−π0 has been

performed using data from the CLEO-c experiment, where quantum correlated D0-

D0 pairs are produced in e+e− collisions at the ψ(3770) resonance. This correlation

is exploited by reconstructing either the D0 or D0 meson in a CP eigenstate, and

the other in the final state for which F+ is unknown. Since the ψ(3770) resonance

is CP even, this allows the decay of interest to be tagged as either even or odd,

depending on the CP eigenstate with which it is detected concurrently. The most

recent measurement for the D0→ π+π−π0 decay is [62]

F πππ
+ = 0.973± 0.017. (1.83)

Substitution into Equation 1.82 yields a dilution factor of ∼ 0.95, and thus the

decay D0 → π+π−π0 is an excellent candidate for such a phase-space integrated
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measurement of indirect CP violation, since it provides almost undiluted sensitivity

to the underlying CP asymmetry gradient.
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Figure 1.4: Example tree-level Feynman diagrams for the (left) signal and (right)
control channels. The CKM elements which contribute to each decay are indicated
at the relevant vertices.

1.3.5 The analogous parameter ∆YKππ

The signal decay that we study here, D0 → π+π−π0, can proceed in two ways:

directly through the SCS decay D0 → π+π−π0, or through mixing, D0 → D0,

followed by the SCS decay D0→ π+π−π0. The same is true for an initial D0 state.

The decay D0→ K−π+π0 has similar kinematics to the signal mode, but proceeds

through either a direct CF decay, D0 → K−π+π0, or mixing followed by a DCS

decay, D0→ D0→ K−π+π0. An initial D0 meson decays to the final state K+π−π0

in a similar manner. Figure 1.4 shows example tree-level diagrams for the signal and

control decays, with the relevant CKM elements indicated. Since time-dependent

CP violation arises from mixing and/or the interference of mixing and decay, the

D0 → K−π+π0 decay provides a suitable control channel for this measurement

since the CF decay dominates and thus indirect CP violation effects are strongly

suppressed compared to the signal channel. Thus, the analogous parameter to ∆Y

in this decay mode, ∆YKππ, can be considered negligible at the current level of

precision. Any time-dependent asymmetry observed in the data with the current

level of statistics for this channel therefore must be some non-physical, detection-

induced asymmetry.

To quantify the above argument, one can show that the expression for the time-
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Figure 1.5: Results of toy study to estimate the value of ∆YKππ.

dependent CP asymmetry in the control mode (f = K−π+π0) is given by

∆Yf ≈

√
Γf̄
Γf

(
− [x cos(δf ) + y sin(δf )]ϕ

+ [y cos(δf )− x sin(δf )]

[{∣∣∣∣qp
∣∣∣∣− 1

}
− 1

2

{
adf + adf̄

}])
. (1.84)

Here, δf is the average strong phase across the phase space, adf and a
d
f̄
are the decay-

rate asymmetries of the Cabibbo-favoured and double Cabibbo-suppressed decays,

respectively, and all other parameters have their usual meanings. To evaluate the

value of ∆YKππ, we perform a toy study taking as input the HFLAV global fit

results — including all correlations and allowing for all types of CP violation —

for the mixing parameters and strong phase [43], and the PDG averages for the

decay-rate ratio and asymmetries [8]. The set of parameters is sampled 1000 times,

and the resulting distribution of values of ∆YKππ is shown in Figure 1.5. By fitting

a Gaussian curve to the resulting distribution, we find the value of ∆YKππ to be

∆YKππ = (1.16± 0.78)× 10−5, (1.85)

which corresponds to an upper limit of |∆YKππ| < 2.45 × 10−5 at 90% confidence

level. Thus, the measured value of ∆YKππ should be compatible with zero at the

precision measured in this analysis of O(10−4). The impact of a non-uniform phase-

space acceptance is not considered in this study. This effect is nonetheless not
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expected to inflate the effective asymmetry to a level which can be resolved by this

analysis.

1.4 Summary

A general overview of the electroweak theory within the SM has been provided,

in particular demonstrating how the Brout-Englert-Higgs mechanism leads to off-

diagonal terms in the charged current weak interactions which allow for transforma-

tions between the quark generations and, in particular, the presence of mixing in the

flavoured neutral meson systems. A detailed discussion of time-dependent CP vio-

lation in the D0 system has been presented, including an overview of determining

the parameter ∆Y from D0 → π+π+π0 decays. An estimate of the correspond-

ing asymmetry in the channel D0 → K−π+π0, ∆YKππ, has also been presented to

demonstrate its suitability as a control channel with similar kinematic properties

but a negligible time-dependent asymmetry within the SM.
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Chapter 2

The LHCb Experiment at the

LHC

T
he LHCb experiment is one of four major experiments situated on the Large

Hadron Collider (LHC) ring, which straddles the Swiss-French border outside

Geneva. The LHC is the largest and most energetic particle collider ever built.

With a circumference of roughly 27 km, the LHC ring has an approximately circular

shape consisting of eight arc sections and eight straight sections. The layout of the

LHC ring is shown in Figure 2.1. During operation, two counter-rotating beams are

circulated around the ring, and brought to collide at four interaction points (IPs).

While the primary physics programme of the LHC utilises proton beams, heavy-

ion collisions exploiting lead beams have been extensively studied during Runs 1

and 2 [63]; Xenon beams have briefly been injected [64], and there are also plans

to inject oxygen beams in Run 3 [65]. The discussion presented here will refer

to the proton-proton programme throughout, without explicit mention. The two

largest1 experiments at the LHC, ATLAS and CMS, are situated at opposite sides

of the LHC ring. Both ATLAS and CMS are so-called ‘general-purpose’ detectors,

and have an approximately complete angular (‘4π’) acceptance to allow as close

to a full reconstruction of each pp collision as possible. A 4π acceptance provides

useful kinematic constraints in events where some decay products (i.e. neutrinos)

are ‘invisible’ to the detector. The physics programmes of ATLAS and CMS are

primarily concerned with exploiting the energy frontier of the LHC to directly search

for heavy new particles, studying the top quark, and — since its discovery [66, 67]

— probe the properties of the Higgs boson. The ALICE experiment, located at

interaction point 2 (IP2), also posesses a 4π acceptance, but is optimised for the

1Largest in number of authors, not the physical size of the detector.
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study of heavy-ion collisions, and in particular the properties of the quark-gluon

plasma. The LHCb experiment is unique amongst the principal four experiments

at the LHC in that its acceptance only covers the region 2 < η < 5, where η ≡
− ln(tan(θ/2)) is the pseudorapidity, and θ is the angle between a particle and the

beam-axis. In this chapter, Section 2.1 will be dedicated to describing the LHC and

how collisions are produced at each IP, and Section 2.2 will describe in detail the

operation of the LHCb detector.

Figure 2.1: Layout of the LHC ring. Reproduced from Ref. [68].

2.1 The LHC accelerator complex

Protons which are collided at each of the experiments situated on the LHC ring begin

as constituents of atoms in a bottle of Hydrogen gas. In Runs 1 and 2, an electric

field was used to ionise the atoms, and the resulting nuclei, i.e. protons, were passed

into the Linear Accelerator 2 (Linac2) and accelerated to an energy of 50MeV. In

preparation for Runs 3 and 4 of the LHC, Linac2 was upgraded to a new linear

accelerator, Linac4, which accelerates H− ions to 160MeV before injection into the

Proton Synchrotron Booster (PSB), where they are stripped to bare protons [69].

The PSB further accelerates the protons to an energy of 1.4GeV. Following the PSB,
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Figure 2.2: Evolution of instantaneous luminosity throughout fill 2651 for ATLAS,
CMS and LHCb to illustrate the levelling procedure at LHCb. Adapted from [70].

the beams are passed to the Proton Synchrotron (PS) to be further accelerated to an

energy of 26GeV. Finally, the Super Proton Synchrotron (SPS) boosts the energy of

the proton bunches to 450GeV, at which point they are injected into the LHC. Once

injected into the LHC, the bunches are accelerated up to the collision energy, before

being ‘squeezed’ (essentially focused) to the nominal parameters for collisions, at

which point ‘stable beams’ are declared and the experiments begin recording data.

The radio-frequency (RF) cavities which accelerate the bunches in the LHC operate

at a frequency of 401MHz. Combined with the circumference of the ring, this gives

35,640 2.5 ns-long windows defined as ‘RF buckets’. The buckets are further grouped

into 25 ns long periods defined as ‘bunch slots’. When beams are injected into the

LHC, only the central2 RF bucket of each bunch slot is nominally filled, giving a

maximum possible number of bunches of 3,564. For practical reasons, due to the

injection scheme from the SPS and the requirement of an empty region of the ring —

known as the abort gap — to allow ramp up of the beam dump magnets, this number

was limited to ∼ 2,800 during Runs 1 and 2 [68]. For the measurements described in

this thesis, the LHC was operated at centre of mass energies of
√
s = 8 and 13TeV

in 2012 and 2015-18, respectively. In Run 3, the LHC is being operated at a centre

of mass energy of
√
s = 13.6TeV.

The ATLAS and CMS experiments typically operate at the maximum available

instantaneous luminosity of the LHC, ∼ 1034 cm−2s−1. For the physics programme

2Or, pedantically, one of the central pair of buckets.
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at LHCb however, it is beneficial to reduce the luminosity and therefore reduce

occupancy in the detector to improve reconstruction efficiencies and the quality of

measured kinematic quantities. In addition, consistent running conditions allow

the LHCb trigger to be optimised for a known, fixed set of conditions. A con-

stant luminosity is achieved using a process known as luminosity levelling [71]. At

the beginning of each fill, the beams are displaced from head-on in the transverse

plane at the LHCb interaction point. Throughout the fill, the beams are gradually

moved towards head-on collisions, keeping the luminosity constant as far as beam

intensity decay allows. In Runs 1 and 2 the luminosity at the LHCb interaction

point was optimised such that the average number of (visible) inelastic pp collisions

per bunch crossing was ∼ 1. This corresponds to an instantaneous luminosity of

∼ 4× 1032 cm−2s−1. The levelling procedure is illustrated in Figure 2.2.

2.2 The LHCb detector

The layout of the LHCb detector is shown in Figure 2.3. The relatively small angle

around the beam-axis covered by the detector is motivated by the fact that bb̄ and

cc̄ pairs at the LHC are primarily produced at a small, highly correlated, angle with

respect to the beam-axis, as shown for the bb̄ case in Figure 2.4. Constructing a

detector with a reduced acceptance reduces the material cost of the detector and

allows the finite resources available to be focused on the physics performance. While

the LHCb detector was constructed with a physics programme focused on b-hadron

physics, a much wider range of analyses has since developed. Of particular relevance

to this thesis, a significant charm physics programme has emerged, including a

number of world-leading mixing and CP violation measurements [45,50,52,59,60].

The LHCb detector is optimised for precise tracking measurements and accu-

rate particle identification (PID), particularly of charged hadrons and leptons. The

tracking system is composed of a silicon detector close to the collision point and a

set of tracking stations upstream and downstream of a room-temperature magnet.

Particle identification for charged hadrons is provided by a pair of Ring Imaging

CHerenkov (RICH) detectors before and after the magnet. A calorimeter system

provides neutral hadron and photon reconstruction, and helps to identify electrons.

Finally, a set of muon stations provide additional tracking measurements and PID

for muons. Each of the sub-systems will be described in detail in the following

sections. A description of the reconstruction and triggering procedure will also be

34



CHAPTER 2. THE LHCB EXPERIMENT AT THE LHC

provided.

Figure 2.3: Layout of the LHCb detector [72].

The LHCb detector has recently been upgraded to an almost entirely new de-

tector in preparation for Runs 3 and 4 of the LHC. The discussion presented here

pertains to the original LHCb detector which was operational during Runs 1 and 2

and is most relevant to this thesis. The upgraded detector is briefly summarised in

Section 2.2.12.

A coordinate system within the LHCb detector is assumed in this chapter, and

throughout the rest of this thesis. The z-axis is aligned with the beam-axis passing

through the middle of the LHCb detector, and increasing in the direction of the sub-

detectors. The x-axis is parallel to the plane of the LHC ring, increasing moving

outwards from the centre of the ring. The y-axis is oriented perpendicular to the

x- and z-axes, increasing moving towards the surface from the LHCb cavern. The

origin is placed at the centre of the nominal interaction region. The terms ‘upstream’

and ‘downstream’ are used to denote smaller or larger coordinates on the z-axis,

respectively.

2.2.1 VErtex LOcator

The innermost sub-detector of the LHCb experiment is known as the VErtex LOca-

tor (VELO). The principle function of the VELO is to reconstruct primary vertices
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Figure 2.4: Two-dimensional angular distribution of bb̄ pairs produced at the LHC
with a centre of mass energy of

√
s = 14TeV from simulation. Shown (a) with the

LHCb acceptance highlighted in red, and (b) with both the LHCb and approximate
ATLAS/CMS acceptances highlighted in red and yellow, respectively [73].

(PVs). The PV is defined as the position of the initial parton interaction in some

collision. Weakly decaying b- and c-hadrons have lifetimes of O( ps), and their mean

flight distance in the LHCb detector is O(1 cm); thus, they decay well within the

VELO which has an overall length of ∼ 1m. The VELO is therefore also crucial for

measuring the decay vertex (DV) of long-lived hadrons to allow precise decay-time

measurements for time-dependent mixing and CP violation analyses.

The above physics aims and the conditions at the LHC imposed certain con-

ditions on the construction of the VELO. To improve the vertex resolution, it is

beneficial to place the VELO sensors as close as possible to the interaction region,

and therefore reduce the distance of extrapolation between tracks in the detector

and their origin vertex. However, the LHC requires a minimum clearance between

the beams and surrounding hardware such as detectors and the beam-pipe, which

is defined in terms of the beam width. Thus, the required clearance is larger at

injection than after focusing the beams for collisions. To counteract this, the VELO

was designed in two halves to be initially retracted by 3 cm per-half at injection,

and then moved into its nominal data-taking position once the LHC declared stable

beams. In the nominal position, the innermost radius of the sensors was ∼ 7mm

from the LHC beams [74]. Due to the harsh radiation environment close to the
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collision point, the design of the VELO elements close to the beam was required to

be extremely radiation tolerant.

Figure 2.5: Layout of the LHCb VELO modules. Reproduced from [75]. The red
(blue) lines indicate a ϕ-sensor (r-sensor). The grey modules indicate those that
were removed from the design in the detector re-optimisation.

Each VELO half was constructed of 21 modules, separated by 3 cm in the z-

axis near the interaction region and by 5 cm further downstream [76]. The two

halves were offset by 1.5 cm in the z-axis relative to one another. Each module held

two approximately semi-circular sensors: an r-sensor, and a ϕ-sensor. Each sensor

covered an angular area of slightly greater than π to allow a slight overlap between

the VELO halves, which enabled their relative alignment. Each r-sensor consisted

of silicon strips of constant radius to measure the radial position of incident tracks,

and each ϕ-sensor was composed of roughly orthogonally-oriented silicon strips to

measure the angular position of incident tracks. The ordering of the r- and ϕ-

sensors was switched at each module. The original design of the VELO consisted

of 25 modules per-half [77]. In order to reduce the overall material budget of the

detector, this was later refined to the final design with 21 modules per-half [75].

The final layout is illustrated in Figure 2.5 together with its differences with respect

to the original design. The presence of modules upstream of the interaction region

provided additional tracks to improve the PV resolution. Each VELO half contained

an additional two modules containing r-sensors only to estimate the number of PVs

in each event and provide a veto for busy events in the first trigger stage. The

number of stations and their spacing within the VELO ensured that every track

within the LHCb acceptance would pass through at least three VELO modules [78],

given constraints imposed on the size of each module for procurement reasons [77].

Each VELO sensor consisted of 2048, 300µm-thick silicon strips arranged as
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Figure 2.6: Strip layout on a single VELO r- and ϕ-sensor [78].

shown in Figure 2.6. Each sensor has a radius of 41.9mm. The r-sensors consisted

of four groups of 512 strips, with each covering an angular region of π/4 rad. The

strip pitch — the distance between the active sensor elements — linearly increased

from 38µm for the shortest pair of strips, to 101.6µm for the longest pair of strips.

The choice to segment the radial strips into four groups was made to reduce the

occupancy of each strip and therefore reduce the rate of ghost tracks. Each ϕ-sensor

consisted of an inner set of 683 strips and an outer set of 1365 strips. The inner

strips were designed with a strip pitch of 35.5µm at their innermost point, rising to

78.3µm at their outermost point of 17.25mm. The strip pitch of the outer strips

was between 39.3µm and 97µm. The choice to segment the strips into an inner

and outer region was driven partly to avoid a large strip pitch in the outer region,

and partly to reduce the occupancy in each strip. The ghost track rate was further

reduced by placing the strips on the ϕ-sensors at an angle with respect to the radial.

The inner strips were rotated by 20°, while the outer strips were rotated by 10°
in the opposite direction. Reversing these angles at every subsequent station then

provided some separation power between ghost hits and true hits in each sensor.

The average occupancy of the strips in the VELO was ∼ 1% [78].

The VELO achieved a hit resolution of O(10µm), depending on the region of

the sensor — i.e. the strip pitch — and the angle of the track, as illustrated in

Figure 2.7 [70]. An improvement over the näıve binary hit resolution — the variance

of a uniform distribution with width given by the strip pitch — is achieved by

reconstructing clusters rather than hits in individual strips. Clusters were created
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starting with the strip producing the largest signal in a region of a VELO sensor,

and adding adjacent strips to the cluster as long as they passed a minimum signal

threshold. A maximum of four strips were included in each cluster. The position

of each hit can therefore be more precisely determined as the mean of the strip

positions, weighted by the ADC signal in each strip. The typical hit efficiency in

the VELO was ∼ 99.5% [74]. To determine the hit efficiency and resolution, a set of

tracks are fitted with a given sensor excluded. The track is then extrapolated to the

sensor under consideration. The presence or lack of a hit determines the efficiency,

and the residual between the expected and measured hit determines the resolution.

(a) (b)

Figure 2.7: VELO hit resolution as a function of (a) strip pitch for two different
bins of track incidence angle, and (b) track incidence angle in multiple bins of strip
pitch. The red dashed line on the left plot shows the strip pitch divided by

√
12,

indicative of a binary hit readout. Reproduced from [70].

The bunch crossing rate at the LHC is ∼ 40MHz. In Runs 1 and 2 the LHCb

detector operated with a hardware trigger — described in Section 2.2.10.1 — which

reduced the rate of events to be retained to ∼1MHz. A set of 32 Beetle application-

specific integrated circuits (ASICs) [79] were therefore glued to each module. The

Beetle chip allowed the sensors on each module to be sampled at a rate of 40MHz,

and the module to be read out at a rate of 1MHz, with a buffer to allow readout of

consecutive events. Each module was then connected through a vacuum-feedthrough

system to a pair of 1MHz ‘TELL1’ readout boards [78,80]. The TELL1 is a custom

field-programmable gate array (FPGA) designed to facilitate pre-processing and

readout of any LHCb sub-detector at the L0 trigger accept-rate of ∼ 1.1MHz as

input to the first high-level trigger.
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Figure 2.8: Photograph of a single VELO module showing the active sensors, Beetle
ASICs, and cooling blocks. Reproduced from Ref. [81] with additional annotations.

Each VELO module also housed five cooling blocks in thermal contact with a

set of capillaries to distribute liquid CO2 amongst the modules in each VELO half.

Each of the sensors were cooled to a target temperature of below −5°C to mitigate

the impact of radiation damage. Figure 2.8 shows a photograph of a single VELO

module with the sensors, Beetle chips, and cooling blocks visible.

Figure 2.9: Layout of the VELO modules inside the RF box for one VELO half [78].

Each half of the VELO was enclosed in a so-called ‘RF box’ to separate the VELO

modules from the primary beam-vacuum of the LHC. The RF box was constructed

of 500µm-thick aluminium walls, with a 300µm-thick aluminium-magnesium alloy

(AlMg3) foil on the side closest to the sensors. The foil was corrugated to fit the
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shape of the sensors and allow a complete overlap between the two VELO halves.

Operating the VELO modules under vacuum reduces the material budget between

the particles produced in each collision and the VELO sensors, since the RF foil does

not need to withstand a large pressure difference between the active detector ele-

ments and the interaction point. Separating VELO modules in a secondary vacuum

also protects the primary LHC vacuum from outgassing of the detector modules,

and shields the detector modules from RF fields produced by the LHC beams. The

design of the RF box is shown in Figure 2.9.

2.2.2 Magnet

The LHCb detector utilises a warm dipole magnet to deflect the trajectories of

charged particles and allow precise measurements of their momenta. A warm mag-

net design, instead of super-conducting, was chosen to reduce both construction

time and financial cost. The magnet provides an integrated magnetic field of∫
B dx ≈ 4 Tm over a track length of ∼ 10m. A diagram of the magnet is shown

in Figure 2.10a with the LHCb coordinate system indicated. The magnet provides

a magnetic field in the y-direction such that the trajectories of charged particles

traversing the detector are deflected in the xz-plane. An accurate and precise map-

ping of the magnetic field for the reconstruction of charged tracks is critical for the

physics performance of the LHCb detector, which relies heavily on precise momen-

tum measurements. A detailed mapping of the magnetic field from the interaction

point to the RICH2 PID detector, within the LHCb acceptance, has been com-

pleted. With O(mm) spatial precision, the magnetic field is known to a precision of

δB/B ∼ O(10−4). The measured values are generally in excellent agreement with a

prior simulation of the expected magnetic field. An additional complication in the

magnetic field mapping arises from hysteresis effects. The LHCb magnet is designed

to allow the polarity to be reversed frequently during data-taking, which helps to

partially cancel detection asymmetries which can bias CP violation measurements.

It has been shown that an equivalent magnetic field of opposite polarity can be

achieved at a level that is more precise than the field maps [78]. The magnetic

field for each polarity is shown as a function of the z-position at (x, y) = (0, 0) in

Figure 2.10b.
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(a) (b)

Figure 2.10: (a) Diagram of the LHCb magnet, with the LHCb coordinate system
indicated, and (b) magnetic field in the y-direction, By, as a function of the z-
position at x = y = 0 for both magnet polarities [78].

2.2.3 Tracking stations

In addition to the VELO, the LHCb detector contained an additional set of tracking

stations upstream and downstream of the magnet known as the Tracker Turicensis

(or Trigger Tracker, TT) and tracking stations T1, T2, and T3 (T-stations). The

TT was composed of silicon microstrip detectors to provide radiation hardness and

lower occupancy per-channel due to its proximity to the interaction region relative

to the downstream trackers. The inner regions of the T-stations — known as the

Inner Tracker (IT) — were constructed from the same technology as the TT due

to the same performance and environmental requirements. The outer regions of the

T-stations — known as the Outer Tracker (OT) — were constructed from more

cost-effective drift-time sensors. Collectively, the TT and IT were known as the

Silicon Tracker (ST).

2.2.3.1 Silicon tracker

The TT consisted of four layers covering a region of approximately 150 cm by 130 cm

around 2.5-3m downstream of the interaction region. The first two layers consisted

of seven 14-sensor modules on either side of the beam pipe with two half-modules

above and below the beam-pipe. Each 9.64 cm wide and 9.44 cm long sensor con-

tained 512 strip detectors with a pitch of 183µm. The latter two layers consisted of
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a similar design with eight modules on either side of the beam-pipe. The modules in

the first and last layers were parallel, while the second and third layers were rotated

by 5° in opposite directions. Figure 2.11a shows the structure of the third layer. The

first two and last two layers were grouped together, with a gap of 27 cm between

the two pairs [78].

(a) (b)

Figure 2.11: Layout of (a) one layer and (b) one half-module of the TT. Reproduced
from [78].

Each half-module consisted of either two or three readout groups of sensors. The

sensors were bonded together to form longer sensors in groups of between one and

four sensors. The half-modules were then constructed from groups of sensors in

either a 4-3 configuration, or a 4-2-1 configuration, to provide additional granularity

and reduce occupancy in the inner region. The readout groups are indicated by the

different coloured sensors on Figure 2.11a, and Figure 2.11b shows the layout of a

single 4-2-1 half-module. The readout electronics were located along the top and

bottom of each layer. The sensors were oriented such that the strips ran vertically

(along the y-axis in the LHCb coordinate system) and provided the best possible

resolution in the x-axis — given the sensor technology — where charged tracks are

deflected by the LHCb magnet. The stereo angle between the layers allowed the

y-position of each hit to be determined [78].

The IT stations of T1-T3 were constructed from layers of modules containing

either one or two 7.6 × 11 cm2 silicon sensors containing 384 strips with a 198µm

pitch. The sensors on double-sensor and single-sensor modules were 410µm and

320µm thick, respectively, in order to optimise the trade off between single hit

efficiencies and the total material budget of the tracking system. Each station
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consisted of four layers, with the same 5° rotation structure as the four TT layers

to provide the optimal resolution in the x-direction. The layout of the IT modules

in a single layer around the beam-pipe is shown in Figure 2.12 [78].

Figure 2.12: Layout of the IT modules in a single layer of a tracking station. Re-
produced from [78].

The TT and IT achieved an average hit resolution of 52.6µm and 50.3µm,

respectively. The typical hit efficiencies in both the IT and TT were > 99.7%,

considering only non-faulty detector channels. The fraction of fully functioning

channels in Run 1 was ∼ 99% [70].

The entire set of ST layers were cooled to a temperature below 5°C using a liquid

C6F14 cooling system during operation. Beetle ASICs were utilised to sample and

buffer analogue signals from each sensor at the crossing rate of ∼ 40MHz, and a set

of TELL1 boards were used to readout the ST detectors at the L0 accept rate of

∼ 1.1MHz, in a similar fashion to the VELO [78].

2.2.3.2 Outer tracker

The OT covered a much larger, lower-occupancy area than the IT. Thus, it was con-

structed from more cost-effective straw-tube drift-time detectors. The OT regions

of each of the T1-T3 tracking stations were composed of four layers with the same

vertical orientation as in the ST, with the inner layers rotated from the vertical

by 5° in opposite directions. Each layer was constructed from modules denoted F -

and S-type; the F -type modules were ∼ 5m long, while the S-type modules were

slightly less than half the length of an F -type module. The F -type modules were

constructed from two groups of straw tubes around half the module length, with

the readout electronics at both ends of each module. The S-type modules consisted

of a single set of straw tubes, and were read out from a single, outer, end. The

arrangement of the modules in each layer is shown in Figure 2.13.
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(a) (b)

Figure 2.13: Layout of OT modules around the IT. Shown (a) for a vertical layer,
and (b) for a layer rotated from the vertical by 5°. Reproduced from [82].

Each module consisted of 128 straw drift tubes divided into two offset layers as

illustrated in Figure 2.14a. The straw tubes were constructed from an inner layer

of Kapton-XC — a carbon-doped variant of Kapton — which acted as a cathode,

and an outer layer of Kapton-Aluminium laminate, as shown in Figure 2.14b. Each

tube had a diameter of approximately 5mm. An anode consisting of a gold-plated

tungsten wire was inserted in the centre of each tube. Each tube was filled with a

mixture of 70% Ar and 30% CO2. This gas choice ensures a drift time of < 50 ns.

The OT was read out using a set of custom front-end (FE) electronics boards which

digitised and buffered the drift time — relative to the LHC clock — of each hit.

The buffered data was read out to a set of TELL1 boards on each L0 trigger pass.

The longest drift times of charges in the OT were ∼ 35 ns, which is longer than

the length of a single bunch slot (25 ns). To account for this — and other delays

such as time-of-flight of the incident particle and signal transmission to the readout

electronics — three consecutive bunch crossings were read out on every positive L0

trigger decision.

A hit resolution of 205µm was achieved in the OT. The hit efficiency in the OT

can be studied as a function of the distance between the position of a predicted hit

and the anode. The predicted hit position is based on a track fit with the straw tube

under consideration excluded. An example of such a profile is shown in Figure 2.15.

The mean hit efficiency in the region of the straw tubes with radius < 1.25mm was
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(a) (b)

Figure 2.14: (a) Arrangement of straw tubes within a single OT module and (b)
composition of a single straw tube. Reproduced from [78].

99.2% [70,83].

Figure 2.15: Example hit efficiency curve from a single straw tube of the OT. Re-
produced from [70].

2.2.4 Track reconstruction

Charged tracks in the LHCb detector are fitted using a Kalman filter approach [84].

The Kalman filter approach requires an estimate (seed) of the parameters of a track

at a given detector plane, and iteratively adds a sequence of detector hits, updating

the track parameters and covariance matrix with each hit that is added. The track

seeds can be obtained by applying pattern recognition algorithms to the hits recorded

in a single sub-detector in a single bunch crossing. In the VELO, the magnetic field

can be neglected and each track forms a straight line. In the TT and T-stations

the magnetic field must be taken into account. Each track can be represented by a
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state vector given by

x⃗T =

(
x, y,

dx

dz
,
dy

dz
,
q

p

)
, (2.1)

and its covariance matrix. Here, q is the charge of the relevant particle, p is the

particle’s momentum and x, y and z are position coordinates in the LHCb coordinate

system. Each state update in the Kalman filter is performed in two steps: prediction

and filtering.

In the prediction step, a physical model is applied to the state vector in the first

detector layer to predict the state vector (and covariance matrix) in a subsequent

detector plane. In the absence of external forces, the coordinates would simply be

updated linearly based on their derivatives. In the LHCb detector, the magnetic

field is known extremely precisely, as described in Section 2.2.2. The effect of the

magnetic field can be incorporated by propagating the track state according to the

Lorentz force experienced by a charged particle. The effect of multiple scattering

can be incorporated by adding a noise term to the covariance matrix. Since the

average energy loss of a charged particle traversing a material can be determined,

the effects of energy loss can be incorporated by updating the track momentum in

the propagation.

In the filter step, an updated state vector and covariance matrix can be obtained

from a least squares fit which minimises the difference between the new state vector

and the predicted state vector, given a measured hit in the subsequent detector

plane. This updated state is then passed back into the prediction step to propagate

the state to the next detector plane. In this manner, the track is iteratively fitted

through the entire set of detector layers. This procedure is illustrated in Figure 2.16

with, for example, the y-direction suppressed.

When the iteration is complete, a measurement of the track state in each detector

layer i exists based on information from all layers j < i. In order to, for example,

reject individual hits which are inconsistent with the overall track, it is desirable to

know the track state as precisely as possible in every detector layer. This can be

achieved by applying a ‘smoothing’ technique which filters information backwards

to earlier stages of the iteration.

Several different track types can be defined in the LHCb detector. The different

categories are illustrated in Figure 2.17. VELO tracks are defined as those which

leave hits in only the VELO and subsequently lie outside the acceptance of the

tracking system. Upstream tracks are those which pass through the VELO and TT,
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Figure 2.16: Example iterative one-dimensional Kalman fit procedure. At each step,
xj represents a hit in the detector which is added to the track and x̂j represents the
updated track state after including xj. The dashed lines (loosely) represent the
propagation of the track state and covariance to the next detector plane. A noise
term Q is added to the covariance matrix between layers i+ 1 and i+ 2 to include
the effect of multiple scattering in some material layer.

VELO

T-stations

Magnet

VELO track TT

Upstream track

Long track

Downstream track

T track

Figure 2.17: Illustration of the different track types defined within the LHCb detec-
tor.

but lie outside the T-stations’ acceptance; for example, low momentum particles

are easily deflected out of the acceptance by the magnet. Long tracks leave hits

across the entire tracking system. Finally, downstream tracks and T tracks origi-
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nate from decay products of particles which decay downstream of the VELO and

TT, respectively. The most precise momentum measurements are available for long

tracks. Downstream tracks have a somewhat worse resolution since track directions

reconstructed by the VELO are more precise than those from the TT. A rough mea-

surement of the momentum of upstream tracks is possible since there is some small

stray magnetic field between the VELO and TT.

The first stage of the LHCb track reconstruction involves identifying groups of

hits consistent with originating from a single track in the VELO. Track segments

from the VELO are then combined with individual T-station hits to estimate the

track momentum and therefore trajectory. Hits in the T-station are projected along

the estimated trajectory to a fixed plane at z = 8520mm (in the T-stations). If the

correct pairing between VELO track and T-station hit was made, a peak should be

present in the transverse distributions of hits on the projection plane. Otherwise,

the projected hit distribution should be uniform. Groups of hits in the T-station

consistent with originating from each VELO track are added to the VELO hits to

form a potential long track candidate. This approach is known as ‘forward track-

ing’ [85]. An alternative and complementary approach known as ‘track matching’

also exists [86,87]. In track matching, T-station track segments are projected back-

wards through the magnetic field to search for consistent VELO segments. Finally,

based on the estimated track parameters from VELO and T-station hits, consistent

TT hits are added to form a long track candidate. The resulting set of hits from

the entire tracking system is then fitted using the Kalman filter approach described

above to determine the final measured track parameters. Upstream and downstream

track candidates are formed in a similar fashion to the track matching by extrap-

olating track segments in the VELO and T-stations to the TT, respectively. The

final track parameters are again determined using a Kalman fit. Clone tracks are re-

moved based on the number of hits shared by either entire tracks, or track segments

in specific tracking stations.
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(a) (b)

Figure 2.18: (a) Relative momentum resolution measured using J/ψ→ µ+µ− decays
and (b) mass resolution determined from dimuon decays of J/ψ, ψ(2S), Υ (1S),
Υ (2S), Υ (3S) mesons and Z0 bosons. Reproduced from [70].

2.2.5 Tracking performance

Considering a two-body decay such as D0→ π+π−, the mass of the parent particle

in terms of the decay products’ kinematics is given by

m2
D0 = (Eπ+ + Eπ−)2 − (p⃗π+ + p⃗π−)2

≈ m2
π+ +m2

π− + 2|p⃗π+ ||p⃗π−|(1− cos θ),
(2.2)

where θ is the opening angle between the π+π− pair and the other symbols have

their usual meaning. The final approximation holds if Eπ+(π−) ≫ mπ+(π−). The mo-

mentum resolution is therefore typically the limiting factor on the mass resolution in

the LHCb detector. For example, reconstructing the decay B0
s→ D−

s π
+ with a mass

resolution of ∼ 10MeV equates to a momentum resolution of δp/p ∼ 0.4% for long

tracks [78]. An excellent mass resolution is critical to the LHCb physics programme

in order to distinguish mis-identified and mis-reconstructed physics backgrounds

which peak close to a signal of interest. In addition, an improved mass resolu-

tion minimises contamination from combinatorial background around a given signal

peak.

The momentum resolution has been determined from a sample of reconstructed

J/ψ→ µ+µ− decays. The momentum resolution was determined from the width of

a fit to the dimuon invariant mass distribution, and using the fitted muon tracks to

subtract the contribution from the uncertainty on the opening angle. The results are

shown in Figure 2.18a. The relative momentum resolution ranges from δp/p ∼ 0.5%
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at momenta of O(GeV) to δp/p ∼ 1% at momenta of ∼ 200GeV. Figure 2.18b also

shows the relative mass resolutions measured in several dimuon decays. A typical

resolution of δm/m ∼ 0.5% is obtained for m ≲ 10GeV [70].

(a) (b)

Figure 2.19: Long track reconstruction efficiency measured in 2011 and 2012 data
using the tag-and-probe method with J/ψ→ µ+µ− decays, shown as a function of
(a) track momentum and (b) number of tracks in each event. Reproduced from [70].

The reconstruction efficiency of long tracks in the LHCb detector has also

been measured in a data-driven way using a ‘tag-and-probe’ method. The decay

J/ψ→ µ+µ− is utilised since a muon will pass through the entire tracking system,

provided they do not decay in flight. In addition, hits in the muon station are use-

ful for reconstructing the probe tracks. One of the muons is fully reconstructed as

a long track and defined as the ‘tag’ track. The second muon is partially recon-

structed using only information from a subset of the tracking detectors, and defined

as the ‘probe’. The track reconstruction efficiency is then given by the fraction of

probe tracks for which a corresponding long track is found. The probe track and

a long track are said to be consistent if they share a number of hits in each sub-

detector above a given set of thresholds [88]. The reconstruction efficiency of long

tracks varies as a function of the track kinematics and the detector occupancy. Fig-

ures 2.19a and 2.19b show the long track reconstruction efficiencies measured using

data collected in 2011 and 2012 as a function of track momentum and the number of

tracks in each event, respectively. The average long track reconstruction efficiency

is ∼ 96% [70].

For time-dependent analyses such as those presented in this thesis, a precise

measurement of the decay time of long-lived hadrons is crucial. This relies on

precise measurements of both the PV and displaced DV. The beam-gas imaging
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(a) (b)

Figure 2.20: (a) Primary vertex resolution and (b) impact parameter resolution mea-
sured in Run 1 data with the VELO. The grey filled area on the left plot represents
the distribution of the number of tracks in a PV, in arbitrary units. Reproduced
from [70].

(a) (b)

Figure 2.21: (a) Decay time of prompt, fake B0
s → J/ψϕ candidates from data

and simulation and (b) decay-time resolution as a function of fake B0
s momentum.

The grey filled area on the right plot represents the distribution of the fake B0
s

momentum, in arbitrary units. Reproduced from [74].

luminosity analysis presented in this thesis also relies on precise PV position mea-

surements. In addition, precise measurements of the Impact Parameter (IP) —

defined in Section 5.1 — of displaced tracks are required for efficient trigger selec-

tions. Figure 2.20a shows the PV resolution achieved by the VELO – typically of

O(10µm) — parameterised in terms of the number of reconstructed tracks in the

PV. Figure 2.20b shows the impact resolution of a single track in terms of 1/pT .

The decay-time resolution of the VELO has been determined using prompt samples
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Figure 2.22: (a) Layout of the RICH1 sub-detector and (b) Cherenkov angle ver-
sus momentum for various particle species and radiator materials. Reproduced
from [78].

of ‘fake’ B0
s → J/ψϕ decays (i.e. with the same topology, but inconsistent with the

B0
s mass hypothesis). The decay-time distribution of such candidates should have a

mean of zero, since they originate at the PV, and a width given by the decay-time

resolution. The results of this study are shown in Figure 2.21. A typical decay-time

resolution of ∼ 50 fs is obtained, although this value will vary depending on the

topology of the decay mode under consideration [74,89].

2.2.6 Ring Imaging CHerenkov detectors

The LHCb detector contains a pair of Ring Imaging CHerenkov (RICH) detectors

which provide charged-hadron particle identification (PID). The RICH detectors

separate different species of charged hadrons based on the opening angle of the

Cherenkov radiation produced as a given particle traverses some medium. RICH1

is situated upstream of the magnet and TT and provides PID for low momentum

(∼ 1−60GeV) particles. RICH2 is situated downstream of the magnet and provides

complementary PID for higher momentum particles (∼ 15− 150GeV).

The RICH1 sub-detector, illustrated in Figure 2.22a, covers the entire LHCb

acceptance. A set of optical elements, consisting of spherical and plane mirrors,

guided the Cherenkov radiation — produced as charged particles traversed Aerogel
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and C4F10 radiators — outside the acceptance of LHCb. The Aerogel radiator was

found to negatively impact the overall PID performance and was consequently re-

moved between Runs 1 and 2 [90]. A set of photon detectors were used to detect the

Cherenkov photons; since they are produced at a constant angle from the trajectory

of the particle, they form a ring in the detector plane. Placing the photon detec-

tors outside the acceptance reduces the overall material budget within the LHCb

acceptance. The opening angle of each ring — which can be determined from the

radius — associated with a track with a given measured momentum can be used to

identify the particle under consideration, as illustrated in Figure 2.22b. The RICH1

photon detectors were surrounded by a magnetic shield box in order to isolate them

from the local stray field of ∼ 60 mT from the LHCb magnet.

(a) (b)

Figure 2.23: Layout of (left) the RICH2 sub-detector optical elements and HPDs,
and (right) arrangement of HPDs. Reproduced from [78].

The RICH2 sub-detector is located downstream of the magnet, between the T-

stations and the calorimeters, and covers an angular acceptance of ∼ ±15mrad to

±120mrad (±100mrad) in the x-axis (y-axis). The reduced coverage is motivated

by the fact that higher momentum particles typically lie within this region of the

detector, and RICH1 provides PID for lower momentum particles. Similarly to

RICH1, the RICH2 photon detectors were surrounded by a magnetic shield to permit

efficient operation in the stray magnetic field. The layout of the optical elements
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and photon detectors in RICH2 is shown in Figure 2.23.

(a) (b)

Figure 2.24: (a) Diagram and (b) photograph of a custom pixel-HPD developed for
the LHCb RICH detectors. Reproduced from [78].

A custom Hybrid Photon Detector (HPD) was developed for use in the RICH1

and RICH2 sub-detectors. A diagram and photograph of the resulting pixel-HPD

are shown in Figures 2.24a and 2.24b, respectively. The pixel-HPD converts inci-

dent Cherenkov photons into photoelectrons via an interaction with a photosensitive

coating on a quartz entrance window. The photoelectrons are accelerated across a

potential difference of 20 kV in a vacuum and focused onto a 32 × 32 array of

0.5mm× 0.5mm silicon pixels. Each pixel corresponds to an area of 2.5× 2.5mm2

on the entrance window. Such a configuration yields several thousand electron-hole

pairs per incident photoelectron [78].

(a) (b)

Figure 2.25: Layout of (a) scintillating/absorbing tiles in the SPD, PS and ECAL
and (b) modules in the HCAL. Reproduced from [78].
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2.2.7 Calorimeters

The LHCb calorimeter system is located upstream of the RICH2 sub-detector and

covers approximately the full LHCb acceptance. The calorimeter system consisted

of a Scintillating Pad Detector (SPD), a PreShower detector (PS), an Electromag-

netic CALorimeter (ECAL), and a Hadronic CALorimeter (HCAL). The ECAL

and HCAL provide energy, position, and — to some extent — PID measurements

of electrons, photons and hadrons. The SPD and PS were introduced in order to

improve the selection efficiency for high pT electrons, whilst also reducing the level

of background contamination. The SPD was sensitive to incident charged particles.

A thin piece of lead between the PS and SPD induced electromagnetic showers for

incident photons and electrons. Thus, electrons could straightforwardly be distin-

guished from photons; in particular, those originating from high pT neutral pions

in the decay π0→ γγ produce a significant background. Such a discrimination was

particularly useful in the hardware trigger — described in Section 2.2.10.1 — since

track reconstruction and association with calorimeter clusters was not available at

the required trigger rate.

The PS and SPD layers consisted of scintillating tiles of various sizes, as shown

in Figure 2.25a. Smaller cells were utilised closer to the beampipe to keep the

occupancy in each channel approximately constant. A 15mm lead converter —

equivalent to 2.5 radiation lengths (X0) — was placed between the PS and SPD.

The light produced in each of the scintillating tiles was read out through a set of

multianode photomultiplier tubes (MAPMTs) which were optically coupled to the

pads by wavelength-shifting (WLS) fibres and clear plastic fibres.

The ECAL is constructed following a sampling (‘shashlik’) design from lead and

scintillating tiles. The scintillating tiles and optical readout were broadly similar to

the PS and SPD, with the tile structure as illustrated in Figure 2.25a. The tiles

are oriented perpendicular to the beam-axis. Each calorimeter module consists of

66 layers of lead and scintillating tiles. The lead tiles are 2mm thick, while the

scintillating tiles are 4mm thick. The ECAL has a Molière radius of 3.5 cm and an

overall radiation length of 25 X0.

The HCAL is also constructed with a sampling design. The layout of the read-

out channels is illustrated in Figure 2.25b. The readout regions are composed of

modules, each of which is constructed from iron absorber layers and scintillating

tiles. Contrary to the PS, SPD and ECAL, however, the absorption and sampling
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Figure 2.26: Arrangement of absorber and sampling layers in the HCAL. Reproduced
from [78].

layers in the HCAL are oriented parallel to the beam-axis in order to maximise light

collection from the scintillators. Scintillating tiles are placed between layers of 1 cm

thick iron absorber, as illustrated in Figure 2.26. The overall length of the HCAL

in the longitudinal direction corresponds to 5.6 hadronic interaction lengths (λI).

The resolution of the ECAL has been determined in a data driven study. Elec-

trons produced in pair production from a photon are identified and their energy

as measured in the calorimeter is compared to their momentum measured in the

tracking system. The ECAL resolution was determined to be [91]

σE
E

=
(13.5± 0.7)%√

EGeV

⊕ (5.2± 1.1)%⊕ (320± 30)MeV

EGeV

. (2.3)

The energy resolution of the HCAL has been measured in a test beam. The resolu-

tion was found to be given by [92]

σE
E

=
(67± 5)%√

EGeV

⊕ (9± 2)%. (2.4)

2.2.7.1 Neutral pion reconstruction

In the LHCb reconstruction, 3× 3 clusters are formed surrounding cells with large

energy deposits in the ECAL. If any single cell is shared between two or more

clusters, its energy is divided amongst the clusters. Each cluster receives a fraction

of the cell energy equal to its fraction of the total energy amongst the clusters.

Photon candidates are identified as ECAL clusters with no consistent charged track.
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A χ2 representing the likelihood a given track and cluster originated from the same

particle is computed for each track and cluster combination; only clusters with a

minimum χ2 above a certain threshold are retained as photon candidates.

Neutral pions have a branching fraction of almost 100% via the decay π0→ γγ.

If the transverse momentum of the π0 meson is small, then the two photons are

separated by a large angle and leave two distinct clusters in the ECAL; such candi-

dates are defined as resolved. If the transverse momentum of the π0 meson is large,

the opening angle of the diphoton pair is small, and they are detected as a single

cluster in the ECAL; such candidates are defined as merged. The reconstruction of

resolved candidates as a combination of a pair of photon candidates is straightfor-

ward. Merged candidates are reconstructed by a dedicated algorithm which divides

individual ECAL clusters into a pair of separate, overlapping 3× 3 clusters of cells.

In the overlapping region, the energy of each cell is distributed between the two pho-

ton candidates based on a simulated model of the predicted electromagnetic shower

shape of a photon incident on the ECAL. Neutral pion mass resolutions of ∼ 8MeV

and ∼ 20MeV are obtained for the resolved and merged categories, respectively [91].

Photon and merged π0 candidates are distinguished using a neural network [70].

Figure 2.27: Layout of the muon stations and absorbers. Reproduced from [78].

2.2.8 Muon stations

The muon stations are the final and furthermost sub-detector from the interaction

point in the LHCb detector. The purpose of the muon stations is to identify and
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provide additional tracking measurements for muons. There is a single muon station,

M1, located upstream of the calorimeters. The remaining four stations, M2-M5, are

situated downstream of the calorimeters. The muon stations cover the angular

regions 20-306mrad and 16-258mrad in the x- and y-directions, respectively. The

first station is constructed from Gas Electron Multipliers (GEMs) in the region

surrounding the beampipe and Multi-Wire Proportional Chambers (MWPCs) in the

outer region. The remaining stations are constructed entirely from MWPCs. Iron

absorbers with a thickness of 0.8m are placed between stations M2-M5 to improve

the discrimination between muons and hadrons which are not fully absorbed in the

calorimeters. The total hadronic length of the calorimeters and muon absorbers is

∼ 20λI . The layout of the muon stations is shown in Figure 2.27.

Figure 2.28: (Left) layout of the regions of muon station M1 and (right) layout of
sensor pads in each of the regions. Reproduced from [78].

To keep occupancies per channel approximately constant, each station is divided

into four regions of various granularities, as illustrated in Figure 2.28 for M1. Rela-

tive to M1, the stations M2 and M3 have twice as many sensor pads (cathodes) in

the horizontal direction, while stations M4 and M5 have half as many pads in the

horizontal direction. The wires (anodes) in each chamber run parallel to the y-axis.

Depending on the region of the detector, the wires and/or pads are read out. The

first station is constructed from two active layers, while M2-M5 consist of four active

layers. The muon system has a hit efficiency in any given station of > 99% [70].
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(a) (b)

Figure 2.29: (a) Kaon selection efficiency and pion mis-identification rate for dif-
ferent selections applied on the difference in Kaon and pion log-likelihoods. (b)
Pion background rejection versus muon signal efficiency for both the difference in
log-likelihood and ProbNN methods. Reproduced from [70].

2.2.9 Particle identification performance

Two separate methods for combining the PID information from different sub-

detectors — RICH, the calorimeter system and the muon stations — have been

developed within LHCb. One approach, known as ProbNN [93, 94], makes use of

a set of neural networks trained to compute the probability of a given particle

hypothesis based on information from various sub-detectors. The second approach

computes the likelihood of a given particle hypothesis, relative to the hypothesis that

the correct identification is a charged pion. Overall, a selection efficiency of ∼ 90%

of electrons allowing for 5% of e → h mis-identification is obtained. For kaons, a

selection efficiency of ∼ 95% with 5% of π → K mis-identification is obtained. Fi-

nally, a selection efficiency of ∼ 97% is obtained for muons, with a mis-identification

rate of 1-3% for pions [70, 95]. Figure 2.29a shows an example of the kaon selec-

tion efficiency and pion mis-identification probability for the difference in likelihood

approach with two different selection requirements. Figure 2.29b shows the pion

background rejection rate against muon signal efficiency for both approaches.

2.2.10 Trigger

In Runs 1 and 2 the LHCb detector was operated with a three-level trigger. The

first, hardware, trigger level operated at the bunch crossing frequency of 40MHz

and is known as the Level-0 (L0) trigger. The latter two stages of the trigger, High
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Figure 2.30: Flowchart for the LHCb trigger operation in (a) Run 1 and (b) Run
2 [96].

Level Trigger (HLT) one and two, were implemented in software. An overview of

the data flow through the trigger is shown in Figure 2.30. Each of the individual

components of the trigger are described in the following sections.

2.2.10.1 Level-0 trigger

The L0 hardware trigger was utilised to reduce the event rate from the bunch crossing

frequency of 40MHz to a rate of ∼ 1.1MHz at which the entire LHCb detector could

be read out. This requires a trigger decision in an incredibly short window of 4µs;

thus, a complicated event reconstruction is not possible. The L0 trigger aims to

reject extremely busy events for which the reconstruction is complicated and time-

consuming, and to select events with high pT hadrons, electons, photons or muons.

The former aim of the L0 trigger is achieved by utilising the upstream r-only

sensors in the VELO. These sensors are known as the pile-up (PU) system, and can

provide both a measurement of the backwards track multiplicity and can estimate

the longitudinal position — and therefore number — of PVs in each bunch crossing.

The latter aim is achieved based on information from the calorimeters and muon

stations. Clusters consisting of 2× 2 groups of cells are formed in the calorimeters.

A simple particle identification is performed based on the energy deposited in each
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of the PS, SPD, ECAL and HCAL layers in the region of the cluster, as described

in Section 2.2.7. Events which have a particle of sufficient transverse energy, ET ,

are retained by the calorimeter L0 triggers. A rough estimate of the pT of muon

candidates is possible from information in the muon stations alone. Events with one

or more high pT muon candidates are retained.

2.2.10.2 High-level trigger

The first HLT level, HLT1, a partial event reconstruction is performed to further

reduce the data rate. The exact output rate of HLT1 has evolved over time, so no pre-

cise number is quoted here; typically the output rate has been aroundO(10-100) kHz.

In HLT1, track segments in the VELO are reconstructed, and an attempt is made to

find matching hits in the downstream tracking detectors and muon stations. Events

with one or more displaced tracks or vertices (with respect to the PV) satisfying

momentum and track/vertex quality requirements are retained. Events with good

quality muon tracks of sufficient pT are also retained.

The second software trigger level, HLT2, performs a full event reconstruction.

HLT2 is implemented as an extremely flexible software package, allowing analysts to

— within computing resource limits — implement any selection of interest. Thus,

there are an enormous amount of trigger lines implementing a wide variety of criteria.

In general, the HLT2 lines can either be classified as exclusive — selecting only a

single, specific, decay of interest — or inclusive — selecting an entire category of

decays. The physics analysis in this thesis makes use of both categories, and the

specific requirements are described in detail in Section 5.2.1. The output rate of the

HLT2 trigger has typically been in the range O(1-10 kHz) during Runs 1 and 2 [70].

All events which pass any HLT2 trigger are retained for offline analysis. Only

reconstructed objects are stored, in order to reduce the storage volume required. The

events are grouped into ‘streams’ based on the particular trigger lines which fired

on a given event. A central procedure known as ‘stripping’ is periodically performed

on the recorded events in order to apply further selections and build composite

decay chains out of the reconstructed objects in each event. The output of the

stripping step is available to any member of the LHCb collaboration to perform

offline analyses.
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2.2.11 System for Measuring Overlap with Gas

The primary vacuum of the LHC, where the beams circulate and are brought into

collisions in each of the experimental caverns, is maintained in ultra-high vacuum

(UHV) conditions at a pressure of ∼ 10−9 mbar. The principle motivation for

maintaining such a pure vacuum is to maximise the beam lifetimes during each fill.

The so-called System for Measuring the Overlap with Gas (SMOG) was conceived

and developed at LHCb during the early stages of Run 1 of the LHC [97]. An image

of SMOG is shown in Figure 2.31. SMOG facilitated injection of gas (He, Ne or Ar)

in a local region of the beam vacuum around the LHCb interaction point, increasing

the pressure by around two orders of magnitude. Such a configuration allows a

proportional increase in the rate of beam-gas interactions. Beam-gas interactions

are simply defined as inelastic collisions between the protons in the LHC beams and

the residual gas in the beam pipe. Combined with the excellent PV resolution of the

LHCb VELO, this allows for a direct determination of the luminosity by fitting the

individual profile of each bunch colliding at LHCb. A detailed description is provided

in Chapter 4. In addition to facilitating luminosity measurements, SMOG provided

an opportunity to develop a fixed target physics programme at LHCb [98–101].

Figure 2.31: Layout of the SMOG system for gas injection around the LHCb inter-
action region [97].
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2.2.12 The LHCb upgrade

The LHCb detector has been almost entirely re-built in preparation for Runs 3 and

4 of the LHC [102]. The upgraded detector is shown in Figure 2.32. In Runs 1

and 2 the LHC optics around the LHCb interaction region were tuned such that the

average number of visible inelastic pp collisions per bunch crossing was ∼ 1. In Run

3, the LHCb detector will collect data with ∼ 5 visible inelastic pp collisions per

bunch crossing.

Figure 2.32: Layout of the upgraded LHCb detector. Reproduced from [102].

The VELO has been upgraded to an entirely new silicon-pixel based vertexing

detector [103]. The active regions of the upgraded VELO modules are now located

just 5.1mm from the interaction point. The TT has beam replaced with a new

silicon microstrip tracker known as the Upstream Tracker (UT), which provides a

finer granularity. The T-stations have been replaced by a set of SCIntillating FIbre

(SCIFI) tracking stations [104]. The optical elements in the RICH detectors have

been re-arranged and the HPDs have been replaced with arrays of MAPMTs [105].

The SPD and PS detectors have been removed from in front of the calorimeters. The

active regions of the ECAL, HCAL, and muon stations have been retained from the

original detector.

The readout electronics for the entire detector — including the sub-detectors
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which remain largely unaltered otherwise — have been replaced. This was required

since the LHCb detector is now operating with a fully software trigger; thus, the

entire detector must be read out at the LHC bunch crossing rate of 40MHz [106].

The upgraded trigger is implemented in a heterogeneous architecture, with HLT1

running on a large cluster of Graphics Processing Units (GPUs), and HLT2 imple-

mented on a Central Processing Unit (CPU) farm.

Figure 2.33: Distribution of beam-gas vertices collected with Ar injection in the
SMOG2 cell, with a fit to determine the beam crossing angles overlaid.

In addition, SMOG has been replaced with a new injection system based on

a gas storage cell design, SMOG2. SMOG2 is a gas storage cell upstream of the

VELO which opens and closes with the VELO motion system [107]. The gas cell,

contrasted with gas injection throughout the entire VELO vessel using SMOG, al-

lows gas areal densities of at least an order of magnitude higher than SMOG for

the same gas flow rate. SMOG2 can inject H2, D2, or any noble gas; a successful

commissioning programme has taken place involving injections with H2, He and Ar

to date. Figure 2.33 shows the longitudinal position of a sample of primary vertices

reconstructed with SMOG2 active. Besides facilitating higher statistics measure-

ments of the bunch profiles, the SMOG2 system will allow further development

of a wide-ranging fixed-target physics programme at LHCb; indeed, improving the

fixed-target capabilities of the LHCb experiment was the primary motivation for

developing SMOG2 [108].

65



CHAPTER 2. THE LHCB EXPERIMENT AT THE LHC

(a) (b)

Figure 2.34: Front view (a) and side view (b) of the layout of the PLUME lumi-
nometer PMT arrangement. Reproduced from [109].

Finally, a dedicated luminosity sub-detector, Probe for LUMinosity mEasure-

ments (PLUME) has been installed [109]. The primary function of PLUME is to

provide online relative luminosity measurements to the LHC with an accuracy of

∼ 10% and an integration time of ∼ 3 s. This function was fulfilled by the hardware

trigger level using information from the calorimeters in Runs 1 and 2. PLUME,

shown in Figure 2.34, is constructed as a hodoscope of 24 Hamamatsu R760 photo-

multiplier tubes (PMT) pairs. Each PMT has a 10 mm diameter photocathode and

a 1.2 mm thick quartz entrance window; an additional optically connected 5 mm

thick quartz tablet increases production of Cherenkov photons. Two PMT pairs

are dedicated to fine timing measurements with a resolution of ∼ 100 ps. This will

allow for monitoring clock shifts between the LHC and LHCb and for probing the

bunch structures of one of the LHC beams. PLUME measurements will also be

used for absolute luminosity calibrations. The design is optimised for an occupancy

of O(1%) to provide a reliable input to the LogZero method, which is described in

Section 3.4.2.

2.3 Summary

An overview of the LHC accelerator system and the LHCb detector has been pro-

vided. Each of the LHCb sub-detectors and their individual performance has been

discussed, along with the overall momentum resolution and PID performance of the

entire detector. A particular discussion was provided of charged track and neutral

pion reconstruction, which are of particular relevance to this thesis. An overview
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of the LHCb trigger in Runs 1 and 2 was provided. Finally, a brief summary of

the recently installed upgraded LHCb detector for Runs 3 and 4 of the LHC was

presented.
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Chapter 3

Luminosity measurements at the

LHC

L
uminosity measurements form a crucial input for any absolute cross section

measurement. The integrated luminosity, L, can be defined for a single collid-

ing bunch pair in a synchrotron as

L = n
µc
σc
, (3.1)

where n is the number of bunch crossings (i.e. turns of the bunches in the ring),

and µc and σc are the mean number of interactions per bunch crossing and the cross

section, respectively, for the process c. At electron-positron colliders, there exist pro-

cesses with precisely known cross-sections such as Bhabha scattering (e−e+→ e−e+)

and dimuon production (e−e+ → µ−µ+) which are suitable for calibrating the ab-

solute luminosity with a precision below 1% [110–112]. Using such a decay, a mea-

surement of the luminosity requires only a knowledge of the experimental efficiency

and the number of events observed, and is given by

L = n
µvis
c

εσc
= n

µvis
c

σvis
c

, (3.2)

where: ε represents the efficiency of reconstructing and selecting the given final state

of interest; µvis
c represents the number of ‘visible’ interactions per bunch crossing;

and σvis
c is the visible cross section for that final state. For brevity, the superscript

‘vis’ will be dropped, but is implied throughout Chapters 3 and 4 whenever the cross

section or interaction rate are discussed.

At pp colliders, there exists no such cross section that is theoretically well known
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and experimentally clean. Determinations of the luminosity relying on theoretically

known cross sections of physical processes are typically affected by uncertainties

of several percent [113, 114]. Instead, the luminosity can be determined by first

measuring the cross section of some experimentally-defined process, σc, during a

dedicated luminosity data-taking period. Then, the absolute ‘physics’ luminosity

can be determined from Equation 3.1 by combining the measured cross section with

a measurement of the interaction rate, µc, during normal data-taking. In general,

the process c is not constrained to be a physical process such as e−e+ → µ−µ+.

Rather, it is typically chosen to be some experimentally clean observable such as

the presence of (or lack thereof) a certain reconstructed object in each event, or is

based on the occupancy of some sub-detector.

The most well-known approach for determining the calibration cross section is

the van der Meer (vdM) method [115–117]. The luminosity can be written in terms

of the beam parameters as

L = nN1N2K

∫
ρ1(x⃗, t)ρ2(x⃗, t)dx⃗dt = nN1N2KO, (3.3)

where: K =
√

(v⃗1 − v⃗2)2 − (v⃗1 × v⃗2)2/c2
1 is a kinematic factor to ensure Lorentz

invariance of the integral [118] (v⃗i is the velocity of the particles in beam i); ρi(x⃗, t)

and Ni are the bunch profile density and population of the colliding bunch in beam i,

respectively; andO is the overlap integral. The integration over x⃗ runs over all space,

while the integration over t runs over a single bunch crossing. The approximation

K ≈ 2c holds in the presence of a small crossing angle when |v⃗i| ≈ c, as is the

case at the LHC. If one of the two beams is offset with respect to the other in the

transverse plane, Equations 3.1 and 3.3 give

µc(∆x,∆y)

σc
= N1N2KO(∆x,∆y), (3.4)

where µc(∆x,∆y) and O(∆x,∆y) represent the interaction rate per bunch crossing

and the overlap integral in the displaced configuration. Assuming the beams col-

lide without a crossing angle and that the transverse and longitudinal components

1Natural units will not be used throughout Chapters 3 and 4.
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factorise, the overlap integral can be written as

O =

∫
ρ1,⊥(x+∆x, y +∆y)ρ2,⊥(x, y)dxdy

∫
ρ1,∥(z − ct)ρ2,∥(z + ct)dzdt = O⊥O∥,

(3.5)

where O⊥ and O∥ are defined as the transverse and longitudinal parts of the fac-

torised overlap integral, respectively. The transverse part of the overlap integral can

be simplified by integrating over the offset parameters as∫
O⊥d∆xd∆y =

∫
ρ1,⊥(x

′, y′)ρ2,⊥(x, y)dxdydx
′dy′ = 1 (3.6)

where the change of variables ∆x,∆y → x′ = x+∆x, y′ = y+∆y has been used in

the first equality, and the second equality holds due to the individual normalisations

of the transverse bunch profiles. Similarly, using a change of variables z, t → u =

z − ct, v = z + ct, the longitudinal part of the overlap integral becomes

O∥ =
1

2c

∫
ρ1,∥(u)ρ2,∥(v)dudv =

1

2c
≈ 1

K
. (3.7)

Thus, the cross section, σc, can be determined by integrating Equation 3.4 over the

beam offsets to yield

σc =

∫
µc(∆x,∆y)

N1N2

d∆xd∆y. (3.8)

A more general derivation can be found, for example, in Ref. [119]. Thus, given

measurements of the bunch currents N1 and N2, the vdM method allows the cross

section of an arbitrary process, c, to be determined by making measurements of the

interaction rate, µc, at a number of points as the two beams are swept across one

another in both axes of the transverse plane.

An alternative method, known as beam gas-imaging (BGI), has been developed

at the LHCb experiment [97, 120–122]. Firstly, the quantities describing the abso-

lute luminosity in terms of the beam parameters as in Equation 3.3 are determined.

Measurements of the bunch populations are performed by LHC instrumentation,

and corrected to account for erroneous charge outside the nominally filled bunch

slots. The excellent primary vertex (PV) resolution of the LHCb VErtex LOcator

(VELO) [74, 77] and increased beam-gas collision rate when injecting gas into the

beam volume with the System for Measuring Overlap with Gas (SMOG) [97] al-

lows a determination of the individual bunch profiles in each beam by studying the

distribution of vertices from beam-gas collisions. The overlap integral can then be
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calculated — analytically, or otherwise — from such measurements of the bunch

profiles. A measurement of the relative luminosity, µc, is obtained by determining

the average rate of some process, c, in each bunch crossing at the LHCb interaction

point. Relating Equations 3.1 and 3.3, the cross section σc can be calculated from

the measured parameters as

σc =
µc

2cN1N2O
. (3.9)

The largest systematic uncertainties affecting the BGI and vdM analyses are

largely uncorrelated, and thus their combination can be used to provide a more pre-

cise determination of the cross section σc [121]. This chapter describes the methods

used to determine the parameters common to both analyses, namely the interaction

rate and the bunch populations. Chapter 4 presents measurements of the overlap in-

tegral, and therefore the calibration cross section, using the BGI method. The final

calculation of the absolute luminosity based on the measured value of σc is outwith

the scope of this thesis. Unless otherwise specified, all measurements presented here

refer to pp collisions at
√
s = 13TeV at LHCb in Run 2 of the LHC.

3.1 Luminosity calibration fills in Run 2

Luminosity calibration measurements require special beam conditions and therefore

must take place in dedicated LHC fills. These fills typically occur once per year,

per beam energy and per collision type (pp, pPb etc.). The fills considered in this

analysis are summarised in Table 3.1. We consider only pp collisions at
√
s = 13TeV.

Unlike the vdM method which requires a specific programme of beam movements,

BGI data can be collected parasitically while the other LHC experiments perform

their vdM scans, providing a greater number of datasets for consistency checks of

the analysis. The beam width near the interaction point is given by [123]

λ =
√
β(z)ε, (3.10)

where ε is the emittance of the beam and β(z) has the form [123]

β(z) = β∗ +
z2

β∗ . (3.11)

Here, β∗ is a constant defined by the beam conditions. A value of β∗ = 24m at the

LHCb interaction point was used for all fills considered in this analysis. Here, λ will
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be used throughout instead of the typical ‘σ’ to denote bunch widths, in order to

avoid confusion with the cross section. The measured beam profiles will be given by

the convolution of the true profile with the LHCb vertex resolution. Thus, utilising

wider bunches than in typical ‘physics’ conditions (β∗ = 3m) reduces the impact

of the vertex resolution on the precision of BGI measurements. The larger value

of β∗ also allows the assumption that the β functions of each beam, and therefore

the beam widths, are constant within the relevant z-region of ±1m. SMOG allowed

the injection of He, Ne or Ar in the beam volume around the LHCb interaction

point. A heavier gas is typically preferred to increase the beam-gas interaction cross

section and to increase the multiplicity of each collision, which in turn improves the

vertex resolution. He and Ne were injected during each of the fills considered in this

analysis. While Ne would be preferred for BGI measurements, He was preferred in

certain fills for physics studies [98].

Fill Year Beam 1/2 bunches Colliding at LHCb SMOG gas species
4937 2016 55/51 16 He
4945 2016 56/52 8 He
4954 2016 56/52 8 He
6012 2017 57/56 24 Ne
6016 2017 52/52 8 Ne
6864 2018 70/70 22 He
6868 2018 140/140 23 He

Table 3.1: Summary of fills studied in this analysis.

3.1.1 Data taking instabilities

A small subset of the data collected during the fills listed in Table 3.1 is rejected

as a result of various instabilities. This section is intended primarily to provide a

record of such issues and the affected data to ensure reproducibility of the analysis.

In fill 6012, a large number of bunches experienced a rapid emittance growth.

An example of such a bunch is shown in Figure 3.1. The extremely non-Gaussian

shape is evident. All bunch crossing IDs (BCIDs) except the following were affected:

895, 2003, 2043, 2083, 2123. All other BCIDs are rejected from this analysis.

Sudden increases of the rate of vertices produced in empty bunch crossings were

observed throughout fill 6016 in measurements of the ghost-charge fractions, which

are presented in Section 3.2.2. These periods of time followed exactly after resets
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Figure 3.1: Average split vertex position distribution in the y-direction for beam
2-gas collisions with z ∈ (250, 1000)mm in BCID 975 of Fill 6012, Run 195818 with
a Gaussian fit overlaid.

to the front-end electronics of the L0 trigger [122]. They appear to be corrected by

each run2 change. To remove such periods, the last 15 minutes (corresponding to

one integration period in the determination of the overlap integral) of each run are

removed.

3.2 Bunch population measurements

Both the vdM and BGI analyses rely on measurements of the bunch populations in

the LHC to calibrate the absolute luminosity. A discussion of these measurements

is presented in Section 3.2.1. Sections 3.2.2 and 3.2.3 describe corrections to and

systematic uncertainties associated with these measurements, respectively.

3.2.1 Overview of LHC instrumentation

Measurements of the bunch populations at the LHC are primarily provided by two

sets of instruments: the Direct Current Current Transformers (DCCTs) [124] and

the Fast Beam-Current Transformers (FBCTs) [125]. The DCCTs provide measure-

ments of the mean current in each beam with a precision of O(0.2%) [126]. The

FBCTs have a short integration window to resolve the fraction of charge in each

25 ns bunch slot but provide less accurate measurements than the DCCTs. The

2‘Run’ is an internal LHCb term used to define continuous periods of data-taking. Nominally, a
new run is automatically started every hour of data-taking. In case of errors reported by any sub-
detector, a run change can be manually implemented to reset the detector, resulting in a shorter
run. The difference between an LHC and LHCb run should generally be clear from the context.
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population of each bunch can be taken as the relative population provided by the

FBCTs scaled by the total beam current provided by the DCCTs. For bunch j in

beam i this is given by

Ni,j = NDCCT
i

NFBCT
i,j∑

kN
FBCT
i,k

, (3.12)

where Nj represents the population of bunch j and superscripts denote a measure-

ment from a specific device (for clarity, the index ‘j’ will be used to indicate a

specific BCID throughout this thesis, while ‘i’ will be used to indicate a specific

beam). The index k runs over all filled BCIDs in the LHC for a given fill. The

ATLAS Beam Pick-up Timing System (BPTX) [127] also provides sensitivity to the

relative bunch populations. This device generally suffers from more noise than the

FBCTs, and is therefore utilised for systematic uncertainty studies but not for the

nominal measurements.

Both the DCCTs and FBCTs have an identical ‘A’ and ‘B’ set of instrumentation

per-beam. The averages of the A and B DCCT measurements are used to define

the overall charge scale in each fill, at each time step. The FBCT B system was not

available in all of the fills considered here, so measurements from the A system are

used. Figure 3.2 shows the DCCT intensity measurements for the A and B systems

in each beam throughout each fill considered in this measurement. Figure 3.3 shows

the ratio of the A to B DCCT systems for the same measurements. The A and B

systems are in excellent agreement to the level of O(10−4) throughout every fill.

3.2.2 Ghost and satellite charge corrections

Both the DCCTs and FBCTs must be corrected from biases originating from erro-

neously distributed charges in the LHC ring. Contributions to the measurements

from each device falling outside nominally filled radio-frequency (RF) buckets are

illustrated in Figure 3.4. The DCCTs’ measurements are biased by so-called ‘ghost’

charges while the FBCTs’ measurements are affected by ‘satellite’ charge contribu-

tions. Ghost charges are defined as charges which circulate in the LHC ring outside

of any nominally filled 25 ns bunch slot. Satellite charges are defined as charges in-

side a nominally filled bunch slot but outside of the central, filled, 2.5 ns RF bucket.

The ghost-charge contributions to each beam current can be measured by com-

paring the number of beam-gas vertices produced in empty bunch crossings (ee and

eb for beam 1, and ee and be for beam 2) to that in filled bunch crossings. We
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Figure 3.2: DCCT measurements from systems A and B for both beams in each
calibration fill. The A and B systems are indistinguishable here in every fill; their
difference is better visualised in Figure 3.3.

assume that the number of beam-gas interactions produced per bunch crossing is

proportional to the charge of the incident bunch. If the ghost-charge fraction is

small it follows that

fghost =
Nghost

Nfilled +Nghost

≈ Nghost

Nfilled

, (3.13)

where Nghost and Nfilled are the total charge contained in (nominally) empty and

filled bunch slots, respectively. We can then write for each beam

Nghost

Nfilled

=
nghost

nfilled

, (3.14)

where nghost and nfilled are the number of reconstructed and selected beam-gas ver-

tices in empty and filled bunch crossings, respectively. We count only vertices in non-
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Figure 3.3: Ratio of DCCT system A to system B measurements for both beams in
each calibration fill.

colliding bunch crossings and therefore replace nfilled with nbe(eb) in Equation 3.14; an

additional factor is introduced to account for the neglected charge in colliding bunch

slots. Primary vertices are selected according to the requirements in Section 4.2.

In addition, the distribution of ghost charges within the empty bunch slots can

introduce a difference in reconstruction efficiency between vertices produced from

ghost-charge interactions and those produced by the nominally filled bunches. While

the particles in nominally filled bunches are contained within the central RF bucket,

ghost charges can be distributed in any fashion across the RF buckets in each empty

bunch slot. The LHCb trigger clock is optimised such that the trigger efficiency is

maximal on the central RF bucket. This is accounted for by applying an efficiency

correction factor. The correction factors have been measured by shifting the LHCb

clock with respect to the LHC clock and measuring the average efficiency across the
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Figure 3.4: Illustration of the definitions of ghost and satellite charges. Reproduced
from [128].

bunch slot. Using the average efficiency for this correction implicitly assumes that

the ghost charges are uniformly distributed across the RF buckets. This procedure

is presented in more detail in Refs. [97, 121]. In addition, ghost-charge interactions

can potentially spill between two bunch slots if they are produced by ghost charges

near the edge of a bunch slot. Such events can potentially be double-counted. To

account for this, the measurement is performed both with and without interactions

in consecutive bunch crossings removed. The difference between the two results of

the two methods is taken as a systematic uncertainty on the ghost-charge fraction

and their average is used as the central value. Table 3.2 shows the correction factors

for each beam and counting method. With these corrections, the ghost charge can

then be expressed as

f
1(2)
ghost ≈

N
1(2)
ghost

N
1(2)
filled

=
n
1(2)
ee+eb(be)

n
1(2)
be(eb)

N
1(2)
be(eb)

N
1(2)
bb+be(eb)

1

ε
1(2)
trigger

, (3.15)

where ε
1(2)
trigger is the trigger efficiency correction and all other symbols are as previ-

ously defined. An additional systematic uncertainty is assigned to each ghost charge

measurement based on the uncertainties associated with the efficiency correction

factors. Figure 3.5 shows ghost-charge measurements for all of the calibration fills

considered in this analysis. The average measured ghost charge, per-beam, in each

fill is given in Table 3.3. The statistical error is computed from a constant fit to all

measurements in each fill using only their statistical errors. The systematic uncer-

tainty is assumed to be correlated between the measurements within each fill, and

therefore averaged across the measurements. The measured ghost-charge fraction is
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subtracted from the DCCT measurements to compute the final bunch population

scale.

Beam εtrigger, no double counts εtrigger, including double counts
1 0.93± 0.02 1.05± 0.03
2 0.86± 0.01 0.90± 0.01

Table 3.2: Bunch timing efficiency correction factors applied in the ghost-charge
measurements.

Since fine-timing information within a bunch slot is not generally available with

the LHCb detector (although some studies have been carried out, e.g. Section 3.2.7

of Ref. [122]), measurements of the satellite charge are not possible. Instead, the

satellite charge determination utilises a piece of LHC instrumentation known as

either the Beam Synchrotron Radiation Telescope (BSRL) or Longitudinal Density

Monitor (LDM) [129, 130]. The BSRL detects synchrotron radiation — produced

as the LHC beams are steered by the dipole magnets — with a timing resolution of

∼ 50 ps. Table 3.4 shows the average satellite fraction measured for each beam in

each calibration fill. Owing to the small size of this effect, the satellite charges are

neglected.

3.2.3 Systematic uncertainties

A systematic uncertainty related to the bunch population measurements provided

by the FBCTs is calculated by repeating the cross section measurement using the

relative bunch populations from the BPTX instead. A shift of 0.02% is observed

and taken as a systematic uncertainty on the final cross section measurement due

to the relative bunch population measurement.

Fill Beam 1 (%) Beam 2 (%)
4937 0.167± 0.001 (stat)± 0.021 (syst) 0.132± 0.001 (stat)± 0.007 (syst)
4945 0.036± 0.001 (stat)± 0.005 (syst) 0.043± 0.001 (stat)± 0.002 (syst)
4954 0.190± 0.001 (stat)± 0.024 (syst) 0.145± 0.001 (stat)± 0.008 (syst)
6012 0.034± 0.000 (stat)± 0.004 (syst) 0.113± 0.001 (stat)± 0.004 (syst)
6016 0.023± 0.000 (stat)± 0.003 (syst) 0.072± 0.001 (stat)± 0.004 (syst)
6864 0.062± 0.001 (stat)± 0.003 (syst) 0.092± 0.001 (stat)± 0.003 (syst)
6868 0.140± 0.001 (stat)± 0.006 (syst) 0.186± 0.001 (stat)± 0.004 (syst)

Table 3.3: Average ghost-charge measurements from beam-gas imaging for each
beam in each calibration fill.
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Figure 3.5: Ghost-charge measurements for each calibration fill in this analysis.

Fill fsat, beam 1 (10−4) fsat, beam 2 (10−4)
4937 1.1 0.7
4945 3.0 2.2
4954 4.4 2.9
6012 0.2 0.8
6016 2.0 1.6
6864 1.7 2.6
6868 5.1 5.8

Table 3.4: Average satellite fraction measured for each beam throughout each cali-
bration fill.

Previous studies of the FBCT and BPTX systems have shown evidence for pos-

sible non-linearities in their responses [131]. To correct for this, the relative bunch

populations reported by the BPTX are assumed to be locally linear and expanded

around their mean value. Measurements from the BPTXs are used for simplicity in
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this study. The FBCTs used different integrators for even and odd bunch IDs before

2017, which could in principle contribute different non-linear behaviours. The local

expansion of the bunch populations can be written as

P j
i → P j

i + δji , (3.16)

with δji = αi+βi∆P
j
i and ∆P j

i = P j
i −⟨P j

i ⟩. The quantity P
j
i represents the relative

population of BCID j in beam i, normalised such that
∑

j P
j
i = 1. The parameters

αi and βi define the expansion for each beam, and ⟨P j
i ⟩ = 1/ni is the mean relative

bunch population, where ni is the number of bunches in beam i. The normalisation

of the relative fractions removes one degree of freedom giving

∑
j

δji = 0 =⇒ αi = −βi
∑
j

∆P j
i = 0 (3.17)

The modified cross section for each bunch with the perturbed population fraction

can be written as

f(σj, β1, β2) = σj
P j
1

P j
1 + δj1

P j
2

P j
2 + δj2

, (3.18)

where σj is the average cross section measured for BCID j. A three-parameter

fit is performed where the true cross section, σ, and the gradients of the linear

expansion β1 and β2 are floated to minimise the per-bunch spread of the cross

section measurements. This corresponds to minimising the χ2 given by

χ2 =
∑
j

(f(σj, β1, β2)− σ)2

(δσj)2
, (3.19)

where δσj represents the statistical error on the average cross section for BCID j.

An overall shift of 0.03% in the final cross section result is observed, which is taken

as a systematic uncertainty.

The uncertainty on the measured ghost-charge fraction is propagated to the

final cross section by fluctuating the ghost-charge measurements within their un-

certainties. Full correlation is assumed between both beams and all fills; this is a

conservative choice since the ghost-charge uncertainties are dominated by the statis-

tical error. The central value of each ghost-charge measurement is fluctuated in both

directions by its uncertainty. The difference between the two shifted cross sections

of σ+
Vertex − σ−

Vertex = 0.04% is taken as a systematic uncertainty.
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Fill Uncertainty (%)
4937 0.22
4945 0.21
4954 0.21
6012 0.21
6016 0.21
6864 0.83
6868 0.50

Table 3.5: DCCT uncertainties affecting the bunch current scale product of both
beams in each calibration fill.

A detailed study was performed to characterise possible sources of uncertainty

affecting the DCCT bunch current scale measurements in Run 1 of the LHC and can

be found in Ref. [126]. The DCCTs were read out in Run 1 using a 12-bit analogue-

to-digital converter (ADC), which has since been replaced with an improved 24-bit

ADC. Nonetheless, we conservatively apply the same prescription here. The uncer-

tainty on the product of the bunch current scale for both beams in each calibration

fill is shown in Table 3.5. The average uncertainty across all fills, 0.34%, is assigned

as an uncertainty on the final cross section measurement. The larger uncertainties

in fills 6864 and 6868 are dominated by uncertainties calibrated in terms of the

least significant bit (LSB) of the 12-bit ADC. Such a procedure almost certainly

overestimates the uncertainties associated with the upgraded 24-bit ADC, although

currently no prescription exists for calibrating the 24-bit ADC DCCT uncertain-

ties3. In addition, a significant contribution to the overall uncertainty arises from a

non-linearity in the DCCTs’ response which is correlated between the two beams;

such an effect has not been observed using the 24-bit ADCs [126].

Since the satellite charge is neglected here, its overall contribution to the bunch

currents is taken as a systematic. The relative bias on the population of the bunch

current scales is given by (1− fsat,1)(1− fsat,2). Averaging this value across all fills

gives a systematic uncertainty of 0.05% resulting from the satellite charge fraction.

3There is currently an external (to LHCb) effort ongoing to better understand the correct way
to treat such uncertainties using measurements based on the 24-bit ADC.
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Figure 3.6: Comparison between LHCb and BSRL ghost-charge measurements in
fill 8379.

3.3 Ghost-charge measurements in 2022

The LHCb detector was almost entirely rebuilt — as described in Section 2.2.12 —

in preparation for Run 3 of the LHC, which began in 2022. Throughout 2022 and

2023, the detector has been undergoing an intense commissioning phase. Ghost-

charge measurements made in the 2022 luminosity calibration fills — of particular

relevance to the ATLAS and CMS experiments to cross-check the BSRL results —

were one of the first results published with the upgraded detector [132,133].

SMOG2 was used to inject Ar gas either into the SMOG2 cell or the VELO

vacuum vessel. Events were triggered based on the presence of at least 10 tracks

passing through a cylinder around the beamline with a length of 4m and a radius of

3mm, centred on the interaction point. The full vertex reconstruction was then per-

formed offline. Beam-gas vertices are highly asymmetric and were therefore required

to have at least 10 tracks exclusively towards or away from the LHCb spectrometer,

with respect to the position of the interaction point. Material interactions with the
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detector and support elements were removed by requiring the radial position of each

vertex to lie within 3mm of the beamline.

Figures 3.6 and 3.7 show the measured ghost charges in calibration fills 8379 and

8381. A comparison with the BSRL measurements is also shown. The ‘bunched’

BSRL measurements are obtained with a baseline subtraction, while the ‘total’

BSRL measurements are obtained without the baseline subtraction. The bunched

method is typically preferred, although issues with the baseline subtraction in the

presence of de-bunching have been observed in the past [122,128]. The LHCb ghost-

charge measurements in fills 8379 and 8381 show good agreement with the BSRL

bunched method. Poor agreement is observed between the LHCb and BSRL total

method measurements, which is not unexpected due to the absence of the baseline

subtraction in the total method.
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Figure 3.7: Comparison between LHCb and BSRL ghost-charge measurements in
fill 8381.
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3.4 Relative luminosity measurements

The mean number of occurrences of some process c per bunch crossing, µc, is pro-

portional to the absolute luminosity and will be referred to here as the relative

luminosity. It is related to the cross section of the process c and the luminosity de-

termined by the bunch profiles as described in Equations 3.1 and 3.3, respectively.

Measurements of the relative luminosity allow the cross section to be extracted from

measurements of the absolute luminosity per bunch crossing using the BGI method.

3.4.1 Counter definitions

The term ‘counter’ is defined to refer to each of the aforementioned processes, c.

A counter can in principle be any physical process or property of each event for

which some threshold to distinguish between empty and non-empty events can be

defined. There are however several advantageous quantities that a good counter

process should possess. It should scale linearly with the absolute luminosity such

that the absolute calibration cross section presented in this measurement can be used

to extrapolate the luminosity to physics conditions. A ‘reasonable’ fraction of empty

events is required to facilitate measurements with the LogZero method described in

Section 3.4.2. There should be no dependence on external factors such as the LHC

filling scheme. Two empty events in the same bunch crossing should not add together

to produce a non-empty event. Finally, the counter should be robust to radiation

damage and other effects that could potentially alter its cross section over time.

Table 3.6 lists the specific counters used in this measurement. The Vertex counter

is used throughout this analysis as it has a relatively small background correction

for beam-gas interactions. The Track counter was used in Run 1 to propagate the

calibrated luminosity to the physics luminosity as it has a less pronounced efficiency

dependence on the shape of the luminous region, which can vary from fill-to-fill.

For Run 2, the Vertex counter is used to compute the physics luminosity, although

a measurement of the Track cross section is included here for completeness. The

Position Of Closest Approach (POCA) used to compute the Track counter is defined

as the minimum distance between any point on the extrapolation of each track and

the beamline. The PV3D counter — based on a superset of the vertices collected

by the Vertex counter — is used to test and assign a systematic on the background

subtraction. Events with values of the counter quantity below the listed threshold
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are defined as ‘empty’. Having multiple counters to rely on allows the time- and

conditions-stability of each counter to be tested by monitoring the ratios of various

counters across different fills.

Name Quantity Threshold
Vertex PVs with |z| < 300mm and x2 + y2 < 4mm 1
Track VELO tracks with POCA |z| < 300mm and x2 + y2 < 4mm 2
PV3D PVs 1

Table 3.6: Definitions of selected counters used in this measurement.

3.4.2 Measurements of the interaction rate

The interaction rate is determined using the ‘LogZero’ method. The LogZero method

relates the mean number of interactions per bunch crossing, µc, to the fraction of

empty events for each BCID as

µc = − log (P (0 |µc)) = − log

(
µ0
ce

−µc

0!

)
= − log

(nempty

n

)
, (3.20)

where it is assumed the number of occurrences of process c per bunch crossing is

Poisson distributed with mean µc. The number of empty events, nempty, and the

total number of events n, are determined by randomly triggering on colliding bunch

crossings at a rate of 5 kHz. Filled, non-colliding, bunch crossings for each beam are

randomly triggered at 2 kHz to allow measurements of the beam-gas background cor-

rection. Non-filled bunch crossings are randomly triggered at 0.5 kHz. The LogZero

method is robust to loss of events either during data-taking or offline — under the

assumption that empty and non-empty events are affected in the same way — since

we measure only the fraction of empty events to determine the relative luminosity.

3.4.2.1 Background subtraction

Equation 3.20 assumes that all non-empty events are produced by beam-beam inter-

actions. In practice, some events will be counted as non-empty based on beam-gas

interactions alone. We neglect any background originating from empty crossings. To

correct for this effect, the beam-gas background must be subtracted from measure-

ments of the interaction rate. We compute the beam-gas background by considering

the rate of interactions in non-colliding bunch crossings. The corrected interaction
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Figure 3.8: Distribution of interaction rate measurements for the (a) Track and
(b) Vertex counters before and after beam-gas background subtraction in each in-
tegration period for each BCID. The dashed vertical lines indicate the boundaries
between the different fills included in this measurement.

rate can then be written as

µc = µraw
c −N1⟨νc,1⟩ −N2⟨νc,2⟩, (3.21)

where µraw
c is the raw interaction rate determined using Equation 3.20, Ni is the

population of the relevant bunch in beam i and ⟨νc,i⟩ is the average specific rate of

interactions observed in all filled, non-colliding bunches of beam i. The interaction

rates µc and µraw
c refer to a single bunch, j, in beam i, although these indices are

suppressed for brevity. The specific rate of interactions is defined for each BCID j
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as

νjc,i ≡
µjc,i
N
, (3.22)

where N is the relevant bunch population.

Figure 3.8 shows the distribution of the Track and Vertex counters’ interaction

rate measurements before and after the background subtraction. Figure 3.9 shows

the ratio of the measurements before and after the correction. Note the different

scales for the two counters. The beam-gas background correction for the Track

counter is significantly larger than for the Vertex counter, and thus the Vertex

counter is chosen as the nominal counter for this analysis. The increased beam-gas

background evident in fills 6012 and 6016 is due to the larger beam-gas cross section

for Ne compared to He, which was injected in all other fills (see Table 3.1).

3.4.2.2 Efficiency correction

The probability of reconstructing both tracks and vertices changes as a function of

the longitudinal position, z. Therefore, both the Track and Vertex counters exhibit

some dependence on the width and position of the luminous region. To correct

for this, the measured values of each counter are normalised to the reference point

µzl = 0, σzl = 50mm using a correction factor. The procedure for determining the

correction factors is described in detail in Ref. [97]. The efficiency has been evaluated

as a function of the longitudinal position from simulation. Assuming the luminous

region follows a Gaussian distribution in the longitudinal region, this efficiency map

is used to derive an efficiency correction factor which normalises each measurement

to the interaction rate which would have been measured with the above reference

parameters. The efficiency correction as a function of the position of the luminous

region, assuming a width of σzl = 50mm, is shown in Figure 3.10 for the Track

and Vertex counters. By definition, the correction is unity at z = 0. The variation

in efficiency, and therefore the difference of the correction factors from unity, is

significantly larger for the Vertex counter than for the Track counter.

3.4.3 Systematic uncertainties

Potential systematic effects affecting the counter background subtraction are as-

sessed by comparing the Vertex and PV3D counters. The PV3D counter uses the

same sample of vertices as the Vertex counter, but places no requirement on their
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Figure 3.9: Ratio of interaction rate measurements for the (a) Track and (b) Vertex
counters before and after beam-gas background subtraction in each integration pe-
riod for each BCID. The dashed vertical lines indicate the boundaries between the
different fills included in this measurement.

position. Thus, it is more sensitive to beam-gas background and has a larger back-

ground correction due to its increased acceptance outside the luminous region. Fig-

ure 3.11 shows the ratio of the raw to background corrected PV3D counter to high-

light the larger background correction required with respect to the Vertex counter.

Figure 3.12b shows the ratio of the PV3D and Vertex counters after background

correction. The deviation of the average value from unity, 0.01%, is taken as a

systematic uncertainty arising from the counter background subtraction.

The average ratio of the Track and Vertex counters is used to convert the mea-

sured Vertex cross section to a measurement of the Track cross section for propaga-
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Figure 3.10: Efficiency of interactions for the Track and Vertex counters as a function
of luminous region center, assuming σzl = 50mm.

tion to the physics luminosity. Figure 3.12a shows this ratio for all measurements of

the cross section performed in this analysis. A mean value of µTrack/µVertex = 1.099

is obtained. Each data point corresponds to one BCID and one integration pe-

riod. The relative standard deviation of the ratio, 0.22%, is taken as a systematic

uncertainty on the measured cross section.
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Figure 3.11: Ratio of interaction rate measurements for the PV3D counter before and
after beam-gas background subtraction in each integration period for each BCID.
The dashed vertical lines indicate the boundaries between the different fills included
in this measurement.
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Figure 3.12: Ratio of the (a) Track to Vertex and (b) PV3D to Vertex counters for
all calibration measurements in this analysis. The dashed vertical lines indicate the
boundaries between the different fills included in this measurement.

3.5 Summary

An overview of luminosity determination at the LHC has been presented. The vdM

method, used by all of the LHC experiments to calibrate the absolute luminosity,

was briefly presented. A brief discussion of the BGI method, which is unique to

LHCb, was also presented. The LHC instrumentation responsible for providing

measurements of the bunch currents was described. Corrections for ghost and satel-
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lite charges were presented, including measurements made in both Runs 2 and 3 of

the LHC. Finally, the relative luminosity counters used to propagate the absolute

luminosity to physics conditions were described, and measurements of the relative

luminosity were presented. Systematic uncertainties studies affecting each of the

bunch current and relative luminosity measurements were described.
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Chapter 4

Absolute luminosity determination

at LHCb

T
he LHCb experiment has the unique capability of calibrating the luminosity by

directly reconstructing the individual beam profiles using the BGI method, as

introduced in Chapter 3. The results of the BGI analysis applied to the Run 2 pp

collision calibration fills, at a centre of mass energy of
√
s = 13TeV, are presented

in this chapter.

4.1 Useful definitions

By convention, the beam travelling towards the LHCb spectrometer at the interac-

tion point is denoted beam 1; the other beam is denoted beam 2. The forwards and

backwards directions are defined with respect to the direction of beam 1, i.e. for-

wards points into the LHCb spectrometer from the interaction point. The term

‘beam-gas interaction’ will typically be used to refer to an inelastic collision be-

tween a proton in one of the LHC beams and a gas molecule in the beam-pipe that

produces a PV. The radio-frequency (RF) cavities which accelerate the bunches in

the LHC operate at a frequency of 401MHz. Combined with the circumference of

the ring, this gives 35,640 2.5 ns-long windows defined as ‘RF buckets’. The buckets

are further grouped into 25 ns long periods defined as ‘bunch slots’. Only one of the

central RF buckets in each bunch slot is nominally filled, as illustrated previously in

Figure 3.4. In each bunch crossing at LHCb, there are four possible configurations

depending on whether the bunch slot in each beam is filled or empty. Crossings

where both beams are filled are denoted bb. Crossings where only beam 1 (2) is

filled are denoted be (eb). Crossings where both beams are empty are denoted ee.
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4.2 Primary vertex selections

Table 4.1 lists the L0 selections utilised for the BGI analysis in the luminosity

calibration fills throughout Run 2;
∑
ECALO
T is the total transverse energy deposited

in the calorimeters, and NPU and NSPD are the number of hits in the PU and

SPD sub-detectors which were introduced in Chapter 2, respectively. The hardware

trigger requirements were updated in 2017 to reduce the impact of spillover (remnant

activity in one or more sub-detectors from the previous bunch crossing) for the B1gas

line, and to increase the acceptance rate for B2gas. Table 4.2 lists the HLT1 trigger

selections applied to each primary vertex. Each of the HLT1 lines requires that

either of the beam-gas L0 triggers fire. All HLT1 lines additionally require that

the vertex has a radial position that satisfies
√
x2 + y2 < 4mm. No selections are

applied at the HLT2 stage. Offline, a tighter radial cut of
√
x2 + y2 < 3mm is

imposed to further suppress material interactions and vertices are required to lie in

the longitudinal region [−1000, 1000]mm. Beam-gas vertices are distinguished by

requiring each vertex originating from beam 1 (2) to have no backwards (forwards)

tracks.

L0 line Requirements
B1gas (2015-16) NSPD > 2 hits
B2gas (2015-16) NPU > 9 hits
B1gas (2017-18)

∑
ECALO
T and NSPD > 30 hits

B2gas (2017-18) NPU > 6 hits

Table 4.1: L0 selections utilised for the BGI analysis in Run 2.

HLT1 line Prescale Crossing type Longitudinal region (mm) Track multiplicity
BeamGasNoBeam 1 ee [−2000, 2000] >9
BeamGasBeam1 1 be [−2000, 2000] >9
BeamGasBeam2 1 eb [−2000, 2000] >9

BeamGasCrossingForcedReco 1 bb [−2000, 2000] >9
BeamGasCrossingFullZLowNTracks 0.25 bb [−2000,−250] ∪ [250, 2000] >9
BeamGasCrossingForcedRecoFullZ 1 bb [−2000, 2000] >27

Table 4.2: HLT1 selections utilised for the BGI analysis in Run 2.
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4.3 Overlap integral measurements

The overlap integral is determined by fitting the distribution of vertices produced in

beam-gas and beam-beam interactions in three stages. Firstly, the crossing angle is

determined once for each data-taking run. The individual bunch profiles (separately

for each colliding bunch pair) are then extracted from a fit to vertices collected

in nominally 15 minute integration periods. Some measurements are taken over

shorter periods due to short runs or run lengths which differ from a multiple of 15

minutes; such measurements are nonetheless included in the analysis. Finally, the

longitudinal bunch distributions are determined from a fit to the sample of beam-

beam interactions collected during the same integration windows. This procedure

assumes that the bunch densities can be factorised into transverse and longitudinal

components — i.e. ρi(x⃗) = ρ⊥i (x, y)ρ
∥
i (z) — but not that the transverse distributions

are factorisable.

4.3.1 Overlap integral in the case of Gaussian beams

The beam-gas imaging method involves directly reconstructing the individual bunch

profiles from beam-gas interactions to calculate the overlap integral. The overlap

integral is defined as

O ≡
∫
ρ1(x⃗, t) ρ2(x⃗, t) dx⃗dt, (4.1)

where ρi(x⃗, t) is the probability density function describing the distribution of pro-

tons in a single bunch in beam i. If the bunch densities follow a Gaussian distribution

in the transverse spatial directions it can be shown that

O =
1

4πcλxλy
, (4.2)

assuming the beams collide head-on without any crossing angle. In this approxi-

mation the overlap integral does not depend on the bunch shapes in the longitu-

dinal direction. The parameters λx and λy are the convolved bunch widths1, i.e.

λ2x = λ2x,1 + λ2x,2, in each of the transverse directions. In the presence of a cross-

ing angle and an offset between the beams the expression for the overlap integral

1The convention used to define the convolved bunch widths in Ref. [134] differs by a factor of
two, however the final overlap integral expanded in terms of single bunch widths agrees between
the two conventions. The convention in this thesis is preferred to align with the actual code
implementation of the analysis.
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becomes [134]

O =
e

−∆x2

2Σ2
x e

−∆y2

2Σ2
y

4πcΣxΣy

. (4.3)

The parameters ∆x, ∆y are the offsets between the beam centres at the crossing

point, zRF (defined in Section 4.3.5). The modified bunch widths, Σx and Σy are

defined as
Σ2
x ≈ λ2x + ϕ2

xλ
2
z

Σ2
y ≈ λ2y + ϕ2

yλ
2
z ≈ λ2y,

(4.4)

where ϕx, ϕy are the half-crossing angles between the beams and λz is the convolved

longitudinal bunch length. The final approximation is valid in the conditions of all

calibration fills described in this measurement, where ϕy ∼ 0. In typical luminosity

calibration conditions at the LHCb interaction point — λx,i ∼ 0.1mm, λzl ∼ 50mm

(defined in Section 4.3.5) and ϕx = 450µrad – the overlap integral differs from

Equation 4.2 by around 3%. This change is dominated by the modification of the

bunch widths.

In order to extract the beam profiles from the vertex distributions, the vertex

resolution must be known. Given some function describing the vertex resolution,

R(x), the observed bunch profile, Pi(x), is given by

Pi(x) = R(x) ∗ ρi(x), (4.5)

where the bunch profile is reduced to a single dimension for simplicity. If both the

resolution model and the bunch profile have a Gaussian shape, the convolution will

also follow a Gaussian distribution. The mean position of the bunch profile will be

unaltered in the convolution assuming the resolution is unbiased. The measured

bunch width of beam i, λi, will be given by

λ2i = (λtruei )2 + τ 2, (4.6)

where λtruei is the true bunch width and τ is the width of the resolution function.

A single Gaussian model does not in practice adequately model either the vertex

resolution or the bunch profiles. In particular, non-factorisability of the transverse

axes is not allowed by such a simple model and vertices with different track mul-

tiplicities are combined in a single sample for each fit but are affected by different

resolutions. Since the analytic expressions for the convolution and overlap integral
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in terms of Gaussian distributions are known, more flexible models are constructed

simply from a sum of multiple Gaussian components. The observed transverse bunch

profile densities can then be written generally for a single bunch j (in one of the two

beams) as

Pj(x, y) =
∑
a,b,c,d

wa,bf
x
c f

y
d [g(x | 0, τ

x
c ) ∗ g(x |µxa, λxa)] [g(y | 0, τ

y
d ) ∗ g(y |µ

y
b , λ

y
b)]

=
∑
a,b,c,d

wa,bf
x
c f

y
d g
(
x |µxa,

√
(λxa)

2 + (τxc )
2
)
g

(
y |µyb ,

√
(λyb)

2 + (τ yd )
2

) (4.7)

where: g represents a Gaussian distribution; wa,b is a weight parameter of the bunch

profile model with
∑

a,bwa,b = 1; f
x(y)
c(d) is a weight parameter of the resolution model

with
∑

c f
x
c =

∑
d f

y
d = 1; τ

x(y)
c(d) and λ

x(y)
a(b) are the widths of the resolution and bunch

profile components respectively; and µ
x(y)
a(b) is the mean position of a bunch profile

component. The indices a and b run over the bunch profile components, while the

indices c and d run over the resolution components. The bunch profiles can therefore

be determined as follows: the set of resolution parameters {fx(y)c(d) } and {τx(y)c(d) } are

measured and then used to construct the observed bunch profile models in terms

of the true bunch profile parameters {wa,b}, {µx(y)a(b)}, and {λx(y)a(b)}. The total overlap

integral then becomes

O =
∑
a,b,α,β

(
w1
a,bw

2
α,βOa,b,α,β

)
, (4.8)

where the weights are as in Equation 4.7 with an additional superscript indicating

the beam from which each component originates, and Oa,b,α,β represents the partial

overlap integral for each combination of components from both beams and both axes

(with a, b→ α, β in Equation 4.7 for beam 2).

4.3.2 Crossing angle measurements

The directions of the two beams in each of the transverse axes can be measured by

fitting a linear slope to some sample of beam-gas vertices, as illustrated in Figure 4.1.

The lever arm of the fit is increased by integrating the sample of vertices across all

bunches from all crossing types. We choose the sample of vertices for each fit to

correspond to a single run of data-taking. The half crossing angle is defined as

ϕa =
arctan(m2,a)− arctan(m1,a)

2
≈ m2,a −m1,a

2
, (4.9)
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Figure 4.1: Example crossing angle measurement from Fill 4937, Run 174627.
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Figure 4.2: Half-crossing angle measurements for each run considered in this mea-
surement.

where mi,a is the slope of beam i in axis a. The half crossing angle provided by the

LHC was nominally 450 µrad in the x-axis and zero in the y-axis at LHCb for all

of the calibration fills used in this measurement. The measured crossing angles for

each run are shown in Figure 4.2. The average crossing angles measured in each fill

are shown in Table 4.3.
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Fill ϕx (µrad) ϕy (µrad)
4937 450.1 10.1
4945 449.8 10.0
4954 450.7 5.1
6012 449.2 9.9
6016 449.5 11.5
6846 447.3 −4.4
6868 447.6 −3.1

Table 4.3: Average crossing angles measured in each calibration fill.

4.3.3 Vertex resolution measurements

Knowledge of the vertex resolution is a critical element for determining the bunch

profiles. The methodology for including the resolution in the fit models was given

in Section 4.3.1. The procedure for determining the resolution models is described

here. Vertex resolution models are determined separately in each of the x- and y-

directions, applying a data-driven procedure directly to each sub-sample of the data

(i.e. one bunch over one integration period).

4.3.3.1 Determination with the split-vertex method

The vertex resolution is determined by a data-driven process known as the ‘split-

vertex’ method. The tracks from each vertex are randomly divided into two subsets

and a new ‘split’ vertex is fitted from each subset. An equal composition of tracks

in each split vertex and from the A- and C-sides of the VELO is enforced at the

splitting stage, up to possible differences when splitting an odd numbers of tracks.

The split vertices’ positions can be written as

x1 = xtrue + δ1

x2 = xtrue + δ2,
(4.10)

where xi and δi are the measured position and offset from the true vertex, xtrue, of

vertex i. The resolution affecting each of the split vertices can be determined from

the difference in their positions which has variance given by

Var

(
x1 − x2

2

)
= Var

(
δ1 − δ2

2

)
. (4.11)
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The bunch profile can be fitted from the average position of the split vertices, which

has variance

Var

(
x1 + x2

2

)
= Var (xtrue) + Var

(
δ1 + δ2

2

)
+ 2Cov

(
xtrue,

δ1 + δ2
2

)
≈ Var (xtrue) + Var

(
δ1 + δ2

2

)
.

(4.12)

The last approximation assumes the split vertex offsets are independent of the true

vertex position. The relationship between the resolution affecting the average posi-

tion and that measured by the split-vertex method is given by

Var

(
δ1 + δ2

2

)
= Var

(
δ1 − δ2

2

)
+ Cov (δ1, δ2) . (4.13)

The resolution measured from the difference between the split vertices can therefore

be used to determine the bunch profiles under the assumption that the correlation

between the split vertices can be neglected. Effects such as detector mis-alignments

could induce possible correlations that break this assumption; corrections for such

effects are discussed in Section 4.3.3.3. The distribution of average split vertex

positions will have the same bunch profile as the fully reconstructed vertex positions,

albeit convoluted with a different resolution distribution.

Figure 4.3 shows an example parameterisation of the beam-gas vertex resolution

determined with the split-vertex method for each of the beams. The resolution

affecting each of the split vertices is modelled in terms of the number of tracks

entering each of the split vertices, nTr, as

R(nTr) =
a

nbTr
+ c. (4.14)

The primary factor influencing the resolution is the number of tracks entering the

vertex fit. There is also some dependence on the z-position of the vertex. These

parameterisation fits are for illustration only, and are not used in the actual mea-

surement.

The transverse vertex resolution is instead determined directly on each sub-

sample of beam-gas vertices per colliding bunch pair, integration period and longi-

tudinal bin (defined in Section 4.3.4). The resolution distribution is modelled using

a triple-Gaussian sum in each axis. An example fit is shown in Figure 4.4. The
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Figure 4.3: Beam-gas vertex resolution parameterisation in the x-axis for (a) beam
1 and (b) beam 2 for fill 4937, run 174630.

fitted width and weight parameters are then used as an input to the bunch profile

fits as described in Equation 4.7. The vertex resolution in the longitudinal direction

is neglected since the typical width of the luminous region is O(40 - 50mm) while

the width of the resolution distribution is ∼ 0.1mm.

Figure 4.4: Example resolution fit from Fill 6868, Run 211007, BCID 1433 for a
single z-bin in the y-axis. The fit model is composed of a sum of three Gaussian
distributions, which are shown individually as the green, orange, and red curves.
The total fit model is shown in blue.

4.3.3.2 Differences with respect to previous measurements

The approach to parameterising the vertex resolution here differs from previous BGI

measurements [97]. In previous measurements the resolution was parameterised in
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terms of the number of tracks in each vertex using the split-vertex method, as shown

in Figure 4.3. A set of correction factors was then computed to take into account

variations of the resolution with longitudinal position within each bin. The assump-

tion that the resolution was absolutely correct at the arbitrary point z = 0 (in the

LHCb co-ordinate system) was made at an intermediate step when deriving these

correction factors. Based on the parameterisation and correction factors, a reso-

lution was calculated for each vertex and a distribution of resolution values was

created for each colliding bunch pair and integration period. A triple-Gaussian res-

olution model was constructed by binning this distribution and taking the fraction

of events in each bin as that component’s weight, with its width given by the av-

erage resolution of the vertices in the bin. A significant variation of the measured

cross section with the beam-beam vertex resolution was observed. Combined with

systematic uncertainties affecting the beam-gas resolution, the vertex resolution was

the single largest uncertainty in the BGI Run 1 luminosity calibration with a value

of 1.08% [121].

4.3.3.3 Global correction factor on the vertex resolution

As mentioned in Section 4.3.3.1 the split-vertex method relies on the assumption that

correlations between the offsets of the split vertices from the true vertex position can

be neglected. If such correlations cannot be neglected we would expect to observe

a dependence of the measured cross section on the vertex resolution. Practically

this can be tested by binning the vertices in the longitudinal direction. The vertices

are divided into 3 bins, defined by |z| ∈ [250, 500), [500, 750), [750, 1000)mm, for

each beam. The innermost, middle and outermost sets of vertices from each beam

are paired together. Vertices at large |z| typically suffer from worse resolution than

those closer to the interaction region. Figure 4.5 shows a linear fit to the Vertex

cross section as a function of the beam-gas vertex resolution in each fill, along with a

comparison of the gradients measured in each fill. The calculation of the cross section

is described in Section 4.4. The quality of some of the fits shown in Figure 4.5 is

poor; the procedures and results presented here are a work in progress, and should

thus be considered preliminary. A non-zero gradient is unambiguously observed,

which indicates a bias in the split-vertex determination of the vertex resolution;

such a bias is most likely attributable to the neglected correlations between the split-

vertex offsets. In particular, the sign of the gradient indicates that the resolution is
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underestimated.
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Figure 4.5: (a) Linear fit to the dependence of the Vertex cross section on the beam-
gas vertex resolution in each fill, and (b) fit to the measured gradient across all
fills.

As an additional test of the hypothesis that the beam-gas vertex resolution is

underestimated we can compare the true resolution in a simulated sample with

that measured by the split-vertex method. The true resolution is defined by the

distribution of differences between the average split-vertex position and the true

vertex position. The variance of the true resolution is given by

Var

(
x1 + x2

2
− xtrue

)
= Var

(
δ1 + δ2

2

)
. (4.15)

The split-vertex resolution is defined as in Equation 4.11. While simulation is gen-

erally not trusted to accurately reproduce absolute values of the vertex resolution,

observing the same effect would nonetheless provide stronger evidence that an un-

derestimate of the vertex resolution from the split-vertex method is indeed the cause

of the variation of the cross section with the resolution. Figure 4.6 shows the split-

vertex resolution versus the true resolution from simulation in each of the transverse

axes. The split-vertex method is found to underestimate the resolution, in agree-

ment with the effect observed in data. The simulated sample consists of minimum

bias pHe collisions originating from beam 1 (travelling towards the LHCb detector

at the interaction point) with a beam energy of 6.5TeV produced in 2016 MagDown

conditions. No suitable simulation samples are available for beam 2. Since the sim-

ulation is intended only to confirm the effect observed in data without reproducing
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the absolute correction, no attempt has been made to generate a suitable sample.
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Figure 4.6: Split-vertex resolution versus true vertex resolution on a simulated 2016
pHe beam 1 sample for the (a) x-axis and (b) y-axis. The green line has a slope of
unity and the slope of the red line is fitted to the measured values. Both lines pass
through the origin.

To correct for the underestimation of the vertex resolution, we multiply each of

the width parameters fitted using the split-vertex method by a single global scale

factor. Figure 4.7 shows the gradient per-fill after applying this correction procedure,

and the combined gradient across all fills with different correction factors. On the

right plot, the first and last data point represent no correction and the smaller of the

two corrections from simulation motivated by the gradients observed in Figure 4.6,

respectively. The middle point represents a data-driven choice of correction factor

such that the cross section is compatible with no dependence on the beam-gas vertex

resolution. The final value of the correction factor is chosen to be 1.012, indicating

that correlations between the split vertex offsets may induce a bias on the split-

vertex method up to the percent level. One should note that the resulting bias on

the beam widths — and thus the cross section — without this correction is below

the percent level since the resolution enters as a convolution with the true beam

profile.

4.3.4 Transverse bunch profile fits

The transverse bunch profiles are fitted per-bunch in each integration period us-

ing the resolution measurements described in Section 4.3.3 as an input. For

each beam the profile is determined by a simultaneous fit to beam-gas ver-

tices with reconstructed longitudinal position in three bins defined by |z| ∈
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Figure 4.7: (a) Vertex cross section versus beam-gas resolution gradients after cor-
rection and (b) dependence of the combined gradient on the global resolution correc-
tion factor. On the right plot, the first and last data point represent no correction
and the smaller of the two corrections from simulation motivated by the gradients
observed in Figure 4.6, respectively. The middle point (also visible as the per-fill
averaged grey band on the left plot) represents a data-driven choice of correction
factor such that the cross section is compatible with no dependence on the beam-gas
vertex resolution.

[250, 500), [500, 750), [750, 1000)mm. The transverse reconstructed co-ordinates of

each vertex are projected to the central z-position in each bin using the beam slopes

fitted for the crossing angle measurements; henceforth any discussion of the trans-

verse co-ordinates refers to such projected values. The simultaneous fit in multiple

regions reduces the impact of extrapolation errors by projecting all vertices to some

central point. All fits are implemented as unbinned maximum likelihood fits using

RooFit [135].

4.3.4.1 One-dimensional description of the bunch profiles

The simplest possible model constructed only of Gaussian components is a single

Gaussian profile in each of the transverse axes. Such a model has no freedom to

model correlations between the x and y co-ordinates of the bunch profiles. Fig-

ure 4.8 shows the overlap integral evaluated using a single Gaussian model for each

colliding bunch pair and integration window. The measurement number index used

throughout from here is sorted by time and then BCID. Variations of the overlap

integral throughout each fill are observed and indicate an evolution of the bunch

profiles in time.
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Figure 4.8: Overlap integral measurements assuming single Gaussian bunch profiles
across all calibration fills per-BCID and integration period.

4.3.4.2 Non-factorisable description of the bunch profiles

More generally the bunch profiles can be fitted using a two-dimensional parameteri-

sation which allows for non-factorisability of the transverse axes. The bunch profiles

are modelled using a Gaussian sum which can be written as

ρ(x, y) =
n∑
a=0

wag(x |µxa, λxa)g(y |µya, λya), (4.16)

where all of the parameters have the same meanings as in Equation 4.7. This is

equivalent to reducing the bunch profile component indices in Equation 4.7 to a

single index. Such a model is non-factorisable by construction — so long as there

is more than one non-zero weight and non-degenerate width — since cross terms

between the different components in each axis are ignored. A triple-Gaussian model

is used for the nominal analysis procedure. The effect of choosing a different model

is studied in Section 4.3.6. The mean positions are parameterised as the mean of

the bunch density at z = 0. In each of the bins, b, used in the fit the mean positions

are calculated as (suppressing the axis superscript)

µ′
b = µb +mi⟨z⟩b, (4.17)

to account for the beam slopes, where mi represents the gradient of beam i in the

relevant axis against z, and ⟨z⟩b is the centre of the bin in z. Each component
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of the model has a separate mean parameter which allows more freedom to model

correlations between the axes than a model with a single mean parameter per-

axis. A total of 14 parameters are floated in each fit: 2 weights, 3 widths per-axis

and 3 means per-axis. Figure 4.9 shows the overlap integral measured using this

more general model. Figure 4.10 shows the ratio of overlap integrals measured with

the single Gaussian model and the non-factorisable triple Gaussian model. The

significant deviations of the ratio from unity highlight the importance of the non-

factorisable description of the bunch profiles.
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Figure 4.9: Overlap integral measurements assuming triple Gaussian bunch profiles
across all calibration fills per-BCID and integration period.

4.3.5 Longitudinal bunch profile fits

No fine timing information is available on vertices reconstructed in the LHCb detec-

tor and therefore beam-gas vertices provide no sensitivity to the longitudinal bunch

profiles. The longitudinal distribution of the luminous region is however related to

the longitudinal profiles of the individual bunches and thus provides sensitivity to

their convolved bunch lengths. Figure 4.11 illustrates the geometry of two colliding

beams in the xz-plane. The crossing point, zRF , is defined as the longitudinal posi-

tion at which the longitudinal beam centres meet. This can be displaced from the

centre of the luminous region, µzl, in the presence of an offset of the beams in either

transverse plane. A temporal offset of the bunches will produce an equivalent effect

to such a spatial offset. Assuming Gaussian bunch profiles in both the longitudinal
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Figure 4.10: Ratio of overlap integral measurements assuming single Gaussian and
triple Gaussian bunch profiles across all calibration fills per-BCID and integration
period.

and transverse directions the mean position of the luminous region can be written

as [134]

µzl ≈ zRF − λ2z − λ2x
2Σ2

x

ϕx∆x. (4.18)

The above expression assumes no crossing angle in the y-direction and that the

individual bunch widths in the x-direction are approximately equal. The width of

the luminous region, λzl, can be written as [134]

λzl ≈
(

4

λ2z
+

λ2xϕ
2
x

λ2x,1λ
2
x,2

)− 1
2

, (4.19)

where the absence of a crossing angle in the y-direction is assumed.

A single Gaussian distribution is not sufficient to describe the transverse bunch

profiles, as detailed in Section 4.3.4. Assuming factorisation of the longitudinal and

transverse directions, the luminous region distribution can be constructed from all

possible combinations of the individual Gaussian components for each beam and

axis. The weight of each individual component is proportional to the contribution

to the total overlap integral (or equivalently, the luminosity) which it provides (see

Equation 4.8). This can be written as

ρbb(z) =
∑
a,b,α,β

w1
a,bw

2
α,βOa,b,α,β ga,b,α,β(z), (4.20)
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(a) Luminous region geometry with head-on beams.
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(b) Luminous region geometry with offset beams.

Figure 4.11: Illustration of the luminous region geometry for beams colliding (a)
without and (b) with an offset in the x-direction.

where the indices a, b (α, β) run over the x- and y-axis components of beam 1

(2), respectively. The term ga,b,α,β(z) represents a Gaussian distribution with mean

and width given by Equations 4.18 and 4.19, respectively, taking the transverse

parameters from the relevant single Gaussian components.

The acceptance of the LHCb VELO — and therefore the primary vertex re-

construction efficiency — is not constant in z. To account for this, each vertex

is weighted in the fit by the inverse of its relative reconstruction efficiency. The

reconstruction efficiency has been determined from simulation [97] and is shown in

Figure 4.12 along with a linear interpolation between each pair of consecutive points

used to determine the per-vertex weights. The efficiency map is scaled such that

the maximum efficiency is unity to ensure all weights are O(1). No requirements
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Figure 4.12: Relative vertex reconstruction efficiency as a function of longitudinal
position from simulation [97].

are placed on the direction of tracks originating from each vertex; this avoids the

efficiency falling to zero at large z. Figure 4.13 shows an example fit to the longi-

tudinal luminous region shape. The split-vertex residual distribution, with a width

of 0.076mm, is also shown to motivate the assumption that the longitudinal reso-

lution can be neglected. A small beam-gas background is potentially present below

the peak due to the lack of a track-direction based selection. Such a background is

negligible compared to the number of beam-beam vertices and thus ignored in the

fit.

4.3.6 Systematic uncertainties on the overlap integral

The detector alignment was found to induce a systematic uncertainty on the mea-

surement of the crossing angle in the Run 1 BGI calibration [97,121]. The effect of

a biased crossing angle on the overlap integral is quantified by

dO
dϕx

≈ 1

4πcΣy

(
d

dϕx

1

Σx

)
=

1

4πcΣxΣy

(
−ϕxλ2z
Σ2
x

)
, (4.21)

where all of the parameters are as defined in Section 4.3.1 and the effect of offset

beams has been ignored. We neglect here also any effect of the crossing angle in the

y-direction. It follows that the relative uncertainty on the overlap integral — and
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Figure 4.13: (a) Example fit to the luminous region vertex distribution and (b)
split-vertex residual distribution for fill 4937, run 174626, BCID 222.

thus the cross section — is given by∣∣∣∣dOO
∣∣∣∣ ≈ ∣∣∣∣ϕxλ2zΣ2

x

∣∣∣∣ dϕx. (4.22)

The uncertainty on the half crossing angle, dϕx, is taken as the standard deviation

of the measurements for each run. We find that dϕx = 1.2µrad and dϕy = 6.4µrad.

Conservatively, we use the larger of the two values to compute the systematic un-

certainty. The other parameters are taken as the average across all measurements.

This results in a relative systematic uncertainty of 0.08%.

Statistical uncertainties on the vertex resolution are covered by the overall treat-

ment of the statistical uncertainty on this measurement. The only other source of
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uncertainty arises from the assumptions of the split-vertex method and the correc-

tion factor procedure. We repeat the correction procedure by adding an offset to

each width — instead of multiplying by a scale factor — to test the assumption

that the beam-gas vertex resolution should be corrected by a global scale factor.

Figure 4.14 shows, as a function of the correction offset, the gradient of the cross

section versus beam-gas vertex resolution. A value of 1.2×10−3mm is chosen as the

correction value. A shift of 0.50% in the Vertex cross section is observed compared

to the correction using a scale factor and is taken as a systematic uncertainty due

to the vertex resolution.
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Figure 4.14: Dependence of the combined Vertex cross section versus beam-gas
vertex resolution gradient across all fills on the resolution correction offset.

A systematic uncertainty on the fit model is assessed from the shift observed

in the Vertex cross section when a different bunch profile model is assumed. We

use the same model as in the nominal measurement — described in Equation 4.16

— taking w2 = 0, i.e. reducing to a double Gaussian shape. A shift of 0.06mb is

observed, corresponding to a relative systematic uncertainty of 0.10%.

The measurement of the longitudinal bunch profiles only enters into the calcula-

tion of the overlap integral through the presence of either a crossing angle or offset

beams. The effect of mis-modelling in the longitudinal direction on the overlap in-

tegral measurement is therefore heavily suppressed with respect to mis-modelling

in the transverse directions. A conservative systematic uncertainty related to the

longitudinal efficiency map is assigned by repeating the longitudinal fits with no

efficiency applied. Shifts of ∼ 5% are observed in the convolved bunch length. The

overall cross section measurement shifts by 0.12%, which is assigned as a systematic

uncertainty.
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The BGI method assumes that the bunch profiles and beam positions are stable

over each integration window. Any drift of the beams during this time will artifi-

cially inflate the measured bunch widths. If the mean position of each beam drifts

throughout a given integration period with some standard deviation, λdrift, then the

modification of the bunch width will be approximately given by

λ2obs = λ2true + λ2drift, (4.23)

where λobs is the observed bunch width, λtrue is the true bunch width and a single

Gaussian profile is assumed. The relative bias can then be estimated as

1− λobs
λtrue

= 1−

√
1 +

λ2drift
λ2true

≈ − λ2drift
2λ2true

. (4.24)

To evaluate the size of the effect, the mean position of each beam in each axis

is measured in 30 s time intervals throughout each run, integrated across all filled

BCIDs. Figure 4.15 shows an example of such a measurement for a single run. To

indicate the size of this effect, both plots show the same data but the length of the

vertical axis on the right plot corresponds to around half of the bunch widths. Each

run lasts up to 1 hr, i.e. 4 full integration periods, so this is viewed as a conservative

choice. The average drift across each beam, axis and run is found to be 4.1µm.

Assuming a beam width of 0.10mm— the average over x and y of bunch width

across all single Gaussian bunch profile measurements — results in a relative bias

of 0.09%. Since a beam drift will only increase the measured beam widths, this

is correlated between the two beams. A systematic uncertainty on the final cross

section is therefore taken as the resulting bias — given this correlation — on the

product of two beam widths, which is calculated to be 0.18%. No attempt is made

to subtract the expected spread from statistical fluctuations alone, which is again a

conservative choice.

The electromagnetic interactions between protons from opposite colliding bunch

pairs contributes one of the largest systematic uncertainties in the vdM analy-

sis [121]. Changes in the beam-beam force due to movements of the beams at

any interaction point on the LHC ring can dynamically modify the bunch profiles

and therefore bias the BGI measurement. To evaluate the importance of this effect,

the cross section is measured with BCIDs split into four categories depending on

at which interaction points they collide. This is shown in Figure 4.16. The results
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Figure 4.15: Example beam drift measurement for the y-axis of beam 2 in fill 6868,
run 211007, integrated across all BCIDs. The same data is shown on both plots,
however the length of the y-axis scale on the right plot corresponds to around half
the transverse bunch widths during luminosity calibration fills to indicate the size
of this effect.

LH
Cb o

nly

ATLA
S/C

MS +
 LH

Cb

ALIC
E +

 LH
Cb

All IP
s

57.8

57.9

58.0

58.1

58.2

58.3

Ve
rte

x 
cr

os
s s

ec
tio

n 
(m

b)

2 / ndf = 3.2 / 3
p-value = 0.36

Figure 4.16: Cross section measurements split by interaction points at which each
BCID collides.

across all samples are statistically compatible. Therefore, no systematic uncertainty

is assigned.
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4.4 Final cross section determination

The cross section is determined per bunch and integration periods based on the

results of the previous sections. The cross section is given by

σc =
µc

2cN1N2O
, (4.25)

where all parameters are as defined in Chapter 3. A total cross section for each

BCID is obtained from a weighted average of the individual integration periods.

The weighted average used the length of each integration period as a weight; this

implicitly assumes the rate of beam-gas vertices is stable throughout each fill. Fig-

ure 4.17 shows an example of the beam-gas trigger rate throughout fill 4937 for

each beam; good stability is observed. A total cross section per-fill is obtained by

averaging the cross section measured per-BCID. This assumes that the beam-gas

rates for each individual BCID are equal. Figure 4.18 shows the number of selected

vertices integrated over 5 minute periods for each colliding BCID throughout an

example run, normalised to the average value. While not a perfect assumption,

the rate of vertices per-BCID is generally stable with a spread of a few percent.

The final measured cross section is obtained from a least squares fit to the per-fill

cross section using the standard statistical error only. Figure 4.19 shows the results

for each individual measurement and the final combination across all fills. A final

measurement of

σVertex = 58.00± 0.02mb

is obtained, where the error is statistical only. The individual fill measurements

are not statistically compatible, and a systematic uncertainty to account for this

is detailed below. Figure 4.20 shows each individual cross section measurement

per BCID and per integration period. Figure 4.21 shows the evolution of the BCID-

averages of all of the quantities entering into the cross section calculation throughout

each of the calibration fills. Good stability of the measured cross section is observed

throughout each fill. Figure 4.22 shows the individual cross section measurements

using the single Gaussian model to again highlight the importance of modelling the

non-factorisability of the bunch shapes. Significant differences are observed between

the different fills, along with instabilities in time within each fill.

Table 4.4 summarises the uncertainties affecting this measurement. Most of
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Figure 4.17: Rate of positive trigger decisions for the Hlt1BeamGasBeam{1,2} trig-
ger lines throughout fill 4937 per 1011 protons in each beam (roughly corresponding
to one bunch).
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Figure 4.18: Example rate of selected beam-gas vertices integrated over 5 minutes
for each BCID colliding at LHCb over an example run. Plots (a) and (b) show the
rate of vertices for beams 1 and 2, respectively.

these have already been discussed in Sections 3.2.3, 3.4.3 and 4.3.6. The column la-

belled ‘Contribution’ indicates the reduction in the total uncertainty if the relevant

component is removed. The measurements of the cross section are not statisti-

cally compatible between all of the calibration fills. This is believed to be due to

mis-modelling of the bunch profiles by assuming only combinations of Gaussian dis-

tributions. An additional systematic uncertainty is assigned based upon the spread

of the measurements. The value is taken as the largest standard deviation when

the measurements are combined per-fill (0.29%), per-run (0.29%) and per-BCID

(0.45%); the latter two are illustrated in Figure 4.23. The standard deviations are

calculated from an unbinned maximum likelihood fit of a Gaussian distribution to
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Figure 4.19: Measured cross section per-fill with statistical uncertainties only.
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Figure 4.20: All cross section measurements using the triple Gaussian bunch profile
model.

each set of cross section measurements. Uncertainties due to a possible pressure

gradient within the beam volume and absolute scale errors arising from the VELO

are taken from Ref. [121].
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Figure 4.21: Time evolution of quantities entering the cross section calculation for
each fill, averaged over all BCIDs. The cross section values are normalised to their
mean value; all other quantities are normalised to their first value.
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Figure 4.22: All cross section measurements using the single Gaussian bunch profile
model.
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Figure 4.23: Measurement spread of the cross section averaged across (a) individual
runs and (b) individual bunches.

Source Relative uncertainty (%) Contribution (%)
Vertex resolution 0.50 20.2

Measurement spread 0.45 16.0
DCCT uncertainty 0.34 8.8
Track/Vertex ratio 0.22 3.6

Beam drift 0.18 2.4
Longitudinal efficiency 0.12 1.1

Fit model 0.10 0.8
Crossing angle 0.08 0.5
Satellite charge 0.05 0.2

VELO transverse scale 0.05 0.2
Ghost charge 0.04 0.1

Pressure gradient 0.03 0.07
Statistical 0.03 0.07

FBCT non-linearity 0.03 0.07
FBCT/BPTX difference 0.02 0.03

Counter background subtraction 0.01 0.01
Total 0.83 -

Table 4.4: Summary of the relative size of uncertainties affecting the absolute BGI
calibration. The column labelled ‘Contribution’ indicates the reduction in the total
uncertainty if the relevant component is removed
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4.5 Summary

An absolute luminosity calibration of the LHCb Track and Vertex counters has been

presented. A final result of

σVertex = 58.00± 0.02 (stat)± 0.48 (syst)mb

is obtained. Combined with the measured ratio of the background-corrected Track

to Vertex counters, 1.099± 0.002, this gives a cross section for the Track counter of

σTrack = 63.74± 0.02 (stat)± 0.53 (syst)mb.

The final relative precision of this measurement is 0.83%. The dominant systematic

uncertainties arise from the vertex resolution corrections, measurement spread —

believed to be related to mis-modelling of the transverse beam profiles — and bunch

current measurements. The dominant part of the uncertainty is entirely uncorrelated

from the vdM method, and thus the precision can be further improved through a

combination of the two analyses.
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Chapter 5

Selection of D0→ h−π+π0

candidates

S
eparating candidates of the signal decay of interest from any potential sources

of background is an important aspect of any particle physics measurement.

This chapter will describe the specific selection requirements applied to the 2012 and

2015–18 LHCb datasets to retain as many signal candidates in the D0 → h−π+π0

decays as possible, while suppressing both physics and combinatorial backgrounds.

‘Physics’ backgrounds are defined as those originating from a similar physical process

which mimics the decay of interest in some fashion, while ‘combinatorial’ background

is comprised of random combinations of particles produced in potentially many

separate decays which mimic the decay of interest. A number of kinematic variables

which are commonly used within the LHCb collaboration to distinguish signal decays

from any relevant backgrounds are defined in Section 5.1. The remainder of the

chapter is dedicated to describing the specific requirements imposed for this analysis.

5.1 Definitions of kinematic variables

In addition to the standard kinematic variables such as mass, m, momentum, p, and

energy, E (and the transverse components, pT and ET), it is useful here to introduce

some variables which are widely used within LHCb analyses.

The impact parameter (IP1) is defined as the minimum distance of closest ap-

proach (DOCA) of an extrapolated track to some point, most commonly the ‘best’

PV. For particles with no track, such as an indirectly measured D0 candidate, the

1The initialism is shared with ‘interaction point’, but the distinction should be clear from
context.
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IP is calculated from the kinematics of the daughter particles. A related variable,

χ2
IP, is defined as the difference in the vertex fit χ2, χ2

vtx, of the best PV fit with

and without a given track or particle included in the fit. The best PV is typically

defined as the PV with the smallest χ2
IP for a given track or particle. The flight

distance (FD) of a particle is defined as the distance between its decay and produc-

tion vertices. The parameter χ2
FD represents the χ2 of the hypothesis that a given

particle has no flight distance, i.e. decays at its production vertex. Each of these

quantities are particularly useful for selecting displaced vertices originating from b-

and c-hadron decays.

Another key selection requirement is enhancing the rate of ‘real’ tracks with

respect to ghost tracks or real tracks with incorrect matching upstream and down-

stream of the magnet. The quality of the track fit is typically defined in terms of a

χ2 value, χ2
track. A ‘ghost probability’ for each track is defined based on the output

of a neural network. The neural network takes as input various parameters of the

track, its constituent hits, and the tracking detectors’ occupancies [136].

Physical backgrounds from mis-identified backgrounds are suppressed using the

PID techniques described in Section 2.2.9. The difference in log-likelihood approach

defines a set of variables expressed as PIDx, where x is the particle hypothesis under

consideration. A π0 candidate confidence level (CL) is defined based on particle-

identification neural-networks and the presence of, or lack thereof, a track compatible

with the calorimeter cluster(s).

Finally, some variables which are useful to suppress combinatorial backgrounds

can be defined. The output of a MatrixNet classifier — taking as input kinematic

and vertex quality variables — is used to select two-track vertices where both tracks

truly originated in the same decay. The direction angle (DIRA) of a particle is de-

fined as the angle between its momentum and the vector relating its production and

decay vertices. In partially reconstructed decays, a corrected mass can be defined as

mcorr =
√
m2 + p2⊥,miss+|p⊥,miss|, where m is the invariant mass of the reconstructed

decay products, and p⊥,miss is the missing momentum of the decay products perpen-

dicular to the parent particle’s flight direction. The parameter χ2
DOCA is the χ2 value

of the hypothesis that two tracks or particles originate from the same vertex.
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5.2 Event selection and reconstruction

For this analysis, events where a D0 candidate is reconstructed in either of the

decays D0 → π+π−π0 or D0 → K−π+π0 are selected. The D0 meson is required

to originate from the strong decay D∗(2010)+ → D0π+
tag, where the D∗± meson is

produced promptly, i.e. in the initial pp collision. The charge of the tagging pion

is used to infer the flavour of the D0 meson at production. The data sample is

divided into two categories based on the reconstruction of the π0→ γγ decay in the

final state: resolved events are defined as those in which the photons are detected

as independent ECAL clusters, while merged events are defined as those in which

the photon clusters overlap and cannot be completely disentangled. Photons are

reconstructed by the LHCb detector by considering 3 × 3 clusters of ECAL cells,

centred on local maxima of deposited energy, as described in Section 2.2.7.1. Data

collected in 2012, and between 2015 and 2018 by the LHCb experiment is analysed.

A suitable HLT2 trigger line for the decay modes studied here in Run 1 was not

implemented until 2012, and so data from 2011 is not analysed.

Year(s) HLT1 line(s)
2012 D Hlt1TrackAllL0

2015-18
D Hlt1TrackMVA

D Hlt1TwoTrackMVA

Table 5.1: HLT1 lines used in this analysis.

Year(s) HLT2 line(s)
2012 Dstr Hlt2CharmHadD02HHXDst hhX

2015-18
Dstr Hlt2CharmHadInclDst2PiD02HHXBDT

Dstr Hlt2CharmHadDstp2D0Pip D02(PimPipPi0/KmPipPi0) Pi0(M/R)

Table 5.2: HLT2 lines used in this analysis.

5.2.1 Trigger selection

No explicit requirements are imposed at the L0 trigger level. It was shown in

a previous analysis that all available lines provide some contribution for the de-

cay modes studied here [137]. The HLT requirements applied are listed in Tables

5.1 and 5.2. Where multiple lines are listed for a given trigger level and period,
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events are only required to pass at least one of the lines. In all cases a positive

triggered-on-signal (TOS) decision is required. For data collected in 2012, the trig-

ger line Hlt1TrackAllL0 selects a daughter of the D0 meson with a track which is

displaced from the primary vertex (PV), has high pT, and a good quality track

fit. For data collected in Run 2, the trigger line Hlt1TrackMVA essentially re-

places the Hlt1TrackAllL0 line. In addition to requirements on track quality, the

Hlt1TrackMVA line requires that each track satisfies the expression (using pT in

units of GeV/c)

[
(pT > 25) AND (χ2

IP > 7.4)
]
OR

[
(1 < pT < 25) AND (χ2

IP > F (pT;λ))
]
, (5.1)

where

F (pT;λ) = ln(7.4) +
1

(pT − 1)2
+ λ

(
1− pT

25

)
. (5.2)

The parameter λ took on different values in the range (1.1,2.3) during Run 2, depend-

ing on the trigger configuration. The Hlt1TwoTrackMVA line allows for the single

track requirements to be loosened, and additional requirements on a vertex fit to

the pair of charged tracks from candidate D0 meson decays are imposed. A detailed

list of the requirements imposed by each trigger line is provided in Table 5.3. Where

multiple cut values are given, the trigger requirements fluctuated depending on the

trigger configuration. The MatrixNet variable used by the Hlt1TwoTrackMVA line

is a classifier trained to identify signal-like events based on vertex quality and pT

information [138].

For data collected in 2012, candidates are required to pass the

Dstr Hlt2CharmHadD02HHXDst hhX trigger line at HLT2 level. This line partially

reconstructs the D∗± meson by combining two charged hadrons from a candidate

D0 decay with a candidate tagging pion. Trigger lines for exclusively selecting the

final states considered here were not implemented in Run 1. The requirements

of this trigger line are listed in Table 5.4. Here and throughout the following,

selections on particles denoted h± apply only to the D0 meson decay products and

not the tagging pion. As before, an entry with multiple cut values indicates that the

trigger configuration changed over time. In Run 2, candidates must pass either the

inclusive Dstr Hlt2CharmHadInclDst2PiD02HHXBDT trigger line, or one of the

exclusive Dstr Hlt2CharmHadDstp2D0Pip D02(PimPipPi0/KmPipPi0) Pi0(M/R)

trigger lines, where the latter depends on the final state and π0 reconstruction
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Trigger Object Quantity Requirement

Hlt1TrackAllL0 Track

VELO hits > 9
VELO missing hits < 3

χ2/ndf < 1.5, 2
p > 3, 10GeV/c
pT > 1.6, 1.7GeV/c
χ2
IP > 16

Hlt1TrackMVA Track

pT, χ
2
IP see Equations 5.1 and 5.2

χ2/ndf < 2.5
ghost probability < 0.2, 0.4

p > 3, 5GeV/c

Hlt1TwoTrackMVA

Both tracks

χ2/ndf < 2.5
ghost probability < 0.2, 0.4

p > 3, 5GeV/c
pT > 0.5, 0.6GeV/c
χ2
IP > 4

Vertex

η ∈ [2, 5]
mcorr > 1GeV/c

MatrixNet > 0.95, 0.97
pT > 2GeV/c
χ2
vtx < 10

DIRA < π/2

Table 5.3: Selection requirements for the HLT1 lines used in this analysis.

category under consideration. The former line is based upon a bonsai-BDT

classifier, which is an efficient BDT implementation that takes discrete inputs given

by coarsely binning the input variables [139]. The bonsai-BDT takes as input the

following variables: the D0 meson’s flight distance and χ2
vtx, the D

∗ meson’s flight

distance (2015 only) and direction angle (DIRA), the pT and helicity angle, cos(θ),

of the tagging pion, and the sum of the charged D0 daughters’ pT. The exclusive

trigger line fully reconstructs the decay chain, and its requirements are given in

Table 5.5.

5.2.2 Stripping selection

The stripping lines used for both the Run 1 and Run 2 samples are listed in Table

5.6. The stripping selections are identical for both sets of lines, and are listed in

Table 5.7. The selections for the signal and control channels are identical, with the

exception of cuts on the PID variables. Each event is also required to have fewer

than 180 long tracks.
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Particle(s) Quantity Requirement

h±

track χ2/ndf < 3
pT > 0.3GeV/c
p > 3GeV/c
χ2
IP > 6

h+h− combination

m <2.1GeV/c2∑
pT > 0GeV/c

DOCA < 0.1mm
FD > 0mm
mcorr < 3.5GeV/c
χ2
FD > 100

DIRA > 0.99
χ2
vtx/ndf < 10

h+ or h−
track χ2/ndf < 2.25

χ2
IP > 36

π±
tag

track χ2/ndf < 2.25
pT > 0.3GeV/c
p > 3GeV/c
χ2
IP < 9

h+h−π±
tag combination DOCA < 100mm
D∗± pT > 3500, 3750, 3850GeV/c

h+, h−, πtag mhhπtag −mhh ∈ [0,250], [0,285]MeV/c2

Table 5.4: Selection requirements for the Dstr Hlt2CharmHadD02HHXDst hhX
trigger line.

5.2.3 Offline selection and reconstruction

For events which pass the trigger and stripping selections, the DecayTreeFitter

(DTF) algorithm [140] is used to reconstruct each event with the following con-

straints: the π0 meson’s mass is taken as equal to its known value from the Particle

Data Group (PDG), and the D∗± meson must be produced exactly at the PV. In

particular, this procedure significantly improves the resolution of the D0 and D∗±

masses, their difference ∆m ≡ m(D∗+) − m(D0), and the D0 decay time. This is

illustrated for the latter two variables in Figure 5.1.

We impose a simple offline pre-selection which is described in Table 5.8. Sepa-

rate selections are imposed for merged and resolved candidates due to their differing

kinematics. The same pre-selection is used for both the signal and control channels.

Requirements on the χ2
IP of the D0 meson and the χ2

FD of the D∗± meson reduce

contamination from decays where the D∗± is produced in the decay of a B meson,

rather than in the initial pp collision. Such events are known as secondary decays.
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Particle(s) Quantity Requirement

h+h− combination

DOCA < 0.08mm
m < 1.9GeV/c
χ2
vtx < 20

χ2
IP w.r.t. best PV > 25

χ2
IP > 36∑
pT > 1.9GeV/c

π0 pT > 1.7GeV/c
χ2
IP > 36

D0

χ2
vtx/ndf < 20
pT > 1.4GeV/c
mπππ ∈ [1700, 2020]MeV/c2

mD0 ∈ [1745, 1985]MeV/c2

χ2
IP w.r.t. best PV < 50

DIRA > 0.9995
τ > 0.2 ps

D∗
mD∗ −mD0 −mπtag ∈ [−999, 45.43]MeV/c2

χ2
vtx/ndf < 10

mh+h−π0πtag −mh+h−π0 −mπtag ∈ [−999, 55.43]MeV/c2

Table 5.5: Selection requirements for the D0 → h+h−π0 decays’ exclusive HLT2
trigger lines in Run 2.

Year(s) Stripping line
2012 StrippingDstarToHHPi0 (pipipi0/Kpipi0) (M/R) Line

2015-18 StrippingDstarD0ToHHPi0 (pipipi0/Kpipi0) (M/R) Line

Table 5.6: Stripping lines used in this analysis.

The cut on the combined mass of the final state charged hadrons removes contami-

nation from D0→ K0
S(→ π+π−)π0 decays, and is only applied to the signal channel.

This removes ∼ 1−2% of candidates. The cut on the quality of the DTF fit, χ2
DTF,

removes events where the constrained reconstruction fit fails. The asymmetric cut

around the D0 meson mass for merged candidates is chosen to suppress contamina-

tion from D0 → K−π+π0 decays where the kaon is mis-identified as a pion, which

will peak in the lower mD0 sideband.

In addition to the previous cut-based selections, a multivariate analysis strategy

is employed to further reduce combinatorial background. Separate BDTs [141] are

trained for the merged and resolved samples, and for the Run 1 and Run 2 data-

taking periods. A simple sideband subtraction procedure based on a fit to the ∆m

distribution is applied to define the signal and background training samples. A
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Particle Quantity Requirement (merged) Requirement (resolved)

D∗±
χ2
DOCA(D

0, π±
tag) < 20 < 20

mD∗± −mD0 < 180MeV/c2 < 180MeV/c2

χ2
vtx/ndf < 9 < 9

D0

pT > 1.4GeV/c > 1.4GeV/c
|mD0 − 1864.83| < 150MeV/c2 < 150MeV/c2

χ2
vtx/ndf < 20 < 20

π±
tag

pT > 300MeV/c > 300MeV/c
Track ghost probability < 0.35 < 0.35

PIDe < 5 < 5
min(χ2

IP w.r.t. each PV) < 9 < 9

h±
pT > 500MeV/c > 500MeV/c

Track ghost probability < 0.35 < 0.35
PIDK < 0(π±) / > 7(K±) < 0(π±) / > 7(K±)

h+ or h−
pT > 1.7GeV/c > 1.7GeV/c

χ2
IP w.r.t. best PV > 36 > 36

h+ and h−
mh+h− < 1850MeV/c2 < 1850MeV/c2

χ2
DOCA(h

+, h−) < 15 < 15

π0 pT > 500MeV/c > 500MeV/c
|mπ0 − 135| - < 15MeV/c2

Table 5.7: Stripping selection requirements.
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(a) Decay time residuals in units of τD0 from
truth-matched, merged-π0 simulated data
before and after DTF reconstruction.

140 145 150 155
 (MeV) m∆

0

200

400

600

800

1000

1200

1400

1600

C
an

di
da

te
s 

/ (
0.

15
 M

eV
)

With DTF

Without DTF

LHCb unofficial

(b) ∆m distribution in the 2015 MagUp
merged signal channel sample before and af-
ter DTF reconstruction.

Figure 5.1: Illustration of the effect of the DTF reconstruction on the ∆m and
decay-time resolutions.

signal region is defined as ±2σ around the ∆m peak and a background region is

defined in the upper sideband. Candidates lying in the signal region are assigned

a weight of unity, and candidates in the background region are assigned a (single)

negative weight based on the ratio of the integrals of the background PDF from the
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Particle Quantity Requirement (merged) Requirement (resolved)

D0 mD0 − 1865 ∈ (−60, 120)MeV/c2 ∈ (−60, 60)MeV/c2

log(χ2
IP) < 2 < 2

D∗± log(χ2
FD) < 4 < 4

χ2
DTF > 0 > 0

π+ and π− |mπ+π− − 497.6| > 10MeV/c2 > 10MeV/c2

Table 5.8: Offline cut-based selection requirements.

Variable Importance (%)
π0 cos(θ) 16
pT (π0) 16
D0 cos(θ) 15
D0 DIRA 13

pT (h+) + pT (h−) 11
mπ0 9

pT (D0) 9
pT (D∗) 7
π0 CL 6

Variable Importance (%)
pT (π0) 19
π0 cos(θ) 18
pT (D0) 16
pT (D∗) 12
D0 DIRA 12
π0 CL 10

D0 cos(θ) 9
pT (h+) + pT (h−) 4

Table 5.9: Variables used by the offline merged (left) and resolved (right) BDTs for
Run 1.

fit in the two regions. Tables 5.9 and 5.10 show the variables used in each BDT,

along with their relative importances as computed by TMVA [142]. The kinematics

of the tagging pion are not used in the BDT to avoid introducing any additional

nuisance asymmetry effects.

Figures 5.2 and 5.3 show the output distributions of each BDT. Appendix A

contains additional plots to illustrate the performance of each BDT. As a test of

overtraining, a χ2 value is computed between the output distributions for the train-

ing sample and an independent testing sample. In all cases, the output distributions

are found to be compatible. The BDTs are trained using the 2012 MagUp and 2017

MagUp real data samples for Run 1 and Run 2, respectively. Half of the data in

each sub-sample is used for training, and the remaining half is used to perform the

overtraining test. The training and testing samples each correspond to around 25%

(6%) of the events in the 2012 (2015–18) datasets. The cut applied to the output of

each BDT is optimised based on a binned maximum likelihood fit to the ∆m distri-

bution using the metric S/σS, where S represents the number of signal candidates,

and σS its uncertainty. The same BDTs are used for the signal and control channels,

however the cuts to their output are optimised separately. Plots of the optimisation
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Variable Importance (%)
D0 DIRA 16
pT (π0) 15
D0 cos(θ) 14
π0 cos(θ) 14
pT (D∗) 10

pT (h+) + pT (h−) 10
mπ0 8

pT (D0) 8
π0 CL 6

Variable Importance (%)
pT (π0) 20
D0 DIRA 15
π0 cos(θ) 14
pT (D0) 13
pT (D∗) 12
D0 cos(θ) 11
π0 CL 10

pT (h+) + pT (h−) 4

Table 5.10: Variables used by the offline merged (left) and resolved (right) BDTs
for Run 2.

metric for the 2012 signal channel datasets, using the same data samples used to

train the BDTs, are shown in Figure 5.4, and the remaining plots for all other data

samples can be found in Appendix A. Table 5.11 shows the chosen cut for each

category of the data.
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Figure 5.2: Output distributions for (a) merged and (b) resolved Run 1 BDTs.

Finally, for events where more than one candidate remains after the full selec-

tion, a single candidate is randomly selected to be kept and all others are removed.

This is implemented in two stages. Firstly, the merged and resolved samples are

treated independently and the removal procedure is applied. Then, for any events

where a candidate remains in both the merged and resolved sample, one candidate

is randomly rejected. Removing such candidates avoids double counting, since e.g.

the same pair of charged tracks could be combined with two different π0 candidates

to form two D0 candidates from a single decay. Table 5.12 shows the fraction of

events removed from each sub-sample of the data. Figures 5.5 and 5.6 show the ∆m
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Figure 5.3: Output distributions for (a) merged and (b) resolved Run 2 BDTs.

0.2− 0.1− 0 0.1
BDT output cut

80

85

90

95

100

105

110

115

S
σ

S/ LHCb unofficial

(a)

0.1 0.2 0.3 0.4 0.5
BDT output cut

150

160

170

180

190
S

σ
S/ LHCb unofficial

(b)

Figure 5.4: Optimisation metric as a function of BDT cut for the (a) merged and
(b) resolved 2012 signal channel data.

distributions for the 2016 MagUp merged and resolved signal channel samples, re-

spectively, after the initial trigger and stripping selections, and after the full selection

procedure. Figure 5.7 shows the corresponding m(D0) distributions for candidates

within ±2σ of the ∆m peak for the same sub-samples, after the full selection.

5.2.4 Mis-identified and mis-reconstructed backgrounds

Since other decay modes can be affected by different asymmetries than the signal

mode under consideration here, contamination from real physics processes which are

mis-reconstructed or mis-identified can bias the measured ∆Y . To study this, the

fraction of contamination in the signal channel is estimated for a range of possible

sources by estimating PID and m(D0) selection efficiencies, assuming all other selec-

tion efficiencies are the same for signal decays and the background under considera-
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Data sample BDT output requirement
2012 D0→ π+π−π0, merged > −0.08
2012 D0→ π+π−π0, resolved > 0.35
Run 2 D0→ π+π−π0, merged > 0
Run 2 D0→ π+π−π0, resolved > 0.585
2012 D0→ K−π+π0, merged > −0.35
2012 D0→ K−π+π0, resolved > 0.35
Run 2 D0→ K−π+π0, merged > −0.25
Run 2 D0→ K−π+π0, resolved > 0.48

Table 5.11: Offline BDT selection requirements.

π+π−π0 K−π+π0

Dataset Merged (%) Resolved (%) Merged (%) Resolved (%)
12 MagUp 3.7 13.6 2.3 13.0

12 MagDown 3.4 13.7 2.3 13.1
15 MagUp 4.8 12.4 2.7 15.1

15 MagDown 4.2 12.4 2.7 15.4
16 MagUp 7.3 11.1 4.3 13.2

16 MagDown 7.2 10.6 4.2 12.7
17 MagUp 6.3 10.0 4.3 12.0

17 MagDown 7.3 9.8 4.3 11.9
18 MagUp 6.7 10.3 4.5 11.9

18 MagDown 6.7 10.3 4.5 11.9

Table 5.12: Fraction of candidates rejected by the multiple candidate selections in
each sub-sample of the control and signal channel datasets.

tion, and taking branching fractions from the PDG [143]. Under these assumptions,

the fraction of a single background component present in the sample is given by

fB =
B

S +B
=

(
S

B
+ 1

)−1

=

(
BS
BB

× εSPID
εBPID

×
εSm(D)

εBm(D)

+ 1

)−1

, (5.3)

where ε
S(B)
PID and ε

S(B)
m(D) are the signal (background) PID and m(D0) selection efficien-

cies, respectively, and BS(B) are the branching fractions. The PID efficiencies are

measured in bins of pT and η for a given charged particle using PIDCalib2 [144],

and then a weighted average of this efficiency map is taken using the distribution

of candidates in the (pT, η)-space from simulated data. For potential backgrounds

where both pions are mis-identified, the total PID efficiency is assumed to be the

product of the efficiencies from the individual pions. Efficiencies for the m(D0)

mass window selection are computed using the RapidSim package [145], where the
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Figure 5.5: Comparison of the ∆m distributions for the 2016 MagUp merged signal
channel sample after trigger and stripping selection, and full offline selection.
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Figure 5.6: Comparison of the ∆m distributions for the 2016 MagUp resolved signal
channel sample after trigger and stripping selection, and full offline selection.

resolution smearing of the π0 mass has been tuned so that the mass resolution of

the reconstructed D0 meson in the decay D0 → π+π−π0 matches that of the full

LHCb simulation, separately for the merged and resolved π0 categories; for other

particles, the default RapidSim smearing is used. Potential mis-identified or mis-

reconstructed backgrounds which have been studied here are listed in Table 5.13.

All are found to be negligible (≪ 1%) except for the Cabibbo-favoured control mode

used in this analysis, D0→ K−π+π0, where the kaon can be mis-identified as a pion.

The contamination from this mode is estimated to be 0.7% and 0.8% in the merged

and resolved samples, respectively. An estimate of the potential bias on the mea-

sured time-dependent asymmetry from this residual D0→ K−π+π0 contamination

is provided in Appendix B. The list of decays considered here is restricted to real

D0 meson decays with mis-identification or mis-reconstruction of the final state,
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Figure 5.7: Distributions of m(D0) for the 2016 MagUp (a) merged and (b) resolved
signal channel sample after the full offline selection.

since other potential background sources will not peak in the ∆m distribution and

therefore will not be included in the signal component.

Background source Comments
D0→ K−π+π0 K− mis-indentified as π−

D0→ π−π0e+νe νe not reconstructed, e
+ mis-identified as π+

D0→ K−π0e+νe νe not reconstructed, e+ mis-identified as π+, K− mis-
identified as π−

D0→ ω(→ π+π−π0)γ γ not reconstucted
D0→ K0

Sπ
+π−π0 K0

S not reconstructed
D0→ K−π+η K− mis-identified as π−, η mis-identified as π0

D0→ π+π−π0π0 One π0 not reconstructed

Table 5.13: List of potential mis-identified or mis-reconstructed background sources.

5.2.5 Final signal yields

Figures 5.8 and 5.9 show fits to the ∆m distributions of all selected candidates, for

both the signal and control channels and both merged and resolved π0 categories.

The fit models are described in Section 6.2. In the signal channel, the final signal

yields are approximately 2.26M and 1.51M candidates, with a purity of around 87%

in both π0 categories. In the control channel, final samples of around 18.0M and

20.3M decays, with purities of approximately 96% and 93%, are obtained in the

merged and resolved π0 categories, respectively. These yields are computed from

the fits to the ∆m distribution, by counting the number of candidates within 2σ of

the mean value of the signal peak. Tables 5.14 and 5.15 list the fractions of selected
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candidates which pass each trigger selection at HLT1 and HLT2 level, respectively.

By definition, the respective relative efficiencies for the 2012 sample are always 100%

since only a single trigger line is utilised at both HLT1 and HLT2.

π+π−π0 K−π+π0

π0 category Dataset Track (%) TwoTrack (%) Track (%) TwoTrack (%)

Merged

15 MagUp 99.7 85.5 99.7 85.5
15 MagDown 100 85.8 100 86.2
16 MagUp 93.3 81.6 91.8 81.8

16 MagDown 97.4 79.5 97.0 80.0
17 MagUp 98.3 78.5 98.2 79.1

17 MagDown 98.3 79.1 98.2 79.2
18 MagUp 97.9 77.4 97.8 77.8

18 MagDown 97.9 77.4 97.8 77.8

Resolved

15 MagUp 99.9 86.2 99.8 86.9
15 MagDown 100 87.1 100 87.7
16 MagUp 98.6 84.2 97.8 85.6

16 MagDown 99.6 83.4 99.3 84.7
17 MagUp 99.8 84.2 97.8 85.6

17 MagDown 99.8 82.8 99.6 84.5
18 MagUp 99.7 81.6 99.5 83.4

18 MagDown 99.7 81.5 99.5 83.3

Table 5.14: Fraction of selected candidates passing each HLT1 selection in each sub-
sample of the control and signal channel datasets. ‘Track’ refers to the requirement
that the D0 candidate fires TOS on the HLT1TrackMVA line, and ‘TwoTrack’ refers
to the same requirement on the HLT1TwoTrackMVA line.
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Figure 5.8: Fits to the ∆m distributions of selected D∗+→ D0π+
tag candidates in the

(a) merged and (b) resolved π0 categories for the signal channel [146].
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π+π−π0 K−π+π0

π0 category Dataset Exclusive (%) Inclusive (%) Exclusive (%) Inclusive (%)

Merged

15 MagUp 15.2 87.6 11.0 91.5
15 MagDown 1.2 99.0 0.84 99.4
16 MagUp 76.0 35.2 74.0 39.5

16 MagDown 72.9 36.3 69.0 43.1
17 MagUp 78.5 32.3 75.3 38.8

17 MagDown 79.8 31.1 75.6 38.6
18 MagUp 92.8 20.1 90.8 26.2

18 MagDown 93.0 20.0 90.9 26.2

Resolved

15 MagUp 18.1 88.6 15.4 89.6
15 MagDown 1.4 99.1 1.1 99.3
16 MagUp 31.9 76.9 24.6 82.4

16 MagDown 34.5 74.6 25.0 82.3
17 MagUp 40.7 69.8 27.5 80.9

17 MagDown 41.5 69.3 27.8 80.8
18 MagUp 58.9 56.6 42.6 70.6

18 MagDown 59.3 56.2 42.8 70.4

Table 5.15: Fraction of selected candidates passing each HLT2 selection in each sub-
sample of the control and signal channel datasets. ‘Exclusive’ and ‘Inclusive’ refer
to the requirements that the D∗ candidate fires TOS on the exclusive and inclusive
lines, respectively, given in Table 5.2.
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Figure 5.9: Fits to the ∆m distributions of selected D∗+→ D0π+
tag candidates in the

(a) merged and (b) resolved π0 categories for the control channel [146].

5.3 Summary

The selection procedure applied to the 2012 and 2015-18 LHCb datasets to select

D0 → h−π+π0 decays has been described in detail. Events were triggered at the

first software level based on the charged D0 daughter tracks, or their combined
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vertex. At the second software level, events were triggered based on either a partial

or full reconstruction of the D0 candidate. Offline, a selection of cuts were applied

to remove secondary decays and other physics backgrounds. A set of multivariate

classifiers were trained in order to further suppress combinatorial backgrounds. Final

signal yields of ∼ 3.8M and ∼ 38M are obtained in the signal and control channels,

respectively.
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Measurement of ∆Y

E
xperimentally, the decay rates cannot be directly probed in order to make a

measurement of the time-dependent asymmetry. Rather, the raw asymmetry

is measured as a function of decay time, which potentially contains unwanted asym-

metries in addition to the CP asymmetries given in Equation 1.62. This measurable

quantity can be expressed as

Araw,f (t) =
ND0→f (t)−ND0→f (t)

ND0→f (t) +ND0→f (t)
≈ ACP

f (t) +Adet(t) +Aprod(t), (6.1)

where Adet(t) and Aprod are detection and production asymmetries respectively. The

detection asymmetry may carry a time dependence and mimic a time-dependent

CP asymmetry. Corrections to account for these false asymmetries are detailed

in Section 6.1. The procedure used to determine ∆Y eff
πππ (∆YKππ) from the signal

(control) data is described in Section 6.2. The data is analysed independently per-

year, per-polarity, and per-π0 category, and subsequently a weighted least squares

fit is used to extract a combined value of ∆Y eff
πππ (∆YKππ) across the sub-samples.

6.1 Origin and correction of detection asymme-

tries

6.1.1 Origin of detection asymmetries

A priori, the decay time of each D0 candidate is completely uncorrelated with the

kinematics of the event. However, certain selection requirements that are necessary

to suppress the significant levels of combinatorial backgrounds can introduce corre-
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lations between the D0 decay time and different kinematic variables; asymmetries in

these kinematic variables due to detector effects can then in turn induce false asym-

metries in the data, which must be carefully accounted for. In particular, when a

particle is reconstructed in the LHCb detector its decay time is calculated as:

t =
md

p
, (6.2)

where m, d and p are the measured mass, flight distance and momentum, respec-

tively, of the particle. Correlations of the D0 meson decay time and its momentum

can arise, for example, from the minimum requirement on the χ2
IP of at least one

of the final-state charged hadrons in Table 5.7. This requires the D0 decay vertex

to be displaced from the PV, and so degrades the selection efficiency at low decay

times since only D0 candidates with large enough momentum will have a sufficiently

large flight distance. This does not directly introduce a time-dependent asymmetry,

however it can have an indirect effect. Oppositely charged tagging pions are de-

flected in opposite directions by the LHCb magnet, and thus any asymmetry in the

response of the LHCb detector along the bending axis of the magnet can induce a

kinematic asymmetry. Despite the magnet polarity being reversed frequently during

data taking, averaging over both polarities does not guarantee complete correction

of these asymmetries for several reasons: the beams crossing angle lies in the mag-

net’s bending plane; the condition of the detector changes over time; the material

placement is not entirely symmetrical about the bending direction.

6.1.2 Correction of detection asymmetries

To correct for such detection asymmetries, it is sufficient to weight the time-

integrated kinematic distributions of D0 and D0 candidates so that they agree. The

tagging pion contributes most significantly to these detection asymmetries since it

typically has low momentum and thus significant track curvature, so the first step

of the weighting equalises its kinematic distributions. Using three orthogonal kine-

matic variables would allow the kinematics to be fully constrained, but due to low

statistics in the smaller datasets this step of the weighting is performed in several

2D stages. The variables used for the weighting are:

θx(π
±
tag) = ± atan

(
px
pz

)
; θy(π

±
tag) = atan

(
py
pz

)
; k(π±

tag) =
1√

p2x + p2z
. (6.3)
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Figure 6.1: Example background-subtracted distributions and asymmetries in the
(left) (θx, θy) and (right) (θx, k) planes for tag pions from the 2018 MagUp resolved
control channel dataset. The three plots in each plane correspond to the (top) sum,
(centre) asymmetry and (bottom) asymmetry with the sign flip on θx of the π+

tag

and π−
tag distributions.

The variable k is a measure of the track curvature of the particle in the LHCb

magnetic field. The sign flip in θx forD
0 mesons arises since the LHCb magnet bends

oppositely charged particles in opposite directions in the x-direction; thus positively
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charged particles will be directed out of the LHCb acceptance at one extreme of

the detector, while negatively charged particles will be directed further into the

acceptance and vice versa at the opposite extreme. A similar effect also occurs

around the beam pipe. Figure 6.1 shows some example distributions showing such

asymmetries observed in the data. Consequently, it is expected that, if no detection

asymmetries were present, the momentum distributions in the x-direction for π±
tag

mesons would agree only after a sign flip. Weights calculated from first equalising

the (θx, k)-space and then the (θy, k)-space are found to factorise, and thus these

combinations are used. The signal distributions used to compute the weights are

created by subtracting the background in the signal region based on a fit to the

∆m distribution. Weighting either the D0 meson events or the D0 meson events

to agree with the other has been found to induce a bias; thus, both distributions

are weighted to some mean value [147]. Both the geometric and arithmetic mean

have been considered, however the geometric mean is chosen since it is found to

remove the detection asymmetries while requiring a less granular binning of events.

To avoid large weights, a weight of zero is applied in any bin where the size of the

uncorrected asymmetry is larger than 20%, or where there are fewer than 20 events

of either flavour. The binning scheme consists of 42 bins for θx in the range [-0.3, 0.3],

28 bins for θy in the range [-0.3, 0.3] and in both cases 12 bins for k in the range [0.0,

0.55] c/GeV. For each variable the bins are of equal widths. The binning schemes

are chosen as the minimal number of bins such that across all datasets, the p-values

computed from a χ2 comparison of the weighted flavour-tagged distributions are

>∼ 20% for all variables.

The above procedure will — if the assumption that the tag pion kinematic weight-

ing can be factorised into two steps holds — fully correct any detection asymmetries

arising from tag pion kinematic asymmetries. However, asymmetries in the D0 me-

son kinematics are possible in the control channel since the final states for D0 and

D0 mesons are different. At this stage the pT(D
0), η(D0) and η(π±

tag) distributions

are equalised. Again, a two-stage 2D procedure is employed where the (η(D0),

η(π±
tag))-space is weighted first followed by the (pT(D

0), η(π±
tag))-space. The η(D0)

distribution is divided into 25 bins in the range [1.7, 4.5], the pT(D
0) distribution

is divided into 25 bins in the range [0, 35]GeV/c and in both cases 15 bins are used

for the η(π±
tag) distribution in the range [1.7, 4.5]. Figures 6.2 and 6.3 show example

distributions of all variables used in the weighting procedure before the equalisation,

and after the full procedure. Additional plots showing example kinematic distribu-
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Figure 6.2: 2018 MagUp resolved control channel tagging pion kinematic distribu-
tions before (left) and after (right) kinematic weighting.

tions at an intermediate stage of the kinematic weighting, for a merged sub-sample of

the data and for sub-samples of the signal data can be found in Appendix C. Further

studies of potential detection asymmetries in terms of the D0 daughter kinematics

can be found in Section 7.9.
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Figure 6.3: 2018 MagUp resolved control channel D0 and tagging pion kinematic
distributions before (left) and after (right) kinematic weighting.

6.1.3 Dilution of measured ∆Y due to kinematic weighting

Since a true time-dependent asymmetry and correlation of the kinematics with decay

time would introduce a kinematic asymmetry, the kinematic weighting procedure

will dilute slightly any true asymmetry. This effect is corrected by injecting several

known asymmetries into the data, and then re-performing the nominal analysis
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Figure 6.4: Measured vs. injected asymmetries from the study to investigate the
dilution due to the kinematic weighting, for both the (blinded) (a) signal and (b)
control channels using real flavour tags.
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Figure 6.5: Measured vs. injected asymmetries from the study to investigate the
dilution due to the kinematic weighting, for both the (a) signal and (b) control
channels using random flavour tags.

sequence for each, including the kinematic weighting. This study has been performed

with two different configurations; firstly, using the real flavour tag for each candidate,

and secondly with each candidate assigned a random flavour tag. The random

flavour tags serve to remove any existing asymmetries in the sample, and remove the

need for blinding the signal data. Then, a correction factor, computed as the inverse

of the gradient from a plot of measured asymmetry against injected asymmetry, is

applied to the measured value of ∆Y eff
πππ. Asymmetries are injected into the data by

applying a time-dependent efficiency to each event, separately for D0 and D0, such
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that the yields are transformed as

N(t) → ε(t)N(t) =

(
1 + Ainj

t

τ

)
N(t),

N̄(t) → ε̄(t)N̄(t) =

(
1− Ainj

t

τ

)
N̄(t),

(6.4)

where Ainj is the injected asymmetry gradient. Plots of measured against injected

asymmetry are shown in Figures 6.4 and 6.5; the correction factors are found to be

1.036 (1.037) and 1.051 (1.051) for the signal and control channels, respectively, by

taking the inverse of the gradient in each case and using random (real) flavour tags.

For the corrections to the measured asymmetries the values computed using random

flavour tags are used. In both cases there appears to be a bias on the fitted intercept

in the control channel. Since the same data samples with different injected time-

dependent asymmetries are used at each stage, the statistical uncertainty on the

intercept of the linear fit is underestimated; such biases are therefore not significant.

These studies were performed before the analysis was unblinded, and therefore the

offset from zero of the intercept in Figure 6.4a corresponds to the blinding offset on

∆Y eff
πππ.

6.2 Measurement of ∆Y

The value of ∆Y eff
πππ (∆YKππ) for each subset is extracted by performing a linear fit

to the asymmetry measured in 21 bins of decay-time in the range [0.6, 8.0]τD0 . The

decay time binning scheme is chosen so that signal candidates are approximately

evenly distributed across the bins. The centre of each bin, i, for the linear fit is

computed as

⟨t/τD0⟩i =
∑

i(witi/τD0)∑
iwi

, (6.5)

where the per-event weights wi are computed from a flavour-integrated fit to the

∆m distribution in each decay time bin in order to subtract the combinatorial

background in the signal region. In the linear fit, the bin centres are assumed to

have no error.

The asymmetry is measured in each decay time bin from a simultaneous binned

maximum likelihood fit to the ∆m distributions for D0 and D0 candidates. The

signal probability density function (PDF) is parameterised as a sum of three
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Gaussian distributions, and the background PDF is modelled using the empirical

RooDstD0BG shape from the RooFit package [135,148]. The RooDstD0BG PDF

is defined as

P (∆m) =
θ(∆m−∆m0)

N

[(
1− e−(∆m−∆m0)/c

)( ∆m

∆m0

)a
+ b

(
∆m

∆m0

− 1

)]
, (6.6)

where a, b, c and ∆m0 are empirically determined parameters, θ is the Heaviside

function, and N is a normalisation factor. All shape parameters are shared between

the D0 and D0 distributions to reduce any possible biases from the choice of fit

model. An example of such a fit is shown in Figure 6.6. Several shape parameters are

fixed in the time-dependent fits from a time- and flavour-integrated fit to improve fit

stability. For the background, all shape parameters except b (b and ∆m0) are fixed

for the merged (resolved) datasets. The background yields are floated separately

for D0 and D0. For the signal shape, the first (narrowest) width and the mean

values of the Gaussian distributions are free to float. The ratio of widths of the

wider components to the narrowest component are fixed. The use of identical ∆m

distribution shapes for D0 and D0 candidates is justified by the consistency of the

nominal measurements with the measurements from the cross-check described in

Section 7.10.3. The fits are performed in bins of decay time — instead of using a

time-integrated fit and applying a background subtraction within each bin — due

to variations in the ∆m shapes as a function of decay time; Figure 6.7 illustrates

this for the signal ∆m shape.
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Figure 6.6: Example flavour-tagged fit to the ∆m distribution used in the asymmetry
measurement. Shown (a) for D0 and (b) for D0 decays in the 2017 MagUp resolved
control channel dataset.
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(a) (b)

Figure 6.7: Example decay-time evolution of the ∆m signal shape in (a) merged
and (b) resolved sub-samples of the control channel data. The lowest decay-time
bin is in dark blue, trending towards yellow in the highest decay-time bin.

6.2.1 Blinding strategy

The minimal blinding strategy for this analysis would involve simply adding an un-

known gradient to the measured asymmetries to keep the true gradient blind. How-

ever, the procedure described in Section 6.1.2 will remove any total time-integrated

asymmetry. Thus, a non-zero intercept in the linear fit for ∆Y would provide an

indication of the value of the gradient. Consequently, the measured asymmetries

were blinded in the following way:

Ablind(t) = Ameas(t) + a1 + a2
t

τD0

, (6.7)

where Ameas(t) is the asymmetry measured in the data after any corrections have

been applied, Ablind(t) is the value visible to the analyst, and a1, a2 are two unknown

blinding parameters. These parameters were randomly sampled from a Gaussian

distribution with µ = 0 and σ = 0.01. The values of the blinding parameters, a1

and a2, were only examined after the full analysis procedure was finalised.

6.3 Final results

Figures 6.8 and 6.9 show the combination of measured ∆Y eff
πππ and ∆YKππ values

across all the sub-samples for the signal and control channels, respectively, at each

stage of the kinematic weighting. The effect of the kinematic weighting in the

control channel is clear: ∆YKππ is around 2.5σ from zero before the weighting, and
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is compatible with zero at the level of around 1σ after the weighting. The linear fits

to obtain the measured values used in these combinations are shown in Figures 6.10

and 6.11 for the merged and resolved sub-samples of the signal channel, respectively,

and in Figures 6.12 and 6.13 for the merged and resolved sub-samples of the control

channel, respectively. After unblinding, a final result of ∆Y eff
πππ = (−1.2±6.0)×10−4

is obtained [146], where the uncertainty is statistical only. In the control channel,

a measurement of ∆YKππ = (−1.7 ± 1.8) × 10−4 is obtained [146], again with only

a statistical uncertainty. The associated systematic uncertainties are discussed in

Chapter 7. Correction factors for the dilutions due to the kinematic weighting

procedure and finite decay time resolution, described in Sections 6.1.3 and 7.8,

respectively, have been applied here after combining the results from the individual

sub-samples.
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Figure 6.8: Combination of ∆Y eff
πππ values for the signal channel across all sub-

samples [146].
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Figure 6.10: Linear fits to measured ACP
f (t) at each stage of the weighting procedure

for the merged D0→ π+π−π0 sub-samples.

150



CHAPTER 6. MEASUREMENT OF ∆Y

0 1 2 3 4 5 6 7 8 τt/

10−

5−

0

5

10

15

20

25

A
sy

m
m

et
ry

 [%
]

Raw
 weightedtagπ2D 

 weighted0, Dtagπ2D 

LHCb Unofficial
2012 MagDown Resolved

 0.240)%± = (-0.096 
eff

πππY∆/ndf = 34.1/19   2χ
 0.242)%± = (-0.191 

eff
πππY∆/ndf = 33.4/19   2χ

 0.243)%± = (-0.177 
eff

πππY∆/ndf = 31.6/19   2χ

0 1 2 3 4 5 6 7 8 τt/

10−

5−

0

5

10

15

20

25

A
sy

m
m

et
ry

 [%
]

Raw
 weightedtagπ2D 

 weighted0, Dtagπ2D 

LHCb Unofficial
2012 MagUp Resolved

 0.232)%± = (0.301 
eff

πππY∆/ndf = 13.6/19   2χ
 0.234)%± = (0.338 

eff
πππY∆/ndf = 19.1/19   2χ

 0.235)%± = (0.341 
eff

πππY∆/ndf = 18.6/19   2χ

0 1 2 3 4 5 6 7 8 τt/

10−

5−

0

5

10

15

20

25

A
sy

m
m

et
ry

 [%
]

Raw
 weightedtagπ2D 

 weighted0, Dtagπ2D 

LHCb Unofficial
2015 MagDown Resolved

 0.521)%± = (-0.328 
eff

πππY∆/ndf = 11.3/19   2χ
 0.545)%± = (-0.444 

eff
πππY∆/ndf = 13.7/19   2χ

 0.552)%± = (-0.279 
eff

πππY∆/ndf = 13.9/19   2χ

0 1 2 3 4 5 6 7 8 τt/

10−

5−

0

5

10

15

20

25

A
sy

m
m

et
ry

 [%
]

Raw
 weightedtagπ2D 

 weighted0, Dtagπ2D 

LHCb Unofficial
2015 MagUp Resolved

 0.563)%± = (0.960 
eff

πππY∆/ndf = 26.5/19   2χ
 0.599)%± = (1.003 

eff
πππY∆/ndf = 32.4/19   2χ

 0.615)%± = (1.268 
eff

πππY∆/ndf = 30.2/19   2χ

0 1 2 3 4 5 6 7 8 τt/

10−

5−

0

5

10

15

20

25

A
sy

m
m

et
ry

 [%
]

Raw
 weightedtagπ2D 

 weighted0, Dtagπ2D 

LHCb Unofficial
2016 MagDown Resolved

 0.270)%± = (0.105 
eff

πππY∆/ndf = 15.9/19   2χ
 0.275)%± = (0.032 

eff
πππY∆/ndf = 18.8/19   2χ

 0.277)%± = (0.014 
eff

πππY∆/ndf = 18.9/19   2χ

0 1 2 3 4 5 6 7 8 τt/

10−

5−

0

5

10

15

20

25

A
sy

m
m

et
ry

 [%
]

Raw
 weightedtagπ2D 

 weighted0, Dtagπ2D 

LHCb Unofficial
2016 MagUp Resolved

 0.272)%± = (-0.390 
eff

πππY∆/ndf = 22.0/19   2χ
 0.277)%± = (-0.235 

eff
πππY∆/ndf = 21.4/19   2χ

 0.278)%± = (-0.257 
eff

πππY∆/ndf = 22.0/19   2χ

0 1 2 3 4 5 6 7 8 τt/

10−

5−

0

5

10

15

20

25

A
sy

m
m

et
ry

 [%
]

Raw
 weightedtagπ2D 

 weighted0, Dtagπ2D 

LHCb Unofficial
2017 MagDown Resolved

 0.277)%± = (0.417 
eff

πππY∆/ndf = 17.4/19   2χ
 0.282)%± = (0.348 

eff
πππY∆/ndf = 17.5/19   2χ

 0.284)%± = (0.324 
eff

πππY∆/ndf = 16.7/19   2χ

0 1 2 3 4 5 6 7 8 τt/

10−

5−

0

5

10

15

20

25

A
sy

m
m

et
ry

 [%
]

Raw
 weightedtagπ2D 

 weighted0, Dtagπ2D 

LHCb Unofficial
2017 MagUp Resolved

 0.284)%± = (-0.177 
eff

πππY∆/ndf = 30.0/19   2χ
 0.290)%± = (-0.173 

eff
πππY∆/ndf = 32.0/19   2χ

 0.291)%± = (-0.202 
eff

πππY∆/ndf = 33.4/19   2χ

0 1 2 3 4 5 6 7 8 τt/

10−

5−

0

5

10

15

20

25

A
sy

m
m

et
ry

 [%
]

Raw
 weightedtagπ2D 

 weighted0, Dtagπ2D 

LHCb Unofficial
2018 MagDown Resolved

 0.222)%± = (-0.145 
eff

πππY∆/ndf = 14.4/19   2χ
 0.225)%± = (-0.141 

eff
πππY∆/ndf = 12.7/19   2χ

 0.226)%± = (-0.148 
eff

πππY∆/ndf = 13.7/19   2χ

0 1 2 3 4 5 6 7 8 τt/

10−

5−

0

5

10

15

20

25

A
sy

m
m

et
ry

 [%
]

Raw
 weightedtagπ2D 

 weighted0, Dtagπ2D 

LHCb Unofficial
2018 MagUp Resolved

 0.213)%± = (-0.137 
eff

πππY∆/ndf = 12.7/19   2χ
 0.216)%± = (-0.125 

eff
πππY∆/ndf = 13.7/19   2χ

 0.217)%± = (-0.147 
eff

πππY∆/ndf = 14.8/19   2χ

Figure 6.11: Linear fits to measured ACP
f (t) at each stage of the weighting procedure

for the resolved D0→ π+π−π0 sub-samples.
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Figure 6.12: Linear fits to measured ACP
f (t) at each stage of the weighting procedure

for the merged D0→ K−π+π0 sub-samples.
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Figure 6.13: Linear fits to measured ACP
f (t) at each stage of the weighting procedure

for the resolved D0→ K−π+π0 sub-samples.
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Chapter 7

Systematic uncertainties and

stability checks

T
he analysis methods used to determine ∆Y were presented in Chapter 6, along

with the final results which were obtained. This chapter will present the

results of studies performed to determine the systematic uncertainties associated

with those results, alongside some additional cross-checks performed to validate the

analysis procedure.

7.1 Choice of ∆m fit model

Since the choice of PDF to model the ∆m distributions in the analysis is somewhat

arbitrary, it is possible that it introduces some bias into the measured asymmetries.

While this effect is expected to be small since the D0 and D0 candidates are fitted

with identical shape parameters, it is nonetheless evaluated with two studies.

7.1.1 Test of underestimation of σstat

Firstly, a toy study was performed to evaluate a possible underestimation of the

statistical error from the nominal fit model, which is described in Section 6.2. For

each sub-sample of the data, a set of toy datasets (pseudoexperiments) are generated

according to a 2D ∆m and t/τD0 PDF fitted to the data, separately for signal and

background events and separately for D0 and D0 events. The background decay-

time shape is fitted to data from the upper ∆m sideband, and the signal decay-time

shape is fitted from a background subtracted t/τD0 distribution in the ∆m signal

region. No artificial asymmetries are injected into the toy data. The nominal fitting
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procedure is then applied to each toy dataset, keeping the first 5000 toy datasets

where all fits converge. A systematic uncertainty given by
√
σ2
pull − 1 × σstat is as-

signed, where σpull is the width of a Gaussian fit to the pull distribution of measured

∆Y values in the toy datasets. This procedure is justified briefly in Appendix D.

If the width of the original pull distribution is smaller than unity, indicating an

overestimate of the statistical uncertainty, no additional systematic uncertainty is

applied. The pull distributions from this study are shown in Figure 7.1. For the

signal channel, this results in a systematic uncertainty of 0.64×10−4. In the control

channel, the pull width is less than unity, so no systematic uncertainty is applied.

Both pull distributions are also found to be unbiased.
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Figure 7.1: ∆Y pull distributions from the ∆m fit model toy studies in the (a)
control channel and (b) signal channel.

7.1.2 Test of bias from ∆m fit model

To test for possible biases arising from the choice of ∆m model, a toy study is per-

formed. Toy datasets are generated and fitted in a similar manner to that described

in Section 7.1.1. At the generation stage, an alternative ∆m model is used, and

the nominal model is used in the fitting stage. The alternative model is comprised

of the sum of a Gaussian PDF and a Johnson-SU PDF [149] to model the signal

shape, and a 3rd-order Chebychev polynomial to model the background shape. The

resulting pull distributions for the measured time-dependent asymmetry are shown

in Figure 7.2 for both the control and signal channels. A systematic uncertainty is

assigned from the product of the central value of the mean of the pull distribution

and the statistical uncertainty in each channel. This is equivalent to the bias on the
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distribution of measured values for ∆Y for each toy dataset. Systematic uncertain-

ties of 0.08 × 10−4 and 0.4 × 10−4 are assigned in the control and signal channels,

respectively.
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Figure 7.2: ∆Y pull distributions from the alternative ∆m fit model toy studies in
the (a) control channel and (b) signal channel.

7.2 Contamination from secondary decays

In Section 1.3.3, when deriving the time-dependent asymmetry, it is implicitly as-

sumed that a pure sample of prompt decays is being studied. However, in practice

there will be some contamination from secondary decays where the D∗± meson is

produced away from the PV in the decay of some long-lived b-hadron. Such decays

are subject to different production and detection asymmetries than prompt decays.

In addition, the fraction of secondary decays is expected to increase as a function of

decay-time since the typical lifetime of b-hadrons contributing to secondary decays is

much larger than the D0 lifetime [143]. Thus, even a constant difference in the asym-

metries affecting prompt and secondary decays can give rise to a time-dependent

asymmetry which will bias the measurement of ∆Y . For a sample consisting of a

mixture of prompt and secondary decays, the asymmetry measured as in Section 6.2

can be expressed as

Ameas(t) = (1− fsec(t))Aprompt(t) + fsec(t)Asec(t). (7.1)

Here, Aprompt(t) andAsec(t) are the asymmetries in the prompt and secondary decays

respectively, fsec(t) is the fraction of the sample made up of secondary decays, and
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Ameas(t) is the asymmetry measured in the data after the kinematic weighting.

Thus, in order to disentangle the effect of such contamination, both the fraction of

secondary decays in the sample as a function of decay-time, and their asymmetry

must be measured. Both quantities are measured here using data from the control

channel, and it is assumed that the effects are the same in the signal channel.

7.2.1 Measurement of the secondary fraction

Since secondary decays originate from the decay of long-lived b-hadrons, the produc-

tion vertex of the D∗± meson is typically displaced from the PV. Thus, prompt and

secondary decays can be distinguished by considering variables such as the Impact

Parameter (IP) or χ2
IP of the D0 meson. The secondary fractions are determined

here by fitting the log(χ2
IP(D

0)) distribution. To aid with stability and convergence

in the fits, the prompt and secondary shapes are fitted from a simulated sample

of mixed prompt and secondary D0 → π+π−π0 decays. Both the prompt and sec-

ondary PDF shapes are modelled using a Johnson-SU function. Comparisons of the

results of these fits in the simulated samples with the known secondary fractions as

a function of decay-time bin number are shown in Figure 7.3 for both the merged

and resolved samples.
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Figure 7.3: Comparison of measured and actual secondary fractions from simulated
data for (a) merged and (b) resolved samples.

The secondary fractions in real data are fitted from the 2012 and 2017 sub-

samples. The same secondary fractions as 2017 are assumed for the other years in

Run 2. For these fits, the prompt and secondary PDF shapes from the simulated data

fits are combined with an estimate of the shape of the log(χ2
IP(D

0)) combinatorial
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background distribution under the ∆m signal peak. Such an estimate is obtained

simply by interpolating the binned log(χ2
IP(D

0)) distribution from the lower and

upper ∆m sidebands. Due to limited statistics in the simulated sample, the prompt

shape parameters are allowed to float in the fits, with a Gaussian constraint on each

of the parameters in the likelihood. The secondary shape parameters are completely

fixed. The mean positions of both the prompt and secondary distributions are

allowed to float, since it is known that simulated data does not accurately reproduce

absolute values of χ2
IP. The combinatorial background fraction is fixed from a fit

to the ∆m distribution in each decay-time bin, and thus this component has no

freedom. Examples of these fits are shown in Figures 7.4 and 7.5 for the merged

and resolved samples, respectively.
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Figure 7.4: Example secondary fraction fits to the 2017 MagUp merged control
channel sample.

The uncertainties on the secondary fractions from such fits appear to be underes-

timated, as the MagUp and MagDown distributions for each sample show disagree-

ments that are larger than the statistical uncertainties. This is assumed to be due
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Figure 7.5: Example secondary fraction fits to the 2012 MagUp resolved control
channel sample.

to uncertainties on the shapes of the secondary and combinatorial background com-

ponents which have no freedom in the fits. Thus, the final values of the secondary

fractions for the merged and resolved samples are computed by averaging the sec-

ondary fractions across the MagUp and MagDown samples for each category. The

statistical uncertainties on the secondary fractions are obtained by taking the aver-

age of the uncertainties from the MagUp and MagDown samples in each decay-time

bin. An additional systematic uncertainty is calculated as the standard deviation

of the differences between the secondary fractions measured using the MagUp and

MagDown samples across all decay-time bins. These values are plotted in Figure 7.6

for both the merged and resolved samples. Differences between the secondary frac-

tions measured in Run 1 and Run 2 are not fully understood, although due to the

significantly different triggers utilised in the two periods, such differences are not

unexpected.
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Figure 7.6: Secondary fractions used for the final systematic calculation for the (a)
merged and (b) resolved samples.

7.2.2 Measurement of the secondary asymmetry

The secondary asymmetry is fitted for each of the control channel sub-samples based

on a simultaneous flavour-tagged fit to the log(χ2
IP(D

0)) distribution in each decay-

time bin, with the prompt, secondary and combinatorial PDF shapes entirely fixed.

Within each sub-sample, the secondary fractions are assumed from the fits described

in the previous section, and the shape parameters are first fitted from the flavour-

integrated distributions in each decay-time bin. Then, the flavour-tagged fits are

performed, where the only floating parameters are the secondary and prompt asym-

metries in each decay-time bin. The combinatorial background asymmetry is taken

from a flavour-tagged fit to the ∆m distribution. No significant shift in the measured

asymmetries is observed if the combinatorial background is constrained to have no

asymmetry. Finally, the secondary asymmetry is assumed to carry no time depen-

dence and a constant is fitted to the values across the decay-time bins. The time

dependence on Asec will therefore be dropped in the following. Figure 7.7 shows the

distribution of secondary asymmetries across all the sub-samples, before and after

the kinematic weighting procedure. The sub-samples are found to be consistent with

one another, and after the weighting an asymmetry affecting the secondary decays

around the percent level remains.
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Figure 7.7: (a) Example fit to the secondary asymmetry of a single sub-sample of
the data, and (b) combination of the secondary asymmetries across all sub-samples
before the weighting (labelled raw) and after the weighting (labelled weighted), in
the control channel.

7.2.3 Final secondary contamination systematic

A simple toy study is used to compute the final systematic uncertainty from the

contamination of secondary decays. In each control channel sub-sample, the mea-

sured asymmetries are corrected by re-arranging Equation 7.1 in terms of the prompt

asymmetry as

Aprompt(t) =
1

1− fsec(t)
[Ameas(t)− fsec(t)Asec] . (7.2)

Using this correction, ∆Ymeas is defined as the gradient obtained from a linear fit to

the Ameas(t) values, while ∆Yprompt is the gradient obtained from a linear fit to the

values corrected for secondary contamination, Aprompt(t). The secondary fractions

are taken from the fits described in Section 7.2.1, while the secondary asymmetries

are taken from each of the sub-samples themselves. Then, three contributions to

the systematic are considered. Firstly, the measured asymmetries, Ameas(t), are

varied 1000 times within their (assumed to be Gaussian) uncertainties to build a

distribution of the difference ∆ ≡ ∆Ymeas − ∆Yprompt. The values of ∆Ymeas and

∆Yprompt are taken from a least-squares fit of a constant to all sub-samples, as in the

real analysis. Then, the values of fsec(t) in each decay-time bin and Asec are similarly

varied within their uncertainties to give separate distributions of ∆. Gaussian fits to

each of these distributions are shown in Figure 7.8. The final systematic is taken as
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the sum in quadrature of the mean and width of the fits for the toy where theAmeas(t)

values are varied, and the widths of the fits to the toy datasets where the Asec and

fsec(t) values are varied. Table 7.1 shows these individual contributions, along with

the final systematic uncertainty. This is found to be 0.84 × 10−4 for the control

channel. The same value is assumed for the signal channel. As an additional test,

this toy study is also performed assuming 100% correlation between the secondary

fractions in each decay time bin, and then again assuming 100% correlation between

the secondary fractions across the decay time bins and also all of the subsets of the

data. In both cases, the value of the systematic uncertainty does not change at the

quoted precision. To test that the final systematic uncertainty is not significantly

underestimated, a cross check where the data is split into two equally populated

bins of log(χ2
IP(D

0)) and the time-dependent asymmetry is compared between these

two sub-samples can be found in Appendix F.
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Figure 7.8: ∆ distributions from varying Ameas(t), fsec(t) and Asec. A Gaussian fit
is overlaid in red.
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Source Value (10−4)
µAmeas 0.71
σAmeas 0.14
σAsec 0.43
σfsec 0.03
σsyst
sec 0.84

Table 7.1: Contributions to the final secondary contamination systematic.

7.2.4 Potential bias on the mean decay times

Since secondary decays are trueD∗+→ D0(→ π+π−π0)π+ decays, their contribution

will peak in the ∆m distribution and be included in the signal component of the

∆m fits used to extract the time-dependent asymmetries. Since the mean decay

time in each bin is computed based on a background subtraction from these fits, it

will potentially be biased towards larger values due to the larger average lifetime

of secondary decays; this could in turn cause a bias of the measured ∆Y . To

check for this, the measurement is re-performed using a mean decay time in each

bin taken from prompt, truth-matched simulation passing the full selection. The

simulation is integrated across data taking periods and magnet polarities due to

relatively low statistics compared to the data. When performing the measurement

using these alternative mean decay times, the results are shifted (in absolute terms)

by 0.74× 10−4 and 0.01× 10−4 in the signal and control channels, respectively, from

the nominal results. Figure 7.9 shows the ratio of mean decay times computed from

data to that from the simulation. No clear trend is observed towards the mean decay

times from data being larger than those from simulation, and in general the values

agree to within O(1%). Based on these studies, it is concluded that no systematic

uncertainty should be assigned here.

7.3 Choice of decay-time binning scheme

A systematic uncertainty is assigned for the choice of decay-time binning scheme by

re-computing the bin edges with varying numbers of bins, and repeating the analysis

on both the (blinded) signal channel and the control channel. Since the nominal

number of bins is 21, a range of bin numbers which encompasses half and double

this value are used. The results are shown in Figure 7.10, with the nominal results

highlighted in red. The value of the systematic uncertainty is taken as the standard
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Figure 7.9: Ratio of mean decay-times measured from data and simulation, for
the (a) merged and (b) resolved π0 categories in the signal channel. MU and MD
represent MagUp and MagDown, respectively.

deviation of the measured values of ∆Y eff
πππ (∆YKππ). This results in systematic

uncertainties of 1.04 × 10−4 for the signal channel, and 0.14 × 10−4 for the control

channel.
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Figure 7.10: Results of decay-time binning study for the (a) signal channel and (b)
control channel. The nominal binning scheme is highlighted in red.

7.4 Choice of kinematic weighting binning

scheme

The effect of the nominal choice of binning scheme for the kinematic weighting is

assessed by varying the total number of bins by a factor, f , in the range 1
4
to 4,
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corresponding to halving and doubling the number of bins used along each axis.

The factors used are: 1
4
, 1

3
, 1

2
, 1, 2, 3, and 4. For each factor, the number of bins

along a given axis is computed by rounding
√
f×n to the nearest integer, where n is

the number of bins for a given variable and weighting stage in the nominal scheme

described in Section 6.1.2. To ensure an identical sample of events is analysed

for each factor, only the events retained by the finest binning scheme are used

throughout. The results of this study are presented in Figure 7.11. A systematic

uncertainty is assigned as the standard deviation of the measured values of ∆YKππ

across the range of factors. This study is not repeated on the signal channel due

to a lack of statistics for the finest binning scheme. This results in a systematic

uncertainty of 0.22× 10−4 for both the signal and control channels.
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Figure 7.11: Results of kinematic weighting binning study in the control channel.
The nominal binning scheme is highlighted in red.

7.5 Effect of phase-space efficiency on the CP -

even fraction

A non-uniform efficiency across the phase-space could bias the effective value of

the CP -even fraction, and thus the measured ∆Y . The efficiency variations across

the phase-space are studied using simulated data. The numerator of the efficiency

is taken from a sample of full MC data. Events in the MC sample must satisfy
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the same selection requirements as candidates in the real data, and a set of truth-

matching requirements. The denominator is taken from a sample of particle-gun

simulated data generated with the same phase-space model as the full MC data,

with no selection requirements applied. Truth level variables are used for both

samples. Two different representations of the efficiency are then considered. The

first uses an adaptive binning scheme across the Dalitz plot to form a histogram

representation of the efficiency. The second utilises a 5th-order two-dimensional

polynomial which is fitted to an efficiency histogram with uniform bin areas. The

efficiency maps across the Dalitz plot for both methods are shown in Figure 7.12.

Since different samples are used for the numerator and denominator, the z-scale is

arbitrary. Figures 7.13 and 7.14 show the corresponding plots when the data is split

by π0 category; one can see that the efficiencies for the different π0 categories are

significantly different.
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Figure 7.12: Efficiency variation across the Dalitz plot from simulation for both π0

categories using (a) a histogram representation and (b) a polynomial parameterisa-
tion.

The effect of these efficiency maps on the CP -even fraction is studied by cal-

culating the CP -even fraction, using an amplitude model measured by BaBar [53],

as

F+ =

∫
|A+|2 ds13ds23∫

(|A+|2 + |A−|2) ds13ds23
, (7.3)

where A+(−)(s13, s23) is the amplitude for the CP -even (odd) combination of D0 and

D0. The definitions s13 ≡ s(π+, π0) and s23 ≡ s(π−, π0) for D0 candidates are made

here, with the pion charges swapped for D0. The integral is performed numerically
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Figure 7.13: Efficiency variation across the Dalitz plot from simulation for the
merged π0 category using (a) a histogram representation and (b) a polynomial pa-
rameterisation.
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Figure 7.14: Efficiency variation across the Dalitz plot from simulation for the re-
solved π0 category using (a) a histogram representation and (b) a polynomial pa-
rameterisation.

with a Monte Carlo procedure. The amplitude model is implemented using the

EvtGen package. Figure 7.15 shows the Dalitz distribution and a sample of toy

computations of F+, without applying any efficiency effects. The estimated value

of F+ ≈ 0.945 is in reasonable agreement with the model-independent measurement

given in Equation 1.83 (F+ = 0.973± 0.017 [62]). To reduce — and understand the

size of — the effect of statistical fluctuations in the numerical integration, 1000 toy

datasets are generated, with F+ computed with and without the efficiency model

in each. This is repeated for both the histogram and polynomial representations,
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π0 category ∆F+, histogram efficiency (%) ∆F+, polynomial efficiency (%)

Resolved −0.02 +0.01

Merged +1.66 +1.68

Both +1.00 +1.00

Merged/resolved average +0.99 +1.00

Table 7.2: Shifts in F+ for each π0 category and efficiency representation.

and for the merged, resolved and combined efficiencies. Examples of the results

of such a toy study, in terms of the shift in the CP -even fraction by applying the

efficiency model, are shown in Figure 7.16 for both efficiency representations using

the combined merged and resolved simulated sample. The differences obtained in

F+ with and without applying the efficiencies are given in Table 7.2 for all possible

configurations. The statistical uncertainties on each of the shifts are an order of

magnitude smaller than the precision to which they are reported. The ‘merged/re-

solved average’ row of the table represents an average of the merged and resolved

shifts, weighted by their yields in real data. These values are in excellent agreement

with the shift measured using the combined efficiency map from simulation. Both

efficiency representations are in good agreement. Based on these studies, an addi-

tional uncertainty on F+ of 1% is assigned. The resulting systematic uncertainty

is then computed using Equation 7.5. This results in a systematic uncertainty of

0.021 |∆Y | in the signal channel. The simulated data used for this study are not

corrected to match real data; due to the negligible size of this systematic the impact

of this choice is also expected to be negligible.

7.6 Uncertainty on the CP -even fraction

After ∆Y eff
πππ is measured, the value of ∆Y is computed from Equation 1.82 as

∆Y =
∆Y eff

πππ

|2F+ − 1|
. (7.4)

Using the value of F πππ
+ and its uncertainty from Equation 1.83, the uncertainty on

|∆Y | associated with the uncertainty on F+ is thus given by

σ(∆Y )F+ =

∣∣∣∣∂∆Y∂F+

∣∣∣∣σF+ =
2σF+

|2F+ − 1|2
|∆Y eff

πππ| =
2σF+

|2F+ − 1|
|∆Y | = 0.036|∆Y |.

(7.5)
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Figure 7.15: (a) Dalitz distribution and (b) CP-even fraction toy results using the
BaBar-2016 model [53] in EvtGen.
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(b)

Figure 7.16: Example output of a toy study to investigate the effect of the phase-
space efficiency on the CP -even fraction, using the (a) histogram efficiency model and
(b) polynomial efficiency parameterisation with the combined resolved and merged
simulated samples.

7.7 Uncertainty on the D0 meson lifetime

The current world average of the D0 lifetime from the PDG is 0.4103±0.0010 ps [8].

The measurement of ∆Y eff
πππ is obtained here from a linear fit to the time-dependent

asymmetry, which can be written (up to a constant offset) as

ACP (t) ∼ ∆Y eff
πππ

t

τD0

= at, (7.6)

where a is defined as the gradient of the asymmetry. The uncertainty on ∆Y due
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to the uncertainty on τD0 is given by

σ(∆Y eff
πππ)τD0 =

∣∣∣∣∂∆Y eff
πππ

∂τD0

∣∣∣∣στD0 =
στD0

τD0

|∆Y eff
πππ| = 0.0024|∆Y eff

πππ|, (7.7)

since |∂∆Y eff
πππ/∂τD0| = |a|.

7.8 Decay-time resolution
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Figure 7.17: (a) Example decay-time resolution and (b) acceptance fits for the
resolved π0 category.

A finite decay time resolution will cause a dilution of the measured time-dependent

asymmetry. The effect of this is assessed by generating and fitting a set of 1000 toy

datasets with an injected, non-zero, time-dependent asymmetry. For each of the toy

datasets, descriptions of the ∆m and decay time distributions are required for both

signal and background. The ∆m distribution shapes are fitted from the integrated

∆m distributions across all sub-samples, separately for merged and resolved candi-

dates. The decay time shapes are modelled as a resolution function convolved with

an exponential of the form exp(−t/τD0), where τD0 is taken as its PDG value [143],

and multiplied by an acceptance function. The resolution function is modelled as

the sum of three Gaussian distributions, and fitted from simulated data. The accep-

tance is modelled as the sum of an error function and Johnson-SU distribution and

fitted to background-subtracted data divided by the convolution of the exponential

and resolution functions. The combinatorial background decay time distribution is

fitted in a similar manner, using data from the ∆m sideband. Example resolution

and acceptance fits are shown in Figure 7.17. Correlations between ∆m and the de-
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cay time are neglected in the toy generation. The number of candidates generated

for each of the signal and background components for each toy are taken from the

integrated fits.

The injected values of ∆Y eff
πππ are chosen as [±3, ±5, ±7]×σπππstat.. The dilution due

to the decay-time resolution is calculated by fitting a linear slope to the measured

against injected values, as shown in Figure 7.18. The measured value of ∆Y eff
πππ is

corrected by multiplying with the inverse of this gradient. A systematic uncertainty

is assigned as the difference between the corrected and uncorrected values, corre-

sponding to 0.003 × |∆Y eff
πππ|. A dilution of the same magnitude is assumed in the

control channel. These results rely on a sample of simulated data which has not

been corrected to match real data, but, due to the size of this systematic, the effect

of this choice is expected to be negligible.
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Figure 7.18: (a) Example individual toy-study results for an injected gradient of
−3.81× 10−4, and (b) dilution gradient fit for the decay-time resolution studies.

7.9 Phase-space dependent detection asymme-

tries

A detection asymmetry which varies across the phase-space could bias the measured

∆Y if either the phase-space efficiency or the asymmetry itself vary with decay-

time. Such an asymmetry could arise, for example, due to a kinematic-dependent

asymmetry between oppositely charged kaons (in the control channel) or pions (in

both channels). For example, the largest contribution to the decay D0 → π+π−π0

arises from the resonance D0 → ρ+π−, while the D0 decay is dominated by the
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component D0→ ρ−π+. The kinematic distributions of the oppositely charged pions

— but, crucially, not of the same-sign pions — between D0 and D0 decays should

therefore agree. A kinematic-dependent π+π− detection asymmetry will therefore

lead to a time-dependent asymmetry in the presence of correlations between the

kinematics and decay time.

7.9.1 Procedure for determining the detection asymmetry

Such detection asymmetries are determined using samples of D+
(s)→ 3h decays and

a similar approach to that employed in previous analyses [45,46]. To determine the

relevant detection asymmetries the cancellation of all other detection asymmetries

based on the topologically similar 2-body decay D+
(s) → ϕ(→ K−K+)π+ is relied

upon. All of the decays considered are currently experimentally compatible with no

CP asymmetry [8]. Using this approach, the relevant detection asymmetries can be

written as

Aππdet = A(D+
(s)→ π+π+π−)− A(D+

(s)→ ϕ(→ K−K+)π+)

AKπdet = A(D+→ K−π+π+)− A(D+→ ϕ(→ K−K+)π+). (7.8)

One of the same-sign pions for each D+
(s)→ π+π+π− candidate is randomly chosen

to correspond to the pion from the D+→ ϕπ+ decay, henceforth referred to as the

‘bachelor’ pion, π+
b.

The selections are aligned to the signal and control channels as closely as possible.

The trigger lines used to select each category of D+
(s) → 3h candidates are shown

in Table 7.3. The kinematic and PID selections listed in Table 5.7 are applied as

far as possible. Kinematic selections on the π0 are applied to the bachelor pion.

No attempt is made to align the trigger selections or the BDT selections due to

complications arising from their dependence on variables for which no equivalent

exists in the D+
(s) decays (e.g. π0 CL) or kinematic variables which do not exist

in the nTuples and are non-trivial to compute without re-processing the samples

(e.g. χ2
IP selections on the h+h− combination), and handling the interplay of the

two HLT2 lines utilised in Run 2. Kinematic selections on the π0 are applied to the

bachelor pion.

The phase-space is defined in terms of the helicity angle, θππ (θKπ), and the

invariant mass of the two charged hadrons of interest, m2(π+, π−) (m2(K−, π+)).
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Decay HLT2 line

D+→ π+π+π− Hlt2CharmHadDpToPimPipPipTurbo

D+
s → π+π+π− Hlt2CharmHadDspToPimPipPipTurbo

D+→ K−π+π+ Hlt2CharmHadDpToKmPipPipTurbo

D+→ ϕπ Hlt2CharmHadDpToKmKpPipTurbo

D+
s → ϕπ Hlt2CharmHadDspToKmKpPipTurbo

Table 7.3: HLT2 lines used to select D+
(s)→ 3h candidates.

The phase-space is divided into 30 bins, and in each bin a kinematic weighting

procedure to match the kinematics of the calibration samples and the signal and

control datasets using GBReweighter from hep ml [150] is performed. The two-

body D+
(s) samples are shared by every bin of the phase space, with different weights

applied in each bin. The weighting is performed in three stages:

1. Match the azimuth angle, φ, distributions of π+, π− (K−, π+) in D+
(s) →

π+π+π− (D+→ K−π+π+) to D0→ π+π−π0 (D0→ K−π+π0)

2. Match the pT, η distributions of π+, π− (K−, π+) in D+
(s) → π+π+π− (D+ →

K−π+π+) to D0→ π+π−π0 (D0→ K−π+π0)

3. Match the pT, η distributions of D+
(s), π

+
b in D+

(s) → ϕ(→ K−K+)π+
b to

D+
(s), π

+
b D+

(s)→ π+π+π− (D+→ K−π+π+)

A time-dependence in the measured asymmetry is allowed by binning in θππ (θKπ)

and decay-time, again repeating the weighting procedure in each bin. For the case of

D+
(s)→ π+π+π− decays, the detection asymmetry is then determined by fitting the

D+
(s) mass distribution in each bin, simultaneously for D+

(s) and D
−
(s) candidates with

shared signal and background shapes. The sample of D+ → K−π+π+ candidates

has a very high purity after selection, so for simplicity in this mode the number of

D+ and D− candidates are simply counted within ±2σ of the D± mass peak. The

entire procedure is repeated twice in both cases, weighting separately to the merged

and resolved samples of the signal and control datasets.

7.9.2 Results and toy studies for D0→ π+π−π0

To study the π+π− asymmetry potentially affecting the signal mode, the entire

2016–18 sample of D+
(s)→ π+π+π− decays is utilised. The 2015 dataset is neglected
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(a) D+, merged
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(b) D+
s , merged
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(c) D+, resolved
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(d) D+
s , resolved

Figure 7.19: π+π− detection asymmetry maps split by parent particle and π0 recon-
struction category.
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Figure 7.20: π+π− detection asymmetry maps in the (θππ, t/τD0)-plane for the
merged (left) and resolved (right) categories.

due to the smaller statistics and negligible impact on the overall results, and 2012

is neglected due to the lack of currently available nTuples. Each year and polarity

combination is treated separately with respect to the kinematic weighting and de-

termination of the asymmetry, and finally in each bin of the phase-space the overall
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Figure 7.21: Linear fit to the time-dependent asymmetry in each θππ bin for the
resolved category [146].

value is extracted from a least squares fit across the sub-samples. Integrating across

year and polarity gives the asymmetry maps shown in Figure 7.19, separately for

merged and resolved and D+
s and D+. The blank bins have virtually no events, and

so are assigned an asymmetry of 0 for this plot to avoid saturating the scale due to

large fluctuations in their central values. A χ2 test between the asymmetry maps

computed from D+
s and D+ gives p-values of 4%, 6% for the merged and resolved

cases, respectively. For the remainder of this study the maps from D+
s and D+ are

combined.

Performing the same study in bins of θππ and decay-time yields the asymmetry

maps shown in Figure 7.20. Figure 7.21 shows a linear fit to the gradient in each

θππ bin for the resolved category. The decay-time variable is normalised to the D0

lifetime to match that used in the nominal analysis procedure.

A toy study is performed to consider the potential impact of these asymmetries on

the measured ∆Y . Toy datasets are generated according to a kernel-density model in

each decay-time bin used in the nominal analysis from simulation, integrated across

2015–18 and separately for the merged and resolved π0 categories, to represent
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Figure 7.22: Aππdet toy studies without time-dependence in the asymmetry maps for
(a) merged and (b) resolved π0 categories.
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Figure 7.23: Aππdet toy studies with time-dependence in the asymmetry maps for the
(a) merged and (b) resolved π0 categories.

both the underlying amplitude model and phase-space efficiency. The asymmetry is

applied to each toy dataset as an efficiency across the phase space. To include the

time-dependence, the gradient in each θππ bin is added to the asymmetry maps in

the (θππ, m
2(π+, π−))-space, keeping the average value equal to that measured in the

time-integrated maps and producing an asymmetry map in each of the decay-time

bins used in the nominal analysis. The toy datasets are then passed into the nominal

fitting procedure for ∆Y . Figures 7.22 and 7.23 show the results of a sample of toy

datasets with and without the time-dependence, respectively. In all cases a bias of

∼ 10−4 is present. Finally, the impact of uncertainties on the asymmetry maps on

this bias is considered. The central values of the asymmetry maps and gradients are

fluctuated assuming Gaussian errors and using a single representative toy dataset.

Correlations between the asymmetries in different bins — which will exist due to
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the shared, but differently weighted, D+
(s) → ϕπ samples — are neglected since it

is highly non-trivial to include these. The results of such a set of toy datasets

are shown in Figure 7.24. The spread on these results is of a similar size to the

bias observed in the earlier toy studies, indicating the bias is potentially caused by

statistical fluctuations of the central values on the asymmetry maps.

 / ndf 2χ  59.64 / 53
Constant  1.56± 38.66 
Mean      0.05± 3.54 
Sigma     0.037± 1.501 

0 5 10
)-4 Y (10∆

0

10

20

30

40

50a.
u

LHCb unofficial

(a)

 / ndf 2χ  37.39 / 54
Constant  1.66± 39.47 
Mean      0.058±9.265 − 
Sigma     0.049± 1.749 

15− 10− 5−
)-4 Y (10∆

0

10

20

30

40

50

60a.
u

LHCb unofficial

(b)

Figure 7.24: Aππdet toy studies, with time-dependence, using a single toy dataset and
fluctuating the asymmetry maps for the (a) merged and (b) resolved π0 categories.
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Figure 7.25: Kπ detection asymmetry maps for the (a) merged and (b) resolved π0

reconstruction categories.

7.9.3 Results and toy studies for D0→ K−π+π0

A similar study is repeated using D+→ K−π+π+ decays to determine the potential

asymmetry affecting the D0 → K−π+π0 sample. Due to the much larger statis-

tics available, only the 2018 dataset is utilised. Figure 7.25 shows the time- and
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polarity-integrated asymmetry maps for both the merged and resolved categories.

The general size of the asymmetries, O(−1%), is in good agreement with previous

studies of Kπ detection asymmetries [151, 152]. Figure 7.26 shows the asymmetry

maps, allowing for a time-dependence. Figure 7.27 shows a linear fit to the gradient

in each θKπ bin.
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Figure 7.26: Kπ detection asymmetry maps for the (a) merged and (b) resolved π0

reconstruction categories, allowing for a time-dependence.

Again, a toy study is performed to assess the impact on the measured ∆YKππ.

The phase-space map used to generate the toy datasets is taken from the 2018

D0→ K−π+π0 data, integrated across magnet polarities and D0 flavour. The results

of the toy studies with and without a time-dependence are shown in Figures 7.28

and 7.29, respectively. A bias of ∼ −3 × 10−4 is observed when allowing for a

time-dependence. Again, the impact of uncertainties on the asymmetry maps is

assessed by sampling the value in each bin assuming Gaussian errors, and neglecting

correlations between bins. The results of this study are shown in Figure 7.30. Here,

particularly in the merged case, the spread is much smaller than the bias on the

previous toy datasets, indicating this bias is a real effect and not a fluctuation.

7.9.4 Final detection asymmetry systematic uncertainties

The final systematic uncertainty is calculated as a weighted average of the biases

found in the merged and resolved toy studies, with the weights given by the yield

in real data of each category. A conservative choice is made to use the largest bias

for each π0 category, ignoring any cancellation due to opposite signs. Thus, for the

control channel, the results of the toy datasets allowing for a time-dependence of
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Figure 7.27: Linear fit to the time-dependent asymmetry in each θKπ bin for the
resolved category [146].
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Figure 7.28: AKπdet toy studies without time-dependence in the asymmetry maps for
the (a) merged and (b) resolved π0 categories.

the asymmetry are used, which gives a systematic uncertainty of 3.4 × 10−4. For

the signal channel, the absolute biases without a time-dependence for the resolved

sample, and with a time-dependence for the merged sample are taken, giving a

systematic uncertainty of 1.6 × 10−4. No additional systematic error due to the

uncertainty on the asymmetry maps is assigned. Some additional figures related to
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Figure 7.29: AKπdet toy studies with time-dependence in asymmetry maps for the (a)
merged and (b) resolved π0 categories.
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Figure 7.30: AKπdet toy studies, with time-dependence, using a single toy dataset and
fluctuating the asymmetry maps for the (a) merged and (b) resolved π0 categories.

this study can be found in Appendix E.

7.10 Additional cross-checks

This section contains several cross-checks of the analysis procedure which were used

to verify the stability of the measured central value, without assigning additional

systematic uncertainties. Some further studies can be found in Appendix F.

7.10.1 Effect of L0 trigger selections

No explicit requirements at the L0 trigger level are applied for this analysis.

Nonetheless, a possible bias due to L0 trigger requirements is evaluated by per-
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forming the analysis in two independent samples of the candidates passing the full

selection. In the first sample, the D0 candidate decay products are required to

have fired the L0Hadron trigger line. The second sample contains the orthogonal

set of candidates for which the D0 candidate did not fire the L0Hadron line. The

L0Hadron line selects high ET deposits in the calorimeter system that are consis-

tent with originating from a hadron. The results are presented in Figures 7.31. The

averaged results across all sub-samples are in good agreement for both decay modes.
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Figure 7.31: Results of L0 trigger selection cross-check in both the (a) control chan-
nel and (b) signal channel.

7.10.2 Comparison of 2D and 3D kinematic weighting

The kinematic weighting procedure described in Section 6.1.2 differs from the pro-

cedure employed in other similar analyses [59], in that weights are computed here

from a series of 2D distributions, instead of 3D distributions. The 3D approach is

well justified, since it allows the kinematics of, for example, the tagging pion to be

fully equalised in a single step, accounting for all correlations. The 2D approach is

equivalent only if the weights computed in each stage are factorisable. To test this

assumption, the measurement is repeated in the control channel using such a 3D

weighting procedure. The weights are computed using 42 bins for θx in the range

(-0.3, 0.3), 28 bins for θy in the range (-0.3, 0.3) and 12 bins for k in the range

(0.0, 0.55) c/GeV. Then, a second set of weights are computed using 25 bins for

η(D0) in the range (1.7, 4.5), 25 bins for pT(D
0) in the range (0, 35)GeV/c and 15

bins for η(π±
tag) in the range (1.7, 4.5). All variables have the same meanings as in

Section 6.1.2. Figure 7.32 shows a comparison of the results using this approach and
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Figure 7.32: Results of 3D kinematic weighting cross-check in the control channel.

the nominal weighting approach. Across all sub-samples, the two approaches are in

excellent agreement. The 3D approach is not repeated on the signal channel due to

a lack of statistics.

7.10.3 Counting method

As an additional test of the stability of the fits to the ∆m distributions, the mea-

surement is also performed using an alternative approach that does not rely upon

these fits. The regions ∆m ∈ [143.4, 147.4] MeV/c2 and ∆m ∈ [143.0, 147.8] MeV/c2,

which correspond to approximately a ±2σ window around the signal peak, are de-

fined as the signal regions for resolved and merged candidates, respectively. Then,

the asymmetry within each decay time bin is computed by simply counting events in

the signal region, neglecting any residual background. The error on the asymmetry

is calculated by simply assuming an error of
√
N (

√
N̄) on the D0 (D0) yield, N

(N̄), and propagating these uncertainties through to the asymmetry. This is only

performed in the control channel due to the higher purity of the sample. The results

of this cross-check are presented in Figure 7.33. The alternative counting method is

in excellent agreement with the nominal method across all sub-samples.
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Figure 7.33: Results of counting method cross-check in the control channel.

7.10.4 Alternative ∆m fit model

As an additional test for a possible bias arising from the choice of ∆m fit mod-

els, the analysis is performed using an alternative ∆m fit model. The alternative

model is described in Section 7.1. The results of using this model are shown in

Figure 7.34. Excellent agreement is observed between the results using the nominal

and alternative models.

0.8− 0.6− 0.4− 0.2− 0 0.2 0.4 0.6
 [%]ππKY∆

 
Avg.

12 MU M
12 MU R
12 MD M
12 MD R
15 MU M
15 MU R
15 MD M
15 MD R
16 MU M
16 MU R
16 MD M
16 MD R
17 MU M
17 MU R
17 MD M
17 MD R
18 MU M
18 MU R
18 MD M
18 MD R

 

Alternative

Nominal

LHCb Unofficial
 0.0165)%± = (-0.0147 ππKY∆

/ndf = 26.93/192χ
 0.0166)%± = (-0.0160 ππKY∆

/ndf = 27.41/192χ

(a)

3− 2.5− 2− 1.5− 1− 0.5− 0 0.5 1 1.5 2

 [%]πππ
effY∆

 
Avg.

12 MU M
12 MU R
12 MD M
12 MD R
15 MU M
15 MU R
15 MD M
15 MD R
16 MU M
16 MU R
16 MD M
16 MD R
17 MU M
17 MU R
17 MD M
17 MD R
18 MU M
18 MU R
18 MD M
18 MD R

 

Alternative

Nominal

LHCb Unofficial
 0.0572)%± = (-0.0151 πππ

effY∆
/ndf = 22.94/192χ

 0.0574)%± = (-0.0116 πππ
effY∆

/ndf = 23.46/192χ

(b)

Figure 7.34: Comparison of measured time-dependent CP asymmetries using the
alternative ∆m model for both the (a) control channel and (b) signal channel.
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Source Signal channel (×10−4) Control channel (×10−4)

ππ/Kπ detection asymmetry 1.6 3.4

t/τ binning 1.0 0.14

Secondary contamination 0.84 0.84

∆m fit model (nominal toy study) 0.64 -

∆m fit model (alternative toy study) 0.40 0.08

Kinematic weighting binning 0.22 0.22

t/τ resolution 3.6× 10−3 4.8× 10−3

τ(D0) uncertainty 2.9× 10−3 3.8× 10−3

Total 2.3 3.5

Table 7.4: Absolute value of systematic uncertainties affecting ∆Y eff
πππ (∆YKππ) in

the signal (control) channel.

7.11 Summary

Table 7.4 summarises the systematic uncertainties on ∆Y eff
πππ that have been de-

scribed in the previous sections, for both the signal channel and the control chan-

nel. The dominant systematic uncertainties arise from the ππ and Kπ detection

asymmetry studies detailed in Section 7.9. Additional systematic errors to account

for the uncertainty on the external F+ measurement and possible biases on F+

due to the phase space acceptance, with values of 0.036 |∆Y | = 0.04 × 10−4 and

0.021|∆Y | = 0.03×10−4 respectively, are applied only to the final value of ∆Y , and

not ∆Y eff
πππ.

In addition, a number of cross-checks of the analysis method were performed.

The effect of applying explicit hardware trigger requirements was tested, and the

measured ∆Y in the resulting sub-samples were in good agreement. An alternative

kinematic weighting procedure utilising two three-dimensional stages — allowing

the tag pion kinematics to be fully constrained in the first stage — was applied to

the control channel, and the measured asymmetry gradient was in excellent agree-

ment with the nominal result. Finally, the fits used to determine the asymmetries

were studied using an alternative fit model and a simple counting approach; no

disagreements with the nominal results were observed.
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Chapter 8

Conclusions and outlook

T
his thesis has presented the results of a search for time-dependent CP violation

in multi-body D0 decays, and an absolute luminosity calibration measurement

at LHCb with beam-gas imaging. The former represents the first measurement of

time-dependent CP violation in a D0 decay with a neutral pion in the final state

at a hadron collider. Chapter 1 provided a discussion of the relevant background

theory, with particular focus on weak interactions and mixing and CP violation in

heavy neutral meson decays. Chapter 2 described the LHCb detector which was

used to collect the data analysed for this thesis, and its recent upgrades.

Chapters 3 presented an overview of methods to determine the absolute luminos-

ity at the LHC. The results of the beam-gas imaging analysis applied to luminosity

calibration fills for pp collisions at
√
s = 13TeV during Run 2 of the LHC were

presented in Chapter 4. A final cross section of

σVertex = 58.00± 0.02 (stat)± 0.48 (syst)mb

was obtained. The dominant systematic uncertainties are uncorrelated between the

BGI and vdM analyses, and this therefore has the potential to become the most

precise determination of the absolute luminosity at a hadron collider after com-

bining the results of the two analyses [153]. The precision of this measurement is

currently limited by knowledge of the beam-gas vertex resolution. The upgraded

LHCb detector provides the opportunity to improve the precision of this measure-

ment. The recently installed SMOG2 cell will provide an unprecedented beam-gas

interaction luminosity at the LHC. Thus, more stringent selection criteria may be

applied while still retaining a reasonable number of events. In particular, imposing

tighter selection requirements on the number of tracks in each beam-gas vertex will
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allow the effective vertex resolution in the sample to be improved, and therefore re-

duce the value of the associated systematic uncertainties. The SMOG2 cell will only

increase the number of beam-gas vertices produced for one of the LHC beams. How-

ever, the overlap integral could, in principle, be determined from only the beam-gas

interactions of one beam and beam-beam interactions in the luminous region.

A phase-space integrated, time-dependent measurement of CP violation in the

Cabibbo-suppressed D0 → π+π−π0 decay was presented in Chapters 5, 6, and 7,

using data collected during 2012 and 2015–18. Chapter 5 described the selec-

tion requirements applied to the 2012 and Run 2 datasets to select candidates

from the D0 decays of interest. Physical backgrounds from mis-identified and mis-

reconstructed decays were removed with a sequence of cut-based requirements. A

set of multivariate-classifiers were trained to further suppress combinatorial back-

grounds. Chapter 6 described the analysis procedure used to determine ∆Y by

simultaneously fitting the yields of D0 and D0 in bins of decay time, after applying

a weighting procedure to correct for detection asymmetries. Chapter 7 described

the studies performed to determine the systematic uncertainties associated with the

measurement of ∆Y, and a series of cross-checks performed to validate the analysis

procedure. The parameter ∆Y eff
πππ was measured to be [146]

∆Y eff
πππ = (−1.2± 6.0 (stat)± 2.3 (syst))× 10−4,

where the statistical error is dominant. The largest systematic uncertainties arise

from the choice of ∆m fit model, contamination from secondary decays, and the

choice of decay-time binning. This corresponds to a measured ∆Y of [146]

∆Y = (−1.3± 6.3 (stat)± 2.4 (syst))× 10−4

= (−1.3± 6.8)× 10−4.

While the uncertainty of this measurement is around 6 times larger than the current

world average [43], it nonetheless serves as a test of the universality of the parameter

∆Y across different final states, and will add a small contribution to the world

average. The Cabibbo-favoured D0 → K−π+π0 decay, where CP violating effects

are expected to be well below the current precision, is utilised as a control mode. In

this channel, the gradient of the time-dependent asymmetry is measured to be [146]

∆YKππ = (−1.7± 1.8 (stat)± 3.5 (syst))× 10−4,
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in good agreement with no asymmetry at a level of around 0.4σ. The uncertainty

on the result in the signal channel is statistically dominated, and so the precision

will improve with the increased statistics collected by the upgraded LHCb detector

in Runs 3 and 4. The dominant systematic is believed to contain a statistical

component, and will likely be reduced with a larger sample of calibration decays. The

second largest systematic — arising from the decay-time binning — is potentially a

statistical effect only, and should be reduced with a larger data sample; in the control

channel, the corresponding decay-time binning systematic uncertainty is around an

order of magnitude smaller. Finally, the third largest systematic — arising from

contamination of secondary decays — could in principle be reduced by subtracting

the secondary asymmetry from the nominally measured asymmetries as in Ref. [59].

There is thus a clear path to improving the precision of this measurement even

beyond the current systematic uncertainties with the larger samples of D0 decays

to be collected at LHCb in the near future.
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A Additional selection MVA plots

This appendix contains additional plots demonstrating the performance of the mul-

tivariate classifiers used to suppress combinatorial background at the offline selection

stage.

A.1 Run 1, merged

Figure A.1 shows the distribution of each of the input variables in both the signal

and background categories of the data. The background data is taken from the

∆m sideband, while the signal data is obtained from the ∆m signal region with the

background contribution subtracted based on the sideband distributions. Figure A.2

shows the correlations between the input variables in the signal and background

samples. Figure A.3 shows the background rejection against signal efficiency of the

BDT after training. All of the figures in this section refer to the Run 1 merged

classifier.
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Figure A.1: Input variable distributions for the Run 1 merged BDT.

Figure A.2: Input variable correlation matrices for signal (left) and background
(right) for the Run 1 merged BDT.
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Figure A.3: Background rejection against signal efficiency for the Run 1 merged
BDT.
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A.2 Run 1, resolved

Figure A.4 shows the distribution of each of the input variables in both the signal

and background categories of the data. The background data is taken from the

∆m sideband, while the signal data is obtained from the ∆m signal region with the

background contribution subtracted based on the sideband distributions. Figure A.5

shows the correlations between the input variables in the signal and background

samples. Figure A.6 shows the background rejection against signal efficiency of the

BDT after training. All of the figures in this section refer to the Run 1 resolved

classifier.

Figure A.4: Input variable distributions for the Run 1 resolved BDT.
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Figure A.5: Input variable correlation matrices for signal (left) and background
(right) for the Run 1 resolved BDT.

Figure A.6: Background rejection against signal efficiency for the Run 1 resolved
BDT.
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A.3 Run 2, merged

Figure A.7 shows the distribution of each of the input variables in both the signal

and background categories of the data. The background data is taken from the

∆m sideband, while the signal data is obtained from the ∆m signal region with the

background contribution subtracted based on the sideband distributions. Figure A.8

shows the correlations between the input variables in the signal and background

samples. Figure A.9 shows the background rejection against signal efficiency of the

BDT after training. All of the figures in this section refer to the Run 2 merged

classifier.

Figure A.7: Input variable distributions for the Run 2 merged BDT.
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Figure A.8: Input variable correlation matrices for signal (left) and background
(right) for the Run 2 merged BDT.

Figure A.9: Background rejection against signal efficiency for the Run 2 merged
BDT.
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A.4 Run 2, resolved

Figure A.10 shows the distribution of each of the input variables in both the signal

and background categories of the data. The background data is taken from the ∆m

sideband, while the signal data is obtained from the ∆m signal region with the back-

ground contribution subtracted based on the sideband distributions. Figure A.11

shows the correlations between the input variables in the signal and background

samples. Figure A.12 shows the background rejection against signal efficiency of the

BDT after training. All of the figures in this section refer to the Run 2 resolved

classifier.

Figure A.10: Input variable distributions for the Run 2 resolved BDT.
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Figure A.11: Input variable correlation matrices for signal (left) and background
(right) for the Run 2 resolved BDT.

Figure A.12: Background rejection against signal efficiency for the Run 2 resolved
BDT.
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A.5 BDT cut optimisation plots

Figure A.13 shows the optimisation metric (S/σS) as a function of the minimum

BDT output requirement for the datasets that were not shown in the main body

of this thesis. The selection requirements applied to each sample can be found in

Table 5.11.
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Figure A.13: Optimisation metric as a function of BDT cut for the (top) 2012
control channel data, (middle) Run 2 signal channel data and (bottom) Run 2
control channel data.
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B Potential bias on the measured time-dependent

asymmetry from D0→ K−π+π0 contamination

The residual contamination from D0 → K−π+π0 decays was estimated in Section

5.2.4 to be 0.7% (0.8%) for the merged (resolved) π0 category. We estimate here the

potential bias on the time-dependent asymmetry gradient based on such contami-

nation. Denote the fraction of D0 → K−π+π0 decays in the sample as f ̸= f(t),

assuming the same contamination for D0 and D0 (a time-independent asymme-

try does not change the time-dependent behaviour, and we will consider a possible

time-dependent asymmetry later). Define ntrue(t) as the measured true number of

D0 → π+π−π0 candidates (similarly for D0). Assume that ntrue(0) = n̄true(0) ≡ n,

i.e. that there is no asymmetry at t = 0 (again, a constant shift in the asymmetry

does not change the time-dependent behaviour). We then have

n(t) = (1− f)ntrue(t) + fntrue(0) = (1− f)ntrue(t) + fn; (8.1)

n̄(t) = (1− f)n̄true(t) + fn̄true(0) = (1− f)n̄true(t) + fn, (8.2)

which, expanding for a small time-dependent asymmetry, gives

ntrue(t) = n(1 + ∆Y t); (8.3)

n̄true(t) = n(1−∆Y t). (8.4)

The time-dependent yields can be expressed as

n(t) = n(1− f)(1 + ∆Y t) + fn; (8.5)

n̄(t) = n(1− f)(1−∆Y t) + fn, (8.6)

which gives a time-dependent asymmetry of

ACP (t) =
n(t)− n̄(t)

n(t) + n̄(t)
=

[(1− f)(1 + ∆Y t) + f ]− [(1− f)(1−∆Y t) + f ]

[(1− f)(1 + ∆Y t) + f ] + [(1− f)(1−∆Y t) + f ]
(8.7)

=
2(1− f)∆Y t

2
= (1− f)∆Y t. (8.8)

Thus, the potential dilution is of the order of the contamination fraction, f , resulting

in a bias of ∼ 1%|∆Y |. Assuming a conservative estimate of ∆Y ∼ 10−3 gives a
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bias of ∼ 10−5, c.f. σstat. ∼ 6× 10−4.

Now, we consider the same assumptions as above but allow for a (small) time-

dependent asymmetry in the D0 → K−π+π0 sample, ∆YKππ. The time-dependent

yields become

n(t)/n = (1− f)(1 + ∆Y t) + f(1 + ∆YKππt); (8.9)

n̄(t)/n = (1− f)(1−∆Y t) + f(1−∆YKππt), (8.10)

which gives a time-dependent asymmetry of

ACP (t) = [(1− f)∆Y + f∆YKππ] t. (8.11)

The residual bias remains O(10−5) if we assume the conservative case of ∆Y =

−∆YKππ = 10−3 and f = 1%. Without any kinematic weighting to remove detection

asymmetries, we measure a value of ∆YKππ ∼ (4.1±1.7)×10−4 in Section 6.3, albeit

with selection requirements optimised for D0→ K−π+π0 candidates.
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C Additional kinematic weighting plots

C.1 Kinematic distributions at intermediate weighting

steps

The figures in this section show example kinematic distributions before any kine-

matic weighting, at an intermediate stage after the weighting of the π±
tag kinematics

only, and after the full kinematic weighting. Figures C.1 and C.2 show the distribu-

tions of the variables used in the kinematic weighting in the 2018 MagUp resolved

sub-sample of the control channel data before the weighting, after weighting only

the π±
tag kinematics, and after the full weighting procedure. Figures C.3 and C.4

show the same distributions for the 2018 MagUp merged sub-sample of the control

channel data.
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Figure C.1: 2018 MagUp resolved control channel tagging pion kinematic distri-
butions (left) before any kinematic weighting, (center) after the π±

tag kinematics’
weighting and after the full kinematic weighting (right).
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Figure C.2: 2018 MagUp resolved control channel D0 and tagging pion kinematic
distributions (left) before any kinematic weighting, (center) after the π±

tag kinematics’
weighting and (right) after the full kinematic weighting.
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Figure C.3: 2018 MagUp merged control channel tagging pion kinematic distri-
butions (right) before any kinematic weighting, (center) after the π±

tag kinematics’
weighting and (right) after the full kinematic weighting.
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Figure C.4: 2018 MagUp merged control channel D0 and tagging pion kinematic
distributions (left) before any kinematic weighting, (center) after the π±

tag kinematics’
weighting and (right) after the full kinematic weighting.
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C.2 Kinematic distributions in the signal channel

The figures here show some example kinematic distributions from the 2016 MagUp

merged and resolved signal channel samples before and after the kinematic weight-

ing.
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Figure C.5: 2016MagUp resolved signal channel tagging pion kinematic distributions
before (left) and after (right) kinematic weighting.
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Figure C.6: 2016 MagUp resolved signal channel D0 and tagging pion kinematic
distributions before (left) and after (right) kinematic weighting.

205



APPENDICES

0.3− 0.2− 0.1− 0 0.1 0.2 0.3
)tag

±π(xθ ±
0

1000

2000

3000

4000

5000

W
ei

gh
ts

 / 
0.

00
6 LHCb Unofficial

2016 MagUp Merged
p = 0.001

0D
0

D

10−
5−
0

5

10

A
sy

m
m

et
ry

 [%
]

(a) θx(π
±
tag)

0.3− 0.2− 0.1− 0 0.1 0.2 0.3
)tag

±π(xθ ±
0

1000

2000

3000

4000

5000

W
ei

gh
ts

 / 
0.

00
6 LHCb Unofficial

2016 MagUp Merged
p = 0.996

0D
0

D

10−
5−
0

5

10

A
sy

m
m

et
ry

 [%
]

(b) θx(π
±
tag), weighted

0.3− 0.2− 0.1− 0 0.1 0.2 0.3
)tag

±π(yθ
0

1000

2000

3000

4000

5000

W
ei

gh
ts

 / 
0.

00
6 LHCb Unofficial

2016 MagUp Merged
p = 0.842

0D
0

D

10−
5−
0

5

10

A
sy

m
m

et
ry

 [%
]

(c) θy(π
±
tag)

0.3− 0.2− 0.1− 0 0.1 0.2 0.3
)tag

±π(yθ
0

1000

2000

3000

4000

5000

W
ei

gh
ts

 / 
0.

00
6 LHCb Unofficial

2016 MagUp Merged
p = 0.973

0D
0

D

10−
5−
0

5

10

A
sy

m
m

et
ry

 [%
]

(d) θy(π
±
tag), weighted

0 0.1 0.2 0.3 0.4 0.5
)tag

±πk(
0

1000

2000

3000

4000

5000

6000

W
ei

gh
ts

 / 
0.

00
55

 (
1/

G
eV

)

LHCb Unofficial
2016 MagUp Merged
p = 0.561

0D
0

D

10−
5−
0

5

10

A
sy

m
m

et
ry

 [%
]

(e) k(π±
tag)

0 0.1 0.2 0.3 0.4 0.5
)tag

±πk(
0

1000

2000

3000

4000

5000

6000

W
ei

gh
ts

 / 
0.

00
55

 (
1/

G
eV

)

LHCb Unofficial
2016 MagUp Merged
p = 0.921

0D
0

D

10−
5−
0

5

10

A
sy

m
m

et
ry

 [%
]

(f) k(π±
tag), weighted

Figure C.7: 2016 MagUp merged signal channel tagging pion kinematic distributions
before (left) and after (right) kinematic weighting.
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Figure C.8: 2016 MagUp merged signal channel D0 and tagging pion kinematic
distributions before (left) and after (right) kinematic weighting.
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D Systematic errors from fit model toy studies

The systematic uncertainties affecting the measured ∆Y based on the choice of ∆m

fit model were described Section 7.1. In particular, a systematic uncertainty given

by
√
σ2
pull − 1 × σstat was assigned based on toys using the nominal fit model, to

correct any possible underestimation of the statistical uncertainty. Given some set

of measurements of ∆Y from toy datasets, the variance is given by

Var(∆Y ) = σ2, (8.12)

where σ is the true statistical uncertainty. If the statistical error is slightly under-

estimated, it can be expressed as

σstat = (1− ε)σ, (8.13)

where ε > 0 is some small number. The variance of the pull distribution (for toy

datasets generated with ∆Y = 0) is then given by

σ2
pull ≡ Var

(
∆Y − 0

σstat

)
= Var

(
∆Y

(1− ε)σ

)
=

1

(1− ε)2
, (8.14)

using the standard properties of the variance in the last equality. The correct statis-

tical uncertainty can be recovered by assigning an additional systematic uncertainty

given by

σsyst =
√
σ2
pull − 1× σstat. (8.15)

The total uncertainty becomes

σ2
tot = σ2

stat + σ2
syst

= (1− ε)2σ2 +

[
1

(1− ε)2
− 1

]
(1− ε)2σ2

= σ2.

(8.16)
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E Additional h+h′− asymmetry study plots

This section contains additional plots related to the detection asymmetry studies

detailed in Section 7.9.

E.1 Phase-space distributions of D+
(s)→ 3h decays

Figure E.1 shows the phase-space distribution of reconstructed and selected candi-

dates in the control channel, split by π0 reconstruction category. Figure E.2 shows

the corresponding distribution of candidates for the D+ → K−π+π+ decay used

in the Kπ detection asymmetry studies. Figure E.3 shows the phase-space distri-

bution of reconstructed and selected candidates in the signal channel, split by π0

reconstruction category. Figure E.4 shows the corresponding distribution of candi-

dates for the D+ → π+π+π− and D+
s → π+π+π− decays used in the Kπ detection

asymmetry studies.
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Figure E.1: Phase-space distribution of reconstructed and selected D0 → K−π+π0

candidates, split by π0 reconstruction category.

E.2 Alternative description of time-dependent Kπ asymme-

try maps

Figures E.5, E.6, E.7 and E.8 show a complementary set of K−π+ detection asym-

metry studies to those documented in Section 7.9.3, with the time dependence of the

asymmetry maps is expressed in terms of m2(K−, π+) instead of θKπ. A systematic

uncertainty of 3.33×10−4 is obtained, which is extremely compatible with the result

from the nominal approach of 3.37× 10−4.
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Figure E.3: Phase-space distribution of reconstructed and selected D0 → π+π−π0

candidates, split by π0 reconstruction category.
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Figure E.4: Phase-space distribution of reconstructed and selected D+→ π+π+π−

(left) and D+
s → π+π+π− (right) candidates.
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Figure E.5: Kπ detection asymmetry maps split by π0 reconstruction category.
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Figure E.6: Linear fit to the time-dependent asymmetry in each m2(K−, π+) bin for
the resolved category.
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Figure E.7: Linear fit to the time-dependent asymmetry in each m2(K−, π+) bin for
the merged category.
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Figure E.8: AKπdet toy study results with time-dependence parameterised in terms of
m2(K−, π+) in the asymmetry maps for merged (left) and resolved (right).
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F Stability checks

To test the stability of the measured asymmetries, and for the presence of ‘hidden’

variables, the final measurement has been re-performed in bins of different variables.

Firstly, the measurement is performed in two bins of log(χ2
IP(D

0)) to ensure that the

systematic uncertainty associated with contamination from secondary decays is not

underestimated. The resulting measurements are presented in Figure F.1. Similar

studies where the data is divided by pT of the D0 meson and the tagging pion are

presented in Figures F.2 and F.3, respectively. Finally Figure F.4 shows a similar

measurement where the data is divided by HLT1 trigger line. ‘TwoTrack’ refers to

the requirement that the D0 candidate fires TOS on the Hlt1TwoTrackMVA line.

‘Track’ refers to the requirement that theD0 meson fires TOS on the Hlt1TrackMVA

line, and does not fire TOS on the Hlt1TwoTrackMVA line, to ensure the two samples

are independent. The 2012 dataset is excluded from this study since it originates

from only a single trigger line at HLT1 level. Table 8.1 lists the measured values and

p-values when each of the two independent sub-samples for each study are combined.

The p-value is drawn from a χ2 fit with a single degree of freedom to determine the

combined measurement of the two sub-samples. In all cases, the sub-samples are

found to be consistent up to statistical fluctuations.
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Figure F.1: Measured asymmetries in the control (left) and signal (right) channels
when the data is divided by log(χ2

IP(D
0)).
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Figure F.2: Measured asymmetries in the control (left) and signal (right) channels
when the data is divided by D0 meson pT.
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Figure F.3: Measured asymmetries in the control (left) and signal (right) channels
when the data is divided by tagging pion pT.
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Figure F.4: Measured asymmetries in the control (left) and signal (right) channels
when the data is divided by HLT1 trigger line.
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Control channel Signal channel
Stability check ∆YKππ (×10−4) p-value (%) ∆Y eff

πππ (×10−4) p-value (%)
log(χ2

IP(D
0)) −1.33± 1.66 74 −0.67± 5.70 21

pT(D
0) −1.63± 1.68 57 −2.17± 5.83 7.9

pT(π
±
tag) −1.75± 1.67 60 −1.72± 5.77 6.3

HLT1 line −1.74± 1.79 71 −3.57± 6.33 3.8

Table 8.1: Results of combining the independent sub-samples from each stability
test in both the signal and control channels.
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[56] Belle collaboration, M. Starič et al., Measurement of D0 − D̄0 mixing and

search for CP violation in D0 → K+K−, π+π− decays with the full Belle data

set, Phys. Lett. B 753 (2016) 412, arXiv:1509.08266. (Page 23)

220

https://doi.org/10.1016/S0550-3213(00)00604-0
http://arxiv.org/abs/hep-ph/0005089
https://doi.org/10.1146/annurev-nucl-102419-124613
http://arxiv.org/abs/2011.04443
https://doi.org/10.1103/PhysRevD.78.051102
http://arxiv.org/abs/0802.4035
https://doi.org/10.1103/PhysRevLett.131.091802
http://arxiv.org/abs/2209.03179
https://doi.org/10.1103/PhysRevD.103.053008
http://arxiv.org/abs/2001.07207
https://doi.org/10.1103/PhysRevLett.122.211803
http://arxiv.org/abs/1903.08726
https://doi.org/10.1103/PhysRevD.93.112014
http://arxiv.org/abs/1604.00857
https://doi.org/10.1103/PhysRevD.100.093002
http://arxiv.org/abs/1909.03063
https://doi.org/10.1103/PhysRevD.87.012004
http://arxiv.org/abs/1209.3896
https://doi.org/10.1016/j.physletb.2015.12.025
http://arxiv.org/abs/1509.08266


APPENDICES

[57] CDF collaboration, T. A. Aaltonen et al., Measurement of indirect CP-

violating asymmetries in D0 → K+K− and D0 → π+π− decays at CDF,

Phys. Rev. D 90 (2014) 111103, arXiv:1410.5435. (Page 23)

[58] LHCb collaboration, R. Aaij et al., Updated measurement of decay-time-

dependent CP asymmetries in D0→ K+K− and D0→ π+π− decays, Phys.

Rev. D101 (2020) 012005, arXiv:1911.01114. (Page 23)

[59] LHCb collaboration, R. Aaij et al., Search for time-dependent CP violation

in D0 → K+K− and D0 → π+π− decays, Phys. Rev. D104 (2021) 072010,

arXiv:2105.09889. (Pages 23, 34, 181, and 187)

[60] LHCb collaboration, R. Aaij et al., Measurement of the charm mixing param-

eter yCP − yKπCP using two-body D0 meson decays, Phys. Rev. D105 (2022)

092013, arXiv:2202.09106. (Pages 24 and 34)

[61] S. Malde, C. Thomas, and G. Wilkinson, Measuring CP violation and mixing

in charm with inclusive self-conjugate multibody decay modes, Phys. Rev. D

91 (2015) 094032, arXiv:1502.04560. (Page 25)

[62] S. Malde et al., First determination of the CP content of D → π+π−π+π−

and updated determination of the CP contents of D → π+π−π0 and D →
K+K−π0, Phys. Lett. B 747 (2015) 9, arXiv:1504.05878. (Pages 27 and 167)
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