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Abstract

The prevailing paradigm of particle physics, the Standard Model, has proven to be superbly

successful since its inception, but cracks are beginning to show and plenty of phenomenological

challenges have presented themselves. This thesis takes a few approaches to the study of particle

physics phenomenology, using both model dependent and model independent frameworks. New

states in the Higgs sector are introduced and studied first in the context of their interference

patterns in the top quark sector, and then the two Higgs doublet model is examined in the face

of a vast array of current and future collider searches, flavour observables, and theoretical and

cosmological considerations. Machine learning techniques are applied to the Standard Model

effective field theory framework to show how future colliders may be better able to constrain

models of new physics, and through the use of graph neural networks, be able to pick out

anomalous events from the large background of collider environments.
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Chapter 1

Introduction

There have been but few constants in the messy and millennia long history of our species, and

fewer still that have continued to and indeed flourished in modern times. The will and urge to

craft narratives to explain the bevy of natural phenomena that surround us is one such steady

constant. From Gods and demons to ethers and ill humours, humanity has slowly and steadily

demystified the cosmos. Of course, a thing is no less beautiful, no less majestic, by dint of being

understood.

Perhaps this crusade is driven by some knowledge that lies deep inside each of us, that we have

but a brief time upon this mortal coil, and we desire to leave some trace that lingers long beyond

the ephemeral span of our years. In this we are no different to the pharaohs of old, and as such

we are subject to the same follies, for in time the lone and level sands will claim and consume

all that we are and all of our works. Physics is no different in this; the times change and ideas

shift and switch, now one and now the other. The long march of history is marked by revelations

upon revolutions, each upending the established order in a feverish blaze of the new.

At least, that’s how it appears when casting our eyes back over the storied history of the

field. Truthfully, progress has often been halting and gradual, a slow burn that is occasionally

punctuated by paradigm shifts that rise out of decades of work by countless dedicated physicists

and sometimes out of sheer good fortune.

For my part, over the past few years I have been part of a group working on the theoretical

elements of particle physics, and my work [1–9] has centred around the phenomenology at the

1
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Large Hadron Collider (LHC) and models of new physics (NP) in particular. In this thesis, I

present some of this work.

After introducing the current paradigm of particle physics in Chapter 2, specific models of new

physics are studied; Chapter 3 examines an addition of two singlet states and the role interference

effects can play in the detection capability of their cascade decays, while Chapter 4 puts the two

Higgs doublet model under the microscope using a vast collection of data. Moving to more general

approaches, and motivated by the opportunities presented by novel machine learning techniques,

effective field theories are the subject of Chapter 5, and the possibility of using autoencoders to

uncover anomalies is outlined in Chapter 6. Things are brought to a close in Chapter 7.



Chapter 2

The Standard Model of Particle

Physics

Our current understanding of the Universe can broadly be divided into two pillars, each painstak-

ingly constructed over the past century. We need not concern ourselves with one of these pillars,

that of General Relativity and the prevailing cosmological model built with that work of genius

at its core. Instead, the work of this thesis rests on the other major pillar, the one that deals

with the smallest of scales.

It seems passing queer that such a feat of human imagination and ingenuity, relentlessly tested and

refined over decades with some of the largest scale collaborations ever seen, should come to bear

the inspired moniker of the Standard Model (SM). Nonetheless, this is the model that represents

the forefront of our understanding of the most fundamental constituents of the Universe and

has held up under the scrutiny of some of the most precise experiments ever designed. Despite

this stunning success, the SM does not represent a full comprehension of all known phenomena

and it is important to first acknowledge and then attempt to address these limitations, in the

hope of moving toward a more complete model. Again, the naming convention is imaginative,

with models that go beyond the SM typically referred to as Beyond Standard Model (BSM)

models.

This section will set out the basis of the SM, primarily focusing on the theoretical aspects and

background, whilst also highlighting salient experimental measurements. This will encompass

the Lagrangian formulation of the SM, with emphasis on the Higgs mechanism and the related

3
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couplings of fermionic matter. This component of the SM is of particular relevance in my thesis

as much of my work has involved either extensions of the Higgs sector or interactions that stem

from this sector.

On the experimental side, the numerous successes of the SM will be outlined, many of which

demonstrate superb levels of precision and agreement with the SM. Of course, the SM does not

answer all questions about the fundamental nature of the Universe, and we see this in several

experimental measurements, in addition to a series of conceptual arguments. Extra emphasis will

be placed on the anomalies which feature a number of times across my body of work, such as the

anomalous magnetic moment of the muon, to ensure that the reader has the proper context when

such observables are levied to investigate models of new physics. Much pedagogical literature

exists on the SM, and in this chapter the presentation in Ref. [10] is broadly followed.

The SM is a quantum field theory which describes the nature and interactions of all known

particles. It is in part a Yang-Mills theory [11], which is to say it is a form of non-Abelian gauge

field theory which is inherently renormalisable [12, 13]. This is a key requirement of any gauge

field theory that can have testable physical consequences as it must be free from the infinities in

calculations that plagued theorists for much of the twentieth century. The particle content of

this model consists of 12 fermions (three families each comprising a positively charged quark, a

negatively charged quark, a negatively charged lepton and a corresponding neutral neutrino) and

four vector bosons that mediate the forces of the SM (two for the weak force, one each for the

strong force and electromagnetism) and a single scalar boson, the Higgs. The Lagrangian of the

theory can be symbolically split into four parts, each of which describes a distinct element of the

theory and will be outlined herein:

LSM = LGauge + LFermions + LYukawa + LHiggs. (2.1)

Expanding each of these elements to their own line and using the standard notation of Fµν for a

field strength tensor, Dµ for a covariant derivative, ψ for a fermionic field, Φ for the Higgs field

and Y it’s couplings yields the more familiar form of the SM Lagrangian, which can be found
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adorning mugs and t-shirts the world over:

L =− 1

4
FµνFµν

+ iψ̄ /Dψ

+ ψ̄LiYijΦψRj + h.c.

+ |DµΦ|2 − V (Φ).

(2.2)

2.1 Gauge Field Theories

The first two components of the SM Lagrangian comprising the gauge and fermionic parts of the

theory can be grouped together and explained through Abelian and non-Abelian gauge theories.

Here Abelian gauge theories are introduced through quantum electrodynamics (QED) whilst the

non-Abelian side of things is illustrated by quantum chromodynamics (QCD). As a brief rundown

of some pertinent concepts of group theories, note that the set of N ×N unitary matrices with

the group operation of matrix multiplication is denoted as U(N), whilst additionally demanding

that the matrices have unit determinants yields the special unitary group SU(N). Impressing

upon the fields the requirement of invariance under some local, or gauge, transformation, leads to

the rich phenomenological maelstrom of the SM.

2.1.1 Quantum Electrodynamics

The simplest physically relevant theory one can construct in this formalism is QED, for which

only two particles are required; an electron ψ and a photon Aµ. To begin construction of a gauge

invariant Lagrangian, one must first define some gauge transformation, parameterised by α(x),

along with some arbitrary coupling g, yielding ψ → eigα(x)ψ. Note that in this case, one can

cutely point out that the gauge transform eigα(x) is equivalent to the action of a 1 × 1 unitary

matrix – in other words, this is a demonstration of a U(1) gauge theory. Given that such a matrix

will clearly commute with itself, we are dealing with an Abelian gauge field theory here.

A complication arises when one attempts to introduce kinetic terms into the Lagrangian of such

a theory, as to do so invokes forms such as ∂µψ, which will not be invariant under the gauge

transform. To overcome this issue, the covariant derivative is introduced;

Dµ = ∂µ − igAµ, (2.3)
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from which one derives the transformation of the gauge field: Aµ → Aµ − 1
g∂

µα(x). Crucially, we

have now coupled the gauge field to the fermion field, thereby giving rise to interaction terms

between the two. In order to ensure the gauge fields are true dynamical fields, one must also

bestow upon them kinetic terms, which is done via the field strength tensor Fµν = ∂µAν − ∂νAµ,

which is pulled from the commutator of the covariant derivative. Combining all the terms for the

electron of mass m and the massless photon we arrive at the QED Lagrangian,

LQED = −1

4
FµνFµν + ψ̄(i /D −m)ψ, (2.4)

using the standard notation of /D = γµDµ and ψ̄ = ψ†γ0. Hopefully some similarities to terms in

the full SM Lagrangian of Eq. (2.2) are beginning to become apparent, even in this simplified

version of a gauge field theory.

2.1.2 Quantum Chromodynamics

Moving beyond the simple U(1) case of QED reveals a more vibrant set of interactions and

underlying equations. Though much of the logic of QED can be applied to non-Abelian gauge

field theories such as QCD [14–16], there are non-trivial changes that arise from the more complex

nature of the group generators. As opposed to the scalar generator of U(1), we now deal with a

set of matrices T a as the group generators. The group SU(N) has in general N2 − 1 generators,

and thus the same number of degrees of freedom. These generators are subject to a standard

normalisation convention of [T a, T b] = ifabcT c, where fabc is the antisymmetric structure constant.

The local gauge transformation for a fermion then becomes ψ → U(x)ψ = eigα
a(x)Ta

ψ, while

there are now N2 − 1 gauge fields Aaµ, with Aµ = AaµT
a.

Following the same logic as in the simple QED case, we look to find a covariant derivative that

leaves the fermion kinetic terms invariant under the transformation. This takes the same form as

in Eq. (2.3), but note that now Aµ has a number of independent components and transforms in

the adjoint representation. This is also where we see the non-commuting properties of the group

generators start to come into play. The transformation of the gauge fields can then be derived

as

Aµ → A′µ = UAµU
−1 − i

g
(∂µU)U−1. (2.5)
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Suppressing the x dependencies of αa for ease and writing this out in terms of components:

A′aµ = Aaµ +
1

g
∂µα

a − fabcαbAcµ. (2.6)

As before, we look to define the field strength tensor from the commutator of the covariant

derivative, and again the non-Abelian nature of the group makes itself known:

F aµν = ∂µA
a
ν − ∂νAaµ + gfabcAbµA

c
µ. (2.7)

From F aµν it should be noted that the kinetic term for the gauge fields in the Lagrangian,

−1
4F

µνFµν , will involve interaction terms between the gauge fields themselves, as a direct result

of the non-Abelian nature of the group. In the Abelian case, all fabc = 0 and QED, with its non

self interacting photons, is immediately recovered.

As promised, QCD is a non-Abelian gauge theory, with the group SU(3) at its core. The

eight Gell-Mann matrices λa comprise the set of group generators; T a = 1
2λ

a, and so nature

correspondingly obliges with eight gluons of varying colour-anticolour configurations. Following a

mildly unclear convention, to distinguish the QCD field strength tensor it will herein be denoted

as Gµν , whilst T a and fabc are locked in as those of SU(3), with the strong force coupling being

gs. Collecting things together and ensuring that each of the flavours of quark is subject to this

theory:

LQCD = −1

4
GµνGµν +

∑
f∈{u,d,c,s,t,b}

ψ̄(i /D −mf )ψ. (2.8)

2.2 The Electroweak Sector

One area left unaddressed so far is that of chirality. Experimental results revealed that the

weak force is not only capable of violating parity, but does so with maximal effect [17], with

only left-handed fermions interacting under the weak force. The fermion fields used thus far

are split into their left- and right-handed components by use of projectors PR/L, such that

ψR/L = PR/Lψ = 1
2(1± γ5)ψ. The group we couch the weak force in is SU(2)L, with the Pauli

matrices (1
2σ

a) for generators, W a
µ as the gauge fields and a coupling g. The right-handed fields

transform as a singlet under this group, meaning that the mass terms seen in the above sections,

which are of the form mψ̄LψR will not be invariant under the SU(2)L transformation, owing to

its chiral nature. This is not the only mass(ive) problem; the gauge bosons of the weak force
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themselves have non-zero masses, but the naive inclusion of a mass term such as m2AµA
µ in the

Lagrangian also breaks gauge invariance.

As long as things are already breaking, let’s go a step further and, in a fit of spontaneity,

break some symmetries. First, we need some symmetry to break; a unification of the weak and

electromagnetic forces should suffice [18–20], yielding the group SU(2)L ×U(1)Y , where U(1)Y is

a high energy symmetry known as hypercharge, with a single gauge field Bµ, scalar generator Y

and coupling g′. The covariant derivative of this SU(2)L × U(1)Y group is therefore

Dµ = ∂µ −
i

2
gW a

µσ
a − iY g′Bµ. (2.9)

Now we can really start to break things, or as it has otherwise been termed, illustrate the

mechanism by which masses are generated for the fundamental particles of the Universe, coming

out with a unique scalar boson to boot. This is of course the Higgs mechanism, and said boson

the Higgs boson, although the mechanism was independently discovered by a number of others at

the same time [21–24]. To perform this symmetry breaking, we introduce a complex doublet of

hypercharge 1/2, denoted by Φ and with a Lagrangian

LHiggs = (DµΦ)†(DµΦ) + µ2Φ†Φ− λ(Φ†Φ)2, (2.10)

where the last two terms comprise the Higgs potential V (Φ). Critically, this potential has a

non-zero minimum, when |Φ| = µ√
2λ

= v/
√

2, defining v as the vacuum expectation value (VEV).

Thus we have [21]

Φ =
1√
2

 0

v + h

 , 〈Φ〉 =
1√
2

0

v

 . (2.11)

Expanding the covariant terms of Eq. (2.10) and, for now, discarding the h field terms yields

(DµΦ)†(DµΦ) 3 g
2

8

(
0 v

)g′

g Bµ +W 3
µ W 1

µ − iW 2
µ

W 1
µ +W 2

µ
g′

g Bµ −W 3
µ

g′

g Bµ +W 3
µ W 1

µ − iW 2
µ

W 1
µ +W 2

µ
g′

g Bµ −W 3
µ

0

v


=
g2v2

8

(
(W 1

µ)2 + (W 2
µ)2 +

(g′
g
Bµ −W 3

µ

)2)
.

(2.12)

These are mass terms for three gauge bosons, which were previously not possible. To attain
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physical mass eigenstates of these bosons, we perform a rotation parameterised by the Weinberg

angle θw such that tan θw = g′

g [19]:

Aµ
Zµ

 =

 cos θw sin θw

− sin θw cos θw

Bµ
W 3
µ

 , (2.13)

where we additionally define W±µ = 1√
2
(W 1

µ ∓ iW 2
µ) as the electrically charged weak bosons.

Further cranking the mathematical handle, we can read off the masses of these four bosons after

these redefinitions as

mW =
gv

2
, mZ =

gv

2 cos θW
=

mW

cos θW
, mA = 0. (2.14)

After this process of electroweak symmetry breaking (EWSB), the W± and Z bosons mediate the

weak force, whilst we have recovered the massless photon Aµ of QED. From this we see that the

electromagnetic coupling strength is set by e = g sin θw = g′ cos θw, and then, from the covariant

derivative, that the electric charge of a particle is given by Q = Y + 1
2σ

3 [25, 26].

Whilst a massive gauge boson has three degrees of freedom, a massless boson has only two,

so it appears that no fewer than three additional degrees of freedom have been created by

symmetry breaking and the subsequent acquisition of mass by the weak bosons. In fact, the three

non-physical degrees of freedom of the Higgs doublet become the longitudinal polarisations of the

now massive vector gauge bosons, leaving only the single physical field in the Higgs doublet. Or,

as it is often put, the gauge bosons have eaten the degrees of freedom of the Higgs doublet.

Returning to the Higgs Lagrangian of Eq. (2.10), this additional dynamical field h also has a

mass term; mh =
√

2µ. This is the Higgs boson, the only known scalar boson and the last piece

of the SM, finally discovered at the LHC in 2012, with a mass of 125 GeV [27, 28].

2.3 The Fermion Sector

This is all very well, but we are still yet to address the issue of fermion masses raised at the start

of the previous section. The Higgs mechanism comes to our aid in this too however. Under SU(2)L

the right-handed fermions form a set of singlets, uiR = (uR, cR, tR) for the up-type quarks and

similarly for the down-type quarks and leptons. Note that the SM does not include right-handed
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neutrinos, though the neutrino masses are known to be non-zero, which infers their existence.

The left-handed fermions form sets of doublets of SU(2)L:

Li =

νeL
eL

 ,

νµL
µL

 ,

ντL
τL

 , Qi =

uL
dL

 ,

cL
sL

 ,

tL
bL

 . (2.15)

Defining Φ̃ = iσ2Φ∗ we can write down a Lagrangian which is invariant under the full SM gauge

group SU(3)×SU(2)L×U(1)Y for the quark masses (a similar leptonic counterpart exists),

LYukawa = −Y d
ijQ̄

iΦdjR − Y u
ij Q̄

iΦ̃ujR + h.c., (2.16)

where Y u,d
ij are Yukawa couplings, comprising two general complex 3 × 3 matrices Y u,d and the

indices i, j run over the three generations [29]. At this point, we are dealing with eigenstates

under the weak interaction but would prefer instead to have the more physical mass eigenstates to

work with. To do so, we first once again turn to EWSB and then look to diagonalise the Yukawa

matrices, to leave straightforward mass terms with mψ = v√
2
yψ for a Yukawa coupling yψ:

LMass = md
j (d̄

j
Ld

j
R + d̄jRd

j
L)−mu

j (ūjLu
j
R + ūjRu

j
L). (2.17)

This diagonalisation has quite considerable consequences, in that whilst the required rotations

do not affect the couplings of the fermions to Zµ and Aµ, the W±µ couplings are sensitive to

the flavour rotations. As a result, flavour-changing interactions are possible via the weak force,

which are also known as flavour-changing charged currents. The fact that the neutral gauge

boson interactions are left unchanged means that no flavour-changing neutral currents (FCNC)

are admitted to the SM phenomenology at tree level. From the matrix diagonalisation process,

one can define a single complex 3× 3 unitary matrix V , the elements of which are indicative of

the strength of the flavour-changing interaction between quarks of different flavours. This is the

Cabibbo-Kobayashi-Maskawa (CKM) matrix [30, 31]. Writing the resulting relevant Lagangrian

terms for these interactions down:

LCKM =
g√
2

(ūiLW
+
µ γ

µVijd
j
L + d̄iLW

−
µ γ

µV †iju
j
L). (2.18)

The nine real degrees of freedom of the CKM matrix can be cut down significantly by absorption

into the rotation of the quark fields, leaving four degrees of freedom. There are several ways to
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write these down, such as the four Wolfenstein parameters [32], or three rotation angles and a single

phase, the last of which is the source of charge-parity (CP) violation in the SM [31]. The same dance

can be done in the lepton sector to yield mass terms for the charged leptons and a similar matrix

that parameterises the flavour-changing interactions, the Pontecorvo–Maki–Nakagawa–Sakata

(PMNS) matrix results, but we need not concern ourselves with the details of this as it requires

right-handed neutrinos, which are not in the SM.

Bringing everything together from the electroweak and fermion sectors, QCD and the Higgs

component, we finally arrive back at the Lagrangian of Eq. (2.2).

2.4 Higgs Phenomenology

The behaviour of the Higgs boson has been fairly fundamental to my work for the past few

years and this section will provide a few details on the situation at the LHC, and the underlying

relevant physics for the Higgs boson at this collider.
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Figure 2.1: Production mechanisms of the SM Higgs boson at the LHC; (a) gluon-gluon fusion,
(b) vector boson associated (W,Z Bremsstrahlung), (c) vector boson fusion and (d) top associated
prodcution.

There are four main production mechanisms of the Higgs boson at the LHC, each of which is

shown in Fig. 2.1. The analytic calculations are set out in the seminal work Ref. [33]. The fusion

of gluon bosons is the dominant mechanism at the LHC, accounting for over 80% of the SM
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Figure 180: The SM Higgs boson production cross section as a function of the Higgs boson mass at
p

s = 13 TeV

 [GeV] HM
10 20 30 100 200 1000 2000

 H
+X

) [
pb

]  
  

→
(p

p 
σ

3−10

2−10

1−10

1

10

210

310

410
= 14 TeVs

LH
C

 H
IG

G
S 

XS
 W

G
 2

01
6

 H (NNLO+NNLL QCD)

→pp 

 qqH (NNLO QCD)

→pp 

 WH (NNLO QCD)

→pp 

 ZH (NNLO QCD)

→
pp  bbH (NNLO)

→
pp 

 tH (NLO)
→pp 

Figure 181: The SM Higgs boson production cross section as a function of the Higgs boson mass at
p

s = 14 TeV.

Figure 2.2: Production cross sections of the SM Higgs, reproduced from Ref. [34] .

production cross section for the observed 125 GeV Higgs and proceeds through a loop of heavy

quarks, where the amplitude is naturally dominated by the top quark contributions. The other

channels of note are, in decreasing order of cross section for the SM Higgs, weak boson fusion,

which produces two jets in addition to the Higgs, associated production with a vector boson

and finally associated production with a pair of top quarks. The relevant cross sections as a

function of the Higgs mass at the LHC are shown in Fig. 2.2, which has been reproduced from

the thorough work of the LHC Higgs working group in Ref. [34].
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Figure 2.3: Decay channels of the SM Higgs boson at the LHC; (a) to a pair of gluons, (b) to
fermions, (c) the diphoton channel and (d) to vector bosons.
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Figure 2.4: Branching ratios of the SM Higgs, reproduced from Ref. [35].

Turning to the decays of the Higgs boson, the most pertinent channels are depicted in Fig. 2.3, with

the branching ratios as a function of the Higgs mass displayed in Fig. 2.4. Whilst the couplings

of the Higgs to the top quark are large, the decay to a pair of top quarks is not kinematically

possible as mt = 173 GeV, and the largest branching ratio is that of a pair of b quarks. However,

this is a challenging channel to detect at the LHC, owing to the large QCD background in the

hadron collider environment. In contrast, whilst the diphoton decay is distinctly sub-leading

in terms of branching ratio, its clear experimental signature makes it much more relevant for

Higgs investigations, and indeed in the original discovery of the Higgs boson [27, 28]. Similar

phenomenological arguments apply to the decay to a pair of Z bosons.

2.5 Jet Physics

The environment at the LHC is inherently messy from a phenomenological perspective, with a

huge number of interactions, decays and further decays leading to a vast number of particles

detected, and indeed not detected, in the detectors themselves. In particular, a tenet of QCD is

that quarks cannot be observed in isolation as they are coloured particles. The isolated quarks

produced in the underlying interaction then undergo hadronisation, forming into mesons and

baryons with no net colour. These then decay in turn to further hadrons, leading to a spray of
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particles in the detector. The particles in these sprays are collectively known as jets, and it is

these jets that are typically studied.

There is no single unifying definition of a jet in mathematical terms, with three main algorithms

being deployed to combine the final state particles, known as the kt [36], anti-kt [37] and

Cambridge-Aachen algorithms [38]. Any jet algorithm is required to be infrared and collinear safe,

which is to say that the outcomes must be stable if a low energy particle or a particle close to the

direction of travel is introduced. Much has been written about jet clustering and the implications

for LHC physics, with some excellent examples being Refs. [39–42] but this level of detail is not

necessary here.

It is worth being familiar with some of the basic observables of jet and collider physics though, as

they crop up in numerous places throughout this work. The coordinate system typically deployed

in collider physics uses the pseudorapidity η, which describes how close a particle is to the beam

axis, with η = 0 being perpendicular to the jet axis, and the azimuthal angle φ. The nature of the

LHC detectors means that the range of observable η is finite, and is typically taken to be |η| < 5

when working with collider data. In terms of the physical properties of the jet, the primary

observable is the transverse momentum, pT . Further observables are introduced throughout where

relevant.

2.6 Challenges to the SM

Thankfully, the grand edifice of the SM is distinctly incomplete. Whilst it is certainly the best

model in the game, it is equally certainly not a full description of the fundamental nature of the

Universe, and there are some glaring issues that it is unable to address. In this section, some of the

more pertinent examples of these issues are briefly introduced and explored by way of motivation

for BSM models. There is of course the question of gravity, one of the four fundamental forces of

the Universe and the one that dominates the large scale evolution of the cosmos. Gravity is not

given a sniff in the SM, which is entirely valid at the tiny scales that the SM proclaims to describe,

but is clearly unsuitable for a full understanding of the Universe. The masses of neutrinos are

not explicitly accounted for in the SM formalism set out above, but a straightforward extension

with right-handed neutrinos can account for the experimental fact that the neutrinos oscillate

and thus have mass [43–52], so this need not be a major concern and will not be addressed again

here.
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2.6.1 Baryogenesis and the Sakharov Criteria

Despite making many people very angry and being widely regarded as a bad move, the Universe

does in fact exist. More specifically, the Universe contains more baryonic matter than antimatter,

with everything we perceive and indeed are, consisting of the former. There are no antimatter

galaxies or constellations in the sky, no little green antimatter aliens. Whilst this may seem

rather self-evident, it speaks to a fundamental asymmetry in the very earliest instants of creation,

albeit on a very small scale, which must be accounted for in any accurate model. This is where

the Sakharov criteria come in [53]. Developed by the winner of the 1975 Nobel Peace Prize

Andrei Sakharov, these criteria set out the necessary conditions that must be met during the

early baryogenesis period of the Universe to generate the observed asymmetry. BSM models can

then be evaluated within this context, to examine if they can succeed in meeting the criteria. For

a review see, for example, Ref. [54].

The first of these criteria is enjoyably straightforward; baryon number conservation must be

violated. Clearly, any model that seeks to create more baryons than anti-baryons must not

keep the net number of baryons the same. Secondly, both charge and CP symmetries must be

violated. This again allows for processes that produce baryons to produce an unequal number of

anti-baryons of opposing charge, and then for differing quantities of baryons of one handedness and

anti-baryons of the opposing handedness to be produced. Finally, reactions must occur outside

of thermal equilibrium, so that the baryon producing processes are not cancelled out by their

reverse processes. This is typically codified as the requirement for a model to have a strong first

order phase transition, but may be achieved through other processes such as leptogenesis.

How then does the SM stack up against these three criteria? Much as in other areas, pretty well,

but still decidedly leaving something to be desired. Baryon number violation is possible through

non-perturbative sphaleron mediated interactions [55]. The electroweak interactions provide

avenues for both charge and CP violation as mentioned above, and the latter can be quantified

using the CKM matrix elements [56]. However, the level of CP violation seen experimentally in

SM interactions is insufficient for baryogenesis, and so additional sources of CP violation must be

sought in BSM models. As for the final condition, if the electroweak phase transition (EWPT) of

the SM proves to be strongly of the first order (a SFOEWPT) then all is well. Alas, this is only

possible if the SM Higgs mass is below around 70 GeV [57], which it is not, and so NP must again

be deployed to meet this condition. Models with modifications to the Higgs sector are particularly

interesting in this regard - see Chapter 4 for a comprehensive study of one such model.



The Standard Model 16

2.6.2 The Darkness

The asymmetry in antimatter compared to matter is not the only oddity in the heavens. Dark

matter (DM) stands somewhat in contrast to the baryon asymmetry though, in that there is an

unexplained abundance of dark matter, to the extent that it accounts for around five times as

much of the energy density of the Universe as baryonic matter [58]. DM has only been confirmed

to interact gravitationally, making such particles challenging to observe at traditional detectors

like the LHC. Evidence for the existence of DM has been building for some 50 years and the fact

of its existence is no longer a topic of debate [59–69]. However, the precise nature of exactly what

DM is, on a fundamental, particle level remains an area of very active research, with reviews of

the plethora of candidates in Refs. [70, 71]. One thing that all these candidates have in common

(apart from memorable acronyms like WIMP, MACHO and SIMP), is that they require BSM

physics, either as new particles or for example, modified gravity or primordial black holes.

Even more unknown is dark energy. This rather mysterious form of energy is widely accepted

to dominate the total energy density of the Universe, with its effects seen through astronomical

observations such as the unexpected acceleration of the expansion of the Universe [72, 73]. There

is little in the way of concrete consensus on the fundamental nature of dark energy and though it

is evidently beyond the SM, it is also beyond the scope of this work.

2.6.3 Anomalous Magnetic Moment of the Muon

One particular observable that deserves highlighting in this section is the anomaly of the anomalous

magnetic moment of the muon, which has been a source of much attention in recent years. The

potential energy of a particle in a magnetic field
−→
B is given by E = −−→µ · −→B for a magnetic

moment −→µ :
−→µ =

e

2m
g
−→
S , (2.19)

where
−→
S is the spin angular momentum. The Dirac equation [74] gives the magnetic moment of

the leptons as g = 2, but there are higher orders of quantum loop level effects that give slight

deviations from this value. This is the anomalous magnetic moment, which is defined by

aµ =
g − 2

2
. (2.20)

This can be measured very precisely for electrons and muons, and the former agrees incredibly

well with predictions. The latter however has shown significant disagreements with the SM pre-



The Standard Model 17

dictions in recent measurements at Fermilab [75] and a previous Brookhaven National Laboratory

measurement [76]. A question mark does remain however in just how significant this disagreement

is, with the headline figure of 4.2σ coming from the SM prediction in the White Paper of Ref. [77]

from data driven approaches, in turn based on Refs. [78–97] and the combined experimental value.

On the other hand, a lattice QCD evaluation from the BMW Collaboration [98] improves the

precision of the lattice calculations used in the White Paper [99–107] to put the disagreement at

1.6σ. In either case, it is worth putting aµ under the microscope as a possible sign of NP. This is

done in some detail in Sec. 4.7.

2.7 Effective Field Theories

Whilst there are clear signs that BSM physics must exist, no one model has particularly strong

evidence supporting it. There is of course always the possibility that there are indeed more

things in heaven and Earth than are (currently) dreamt of in our philosophy, and as such model

independent frameworks should be explored. The current dearth of evidence for new states can

be taken as an indication of a separation between the energy scales that can be probed directly

at the LHC and that of the NP particles. The effects of the NP can still be captured and,

crucially, expressed in a model independent mathematical fashion known as effective field theories

(EFTs).

Denoting the energy scale of the BSM physics as Λ, the NP effects can be integrated out and left

as a consistent extension of the SM through operators O with more than four mass dimensions

[108], where four dimensional operators correspond to the SM. Truncating the expansion at some

order of Λ−1, viable deformations on these operators, constructed from SM fields, can be found

from the LHC data. An instructive example, and one that is pertinent in Chapter 5, is that of

the SM effective field theory, SMEFT. Whilst the model is defined up to infinite dimensions, for

amplitude calculations the expansion is often terminated at order Λ−2 as contributions to the

amplitude are suppressed beyond this by the higher orders of Λ in the denominator.

The Lagrangian is thus [109–114]

LSMEFT = LSM +
∑
i

Ci
Λ2
Oi, (2.21)

where Ci is the Wilson coefficient (WC) of the operator Oi. There is only a single valid dimension

five operator, the Weinberg operator [115], but this only concerns neutrino masses and thus is of
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no relevance to this work and will not be discussed further, so only the dimension six operators

need be considered. In the most generic formulation, there are some 2499 such operators, which

may well make this approach seem hopeless. Thankfully, a few assumptions can be made to vastly

reduce the size of the basis of operators that need be considered to a much more manageable 59

in the Warsaw basis [113]. This has been studied intensely in the literature across a wide range of

sectors [116], and will form the basis of Chapter 5. By constraining the WC of an operator, one

can place model agnostic limits on the effects of NP, and this is the typical goal of investigations

in the EFT formalism, but they can also be used as a tool to study specific models, with the

weak effective field theory deployed in this fashion in Chapter 4.



Chapter 3

Interference Effects in Cascade

Decays of Top-philic Extended Higgs

Sectors

As set out in the previous chapter, there are no clear and obvious discrepancies between SM

predictions and the experimental measurements at the LHC. One interpretation of this lack of a

smoking gun signal is that there must be a large gap between the energies which the LHC can

probe, the TeV scale, and the energy scale of BSM physics. This is the primary motivation behind

the EFT formulation (see Sec. 2.7), which provides a framework for systematic classification of

deviations from the SM. Looking at the situation another way, if the BSM physics sits around

the energy scales available to the LHC, then the fact that there are no concrete signals of the

BSM particles can be taken as a sign that the agreement should be interpreted as an avenue to

set constraints on the parameters of the BSM models.

Models that extend the Higgs sector of the SM to include new scalar particles offer a particularly

opportune avenue for exploration in this regard, as they provide solutions to some of the

shortcomings of the SM, from new dark matter candidates to opening up viable parameter spaces

for a SFOEWPT. Assuming that these new exotic states are capable of being produced through

gluon fusion, then their subsequent decay to a pair of top quarks is a search channel worthy of

consideration.

19
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The literature on such extensions and searches in this channel [117–129] show that there can be

large interference effects between the BSM process and the irreducible SM background, which can

have grave implications of the discovery potential of such channels, particularly for Higgs sector

extensions that lie in the parameter space that remains compatible with the current non detection

of such states [130]. From an experimental perspective, searches for resonance structures will

overestimate the sensitivity to BSM signals unless they account for these interference effects in

a model dependent fashion. On the theoretical side, the effects render the use of Breit-Wigner

propagators unsuitable as an approximation due to the distortion of the distribution. The

alterations to the Breit-Wigner distribution of a model dependent BSM state have been studied

before in the literature [131–136], but in this chapter the focus is on recovering the sensitivity to

the new states in those cases where the interference effects are particularly problematic. One

process well suited for study in this respect is an asymmetric cascade decay [137, 138], as such

processes are less impacted by destructive interference, opening up a robust avenue for BSM

searches in models that allow for such decays [139, 140].

In this particular chapter, the two singlet extended SM is used, introducing two new Higgs bosons,

H2,3, with mH3 > mH2 > mh for a SM-like h; a detailed discussion can be found in Ref. [137]. This

allows for a detailed analysis of the signal-signal and background-signal interference, as the decay

H3 → H2h can be large, whilst the decays of the new Higgses to a pair of top quarks are subject

to large interference effects, rendering the cascade decay H3 → H2h,H2 → tt̄, h→ bb̄ a channel

of note, though not without its challenges [138]. Looking ahead to the High Luminosity LHC

(HL-LHC), the effects are extrapolated to the expected performance of an integrated luminosity

of 3/ab, in such a parameter space that the cascade decays can be observed with statistical

significance.

3.1 The Two Singlet Extended SM

As briefly outlined above, the extension of the SM by two singlets is a physically motivated

model for this investigation, the details of which are set out in this section. In addition to the

Higgs doublet of the SM, H, two real singlet scalar fields, S1 and S2 are introduced, which

give rise to CP-even BSM structures only [141]. Such a model has been well studied in the

literature, owing to its ability to ameliorate the issues of dark matter and the SFOEWPT (see

Sec. 2.6) [142–149].
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Two new discrete Z2 symmetries are imposed;

Z(S1)
2 : S1 → −S1, S2 → S2, (3.1)

Z(S2)
2 : S1 → S1, S2 → −S2, (3.2)

with the potential, having only real coefficients, given by

V (H,S1, S2) = −µ2
HH

†H − 1

2
µ2
S1
S2

1 −
1

2
µ2
S2
S2

2 + λH(H†H)2 + λS1S
4
1 + λS2S

4
2

+ λHS1H
†HS2

1 + λHS2H
†HS2

2 + λS1S2S
2
1S

2
2 . (3.3)

Following the conventional pattern of EWSB (see Sec. 2.2), each of the scalars has a non-zero

VEV, and the weak bosons become massive as in the SM. The breaking of the Z2 symmetries

leaves a total of three scalar bosons, φH,S1,S2 , which can be transformed to the mass eigenstates;

massive CP-even neutral scalars H1,2,3, where convention dictates mH3 ≥ mH2 ≥ mH1 , via a 3× 3

orthogonal mixing matrix R such that
H1

H2

H3

 = R


φH

φS1

φS2

 . (3.4)

This matrix can in turn be parameterised with three mixing angles θ1,2,3 ∈ [−π/2, π/2], using

sθi = sin(θi), cθi = cos(θi):

R =


cθ1cθ2 sθ1cθ2 sθ2

−sθ1cθ3 − cθ1sθ2sθ3 cθ1cθ3 − sθ1sθ2sθ3 cθ2sθ3

sθ1sθ3 − cθ1sθ2cθ3 −sθ1sθ2cθ3 − cθ1sθ3 cθ2cθ3

 . (3.5)

The lightest of these bosons is taken to be the observed 125 GeV Higgs boson, which is thus

denoted as h herein. Finally, the requiring of a minimum of the potential [150] leaves only seven

parameters of the model. These are the masses of the two new scalar bosons, the VEVs of their

corresponding singlets and the three mixing angles.
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Figure 3.1: Representative Feynman diagrams contributing to the resonant (a) and non-resonant
(b) BSM signal. H3 on-shell signal-signal interference arises from interference between diagrams
(a) and (b). Not depicted are background topologies that contribute to tt̄bb̄ production in the SM.

Of particular note are the trilinear couplings between the three Higgs bosons, which are denoted

by λijk (i, j, k ∈ {h,H2, H3}), as these couplings allow for interactions between these bosons, with

the cascade decay naturally being crucially dependent on this coupling, given by
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(a)

Hj

HkHi

= −iλijk = iSijk
∂3L

∂Hi∂Hj∂Hk
, (3.6)

with the Lagrangian given as Eq. (1) in [1] and Sijk being a combinatorics factor to ensure

consistency of conventions. The Feynman diagrams for the cascade decay and an interfering

process can be seen in Fig. 3.1.

Scanning over the seven parameters of the model allows for the exploration of the cascade

decay of interest here, but some constraints must be placed on these parameters for the scan

to yield meaningful results. Clearly, the cascade channel must be kinematically accessible;

mH3 ≥ mH2 + mh, mH2 ≥ 2mt. To be specific, the parameters are varied randomly with a

uniform prior such that mH2 ∈ [mt,mt + 200 GeV], mH3 ∈ [mh + mH2 ,mh + mH2 + 500 GeV]

to allow sufficient kinematic space for the cascade decay. Additionally, the phenomenology of

the 125 GeV scalar must replicate that of the SM Higgs within the current experimental bounds,

which is enforced by coupling modifiers κ ≥ 0.9. The requirements of perturbativity and positivity

are met by following the constraints detailed in Refs. [137, 151, 152], with all |λi| < π from the

former.
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The generated points are checked against the electroweak oblique corrections [153, 154], with the

vast majority of points falling into the permitted range from Ref. [155] once the selection criteria

have been satisfied. By looking to maximise σH3 × B(H3 → H2h), with a lower limit of 4 fb,

parameter regions in which the cascade decay is of particular note can be identified, allowing for

more thorough examination of the interference effects. The results of the Higgs Cross Section

Working Group [34, 35, 156] are used to account for higher order effects by extrapolation of the

SM Higgs width, which is valid as the new scalars mix with the lighter scalar of the model. The

non-resonant three body decays of H2,3 are computed, but found to be negligible; a situation

identifiable with the new scalars decaying like the SM Higgs or through the cascade. This scan

shows that the maximal cross section regions have mH3 ≈ mH2 +mh, yielding a large branching

fraction for the decay H3 → H2h.

3.2 Interference Effects

The interference effects can now be examined using the valid points from the above scan. The ef-

fects in the pp→ H2,3 → tt̄ and pp→ H2,3 → hh channels are also discussed, as these process can

proceed through diagrams such as those shown in Fig. 3.1. In this fashion, the impacts of interfer-

ence in both the s-channel and box topologies can be studied, with the former being of note due to

the trilinear Higgs couplings depicted in Fig. 3.6. To pin down the extent to which interference af-

fects each channel the mass of the heavy scalar is reconstructed from the decay states and the cross

section for each channel evaluated within the range mreco
Hi
∈ [mHi − 0.15mHi ,mHi + 0.15mHi ]

for the reconstructed mass mreco
Hi

, with i = 2, 3. The analytical and numerical calculations

are performed using a combination of Vbfnlo [157, 158], FeynArts, FormCalc [159], and

LoopTools [160–163]. The UV divergences are found to be finite and the calculations were

independently cross checked.

To examine the impact of interference effects, the ratio of combined signal, σS , and interference,

σI , cross section to the signal cross section is shown in the following plots for various sources of

intereference. Signal-background interference in the top pair final states is a relevant effect, as

can be seen in Fig. 3.2, which is also illustrated in Ref. [130]. The H3 → tt̄ channel has a low

signal, due to the asymmetric cascade decay being large as a conscious result of the parameter

choices. This small signal rate puts this channel particularly at risk from interference effects,

although as the cross sections are already small, the truly notable element, that of the discovery

potential, is left relatively unchanged. On the other hand, as the second row of Fig. 3.2 illustrates,
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Figure 3.2: Scatter plots highlighting the importance of signal-signal interference for the resonance
search Hi → tt̄, hh in the parameter region selected by the scan criteria detailed in the text.

the di-Higgs decays suffer less from this signal-signal interference, particularly for large cross

sections, thereby motivating the symmetric decay modes as viable search candidates, which is

given further consideration in Ref. [137].

For the asymmetric cascade decays, beginning with the signal-background interference case

depicted in Fig. 3.3, a similar picture emerges, in that the width is small (due to additional

branching ratio and combinatric factors for the signal channel) compared to the resonance mass

and so interference is not a limiting factor. Signal-signal interference can be more significant,

owing to the richer multi-Higgs tapestry of this channel; see Fig. 3.4. These effects must be

accounted for should a BSM discovery be made, though the effects do not egregiously impact the

discovery potential when the cross sections are large and thus a discovery is more likely.
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Figure 3.3: Cross section of the signal only case and impact of signal-background interference in
the cascade decay H3 → H2h→ tt̄bb̄ at 13 TeV.

The unfortunate fact remains that the nature of these decays, of scalars to quarks, makes them

hard to detect at the LHC, see Ref. [138], even when the interference effects are relatively small.

Looking to the future, the Future Circular Collider (FCC-hh), which will operate at a centre of

mass energy of 100 TeV, will give a dramatically increased cross section to examine. As shown in

Fig. 3.5 the qualitative features translate well to the FCC-hh, so the latter may have the potential

to provide additional information on potential discoveries in asymmetric cascade decays without

significant impact from signal-background interference.
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Figure 3.4: Importance of signal-signal interference for H3 → H2h resonance searches. Included
in this comparison are interference contributions with propagating Hi 6=3, Fig. 3.1(a), as well as
non-resonant gg → H2h amplitude contributions that arise from the box topologies of Fig. 3.1(b).
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Figure 3.5: Similar to Figs. 3.3 and 3.4, but for an FCC-hh centre-of-mass energy 100 TeV.

3.3 Impact on Significance

Narrowing down the focus, now the possible sensitivity limitations from interference effects will

be examined for 13 TeV collisions at the HL-LHC, scanning over mH3 and mH2 and deploying

machine learning techniques to do so. Neural networks play a major role in cutting edge collider

physics and can significantly boost the sensitivity of experiments, with efficacy in the cascade

decays like those examined in this chapter [138].

In order to concentrate on parameter regions where the sensitivity to cascade decays is large and

thus of interest, the branching ratios are fixed as B(H3 → H2h) ∼ 0.5 and B(H2 → tt̄) ∼ 1, by

choice of the trilinear coupling and widths. Fully-showered and decayed events are considered

using Pythia8 [164], with the showered events saved in the HepMC format [165] and the decay

proceeding as H2 → tt̄→ `+`−bb̄+ /ET and h→ bb. Jets are reconstructed in MadAnalysis [166–

169] using the anti-kT algorithm [37] with a radius of 0.4, as implemented in FastJet [170, 171].

Selected jets must satisfy pT (j) > 20 GeV and |η(j)| < 4.5 with b-jet candidates required to

present within the central element of the detector to be tagged, i.e. |η(b)| < 2.5, with the

associated b-tagging efficiency taken to be 0.8 (see e.g. Ref. [172]). Whilst this opens the door

for mistagged light quark jets in the background, this avenue need not be explored as this issue

remains in experimental collider analyses. For an event to be considered in this analysis, four

b-jets must be tagged, in addition to two leptons with pT (`) > 5 GeV and |η(`)| < 2.5 that can

be considered isolated. The isolation criteria are such that a lepton is considered isolated if

the sum of transverse momenta of jets within R =
√

(∆η)2 + (∆φ)2 = 0.3 of the lepton is less
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than 20% of the lepton’s pT . The missing transverse momentum is identified as opposite to the

sum of four-momenta of jets and leptons. No detector effects are included. A total of 30000

events for both background and signal cases, without interference, are generated subject to these

criteria.

The dominant backgrounds are from pp→ tt̄bb̄, while pp→ tt̄(Z/h→ bb̄) is also significant, while

processes with pairs of gauge bosons (pp→ bbb̄b̄W+W− and pp→ bbb̄b̄ZZ) have reduced rates

compared to the rest of the processes. The cross sections of tt̄bb̄, tt̄h and tt̄Z are rescaled with

K-factors of 1.8 [173], 1.17 [34] and 1.2 [174] respectively to account for QCD corrections.

The goal of the neural network implementation is to classify events as either signal or background

and thereby allow selection of the final signal region. The network is built using Keras [175]

and comprises a Long Short-Term Memory (LSTM) layer of 45 units, with tanh activation and

a dropout of 0.1 to avoid overfitting. A sigmoid function is used as the recurrent activation of

the LSTM, while the Adam algorithm [176] is used to minimise the categorical cross-entropy

and optimise the network, with a learning rate of 0.001 and an output layer activated with the

softmax [177] function.

The event data is split into training, validation and testing sets, consisting of 81%, 9% and 10%

respectively, of the full dataset. Events are fed into the network in batches of 200 apiece, using

the four-momenta (in terms of E, pT , η, φ) of the b-jets and leptons of the event, along with

the missing transverse momentum. At every point in the parameter space, a network is trained

for 100 epochs, unless it meets the early stopping condition of the loss not decreasing for ten

consecutive epochs. Meanwhile, the learning rate decays by a factor 0.1 with a patience of three

epochs.

To minimise background systematics the neural network score threshold is selected at each point

in the mass parameter space so σS/σB remains large, where σS is the signal cross section without

interference effects and σB is the background cross section. It is the cut on this network score

that defines the search region, with the models used to evaluate the quantity of events with

either positive or negative weighting that pass from an interference only sample of events. The

significance is then defined as the ratio S/
√
B, for S signal and B background events in the given

search region.

This significance, along with the attendant change due to interference effects, is shown in Fig. 3.6,

which illustrates how the impact of the interference effects on the discovery potential of this

channel at the HL-LHC is small and should not be considered a limiting factor, with effects of
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Figure 3.6: On the left, the significance S/
√
B is displayed for an integrated luminosity of 3/ab.

The scan over the masses was performed by assuming no CP-odd contributions and fixing the
widths and trilinear couplings such that B(H3 → H2h) ∼ 0.5. The cross sections were normalised
to the rates of Ref. [138]. The difference in significance arising from the inclusion of interference
is shown on the right, where Sno-interf is the number of events for the signal process without
the effects of interference. Theoretical or experimental systematics in this comparison are not
included in this comparison.

.

less than 5% when B(H3 → H2h) is large. This stands in contrast to the results in the tt̄ channel,

as discussed in Sec. 3.2. It’s worth pointing out at this juncture that the network used here is not

trained using any particular characteristics of the interference effects, meaning that these results

should generalise, at least qualitatively, if not in terms of overall significance, to other analyses.

This is a product of the interference effects being subdominant.

3.4 Conclusions

This chapter has provided a first look at some of the methods used to investigate BSM physics,

both through the introduction of a simple and natural SM extension in the two singlet model,

and in a machine learning implementation to further probe the behaviour of this model in collider

environments, themes which recur throughout this work. In general, interference effects can

play a major, if vexing role, in the sensitivity of BSM searches, as they can seriously limit the

sensitivity that can be achieved at collider experiments. This can be a particular challenge when

the otherwise most prominent decay channels suffer adverse effects, such as in the case of tt̄

resonances in top-philic extensions of the scalar sector.
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In the case of asymmetric cascade decays in the two singlet extension of the SM, the interference

effects have been shown here to be largely absent. Following this result through to fully showered

and hadronised final states the significance of detecting this final state in regions of sizeable

branching ratio is not limited by signal-background interference. Sensitivity can be further

enhanced using machine learning techniques, boosting the possibility of a BSM discovery in this

channel at the LHC and beyond. If such a discovery is made, then the H3 → H2h channel can

become sensitive to signal-signal interference, thereby opening up a rich new vein to explore the

BSM physics on display. In such a scenario, the machine learning techniques used in this chapter

will also come in use, as the interference sample is not used when performing the categorisation.

Thus, the asymmetric cascade decays of multi-Higgs models offer a rich phenomenology which

may yet bear fruit in experimental searches and as such should be closely monitored for signs of

new physics at the LHC and future colliders.



Chapter 4

Comprehensive Studies of the Two

Higgs Doublet Model

The decade and counting of searches since the discovery of the SM Higgs have not yet yielded

any concrete signs of NP or any unexpected particles, in stark contrast to the ballooning and,

at the time discombobulating, particle zoo of the 1960s, which awoke such a passionate fervour

aimed at overhauling the accepted models. This flies somewhat in the face of the numerous signs

that NP must exist, from the collection of hints across a slew of anomalies in measurements to

the larger signs such as dark matter and the need to satisfy all of the Sakharov criteria, as set

out in Sec. 2.6.1.

The Two Higgs Doublet Model (2HDM) is a relatively straightforward and appealing BSM model

that has been well studied in the literature. Some of the appeal of this model is due to the

possibility it may be able to resolve some of these issues with the SM, including some of a

conceptual nature, see e.g. Ref. [178]. From a theoretical perspective, 2HDMs could provide the

missing amount of CP violation to explain the baryon asymmetry in the Universe and generate a

first order phase transition in the early Universe, as required by the Sakharov criteria [53]. In

addition, they have favourable phenomenological properties regarding the UV completion of the

SM [3, 5, 130, 179–188]. By dint of similar implementation of the SM EWSB mechanism (see

Sec. 2.2), they avoid the issues of fine-tuning with electroweak precision measurements that can

arise in higher dimensional representations of electroweak SU(2)L×U(1)Y breaking [189]. Further,

2HDMs often appear in more complex BSM models, especially supersymmetric theories.

30



Closing in on the Two Higgs Doublet Model 31

On a perhaps more prosaic level, the studies of the SM Higgs have shown it to behave much

like, well, the expected SM Higgs. However, this is not an ironclad identification, with current

experimental constraints only placing bounds of ∼ 10% [190, 191] on the possible deviations

of the Higgs bosons’ couplings. This leaves sufficient scope for some NP in the Higgs sector.

The modifications of these couplings, or indeed the presence of the new particles invoked by

the 2HDM may also be able to alleviate the anomalies in experimental measurements. Sticking

with the experimental side of things, there are a number of avenues by which the 2HDM may be

constrained or, even more tantalisingly, observed.

This all provides ample motivation to explore, in depth, the 2HDM. This is the focus of this

chapter, which pulls together a great deal of work that has occupied a significant proportion of

my efforts over the course of my studies, crystallising in the trio of papers Refs. [3, 5, 7], each of

which builds upon the last. Whilst these works examine different types of the 2HDM in turn,

each categorised by their Yukawa couplings, this work moves sector by sector and examines all

four types of 2HDM in each sector, in order to provide a detailed look at the 2HDM from all

angles. By examining the model using both EFT and resonant search approaches, all bases are

covered. This chapter therefore provides a good example of an in-depth study of a specific BSM

model in the face of all current experimental data and theoretical considerations; a key element

of modern particle physics phenomenology. The 2HDM also appears tangentially in the more

recent work Ref. [9].

Whilst there are, as of yet, no direct signatures of new particles, the vast wealth of experimental

measurements collected can be put to good use in constraining the parameter space available to

models of NP, through the contributions of the proposed new Higgs bosons to the calculations.

Here over 270 observables are leveraged to narrow down the possible parameter values for the

2HDM, using the most recent measurements at all possible stages. This comprises the most

comprehensive study of the 2HDM that I am aware of, extending such works as Refs. [192, 193].

Additionally the many direct searches for BSM signals at colliders are collected in order to further

constrain the parameter space, and going further these bounds are extrapolated with a view to

the future of experimental particle physics at the HL-LHC. The complementary nature of these

direct searches with the indirect constraints from the measured observables is also highlighted

as this demonstrates the power of bringing all possible data sources together. Moreover, this

leaves us with a clear view of the regions of parameter space that deserve specific scrutiny at

future experiments. There are even more avenues from which one can scrutinise the model, such

as delivering the required SFOEWPT and explaining the particularly notable anomaly of the



Closing in on the Two Higgs Doublet Model 32

anomalous magnetic moment of the muon, and these are also given due consideration.

One of the most influential papers in the 2HDM literature is Ref. [192] from 2009, which examined

the 2HDM of Type II, finding that this 2HDM does not outperform the SM and setting a lower

bound on the new charged Higgs boson mass of 316 GeV. More recently, in 2017, Ref. [193] used

HEPfit to bring a significant number of observables from different sectors, including electroweak

precision observables, Higgs data, a handful of flavour observables and theoretical considerations

to bear on the 2HDM. This resulted in a lower mass bound on the charged Higgs boson of

740 GeV, with only small deviations from the alignment limit permitted, the latter driven largely

by theoretical considerations. Extending this analysis confirms the finding of Ref. [193] in that

the wrong sign limit, which is discussed in detail in Sec. 4.3, is disfavoured for the Type II

2HDM.

One of the central pillars of this analysis of the 2HDM is the Python program package flavio [194],

which provides a framework to examine flavour observables in the face of current data, and so

has been widely used for such observables in this chapter. In order to include the effects of NP in

flavio, the Wilson coefficients of the relevant dimension-6 operators of the appropriate EFT

are taken as inputs (see Sec. 2.7). Specifically, the Weak Effective Theory, WET, is used for

energy scales below the electroweak scale, with the SMEFT used above this scale. For a full list

of operators in the flavio basis for each effective theory, see the documentation of the WCxf

package [195]. When considering the flavour observables, the relevant NP contributions to the

WET operators make use of five active flavours, except in the case of the anomalous magnetic

moment of the muon, for which three active flavours are used.

After calculating the NP contributions to the appropriate WCs flavio can be used to perform a

scan over the relevant parameter space to determine which regions are allowed and which are

excluded by the observables in question. The package flavio expresses experimental measurements

and input parameters as various one- and two-dimensional probability distribution functions,

while theoretical uncertainties are included by performing the calculation of each predicted value

a number of times, here taken to be 104, for values of the input parameters that have been

randomly selected within their probability distributions. The standard deviation of the predicted

values is then taken as the theoretical uncertainty. Throughout, the “fast likelihood” method

provided by flavio is used for creating likelihood functions as L = e−χ
2(ξ)/2, where ξ, the set of

fit parameters that contribute, are taken to be their central values, with the combined theoretical

and experimental covariance matrix used in the fit. Further details for the interested reader
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can be found in the relevant flavio documentation [194], with a useful companion website also

available1.

On its own however, flavio does not provide the holistic treatment of the 2HDM that this

chapter strives toward, though it does provide a solid theoretical and computational framework

that can be exploited to the desired ends. For instance, the Higgs signal strengths are best studied

alone, using the full analytical expressions, but it is possible to use the flavio framework to

subsequently construct likelihoods and consistently combine experimental measurements. This

then allows for the inclusion of the Higgs signal strengths into a global fit. Similarly, the purely

theoretical considerations and electroweak precision observables cannot be expressed in terms

of the dimension-6 operators required for proper use of flavio. Instead, the results given here

are taken from Monte Carlo scans of the full parameters, with the likelihood functions and

experimental correlations for the electroweak precision observables then integrated into the global

fit through some modifications to the flavio package.

The chapter is organised as follows. The theoretical basis of the 2HDM is given in Sec. 4.1, with

the theoretical constraints of perturbativity, vacuum stability and unitarity, which together act

to enforce mass degeneracy in each of the new Higgs bosons, independently of the type of 2HDM,

studied in Sec. 4.2. In Sec. 4.3, the signal strengths of the SM Higgs become the focus, and what

these can tell us about the parameter space remaining to the 2HDM, with a particular emphasis

on the so-called wrong sign limit, which is only possible in certain types of 2HDM and has been the

subject of some debate in the literature. A large number of flavour observables comprise Sec. 4.4,

along with the global fit to all constraints. Beyond this, the LHC has performed numerous

searches for BSM Higgs states over the years, and this data can be couched in terms of constraints

on the 2HDM parameter space and further extrapolated to the expected performance of the

HL-LHC in Sec. 4.5. These dovetail nicely with the flavour constraints to provide complimentary

limits. Other sections include an examination of the possibility of the 2HDM being able to

facilitate the SFOEWPT required by the Sakharov criteria (Sec. 4.6), the anomalous magnetic

moment of the muon (Sec. 4.7), and the impact of the MUonE experiment (Sec. 4.8). Matters

are brought to a close in Sec. 4.9.

1https://flav-io.github.io

https://flav-io.github.io
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4.1 The Two Higgs Doublet Model

In another shocking twist of the vibrant nomenclature of physics, the two Higgs doublet model

invokes two Higgs doublets. This stands in contrast to the SM, with its paltry single doublet,

making use of the conjugate of said doublet to give mass to both up- and down-type quarks, as

outlined in Sec. 2.2. Instead, two distinct complex scalar doublets are deployed to this end,

Φi =

 φ+
i

(vi + φ0
i + iG0

i )/
√

2

 , (4.1)

with i = 1, 2. The process of EWSB occurs much as in the SM, with the weak bosons acquiring

mass and the Higgs VEV giving rise to mass terms for fermions in the full Lagrangian. There are

of course some differences. First, the two doublets acquire different VEVs, which can be related

to the original SM VEV v as v2 = v2
1 + v2

2. Secondly, and of more phenomenological interest, is

the resultant particle spectrum. As both of the doublets have four degrees of freedom, there are a

total of 8 in this construction. As EWSB proceeds as before, three of these are said to be “eaten”

when they become the longitudinal polarisations of the now massive weak bosons, leaving a total

of five, corresponding to five physical states. Thus, by introducing a single additional doublet, an

additional four Higgs bosons come into play. Two of these five are charged scalars, H±, two are

neutral scalars, H0, h0 and one is a neutral pseudoscalar, A0. With H0 as the heavier of the two

neutral scalars and no scalar observed below the SM Higgs mass of 125 GeV, here it is assumed

that h0 is this SM-like particle.

The potential for the 2HDM studied here is given by [196]

V (Φ1,Φ2) = m2
11Φ†1Φ1 +m2

22Φ†2Φ2 −m2
12(Φ†1Φ2 + Φ†2Φ1) +

λ1

2
(Φ†1Φ1)2 +

λ2

2
(Φ†2Φ2)2

+λ3(Φ†1Φ1)(Φ†2Φ2) + λ4(Φ†1Φ2)(Φ†2Φ1) +
λ5

2

[
(Φ†1Φ2)2 + (Φ†2Φ1)2

]
,

(4.2)

where the lambda basis has been used. This potential opens up an avenue for tree level flavour

changing neutral currents, through terms in which fermions may couple to both doublets, but such

interactions are experimentally ruled out. To overcome this difficulty a Z2 symmetry is imposed,

such that each fermion type couples only to a single doublet [197]. In terms of the charges under

the Z2 symmetry, Φ1 is positively charged and Φ2 is negatively charged, and between them the

fermions can have four possible non-trivial arrangements, which dictate which doublet each class
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Model I II X Y

uR Φ2 Φ2 Φ2 Φ2

dR Φ2 Φ1 Φ2 Φ1

eR Φ2 Φ1 Φ1 Φ2

Table 4.1: Types of 2HDM with natural flavour conservation.

of fermions couples to. These four possible configurations correspond to four different types of

2HDM, which are set out in Table 4.1, and will be referred to as e.g. 2HDM-II. Note that by

convention Φ2 always couples to the up-type quarks, and also that the 2HDM-X and 2HDM-Y

are sometimes known as the lepton-specific and flipped models respectively. The Z2 symmetry is

softly broken by the m2
12 term so as to prevent the problem of domain walls.

The set of λi comes in handy for enforcing theoretical constraints, which are explored in Sec. 4.2,

in addition to probing the nature of the EWPT in Sec. 4.6, but the more useful set of parameters

is the mass basis. To transform between the two bases, note that the parameters m2
11 and m2

22

are related to v1 and v2 as [181]

m2
11 = m2

12

v2

v1
− λ1

v2
1

2
− (λ3 + λ4 + λ5)

v2
2

2
, (4.3)

m2
22 = m2

12

v1

v2
− λ2

v2
2

2
− (λ3 + λ4 + λ5)

v2
1

2
. (4.4)

Expressions that yield the masses of the Higgs bosons can then be found as [198]

m2
H0 =

m2
12

sinβ cosβ
sin2(β − α)

+ v2

[
λ1 cos2 α cos2 β + λ2 sin2 α sin2 β +

λ3 + λ4 + λ5

2
sin 2α sin 2β

]
,

(4.5)

m2
h0 =

m2
12

sinβ cosβ
cos2(β − α)

+ v2

[
λ1 sin2 α cos2 β + λ2 cos2 α sin2 β − λ3 + λ4 + λ5

2
sin 2α sin 2β

]
,

(4.6)

m2
A0 =

m2
12

sinβ cosβ
− λ5v

2, (4.7)

m2
H± =

m2
12

sinβ cosβ
− λ4 + λ5

2
v2. (4.8)
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This mass basis shifts the focus to a total of 8 parameters; the four particle masses, the mixing

angles α and β, the softly Z2 breaking term m12, and the VEV v. As mentioned above, h0 is

identified as the observed SM-like Higgs, and additionally the VEV is taken to be that of the SM,

so v = 246 GeV. Furthermore, m12 can be put aside for now as it plays no role in the analyses

of Sec. 4.3 and Sec. 4.4. The angles α and β, describing the mixing of the neutral and charged

Higgs fields, respectively, satisfy the relations [198]:

tanβ =
v2

v1
, (4.9)

tan 2α =
2
(
−m2

12 + (λ3 + λ4 + λ5)v1v2

)
m2

12 (v2/v1 − v1/v2) + λ1v2
1 − λ2v2

2

. (4.10)

By taking the alignment limit, in which cos(β − α) is small, a limit of which much more hay will

be made in Sec. 4.3, the λi can be expressed in terms of the physical parameters in a relatively

simple form [199, 200]:

v2λ1 = m2
h0 −

tanβ(m2
12 −m2

H0 sinβ cosβ)

cos2 β
, (4.11)

v2λ2 = m2
h0 −

m2
12 −m2

H0 sinβ cosβ

tanβ sin2 β
, (4.12)

v2λ3 = m2
h0 + 2m2

H+ −m2
H0 −

m2
12

sinβ cosβ
, (4.13)

v2λ4 = m2
A0 − 2m2

H+ +
m2

12

sinβ cosβ
, (4.14)

v2λ5 = −m2
A0 +

m2
12

sinβ cosβ
. (4.15)

After EWSB, the Yukawa component of the Lagrangian can be written as [196, 201]

L2HDM
Yukawa = −

∑
f=u,d,`

mf

v

(
ξfh f̄fh+ ξfH f̄fH − iξ

f
A f̄γ5fA

)

−
[√

2Vud
v

ū
(
md ξ

d
APR −mu ξ

u
APL

)
dH+ +

√
2

v
m` ξ

l
A(ν̄PR`)H

+ + h.c.

]
, (4.16)

where the coupling strengths ξ depend upon the type of 2HDM in question, with a breakdown of

these given in Table 4.2.
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Model I II X Y

ξuh cosα/ sinβ cosα/ sinβ cosα/ sinβ cosα/ sinβ

ξdh cosα/ sinβ − sinα/ cosβ cosα/ sinβ − sinα/ cosβ

ξlh cosα/ sinβ − sinα/ cosβ − sinα/ cosβ cosα/ sinβ

ξuH sinα/ sinβ sinα/ sinβ sinα/ sinβ sinα/ sinβ

ξdH sinα/ sinβ cosα/ cosβ sinα/ sinβ cosα/ cosβ

ξlH sinα/ sinβ cosα/ cosβ cosα/ cosβ sinα/ sinβ

ξuA cotβ cotβ cotβ cotβ

ξdA cotβ − tanβ cotβ − tanβ

ξlA cotβ − tanβ − tanβ cotβ

Table 4.2: Coupling strengths ξ in each type of 2HDM between the Higgs particles and fermions.

To go into further detail about the aforementioned alignment limit, it is perhaps most instructive

to pick a specific example and demonstrate the nature of this limit, whilst pointing out that

this applies to each of the four types of 2HDM studied here. In short, the alignment limit

recovers exactly the phenomenology of the SM Higgs for the h0 boson and is achieved by setting

cos(β − α) = 0. To see this, note that, focussing on the gauge and Yukawa couplings of h0, the

relevant Lagrangian terms can be written as [202]:

Lh0 = κV
m2
Z

v
h0ZµZ

µ + κV
2m2

W

v
h0W+

µ W
µ− −

∑
f=u,d,`

κf
mf

v
h0f̄f, (4.17)

with a slight change of notation, switching the ξi for κi in order to match the experimental

conventions for Higgs coupling modifiers for the observed Higgs. Following Table 4.2 and through

some trigonometric manipulation, these coupling modifiers in the 2HDM-II are given by

κV = sin (β − α),

κu = sin (β − α) + cotβ cos (β − α),

κd,` = sin (β − α)− tanβ cos (β − α).

(4.18)

Clearly the SM case, κi = 1, can be recovered when cos(β − α) = 0, a result that holds for each

of the 2HDM types. Note that κV is type independent. As a result, it makes more sense to tweak

the parameter basis studied, replacing α and β with cos(β − α) and tanβ.
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4.2 Theoretical and Electroweak Precision Constraints

The requirements of pertubativity can be expressed straightforwardly in the lambda basis as

|λi| ≤ 4π, but it is important to be aware that this is not a direct experimental constraint after

the fashion of those explored in the rest of this chapter, but rather a statement about the ability

to perform calculations within the framework of the model. As such, the choice of 4π as a limit

is somewhat arbitrary, with a bound of 4 being used in some other works [203, 204], but the

results found are independent of this choice, and so the less conservative limit is chosen to allow

exploration of more extreme parameter regions.

Additional perturbativity constraints can be gleaned from the Yukawa sector of Eq. (4.16). Again

picking out the 2HDM-II as a particularly instructive example this yields bounds of

√
2Vtbmt cotβ

2v
≤
√

4π ⇒ tanβ > 0.14 ,
√

2Vtbmb tanβ

2v
≤
√

4π ⇒ tanβ < 300 .

(4.19)

These bounds inform the choice of the range of tanβ explored in this chapter; a choice is made to

explore within a lower bound tanβ = 10−1.5 ≈ 0.03 and an upper bound of tanβ = 102.5 ≈ 300

across each type of 2HDM.

The conditions for a stable vacuum are applied as set out in Ref. [205], whilst demanding the

vacuum to be the global minimum of the potential [206]. The conditions from tree-level unitarity,

see Refs. [207, 208]2, are also considered, alongside next–to–leading order (NLO) unitarity and

the condition that NLO corrections to partial wave amplitudes are suppressed relative to leading

order (LO) contributions, see Refs. [203, 204]. The key result from the enforcement of these

conditions is also independent of the type of 2HDM examined and is shown in Fig. 1 of Ref. [3],

with the main takeaway being that the masses of the new Higgses must obey a degree of mass

degeneracy, which becomes particularly strict for masses above 1 TeV.

The expressions for the electroweak precision observables (EWPOs) S, T , and U [153, 154] in

the 2HDM (derived from Ref. [210]) are given explicitly in Appendix C of Ref. [3]. Whilst S

and T correspond to distinct dimension-6 operators in the EFT expansion, U corresponds to a

dimension-8 operator and so is suppressed by a factor Λ2/m2
Z compared to S and T [211, 212]. As

a result, NP has generally small effects on this parameter and the common approach is therefore

2For a similar discussion in an alternative lambda basis see Ref. [209].
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to set U = 0 in BSM fits, as detailed in Refs. [155, 213], and this is done here. This leads

to a reduction in the experimental uncertainties for T as T and U are correlated as they are

both concerned with charged weak currents. The EWPOs are included in the global fit of all

observables.

4.3 Higgs Signal Strengths

This section deals with the signal strengths of the observed SM-like Higgs boson, h0, which are

defined in such a way as to give rapid insight into how closely or otherwise this observed boson

does indeed match the phenomenology of the SM case. Deviations from this behaviour open

the way for modifications to the nature of h0, such as it truly being the lighter neutral boson

of the 2HDM. As the cross section and branching ratio of a given channel cannot be measured

separately without making further assumptions, the two are combined into the signal strength

measurement. So, for a given Higgs production mode i of cross section σi and a decay channel f

with a branching fraction Bf , the signal strength is given by

µfi =
(σi· Bf )Exp.

(σi· Bf )SM
. (4.20)

Clearly, the expectation from the SM is that all of these measurements resolve to unity, with

discrepancies indicating possible hints of BSM physics at play. Unfortunately, small cross sections

and branching fractions make some channels too experimentally challenging to observe at the

LHC, but 31 channels do not suffer from this problem and so are included in this analysis. These

measurements, from Refs. [191, 214–219], are collected in Table 4 of Ref. [3]. When only a

single combined measurement is measured experimentally this is assumed to correspond to the

gluon fusion production, as this is by far the dominant Higgs production mechanism at the LHC

(see Sec. 2.4). When correlation matrices are provided, these are additionally included in the

analysis, and when multiple recent measurements are available for a single channel, an average is

taken; steps which give useful boosts to the sensitivity. As the observed Higgs matches the SM

predictions to within ∼ 10%, one would naively expect to find that the 2HDM is driven towards

the alignment limit.

The modifications to the couplings of h0 that arise in the 2HDM as compared to the SM, as given

in Table 4.2 can then be probed using these measurements. In particular, the parameters on

which these coupling modifiers depend can be examined, which, for the purposes of this chapter,
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are tanβ and cos(β − α). This is done by this by performing a fit using analytical calculations of

the signal strengths in the 2HDM as functions of the input parameters from expressions given in

Ref. [33] and directly feeding the resulting 2HDM predictions into the flavio framework, along

with the experimental measurements, to ensure a consistent approach between this analysis and

the flavour observables of the following section. The results presented in Fig. 4.1, with the goal

of constraining the tanβ – cos(β − α) plane, with contours shown up to the 5σ level to make

sure the wrong sign limit regions are visible, where applicable (see below). The contributions

of the additional new Higgs bosons to the loop-level processes have been neglected as they are

negligible for the allowed masses found in Sec. 4.4. Similar analyses have been performed in

Refs. [193, 199, 202, 220, 221].

In the 2HDM-I case, sizeable deviations from the alignment limit are allowed, increasingly so

for increasing tanβ, with an ultimate limit at the 2σ confidence level of | cos(β − α)| ≤ 0.21 for

sufficiently large tanβ ≥ 10. In contrast, for the 2HDM-II the alignment limit must be closely

followed; at 2σ | cos (β − α)| ≤ 0.050, with the maximum allowed value of cos (β − α) occurring

at tanβ ≈ 1. Due to the dependence of κd,` on tanβ in this model, the maximum value falls

significantly once away from tanβ ≈ 1, such that at large values of tanβ, the alignment limit

must be strictly followed and it is valid to set cos (β − α) = 0. In the 2HDM-X, putting aside the

question of the wrong sign limit for just a moment, | cos(β − α)| ≤ 0.10 at 2σ, which falls rapidly

once tanβ is away from ∼ 1, with only very small cos(β − α) allowed for extreme values of tanβ.

The leptonic decays of h0 are still important here as they restrict cos(β − α) to be small for large

values of tanβ, which differentiates these results from the 2HDM-I. Finally, for the 2HDM-Y, in

which the quark sector matches that of the 2HDM-II, the contours are very similar between the

two types, with | cos(β−α)| ≤ 0.049 at 2σ, indicating a lack of sensitivity to the lepton couplings

in this analysis.

4.3.1 The Wrong Sign Limit

As alluded to above, and visible as a dashed red line on Fig. 4.1, there is another limit of interest

in addition to the alignment limit. This is known as the wrong sign limit, in which the coupling

modifiers have the same magnitude at unity, but with configurations of the lepton and down-type

quark couplings taking values of −1. This has been touted as a possible way a fourth sequential

chiral generation of fermions may yet remain hidden in the current LHC data [222], even as such

a model, without any further BSM additions, has been definitively ruled out [223–225]. In the

2HDM-II the couplings with the negative sign are posited to be those to the down-type quarks
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Figure 4.1: Contour plot of the allowed 2HDM parameter space for each type of 2HDM, with
the contours indicating the allowed regions at confidences of 1, 2, 3, 4, 5σ from dark to light.
The alignment and wrong sign limits (where applicable) are shown as black and red dashed lines
respectively. Note that the range of cos(β − α) shown is twice as large for 2HDM-I.

and leptons, in the 2HDM-X the leptons only and in the 2HDM-Y the down-type quarks only.

Referring again to Table 4.2 and to Eq. (4.18), enforcing the wrong sign limit yields

cos (β − α) = sin 2β =
2 tanβ

1 + tan2 β
, (4.21)
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which is the form depicted in Fig. 4.1. No such limit exists in the 2HDM-I due to the structure

of this type of 2HDM, with all fermions coupling to the same Higgs doublet.

Perhaps of most note in the investigation of this limit is that the wrong sign limit is found to be

excluded up to 2.7σ in the 2HDM-II, a result that improves over the exclusion found in works such

as Refs. [199, 216, 226], owing to the larger dataset leveraged here. The case for the 2HDM-Y

has the wrong sign allowed up to 2.6σ, with the similarity to the 2HDM-II result arising as a

consequence of the two types having the same quark sector couplings and there being a relative

lack of sensitivity to the sign of the lepton coupling modifiers. The latter is due to the lepton

contributions being less important in this sector than those of the quarks, especially in the case

of the loop level processes through which sensitivity to the sign of the coupling modifiers comes.

In particular, the leptons do not contribute at all to the important gluon fusion production

calculations, while their contributions to the diphoton and Zγ decays are orders of magnitude

lower than those from the quarks and the W± boson for a SM-like h0. For the 2HDM-X, the

wrong sign limit is allowed at all confidence levels examined, which can again be attributed to

the lack of sensitivity to the sign of κ`.

As the 2HDM-II is the most commonly studied of the 2HDM types, it is perhaps prudent to

drill further down into the details of the wrong sign limit for this specific model. To do so, the

coupling modifiers are examined directly, i.e. independently of the forms given in Eq. (4.18),

which is worth stressing. This is done in the κu − κd,` plane, where κV has been fixed to its value

from the best fit point of a fit performed on all the κi, found to be κV = 1.036.

The results from this fit are shown in Fig. 4.2, with the alignment and wrong sign limits shown

in black and red respectively. This does not directly exclude κd = −1, in line with the current

lack of sensitivity to the sign of κd at the LHC. However, then looking to generate κu and κd

values within the 2σ allowed region close to κd = −1 by using Eq. (4.18), the only solutions

require | cos(β − α)| & 0.96. Clearly, such extremal values of cos(β − α) are not compatible with

the best fit fixed value of κV = 1.036 in the 2HDM, so this 2σ allowed region in the κu − κd,`
plane cannot be attained in the 2HDM-II. So, whilst the general principle of κd = −1 is not

excluded, the wrong sign limit in full can be excluded up to 2.7σ in the 2HDM-II. More generally,

when κd,` = −1, any small deviation from κu = 1 has a large impact, pushing cos(β − α) to the

incompatible regions of the parameter space. Further clarity on the wrong sign limit may be

achieved through future collider data [227, 228].
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Figure 4.2: Contour plot of the coupling constant modifiers, in which κV is fixed to its best fit
value with marks for the alignment (wrong-sign) limit in black (red). The contours indicate the
allowed space at 1, 2, 3, 4, 5σ from dark to lighter.

4.4 Flavour Observables

The flavour sector comprises the brunt of the observables that are fed into the global fit. This

section of the chapter proceeds one class of observable at a time, highlighting the mechanisms

through which the 2HDM contributes to each process and how this can be used to constrain

the parameter space of the model. Whilst there are additional complexities to consider in some

cases, it is the tanβ −mH± plane that is constrained here, with contours shown up to 5σ when

regions of note are only visible at this level and 2σ otherwise. As a general and overly simplified

rule of thumb, the 2HDM contributions come from H± acting in addition to the SM W± in

mediating interactions. The observables considered here are listed in detail with SM predictions

and experimental measurements collated from Refs. [77, 98, 191, 213–215, 217–219, 229–266] in

the ancillary materials of Ref. [7], and it is to there that the interested reader is directed. As has

already been remarked upon, the lepton couplings are, for the most part, less significant than

the quark sector couplings, and so the contour plots shown are for the more commonly studied

2HDM of Types I and II, which has the additional benefit of reducing inefficiencies and clutter as

compared to showing the plots for every observable for each four 2HDM types. The global fits for
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all four types are shown when all observables are combined.

It is worth drawing the reader’s attention to one particular subtlety regarding the CKM matrix.

Conventionally, the CKM matrix elements are extracted from experimental measurements of

semi-leptonic decays, with the inherent assumption that the branching ratio measured is that of

the SM. If nature has in fact manifested the 2HDM, then this assumption falls down. In the case

of leptonic meson decay in the 2HDM,

B2HDM = BSM × (1 + δ2HDM)2, (4.22)

where δ2HDM is the 2HDM correction factor, and so the extracted CKM element, acting under

the SM assumption, will be out by a factor (1 + δ2HDM). Similar arguments hold for semi-leptonic

meson decays. The accepted CKM accepted values are commonly taken from leptonic and

semi-leptonic tree-level decays. Scanning across the 2HDM parameter space considered here using

the tree level parameterisation for Vus, Vub and Vcb and CKM unitarity, it is found that the impact

of these effects on the CKM elements is negligible in the regions allowed by the other constraints

considered below. Thus it is safe to use the measured values. Were the 2HDM discovered, there

would be some small modifications but these need not be accounted for here.

4.4.1 Leptonic and Semi-leptonic Tree-Level Meson Decays

First off, the tree-level (semi-)leptonic flavour-changing charged transitions will be examined,

wherein the 2HDM contributes through the effective operators

OS−P = (ūPL d)(¯̀PLν`), OS+P = (ūPR d)(¯̀PLν`). (4.23)

M

u

d̄

ℓ+

νℓ

H+

d u

H−

ν̄ℓ

ℓ−

M1 M2

q̄ q̄

Figure 4.3: Diagrams contributing to leptonic (left) and semi-leptonic (right) decays in the 2HDM.
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The precise form of the WCs for these operators depends on the type of 2HDM, with the full

expressions and relevant basis translations given in Refs. [3, 201, 267–269]. For the relevant

Feynman diagrams, again pointing out that much of this section proceeds with the replacement

of the charged weak bosons with the charged Higgs bosons, see Fig. 4.3.
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Figure 4.4: Contour plot of the allowed parameter space for the 2HDM-I (top) and 2HDM-II
(bottom) in the (tanβ −mH±) plane, originating from R(D) (left) and R(D∗) (right). Contours
are shown at 1, 2, 3, 4, 5σ confidence from darkest to lightest.



Closing in on the Two Higgs Doublet Model 46

First on this path sit the Lepton-Flavour Universality (LFU) observables

R(D(∗)) ≡ B(B → D(∗)τ ν̄τ )

B(B → D(∗)`ν̄`)
, (4.24)

where ` = e, µ, wherein lie possible hints of LFU violation [270, 271], with the combined

measurements sitting at a tension of 3.2σ with the SM [234]. This can occur in the 2HDM

through the couplings of the charged Higgs to leptons, which depends on the lepton mass.

The resulting contour plots in the 2HDM parameter space for Types I and II are shown in Fig. 4.4.

For the 2HDM-I, even though R(D) is 1.2σ away from the SM, much of the space is allowed

only within 2σ, whereas R(D∗) can only be accommodated at or above 2.8σ, in line with its

SM tension. Looking at both observables, they drive a best fit point down to mH± ∼ 1 GeV,

well outside of the feasible parameter space for the 2HDM, while within the parameter space

they exhibit a combined minimum tension of 3.5σ between the 2HDM-I and the data. This is

because the 2HDM contributions to the semi-leptonic b→ c`ν̄` transitions are of opposing sign

to the SM and so R(D) and R(D∗) are forced further away from the data, save for the narrow

region in which the 2HDM contributions are twice that of the SM. The situation is similar in the

other types of 2HDM; in the 2HDM-II the combined tension exceeds that of the SM, at 3.5σ. In

Fig. 4.5, the combined fit to all the tree-level flavour-changing charged currents is shown.
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Figure 4.5: Contours of the allowed regions for the 2HDM-I (left) and 2HDM-II (right) in
the (tanβ − mH±) plane, from the combined tree-level leptonic and semi-leptonic decays of
B,Bs, D,Ds,K, and π mesons and the hadronic decays of τ leptons to K and π mesons with ντ
addition to R(D) and R(D∗). The lighter contour is the 2σ confidence level, the darker 1σ.
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4.4.2 Neutral B-Meson Mixing

The neutral mesons Bs,d undergo mixing, and the mass difference between the light and heavy

eigenstates has been very well measured experimentally, at the level of ∼ O(0.1%) [213, 272] for

both ∆md,s, making these observables of significant interest in flavour physics [273]. The relevant

Feynman diagrams, known as box diagrams, in the 2HDM, are shown in Fig. 4.6. That said, there

are some wrinkles on the theoretical prediction side, with the uncertainties mainly stemming from

the non-perturbative determinations of the matrix elements of the ∆B = 2 operators. The values

used are the averages presented in Ref. [273] from combining heavy quark effective theory (HQET)

sum rules [274–276] and lattice calculations [277–279], yielding a theory precision of O(5%). The

perturbative SM corrections are known and implemented to NLO-QCD accuracy [280].

The dominant contributions in the 2HDM come from the top quark to charged Higgs boson

coupling, as the mass suppression renders the contributions from the down-type quarks less

relevant. As the couplings between the up-type quarks and H± are the same in each type of

2HDM, the resulting fits to ∆md,s are similar across the board. The operators in question are

defined (for q = d, s) as

O(′)
1 = (q̄αγµPL(R)b

α)(q̄βγµPL(R)b
β),

O(′)
2 = (q̄αPL(R)b

α)(q̄βPL(R)b
β), O4 = (q̄αPLb

α)(q̄βPRb
β),

O(′)
3 = (q̄αPL(R)b

β)(q̄βPL(R)b
α), O5 = (q̄αPLb

β)(q̄βPRb
α),

(4.25)

with α and β denoting the colour indices.

The expressions of the 2HDM contributions are well established in the literature [201, 281, 282],

with those given for the Wilson coefficients C
(′)
k in Ref. [201] used here, and then converted to

b

u, c, t u, c, t

W−

H+

b̄

q
B̄0

q B0
q

q̄

b

u, c, t u, c, t

H−
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b̄

q
B̄0

q B0
q

q̄

Figure 4.6: Examples of box diagrams describing Bd- and Bs-meson mixing in the 2HDM.
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the flavio WET basis [195] as

CbqbqV LL(RR) = C
(′)
1 , CbqbqSLR = C4,

CbqbqSLL(RR) = C
(′)
2 , CbqbqV LR = −1

2
C5.

(4.26)

At leading order in QCD, there is no need to consider the contributions from the O(′)
3 operators

[201]. The resulting contours are shown in Fig. 4.7, showing weak lower bounds on tanβ for lower

charged Higgs boson masses in both cases, with some additional exclusion at high tanβ in the

2HDM-II case.
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Figure 4.7: Contour plot of the allowed parameter space for the 2HDM-I (left) and 2HDM-II
(right) in the (tanβ −mH±) plane for the combined fit to ∆md,s. The darker contour indicates
allowed parameter space at 1σ confidence, and the lighter at 2σ.

4.4.3 Loop level b→ s, d Transitions

This is a phenomenologically rich sector that encompasses FCNC and processes that have

warranted a great deal of study in both the SM and BSM models, owing to apparent tensions

between experimental averages and the theoretical predictions in several observables [238, 254–

256, 271]. Some examples of these processes are shown in Fig. 4.8.
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Figure 4.8: Example of diagrams (penguins and boxes) describing the b→ q`+`− transitions in
the 2HDM.

The operators of interest are (for q = d, s)

O(′)
7 =

emb

16π2

(
q̄σµνPR(L)b

)
Fµν , O(′)

8 =
gsmb

16π2

(
q̄σµνPR(L)T

ab
)
Gaµν ,

O(′)
9 =

e2

16π2
(q̄γµPL(R)b)(¯̀γµ`), O(′)

10 =
e2

16π2
(q̄γµPL(R)b)(¯̀γµγ5`),

O(′)
S =

e2

16π2
(q̄PL(R)b)(¯̀̀ ), O(′)

P =
e2

16π2
(q̄PL(R)b)(¯̀γ5`),

(4.27)

and their forms in the 2HDM can be found in Ref. [201], where it should be noted that O(′)
10 ,

O(′)
S , O(′)

P depend on several 2HDM parameters, in addition to tanβ and the charged Higgs boson

mass.

Radiative Decay B̄ → Xsγ

Of particular note in the context of the 2HDM is the radiative decay B̄ → Xsγ, which is capable

of setting a lower limit on the mass of the charged Higgs boson, most notably in the 2HDM-II.

The relevant Feynman diagram for the underlying penguin process is shown in Fig. 4.9. On the

theory side, this is known to next–to–next–to–leading order (NNLO) in QCD [283] (based on

the previous Refs. [284, 285]) in the SM, with an experimental average provided by Ref. [234],

deriving from Refs. [286–288].
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Figure 4.9: One loop penguin contributions to b→ sγ in the 2HDM.

The results from this single observable are shown in Fig. 4.10. In the 2HDM-I the constraints on

the charged Higgs boson mass are strongly correlated with tanβ and so a firm lower mass bound

cannot be established in such models. In contrast, as one would expect, B̄ → Xsγ does provide a

clearer lower mass bound on the charged Higgs boson in the 2HDM-II, with mH± & 790 GeV at

2σ, which is a key constraint, and this bound becomes stricter with lower tanβ.
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Figure 4.10: Contour plot of the allowed parameter space for the 2HDM-I (left) and 2HDM-II
(right) in the (tanβ−mH±) plane for the radiative decay B → Xsγ. The lighter contour indicates
the allowed parameter space at 2σ confidence level while the darker contour corresponds to 1σ.

Leptonic Bd,s → µ+µ− Decays

An additional complexity arises when the FCNC leptonic meson decays Bd,s → µ+µ− are

considered. These processes are particularly sensitive to scalar operator contributions, which
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makes them ideal for the study of the 2HDM, especially with the wealth of recent experimental

measurements available for Bs → µ+µ− (with an upper limit set on Bd → µ+µ−) [289–294],

which are combined in Ref. [238]. However, this comes with the penalty of being sensitive to the

2HDM parameters not yet touched on in this section, as well as tanβ and mH± , so the values of

cos(β − α), mH0 and mA0 come into play here. From the results in Sections 4.2 and 4.3, it is

valid to take two limits which return the fits to the 2D parameter space explored above, namely

the alignment and mass degeneracy limits; cos(β − α) = 0 and mH± = mA0 = mH0 .

On the theoretical side, the SM prediction takes its lead from perturbative calculations [295–297]

and the determinations of the non-perturbative decay constants, such as those performed in

Refs. [298–300]. In the 2HDM, previous studies, such as Ref. [301], have concerned themselves

primarily with the large tanβ limit, in which tanβ �
√
mt/mb, as in this limit the 2HDM

contributions can often be simplified. However, much of the parameter space that must needs

be examined here lies outwith this limit, and so the more general expressions for the 2HDM

contributions as given in Ref. [201] are preferred here.

The results, depicted in Fig. 4.11, are similar for the 2HDM-I to those from B̄ → Xsγ, with a

strong correlation between tanβ and mH± . In the 2HDM-II the situation is notably different,

with the charged Higgs boson mass again having a lower limit, at around 630 GeV at the 2σ level.

Whilst this is not as strong a bound as that found from B̄ → Xsγ, it does increase for both lower

and higher values of tanβ and so can play an important role in the global fit.

Semi-leptonic b→ s`+`− Transitions

Again, for these observables, all the operators listed in Eq. (4.27) must be accounted for, and thus

the alignment and degenerate mass limits are deployed to ensure consistency in the examination

of the tanβ −mH± plane. Further LFU observables come under scrutiny here, with [302]

RK(∗) ≡ B[B → K(∗)µ+µ−]

B[B → K(∗)e+e−]
, (4.28)

where the branching fractions are integrated over bins of squared dilepton invariant mass q2. These

have been the focus of quite some attention in recent years [303–310] as a result of measurements

previously displaying deviations of up to 3.1σ in RK+ [254–256] from the SM. This focus is helped

in part by the comparatively clean nature of these observables in theoretical calculations, as nearly

all of the thorny hadronic effects cancel out when taking the ratio, leaving the SM values of RK(∗)
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Figure 4.11: Contours of the allowed parameter space for the 2HDM-I (left) and 2HDM-II (right)
in the (tanβ −mH±) plane for the fit to (Bd,s → µ+µ−), in the alignment and degenerate mass
limits. The darker contour indicates the allowed space at 1σ confidence, and the lighter at 2σ.

very close to 1 with tiny uncertainties [311]. The electromagnetic corrections for RK(∗) worked out

in Ref. [303] were found to be very small, at ≈ 1−2%. Model-independent analyses [271, 312–315]

show these processes favour vector-like NP in O9,10 for resolution of these deviations. More

recently, the tension in these observables has been eliminated due to improvements in the

systematic effects, and the current results agree with the SM within 1σ [316].

The results for the 2HDM-I for a combination of all 10 RK(∗) bins are shown in the alignment and

degenerate mass limits on the left of Fig. 4.12. The majority of the parameter space is allowed

at the 1σ level, though there is a disconnected region that arises from the fine-tuning solution

wherein the 2HDM-I contributions cancel to zero and the SM result is again recovered. Despite

this, a realised 2HDM-I would only increase the tensions between experiment and prediction as

compared to the SM, so the 2HDM model comes up short in this respect.

A slightly different approach is required in the 2HDM-II, and it this that is displayed on the right

of Fig. 4.12. The 2HDM-II is unable to accommodate the experimental values for the 10 RK(∗)

bins within the physically relevant parameter space, and so instead the three other pertinent

parameters have been fixed to their best fit values from a fit to the 10 RK(∗) bins. These values

are cos(β − α) = 0.001, mH0 = 250 GeV,mA0 = 9.2 GeV. The resulting plot shows that the

2HDM-II can only explain the current experimental values when the charged Higgs boson mass is
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Figure 4.12: Contour plot of the allowed parameter space for the 2HDM-I (left) and 2HDM-II
(right) in the (tanβ −mH±) plane for the RK(∗) observables. The lighter contour indicates the
allowed parameter space at 2σ confidence level while the darker contour corresponds to 1σ.

very low and tanβ is very high; below the GeV level and above around 500 respectively. These

contours stand in stark disagreement with the constraints found in other sectors, and furthermore,

the relevant WC expressions depend on the assumption that the charged Higgs boson has a mass

of at least the electroweak scale [201], so the constraints at such low masses must be called into

question from a purely theoretical perspective. As a consequence of this notable discrepancy, the

RK(∗) and the similarly afflicted LFU ratios R(D(∗)) are excluded in the global fit of Sec. 4.4.4

and in the consideration of the remaining b→ s`+`− observables below.

A good deal of further b→ s`+`− observables are considered in the overall fit, some of which also

currently display tensions with the SM predictions, which reinforces the interest in this sector as

a primary indicator of the presence of NP. As such, there have been a number of works examining

the BSM implications in detail; see Refs. [238, 261, 304, 306, 309, 310, 312, 313, 317–325]. In

short, these processes favour NP contributions from O(′)
9,10, so the 2HDM is unable to resolve

the RK(∗) due to the 2HDM contributing primarily to the scalar currents. As a result, the LFU

violating observabales are less sensitive to the 2HDM, compared to their LFU non-violating

counterparts

Continuing with the approach of fixing the parameters to their best fit values before performing

the scan, one sees that the 2HDM-I contributions can reduce the current level of tension between
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experiment and predictions in a swathe of the b → s`` observables including, among others,

binned angular observables in B → K∗``. A large section of the parameter space is again

permitted within the 1σ region, and the 2HDM-I is able to outperform the SM. There arises an

additional constraint on tanβ in this scenario, with tanβ & 0.14 at 2σ, which is compatible with

the bound from the theoretical considerations in Sec. 4.2. The 2HDM-II case shown in Fig. 4.13

is rather dissimilar, as now an upper bound on the charged Higgs boson mass at the 1σ level is

generated.
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Figure 4.13: Contour plot of the allowed parameter space for the 2HDM-I (left) and 2HDM-II
(right) in the (tanβ −mH±) plane for the leptonic Bd,s → µ+µ− decays and the semi-leptonic
b→ s`+`− observables excluding the RK(∗) observables. The lighter contour indicates the allowed
parameter space at 2σ confidence level while the darker contour corresponds to 1σ.

4.4.4 Global Flavour Fits

At last, the observables are now in place to be combined into a global fit, including flavour

observables, Higgs signal strengths, and the EWPOs. It is prudent to exclude the LFU ratios

R(D(∗)), RK(∗) and take the limits of alignment and degenerate masses, as discussed above, while

m12 has no impact in the flavour sector. Including the LFU ratios R(D(∗)), RK(∗) yields similar

contours, however the quality of the best fit point is much reduced. The fits for all four types of

2HDM are shown in Fig. 4.14.

In the 2HDM-I, much of the low tanβ region is found to be excluded, although a firm lower bound



Closing in on the Two Higgs Doublet Model 55

cannot be stated as there is a clear correlation with the masses of the new Higgses. Turning to

the Higgs masses, in this scenario and parameter region only a bound at the 1σ level can be

found; mH± ≤ 83.4 TeV. The constraints on cos(β − α) can be found by fixing the masses to the

best fit values, where it is found that, at the 2σ level | cos(β − α)| ≤ 0.14.
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Figure 4.14: Combined fit of all flavour observables (excluding LFU), Higgs signal strengths, and
EWPOs in the 2HDM (in the tanβ−mH± plane), taken in the limits of alignment (cos(β−α) = 0)
and degenerate masses (mH0 = mA0 = mH±). Contours are shown representing allowed parameter
space at 1, 2, 3, 4, 5σ confidence from darkest to lightest.
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For the case of the 2HDM-II, the bounds on cos(β − α) can be improved on compared to the

Higgs signal strengths alone; | cos(β − α)| ≤ 0.04 at the 2σ level. The best fit further favours

values of mH± ≈ mH0 ≈ mA0 ≈ 2.3 TeV and tanβ ≈ 4. Upper bounds on the Higgs masses

can also be found, at least up to the 2σ level, beyond which there are no limits found within

the examined parameter region. Additionally, there is a lower bound of mH± ≥ 860 GeV, with

notable correlation between the Higgs masses and tanβ.

For the 2HDM-X, the constraints are distinctly similar to those of the 2HDM-I, leaving a large

degree of freedom for the 2HDM parameters. In particular, the masses can stray as low as the

electroweak scale, at which point the question of the validity of the WC expressions must be

raised [201]. Again, there is a clear correlation between the masses and tanβ, but when tanβ is

large, the couplings to the quark sector become small and sensitivity is lost.

The 2HDM-Y is the most constrained of the types of 2HDM within the 2σ region, with a small

allowed region in the parameter space that is examined here. Beyond this exclusion level, the

mass constraints bear a resemblance to those of the 2HDM-II, with which it shares the quark

sector couplings, which are key for the crucial B(B̄ → Xsγ) channel.

4.5 Collider Constraints

Thus far the focus has been on indirect methods of constraining the possible parameter values

of the 2HDM, but there have also been vast and numerous efforts to directly detect BSM

states, after the fashion of previous particle discoveries. The main challenge is combining each

of these individual searches in a consistent framework so that the huge array of search data

can be leveraged together. Thankfully, this ground has already been trod, with the package

HiggsBounds [326–332] developed to this end. The package 2HDecay [159, 333–337] is used in

tandem with this to calculate the branching ratios and decay widths for each of the 2HDM bosons

at some value of the 2HDM parameters. This data is then fed into HiggsBounds in a consistent

fashion to check how the parameter point stacks up in the face of the search data. There are

additional wrinkles to this analysis chain that warrant further consideration. In particular, the

channel of charged Higgs boson production in association with tb̄ has been key in searches for

the 2HDM, and in this case MadGraph5 aMC@NLO [338] can be used to generate the cross

section in this channel and then the result interfaced with HiggsBounds. Additional input

includes the couplings of Higgs bosons, as shown in Tab. 4.2, with the degenerate mass and exact

alignment limits taken, allowing use of m2
12 = m2

H0 sinβ cosβ (see Eq. (4.29)).
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This approach can be pushed further, and the future performance of the HL-LHC can be

examined in this context. With the considerable planned upgrades, it is expected that the

integrated luminosity will reach LHL-LHC = 3 ab−1. This will clearly boost the discovery potential

of the experiment, with the typical approach being to scale the cross section limits by a factor√
(L0/LHL-LHC) for a search with a reference luminosity L0. Though there are limits to this

assumption [339], it is the most practical approach when dealing with the wealth of data across

many channels and searches used here.

The extrapolation is not this straightforward for a few reasons. First up, a number of the searches

that can be used to constrain the 2HDM focus on the behaviour of h0, seeking to make precision

measurements of the relevant signal strengths. In these cases, the bounds are set to match the

values expected of a SM Higgs, as this is, for phenomenological purposes, the nature of h0 when in

the exact alignment limit and with the mass set to 125 GeV as is the case here. This is addressed

by using the work in Ref. [34] to match the SM predictions. Whilst the main directly quantifiable

change in moving from the current state of LHC operations to the HL-LHC is the luminosity

upgrade, some of the search data in HiggsBounds is from the first full run of the LHC, during

which collisions were performed at a centre of mass energy of
√
s = 7 − 8 TeV, in contrast to

the run 2 value of 13 TeV, while the HL-LHC will also operate at
√
s = 13− 14 TeV. As such,

the increased cross sections from the energy boost at the HL-LHC compared to the run 1 LHC

data must be reflected in tandem with the improved limits from the luminosity gain (see also

Ref. [182]). Again Ref. [34] is put to work for h0 extrapolations, while for the BSM searches

MadGraph5 aMC@NLO [338] is used to calculate the increase in the production cross sections

as a function of the BSM Higgs mass and the search data limits are then scaled accordingly.

To perform the scan, 50000 points within the examined 2HDM parameter space are randomly

generated and fed through the analytical apparatus. The resultant datasets are shown in Fig. 4.15,

where orange points are allowed by current data but excluded by the extrapolated dataset while

blue points are allowed by both. In the following, the main channels that give the exclusion

in each region are outlined. First, note that the historic baseline sensitivity from the Large

Electron–Positron Collider (LEP) [340] excludes charged Higgs boson masses below 72.5 GeV

and 80 GeV for the Type I and Type II 2HDM models respectively.

For the 2HDM-I it is the leptonic decay of neutral Higgses, such as H0 → µ+µ− as studied

in Ref. [341], that exclude lower particle masses at low values of tanβ, with the sensitivity to

H+ → τ+ντ peaking at ∼ 85 GeV [342]. Then, in terms of increasing mass, it is the decay
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Figure 4.15: Scans of the 2HDM parameter space with randomly generated points shown in
blue if allowed by the current and extrapolated bounds, and in orange if currently allowed but
expected to be excluded by the HL-LHC.

H+ → tb̄ [343] that excludes the new Higgs states from ∼ 250 GeV until falling cross sections lead

to a loss of sensitivity at ∼ 2.5 TeV, beyond which point all sensitivity is lost. As tanβ increases,

the exclusion limit from this channel falls, as the H+tb coupling is proportional to cot2 β3. In the

3The relevant Yukawa coupling is 2((mtξ
u
H+)2 + (mbξ

d
H+)2)/v2, where ξu,d

H+ = ξu,dA in Tab. 4.2.
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moderate tanβ region it is the H0/A0 → 4b [344] channel that gives the exclusion at low masses,

with the kink at ∼ 100 GeV due to B(H+ → τ+ντ ) falling to zero as B(H+ → tb̄) rises to one

here, with B(H+ → tb̄) ≈ 1 once mH± & mt. Then, as a result of the heavy neutral Higgs bosons’

couplings also falling with rising tanβ, the H0 → `` channels become less notable. As mentioned

above, there is a flat cut-off from H+ → qq/τ+ντ [340]. As one would expect, extrapolating to

the expected HL-LHC performance does lead to some improvement in the constraints, but in

this case the effect is only notable for low and moderate tanβ, as the couplings to the new Higgs

states are reduced in this region and beyond this the primary constraint is from the LEP, which

is not subject to the extrapolation.

Moving to the 2HDM-II, the most significant channels at low tanβ are H0 → γγ and H+ → tb̄,

which give similar levels of exclusion [343, 345, 346], with greater sensitivity in H+ → tb̄ as

the masses of the new Higgses increases, before the production cross sections reduce as the

masses rise further. In the moderate tanβ range, masses up to around 90 GeV are ruled out by

H+ → τ+ντ . The exclusionary power of this channel then falls as the branching ratio decreases,

with a general lack of sensitivity in the region of tanβ of order 1 and masses of ∼ 100 GeV, with

this allowed region nearly, if not entirely, ruled out in the extrapolation to the HL-LHC. It is then

the H0 → τ+τ− channel that steps in to exclude masses beyond this region [347], and indeed up

to high masses in the large tanβ region, exceeding the limits from H+ → tb̄. The extrapolation

gives a notable improvement, except for the aforementioned small allowed region with masses

of ≈ 95 GeV and tanβ ≈ 2, beyond which the direct search limits are expected to be able to

compete with those from the flavour sector.

Lower mass bounds on the new Higgs bosons are found at 82 GeV and 86 GeV in the Type I

and II 2HDM respectively. Whilst these are less stringent than those found from the combined

flavour observables fit in Sec. 4.4.4, they improve at low tanβ in both models and also at high

tanβ in the 2HDM-II, owing to the dependence of the couplings of these models on tanβ, in line

with what is seen in the flavour sector.

As for the case of the 2HDM-X, in the low tanβ range, the neutral heavy Higgses decaying to

b quarks dominate the exclusion up to the top quark mass threshold [344, 348], at which point

it is the well studied H+ → tb̄ channel that takes over as the primary exclusion channel. This

continues until mH± is too large for the charged Higgs boson to be produced with a significant

cross section [343]. In the central tanβ range, the LEP results and then the H+ → τ+ν̄τ channel

exclude masses below around 100 GeV [349]. Beyond this mass, the branching fractions fall for
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this channel to the point where it is no longer able to give exclusion regions, while H0 → τ+τ− is

responsible for the remaining exclusion in this region [347]. It would be reasonable to expect that

these leptonic decays become ever more exclusionary with increasing tanβ as the lepton couplings

are proportional to tanβ. However, in this type of 2HDM, the quark couplings are much reduced

at large tanβ, meaning that the new Higgs bosons can almost be considered as entirely decoupled

from the quark sector, resulting in minimal production cross sections. This leaves the high tanβ

region almost unconstrained, save for the LEP bound [344]. The extrapolation to the HL-LHC

combats this issue somewhat, with the most pronounced improvements in the moderate tanβ

region from these leptonic decays.

Finally, turning to the 2HDM-Y, the situation is similar to the outcomes of the 2HDM-II study,

with the leptonic decays of H0 excluding masses below the top mass at low tanβ [341, 350], and

then the H± → tb̄ channel once again provides the primary exclusion above the top mass [343].

The relatively low branching ratios in the moderate tanβ region leave little exclusion potential

here, in the current data at least, but the extrapolation can address this to a significant extent,

ruling out a swathe of this parameter space through improved limits from H+ → tb̄ and H0 → bb̄.

At high tanβ, H0 → bb̄ gives the exclusion up to ∼ 250 GeV [351], beyond which H+ → tb̄ is

once again the most sensitive channel.

4.5.1 Comparison with Flavour Constraints

To make the comparison between the flavour sector and the direct collider constraints more

concrete, the two can be overlaid, using the same axes as in Fig. 4.15. It is worth stressing that

this does not comprise a statistical combination of the results as HiggsBounds is not used here

to give a combined level of exclusion from all the data, but to assess if each point is excluded by

one search in particular.

For the 2HDM-I the LEP data is able to outperform the flavour sector when tanβ is large, as the

flavour sector lacks sensitivity in this region. The complementary nature of these two approaches

is also evident in that the flavour bounds are more restrictive for low tanβ regions, a result

which holds across all four types of 2HDM. In the extrapolation to the expected HL-LHC data,

the collider constraints can become competitive with the flavour sector in setting a minimum

mass bound. For the 2HDM-X, the collider searches, particularly the H0 → τ+τ− channel in

the HL-LHC extrapolation, are more sensitive than the flavour sector and can rule out a portion

of the 1σ region from the flavour observables, though both approaches lack sensitivity above
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Figure 4.16: Scans of the 2HDM parameter space with randomly generated points shown in
blue if allowed by the current and extrapolated bounds, and in orange if currently allowed but
expected to be excluded by the HL-LHC and contours from the flavour sector at 1, 2, 3, 4, 5σ
confidence, from darkest to lightest.

masses of 100 GeV when tanβ is large. Moving to the 2HDM-Y case, the comparison between the

two sectors is particularly telling, with current collider data excluding all of the 1σ region from

the flavour constraints, and the majority of the 2σ region, which the extrapolation very nearly

entirely excludes. These results demonstrate the high degree of complementarity between the

datasets and indicate where future searches should focus their efforts for 2HDM studies.
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4.6 Electroweak Phase Transition

As outlined in Sec. 2.6.1, one of the conditions for the observed baryon asymmetry of the Universe

is a SFOEWPT, which is not possible with the measured value of the Higgs mass and thus requires

some NP. This is well trod ground in the realm of the 2HDM, with a focus on the 2HDM-II

in Refs. [181, 184, 352], finding a SFOEWPT possible for Higgs masses below a TeV, with

indications that a mass split between the new Higgs bosons is more favourable to the prospects

of a SFOEWPT, though this is immediately in some degree of tension with the theoretical

considerations of Sec. 4.2. Some of the other works that explore the SFOEWPT in the context of

the 2HDM include Refs. [179, 180, 183, 185–187, 353, 354]

Here, the package BSMPT [355, 356] is deployed to this end, which calculates the strength

of the EWPT at a given point in parameter space and has detailed documentation available4.

This package takes input in terms of the lambda basis, rather than the mass basis that has

been focussed on thus far here. For the most part, the conversion between the two is already

established; see Eqs. (4.11)-(4.15), but m2
12 is also required in this basis. This hurdle can be

overcome by turning to vacuum stability, which, in the alignment limit, confers the sufficient but

not necessary condition of [200]

m2
12 = m2

H0 sinβ cosβ ∩ m2
h0 +m2

H± −m2
H0 > 0 ∩ m2

h0 +m2
A0 −m2

H0 > 0. (4.29)

Whilst this is only valid when cos(β − α) is small and mH0 . mA0 ,mH± , these conditions are

in line with the mass degeneracy and alignment limits that have been adopted thus far. The

strength of the EWPT is determined by

ξc =
ωc
Tc
, (4.30)

where ωc is the high-temperature VEV (ω2
c = ω2

1(Tc) + ω2
2(Tc) and ωi(T = 0) = vi) at the critical

temperature Tc. A SFOEWPT is defined as having ξc > 1, and it is only when this is the case

that BSMPT returns a positive result.

Across the four types of 2HDM, the differing Yukawa structures have minimal impact on the

strength of the EWPT for points with the same parameters, and so the main consideration is

how compatible a SFOEWPT is with the results of the global parameter constraints in each of

these models. Some results are shown for the 2HDM-II in Tab. 4.3. In general, the SFOEWPT is

4https://phbasler.github.io/BSMPT/

https://phbasler.github.io/BSMPT/
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tanβ
Mass Basis (GeV) Lambda Basis m2

12 ωc Tc
ξc

mH± mH0 mA0 λ3 λ4 λ5 (GeV2) (GeV) (GeV)

4.2 50000 50000 50000 0.26 0 0 5.6× 108 0.66 162 0.004

4.2 2320 2320 2320 0.26 0 0 1.2× 106 23 162 0.14

4.2 2320 2250 2280 10.8 −8.3 −2.2 1.1× 106 31 186 0.17

1.0 2320 2320 2320 0.26 0 0 2.7× 106 23 162 0.14

10 2320 2320 2320 0.26 0 0 5.3× 105 24 162 0.15

4.2 860 710 860 8.03 −3.9 −3.9 1.1× 105 142 175 0.81

4.2 860 690 860 8.95 −4.3 −4.3 1.1× 105 177 176 1.00

4.2 680 470 680 8.22 −4.0 −4.0 5.0× 104 211 149 1.42

4.2 570 320 570 7.60 −3.7 −3.7 2.3× 104 226 126 1.79

4.2 490 250 490 6.12 −2.9 −2.9 1.4× 104 207 126 1.64

4.2 490 490 490 0.26 0 0 5.4× 104 24 161 0.15

Table 4.3: Table of results for the EWPT in the 2HDM-II in the alignment limit, employing
the condition of Eq. (4.29). In this limit, as follows from Eqs. (4.11)-(4.15), one finds: λ1 =
λ2 = m2

h0/v
2 = 0.26, i.e. λ1,2 are fixed and independent of the Higgs masses and tanβ (and

therefore not shown in the table). In addition, one finds that λ3,4,5 are independent of tanβ, and
λ3 + λ4 + λ5 = m2

h0/v
2 = 0.26.

possible when the masses of the new Higgs bosons are below around 850 GeV, with an additional

requirement of a significant mass split between the charged and heavy neutral scalar bosons,

while the pseudoscalar can have a mass similar to the charged boson. Returning to the results

from the theoretical constraints of Sec. 4.2, this poses a challenge for the 2HDM, as the new

Higgs boson masses must become increasingly degenerate with increasing mass, and only masses

below the TeV scale will retain sufficient freedom to manifest the required mass split.

In the 2HDM-I, such points as permit the SFOEWPT are allowed within a 1σ deviation from the

best fit point found in Sec. 4.4.4, which are also allowed by the direct search data collated in

Sec. 4.5. This is the same result found in the 2HDM-X, which is perhaps unsurprising given the

prima facie similarity of the fit constraints.

For the 2HDM-II, one must stray to a 2σ deviation from the best fit point to attain points capable

of generating a SFOEWPT, which pushes the Higgs masses to values significantly below those

favoured by the global fit. The 2HDM-Y is the most constrained of the four models in the global
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fit, particularly for the lower σ regions. This poses problems for the SFOEWPT, which exhibits

a preference for moderate tanβ, in conflict with the 1 and 2σ regions permitted in this model,

and so the 2HDM-Y cannot accommodate a SFOEWPT within the 2σ region. Beyond this, the

allowed regions expand considerably, and thus the SFOEWPT is possible at and above 3σ from

the best fit.

4.7 Anomalous Magnetic Moment of the Muon

The anomalous magnetic moment of the muon, a brief introduction to which can be found in

Sec. 2.6.3, has been a rich area of study in the context of BSM models, and the 2HDM is no

exception in this regard [357, 358], especially in the wake of the Fermilab measurement that

confirmed a previous Brookhaven measurement and the headline 4.2σ discrepancy from the

SM [77]. It is worth highlighting again here that this discrepancy makes use of the Theory

Initiative’s White Paper (WP), while a lattice QCD from the Budapest–Marseille–Wuppertal

(BMW) collaboration finds only a 1.6σ deviation between their SM prediction and the experimental

results, so it is a worthwhile endeavour to consider both theoretical predictions here.
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Figure 4.17: Examples of one- and two-loop 2HDM contributions to (g − 2)µ.

In the 2HDM, using flavio’s WET-3 basis [195], the contribution to aµ is defined as

a2HDM
µ =

GFm
2
µ√

2π2
C7, (4.31)
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where the contributions at one- and two-loop level are given in Ref. [267]. The two-loop

contributions come from the Barr-Zee diagrams [359], which are depicted in Fig. 4.17. All

the Higgs bosons of the 2HDM are present in these loops, so all the 2HDM parameters enter into

the expressions for the contributions to aµ, and so the standard alignment and mass degeneracy

limits are once again adopted.

To accommodate aµ in the 2HDM-I, one must venture to regions forbidden by all other constraints,

with a strong preference for mH± ∼ 100 MeV and tanβ ∼ 0.5, at which point the 2HDM-I is

capable of replicating almost exactly the experimental result, irrespective of which of the SM

predictions is taken. In the physical region, shown in Fig. 4.18, the 2HDM-I is unable to improve

over the SM values.

−1.5 −1.0 −0.5 0.0 0.5 1.0 1.5 2.0 2.5

log10[tan β]

1.0

1.5

2.0

2.5

3.0

3.5

4.0

4.5

5.0

lo
g

1
0
[m

H
+
/G

eV
]

aWP+2HDM
µ

cos(β − α) = 0, mH0 = mA0 = mH+

−1.5 −1.0 −0.5 0.0 0.5 1.0 1.5 2.0 2.5

log10[tan β]

1.0

1.5

2.0

2.5

3.0

3.5

4.0

4.5

5.0

lo
g

1
0
[m

H
+
/G

eV
]

aBMW+2HDM
µ

cos(β − α) = 0, mH0 = mA0 = mH+

Figure 4.18: Contour plot of allowed 2HDM-I parameter space in the (tanβ −mH±) plane for aµ,
taken in the alignment and degenerate mass limits. In the left plot, the SM prediction taken from
the theory initiative is used; in the right, from the BMW collaboration. Contours are plotted
representing allowed parameter space at 1, 2, 3, 4, 5σ confidence from darkest to lightest: in the
left plot, only the 5σ contour is exists; in the right, the 2, 3, 4, 5σ contours.

The results for the 2HDM-II are shown in Fig. 4.19, where it is worth noting that the tanβ

range shown is substantially larger than for the other plots shown, as a result of being unable to

accommodate aµ within 2σ in the usual parameter space when using the WP SM value. This

is beyond the perturbative region and so the anomaly cannot be consistently explained by the
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Figure 4.19: Contour plots of the allowed 2HDM-II parameter space in the (tanβ −mH±) plane
for aµ, using the Standard Model prediction by WP20 [77] (BMW [98]) (left (right) plot), fixing
the additional parameters as cos(β − α) = 0, mH0 = mA0 = mH± . The lighter contour indicates
the allowed parameter space at 2σ confidence level while the darker contour corresponds to 1σ.

2HDM-II. Alternatively, with the BMW prediction, the 2HDM corrections need not be as large

as this SM prediction lies closer to the experimental measurements, and so a larger swathe of the

parameter space is allowed.

In order to fully resolve the tension in this observable then, one must consider either values

of tanβ corresponding to non-perturbative Yukawa couplings or restrict the masses of the new

Higgses to < 1 TeV, thereby permitting a mass splitting for the new Higgses; see Sec. 4.2. The

case for the 2HDM-X is similar to that of 2HDM-I, with more scope for lower masses from the

global fit of Sec. 4.4.4, and therefore significant regions where aµ can be consistently explained

within 2σ of the best fit point. In contrast, the 2HDM-Y more closely reflects the case in the

2HDM-II, whereby it is not possible to resolve the tension within the 2σ allowed region from the

other constraints considered.

As an additional note to this section, it is worth pointing out that much more is still ongoing in

determining an accurate SM prediction for the anomalous magnetic moment of the muon. Recent

improvements to lattice QCD precision levels [98, 360, 361] indicate a closer agreement to the

experimental values than the WP prediction, so the required contributions from the 2HDM may

be smaller, which favours higher masses of the new Higgs bosons.
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Figure 4.20: Feynman diagram topologies contributing to e−µ scattering at one loop level. High-
lighted are renormalised vertex and propagator corrections for the topologies (a)-(c). They include
2HDM Higgs contributions for the propagator and µ vertex corrections. The different shading of
(b) indicates that electron mass contributions to the virtual amplitude have been neglected. The
propagator contributions include leading order hadron polarisation effects consistently.

4.8 The 2HDM at MUonE

Following on from the anomalous magnetic moment of the muon and the debate in the literature

about the SM prediction, one of the more pertinent sources of uncertainty is the hadronic

polarisation contribution to ∆ahad
µ , wherein lies the significant deviation between some lattice

QCD predictions [98, 360, 361] and analyticity driven techniques based on the R ratio [83], which

rely on Ref. [362] and Refs. [82, 84–87] respectively. The links of ahad
µ to the electroweak fit are

also of general interest and have been studied in Refs. [363–366].

To help reduce the uncertainty surrounding this parameter, the MUonE experiment [367, 368]

has been proposed, with the stated goal of bringing the statistical uncertainty down to around

0.3%. This will be done through a precision measurement of muon-electron scattering, by use of

a 150 GeV muon beam scattered off atomic electrons, which is projected to generate ∼ 3.7× 1012

events from a leading order cross section of around 250 µb. The comparatively low centre of

mass energy in this scattering process implies a small t channel momentum exchange compared

to the Z boson threshold, thereby enabling the direct measurement of ∆ahad
µ [83, 369]. Efforts

are also very much underway to improve the theoretical uncertainty of the SM prediction of

the scattering [370–375] to meet the experimental precision. There are consequences to this

expected precision improvement for BSM models as well [376–379]. In contrast to the large QCD

background in the LHC, the MUonE experiment may provide a clearer window into modifications

to new electroweak states, but here the focus is on the 2HDM and the role this may play in the

MUonE environment. It is therefore worthwhile to explore how the 2HDM may manifest in the

scattering process and the resulting measurement of the hadronic vacuum polarisation.
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The Born level electron-muon scattering is understood in the framework of the SM, and moving

to the one-loop level the amplitude is given by

|M|21 = |MBorn|2 + 2Re {MBornM∗virt} , (4.32)

where the virtual part is depicted in the Feynman diagrams of Fig. 4.20. The electron mass

contributions can be safely discarded in the analysis of the virtual amplitude as the 2HDM

types examined here are consistent across leptons and me � mµ. The consequence of this is

that the t-channel Higgs and Goldstone diagrams, along with the scalar contributions in the

box diagrams of Fig. 4.20(d), are removed. The on-shell renormalisation scheme is deployed

throughout this section. The t-channel photon contributions give a soft singularity at tree

level; this is avoided in the experimental design by the requirement of a finite recoil energy.

In contrast, the inclusion of virtual massless propogators connecting the on-shell legs yields

additional soft eikonal singularities in |M|21, which then cancel against real photon emission via

the Kinoshita-Lee-Nauenberg theorem [380, 381]. In Abelian gauge theories, the form of the

eikonal approximation is particularly compact and well documented in the literature [382, 383],

along with being implemented in FormCalc [159]. For completeness, the real emission part

is considered as well, including unresolved soft photon radiation up to 10% of the MUonE

centre-of-mass energy, even though this part is not sensitive to the 2HDM modifications.

Turning again to the well established toolchain of FeynArts, FormCalc and LoopTools [159,

160, 163], numerical expressions of the loop diagrams can be calculated, where the cancellation

of the ultraviolet divergences is checked both numerically and analytically. The results are

additionally validated by checking for independence from the virtual photon mass that is introduced

to regularise soft singularities at intermediate steps. The performance in the 2HDM is also checked,

by use of a comparison of the decoupling scenario against the SM results and the established

cross section of ∼ 240 µb.

Assuming monochromatic muon beams and electron targets, the muon-electron scattering is

determined entirely by the t channel momentum transfer as a 2 → 2 scattering process. This

momentum transfer determines the scattering angles and the recoil energies of the colliding

particles. In this analysis, a χ2 test is used on the parameter of the scattering angle distribution

with 51 independent bins, with the χ2 value given by

χ2 =
∑
i

(Ni −NSM
i )2

σ2
i,syst + σ2

i,stat

, (4.33)
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Figure 4.21: Contour plots of the allowed regions at 1, 2, 3σ from the MUonE analysis, where in
this case the masses have been studied in differing mass scenarios.

where i runs over the bins, Ni are the 2HDM events in the ith bin, NSM
i denotes the SM

expectation (evaluated at next-to-leading order), and σi,stat, σi,syst denote the statistical and

systematic uncertainties respectively. For the latter parameters, the typical benchmark values

for the MUonE experiment are used here; σi,stat =
√
Ni and σi,syst = 10−5Ni [368, 376]. The

χ2 value from a given point in the 2HDM parameter space can then be used to determine the

sensitivity of the MUonE experiment to the possible existence of such a point, and conclusions

drawn as to the regions of parameter space the experiment will be able to probe.

Much as in some of the other sections of this chapter, here the degenerate mass and alignment

limits are examined but, in addition, a wide range of mass scenarios are studied, putting the

theoretical constraints of Sec. 4.2 aside for a moment. Whilst the Higgs mass and tanβ parameter

space is scanned, the mass scenarios include independently varying the masses of the new Higgs,

or fixing two of the masses to some values and scanning across the other, with cos(β − α) also

varied across scenarios.

In short, the results show that the MUonE is largely insensitive to the existence of the 2HDM,

irrespective of type, with the maximal χ2 in the majority of scenarios falling well below the

threshold value corresponding to the 68% confidence level. As such, very few regions of the

parameter space can be probed with any level of significance at the MUonE experiment. All is
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not lost from the 2HDM standpoint though, as some useful information can still be attained,

although this does require the adoption of some extreme mass scenarios and it is worth reiterating

that large mass splits between the new Higgses are ruled out by the theoretical constraints of

Sec. 4.2. Two such scenarios are shown in the 2HDM-II and 2HDM-X in Fig. 4.21, where various

of the new Higgs masses have been fixed and the remainder varied over the parameter space.

In the 2HDM-II scenario shown, there is a 2σ tanβ independent upper bound on the mass of

the charged Higgs boson at ∼ 4 TeV. In the other scenario shown, the 2HDM-X there is a tanβ

independent lower limit on the mass of the neutral scalars of mH0 = mA0 & 460 GeV at 2σ, with

an upper bound at around 8.5 TeV.

Enforcing a large mass split between the charged and neutral Higgses results in the greatest

overall sensitivity, but large mass splits are certainly excluded by the theoretical considerations.

There is also some exclusion at and beyond the TeV scale for mH± = mH0 when mA0 is fixed to

a value below 1 TeV. At the other end of the scale, the lower Higgs masses, below the order of

1 GeV do yield significant and notable contributions to the MUonE experiment and can be ruled

out through this avenue, although it is worth pointing out that such low mass states would have

been already observed in the direct collider searches as discussed in Sec. 4.5, so no additional

exclusionary power is gained in this regime. In a similar vein, going to non-perturbative regions

in tanβ yields exclusion regions in the MUonE analysis.

Across the types of 2HDM, the contours found are very similar in the majority of the parameter

space examined. This is because the dominant contributions to the scattering process come from

the top quark loops, and each type of 2HDM has the same couplings to the top quark; see Tab. 4.2.

Only in the extremal tanβ regions is there some notable discrepancy between the differing types,

where the lepton couplings become significant. As a result, in these regions, Types I and Y yield

the same constraints, as do Types II and X, as these models have the same lepton couplings. In

all scenarios and models, increasing cos(β − α) does increase the sensitivity, but this effect is

relatively minor and insufficient to give any meaningful additional exclusion regions.

As a consequence of these results, it is evident that the MUonE experiment does not give additional

sensitivity to the 2HDM in parameter regions that are not already covered by the data examined

in other sectors. Whilst this could be taken as disheartening in the context of this chapter, it is

a boon to the experiment itself, which aims to accurately measure the leading-order hadronic

contribution to the anomalous magnetic moment of the muon. These results indicate that this

planned measurement will be free of troublesome contamination from any type of extant 2HDM
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that is consistent with the theoretical, flavour and collider bounds, in line with what might naively

be expected from the small couplings of the Higgs bosons to the electrons.

4.9 Conclusions

Searches for BSM states are a huge part of the modern quest to further understand the nature of

the Universe. As of yet, no concrete, definitive signals have been detected at the LHC, though

there are a litany of anomalies and indicators that there may be some new states that yet remain

hidden in the data. The 2HDM is one possible such set of states, introducing a total of five Higgs

bosons, one of which is taken to be the observed SM-like Higgs state and here this model has

been studied in depth, leveraging the power of a wide range of observables, in addition to the

theoretical constraints that govern the model. This has spanned electroweak precision data, Higgs

signal strengths, flavour observables and exotic searches, together comprising a comprehensive

interrogation of the model. Again, there are no direct signs of the 2HDM, but this data can be

used to set constraints on the parameter space of the model.

The 2HDM-I is able to statistically outperform the SM in the global fit, although the parameter

space is found to be less constrained than the 2HDM-II, but bounds on the masses of the new

Higgses can still be found; see Sec. 4.4.4. Extrapolating the LHC data to the future expected

performance of the HL-LHC underlines the improvement in bounds that can be achieved with

additional data, and how the collider search data can act in tandem with the other constraints.

While some complementarity between flavour, Higgs physics and direct exotics searches remains,

the finite energy coverage of exotics searches typically means a loss of direct LHC sensitivity for

large masses approaching the decoupling limit, whilst the HL-LHC data may yet be competitive

with the indirect flavour sector results. In all cases, the alignment limit is preferred, reflecting

the closeness with which the observed Higgs lines up with the expected phenomenology of the

SM Higgs.

The theoretical considerations, which act independently of the type of 2HDM, enforce a degree of

degeneracy in the masses of the new Higgses, which becomes stricter as the masses scale higher.

Examination of the SFOEWPT, one of the Sakharov criteria required to generate the baryon

asymmetry of the Universe, also yields results that are largely type independent, at least in terms

of the 2HDM parameters that are able to give the SFOEWPT. The difference in this area comes

from the fact that there are different mass constraints, and only the 2HDM-Y cannot generate a

SFOEWPT within a 2σ deviation from the best fit point.
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Some tensions remain however, most notably in the LFU ratios R(D(∗)) and the anomalous

magnetic moment of the muon, which the 2HDM cannot consistently resolve in the physically

relevant parameter space, though there is some debate over the SM predictions for the latter that

may result in the 2HDM being able to accommodate this observable. In contrast, the upcoming

MUonE experiment lacks the power to probe the 2HDM in the parameter region examined, which

is a good sign for the experimental aim of accurately measuring the hadronic vacuum polarisation

contribution through the muon-electron scattering process. Consequently, MUonE data can be

fully interpreted as a measurement of the hadronic vacuum polarisation contribution in these

scenarios without the need to correct for BSM effects.

The recent measurements of the W boson mass [384] indicate a discrepancy of up to 7σ with the

SM [213], and this has given rise to a great deal of study of the possible NP contributions, with

the 2HDM a prime candidate amongst them [385–395]. In Ref. [7], this avenue was explored,

and it was found that all four types of 2HDM studied here are capable of generating the shift

required within the physically relevant parameter space. That said, it is worth noting that this

experimental result has come under some scrutiny and is not necessarily as widely accepted as

the other observables presented here.

Taken as a whole, this chapter provides a detailed and thorough exploration of the 2HDM, across

a wide range of sectors. The combined constraints found on the parameter space are therefore the

most complete and up to date that I am aware of, and additionally include the possible future

constraints at the HL-LHC.



Chapter 5

Constraining Effective Top Quark

Interactions using Graph Neural

Networks

Whilst the previous chapter explores one specific BSM model in detail, there are no concrete signs

of the 2HDM, nor indeed of any of the litany of BSM models lurking in the literature. To study

a single chosen model in detail requires a large amount of time and resources, which the previous

chapter is evidence of, and yet this may be in vain if nature manifests another model or one not

yet thought of. It may make more sense then to take a more generalist approach, with the goal of

constraining the potential phenomenology of all BSM models in a consistent framework.

This is where EFTs come into play. Introduced briefly in Sec. 2.7, EFTs provide a model agnostic

approach to BSM physics by integrating out the interaction effects of BSM particles, which can

safely be taken to have energy scales Λ beyond the electroweak scale. This systematic approach

yields a collection of operators Oi, each with a corresponding WC Ci, for a Lagrangian, in the

SMEFT, of [109–114]

L = LSM +
∑
i

Ci
Λ2
Oi . (5.1)

This handy framework has been studied a great deal in the literature, owing to its generality and

applicability to a vast range of phenomena, such as Higgs physics [396–401], electroweak precision

observables [221, 402, 403], and the top sector, which are particularly attractive due to the good

73
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control of statistical and systematic uncertainties at colliders.

However, the EFT formalism is not quite the silver bullet for BSM analyses. A single channel

can have contributions from a large number of effective interactions, which can severely limit the

potential sensitivity for an analysis of an individual operator, owing to the complicated and rich

phenomenology at play. In addition, systematic uncertainties can limit the constraining power of

this approach, possibly pushing the limits on the operators to non-perturbative regions when

understood as ultraviolet constraints in concrete matching calculations.

In the face of the current state of affairs at collider experiments, there are two standard approaches

to constraining EFTs. The most straightforward and historically well trodden path is to improve

the various uncertainties present in the analysis, from both a theoretical and experimental

standpoint. With improved data available, and assuming that the ongoing pattern of agreement

with the SM continues, the limits on EFTs can be expected to improve. Further, with future

collider searches raising the floor for detection of NP states through their increased centre of

mass energy, the lower limit on Λ will rise concurrently, though this is not scheduled for great

change in the coming years of the LHC programme.

Alternatively, one can aim to improve the constraints available with the current data by more

comprehensive information extraction. It is here that machine learning is often deployed in

modern high energy physics [404–411]. The traditional approach to collider physics is to make a

series of rectangular selection cuts on an array of suitable collider observables, such as transverse

momentum and pseudorapidity (see Sec. 2.5), but this may not capture the full delicate intricacy

of the particle dance. As such, there may be some constraining power that evades these methods,

and machine learning may be able to address this by condensing the multidimensional phase

space information available in the data.

The second of these avenues is the focus of this chapter, which will also provide a useful prelude

to the machine learning concepts explored in more depth in the following chapter. For the

EFT, the top sector, which is particularly insightful for analyses of this kind [412–419] is chosen.

Specifically, the relatively clean channel of pp → tt̄ production with semi-leptonic top decays

is selected as it has good statistical control, thereby allowing for a robust exploration of the

possibilities of the power of machine learning in an EFT context, similar to the work performed

in Ref. [408]. To make best use of the expected correlations between the fully showered and

hadronised objects, Graph Neural Networks (GNNs) with edge convolution [420–423] are the

tool of choice, as they allow for exploitation not only of the structure of the full data but also
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of the relations between the intermediary and final state particles. This is particularly useful

in the arena of particle physics applications, where it is often the case that decay chains are

studied [2, 424–432]. Efficient event classification with GNNs, splitting the events into either SM

or SMEFT operators could lead to improvements on the bounds of WCs after imposing cuts on

the output score of the network.

This chapter is organised as follows. The relevant EFT formalism is outlined in Sec. 5.1, with an

explanation of the baseline search used as a template, with the GNN approach detailed in Sec. 5.2,

before it is brought to bear on improving the constraints on the WCs in Sec. 5.3. Conclusions are

given in Sec. 5.4.

5.1 Effective Interactions for Top Quark Pair Production with

Leptonic Decays

The differential cross section from the formalism of Eq. (5.1) can be written as

dσ = dσSM +
Ci
Λ2

dσ
(1)
i +

CiCj
Λ4

dσ
(2)
ij . (5.2)

The first term is the purely SM contributions, the second the interference of the EFT and SM

terms and the third the EFT cross terms. The latter is suppressed by a factor Λ4 and these terms

can be put aside, bearing in mind that Λ can safely taken to be beyond the electroweak scale. Thus

the cross section formula is truncated at order Λ−2. This is a theoretically consistent approach,

though it should be noted that the Λ−4 terms give dramatic momentum transfers and so will

generally be easier to constrain when looking at collider data, even with the traditional rectangular

cut approach. As such, this investigation into the linear EFT contributions will generalise well to

the higher order terms that are naturally present in the cross section expansion.

5.1.1 Analysis Setup and Fit Methodology

The process of interest here is

pp→ tt̄→ `bb̄jj + /ET , (5.3)

with the corresponding Feynman diagram shown in Fig. 5.1. Events are generated using Mad-

Graph5 [338] via FeynRules [433] for Feynman rules calculations and SMEFTSim [434, 435] to

include the effective operators of the SMEFT Lagrangian, which are exported to MadGraph5 via
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Figure 5.1: Representative Feynman diagram for the process that can receive corrections from
dimension-six operators.

the UFO format. Whilst here a choice has been made to focus on the leading order contributions

for analysis purposes, it is worth noting that the higher order terms would be critical for agreement

between the SM and experimental data, however, it is equally worth pointing out that neglecting

such terms will not impact the qualitative results of this exploration of the power of GNNs in

an EFT context, and use of the TopFitter software [413, 436–438] validates this approach by

finding that the higher order terms are not important here.

The
√
s = 13 TeV analysis by the CMS collaboration in Ref. [439] is used as an instructive

example of an investigation of the correlated differential measurements and representative data

binning as given in Tab. 5.1. SM data is used as a reference point at the luminosity Lref = 2.3 fb−1

of Ref. [439] and the statistical uncertainties are scaled relative to this luminosity, with
√
Lref/L

used for extrapolation. This construction of an analysis chain depends on showering events with

Pythia8 [164] before feeding them into Rivet [440, 441] and subsequently the fit.

To steer clear of any assumptions about correlations and avoid double counting events (and

thereby artificially inflating the sensitivity to the EFT contributions), when bin-to-bin correlations

are included, a single distribution is used, and a single bin used when they are not. If the reference

analysis does not provide a full correlation and covariance matrix, the choice of bin or distribution

used is made on a coefficient-by-coefficient basis, selecting the input with maximum deviation

from a fixed point on that axis. This comprises a maximal sensitivity and minimal correlation

assumption input, which is used for finding the bounds for each coefficient in both the individual

and profiled cases. Further details can be found in Refs. [4, 412, 413]. Throughout the rest of this
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Distribution Observable Binning

1
σ

dσ
d|yht |

|yht | [0.0, 0.2, 0.4, 0.7, 1.0, 1.3, 1.6, 2.5]

1
σ

dσ
d|ylt|

|ylt| [0.0, 0.2, 0.4, 0.7, 1.0, 1.3, 1.6, 2.5]

1
σ

dσ
d|ytt̄|

|ytt̄| [0.0, 0.2, 0.4, 0.6, 0.9, 1.3, 2.3]

1
σ

dσ

dpt,h⊥
pt,h⊥ [0, 45, 90, 135, 180, 225, 270, 315, 400, 800] GeV

1
σ

dσ

dpt,l⊥
pt,l⊥ [0, 45, 90, 135, 180, 225, 270, 315, 400, 800] GeV

1
σ

dσ
dmtt̄

mtt̄ [300, 375, 450, 530, 625, 740, 850, 1100, 2000] GeV
1
σ

dσ
d|ytt̄|d|mtt̄|

|ytt̄| [0.0, 0.2, 0.4, 0.6, 0.9, 1.3, 2.3]

mtt̄ [300, 375, 450, 625, 850, 2000] GeV
1
σ

dσ

dpt,h⊥ d|yht |
pt,h⊥ [0, 45, 90, 135, 180, 225, 270, 315, 400, 800] GeV

|yht | [0.0, 0.5, 1.0, 1.5, 2.5]

Table 5.1: Distributions provided in Ref. [439] and included in the fit in this chapter.

chapter, bounds for the operators are considered using the dimensionless “bar” notation;

C̄i = Ci
v2

Λ2
, (5.4)

with the electroweak VEV v = 246 GeV.

5.2 Graph Representation of Events

To use GNNs in this context, the events naturally must first be restructured into a graphical

structure, consisting of nodes, their features and edges between the nodes. There are a range

of ways to go about this process, and here a physically motivated strategy is used, with the

graphs created in the image of the decay chain of the process in Eq. (5.3) and in the fashion of

Fig. 5.2, using the infra-red safe and detectable final states. To this end, the data samples are

processed with several selection criteria; events must have at least two jets that are not b-tagged

with transverse momentum pT (j) > 20 GeV and pseudorapidity |η| < 5. Further, the event is

discarded if there are fewer than two b-jets and one lepton ` in the central part of the detector

(|η(`)| < 2.5), where the b-jets must also satisfy pT (b) > 20 GeV. The events that pass these

criteria are then embedded into graphs by defining nodes, their features and edges.
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Dealing first with the nodes, in simple terms, these correspond to the elements in the decay chain.

In practice, the first step is to identify the missing transverse momentum (MTM) through the

usual technique of balancing out the net detected transverse momenta. This is the first defined

node. Then, each lepton is used to reconstruct the four-momentum of the W boson as a sum of

the lepton’s four-momentum and the MTM. If the invariant mass of this candidate W boson is

found to fall within the range [65, 95] GeV then it is added as a node W1, and a further node

b1 is added for the b-jet that has the smallest separation ∆R =
√

∆η2 + ∆φ2 from W1. Should

there be multiple valid MTM solutions, then the one which combines with the lepton to give an

invariant mass closest to the W mass is used. Next, the top quark is reconstructed as a node

t1 using the four-momenta of `, b1 and the MTM. In the same vein, combinations of jets are

considered in search of a pair with dijet invariant mass 70 GeV ≤ m(jj) ≤ 90 GeV, which then

receive their own nodes j1, j2, along with a node for the second W boson, W2. If no suitable pair

is found for W reconstruction, then the nodes are added only for the leading two jets. Out of

those b-jets that remain, the leading one becomes a node b2, and a second top node t2 is also

added, with its four-momentum reconstructed using b2, j1 and j2. Some events may have yet

further jets that contain useful information, so any jets within ∆R < 0.8 of the existing nodes

are added as nodes which will be connected only to the nearest existing node.

Each of these nodes is given a feature vector consisting of the transverse momentum, pseudo-

rapidity, azimuthal angle, energy, mass and particle identification number (following the PDG

convention [442]); [pT , η, φ, E,m,PID].

Turning now to edges, the crucial connections between the nodes that create the adjacency matrix,

the nodes of the final states are connected to the reconstructed objects from whence they came,

so as to mimic the physical decay structure. The first step here is connecting the MTM and

lepton to W1, and then W1 and b1 to t1. In the case where W1 is not found, the final states are

connected directly to t1. For the other side of the decay chain things proceed similarly, with

the jet nodes j1 and j2 connected to W2, if the latter is successfully reconstructed, and then

the W2 and b2 nodes are connected to the top node t2. Again, if there is no W2 node, the jet

nodes are connected directly to the top node. Finally, any remaining nodes from the final state

are connected to the nearest (in terms of ∆R separation) node. There is room for error in the

assigning of the b quarks to the t quarks, but the minimum ∆R construction is the most practical

and is a better measure the more highly boosted the t quark is. The resulting graph bears a

resemblance to the underlying physical process as a result of this construction; compare the

representative graph structure shown in Fig. 5.2 and the Feynman diagram in Fig. 5.1.
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Figure 5.2: The processing flow of the analysis, turning final states into a graph structure, a
representative of which is depicted here, though this may vary depending on the reconstruction.
The graph is then fed into the neural network, the outputs of which are the probabilities of an
event belonging to each class.

5.2.1 Graph Neural Networks with Edge Convolution

Convolution neural networks are a source of active research, with the capability to employ

multi-scale localised spatial features. However, a notable limitation of such networks is their

preponderance for regular Euclidean data such as images, making them less suited for particle

physics applications. This limitation has been overcome through recent developments in GNNs,

which generalise their convolutional cousins to operate on data structured as graphs, allowing

the non-Euclidean domains of the data to be probed [443]. These developments take the form of

Message Passing Neural Networks (MPNNs) [422] for supervised learning applications. This can

then be generalised for the edge convolution of the sort used in this chapter.

MPNNs consist of two main components. As one would expect, one is a message passing phase,

which is defined as a mathematical operation between two nodes, denoted as i and j, with feature

vectors x
(l)
i,j and an edge connecting the two with a vector e

(l)
ij at the lth time step. The vector

nature of the edge is a consequence of the directed nature of the graph. Graphs can be directed
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or undirected; in this chapter bi-directional graphs are used.

In the message passage phase, the message itself, m
(l)
ij , is computed between two nodes via the

mathematical operation M:

m
(l)
ij = M (l)(x

(l)
i ,x

(l)
j , e

(l)
ij ) . (5.5)

In this instance, a linear activation function is used for the message function. When all the

messages between all the connected nodes in a layer have been calculated, the message passing

phase is completed and then each node feature is updated using an aggregation function

x
(l+1)
i = A(x

(l)
i , {m (l)

ij | j ∈ N (i)}) , (5.6)

where N (i) are the neighbouring nodes connected to ith node, and A is some function that must

be permutation invariant. Taking the mean, the maximum or the sum are typical functions for

this aggregation. The thus updated features are then used as inputs for the next layer, unless

this is the final layer, in which case they are used for the loss function in the network.

In order to classify the graph, once the message passing operation L has been performed, a

permutation invariant graph readout operation 2 is deployed on the final node features x
(L)
i ,

given by

X = 2(x
(L)
i |i ∈ G) (5.7)

for an input graph G. The resulting vector X is of a fixed length, irrespective of the size and

configuration of the graph, and this can be then fed into the neural network consistently and

safely. The edge convolution operation used here is defined as

x
(l+1)
i =

1

|N (i)|
∑

j∈N (i)

ReLU
(

Θ.(x
(l)
j − x

(l)
i ) + Φ.(x

(l)
i )
)
, (5.8)

where Θ and Φ are linear layers that map the input vectors to vectors of the same dimension.

The aggregation function used is the mean, with two layers used with the mean as the graph

readout operation.

5.2.2 Network Architecture and Training

To implement the GNN, the common tools of Deep Graph Library [444] and PyTorch [445]

are used, with the former useful for the graph construction and operations and the latter for

neural network classification. Models are trained on data samples with 70000 events for each
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operator with a split of 80%, 10% and 10% used for training, validation and testing respectively.

The networks thus constructed consist of edge convolution layers followed by hidden linear layers

with ReLU activation functions. Application of the softmax function to the final layer yields

the probability that an event belongs to each of the classes. For training of the network, the

categorical cross-entropy loss function is used with the Adam optimizer [176] with a learning rate

of 0.001. This learning rate decays by a factor of 0.1 if the calculated loss fails to fall for three

consecutive epochs. The model is trained for 100 epochs with batches of 100 events and an early

stopping condition that kicks in when the loss does not fall for ten epochs.

In order to find an optimal configuration of the network, a number of different architectures

are explored and trained on the data, from which it is found that the combination of two edge

convolution layers of 60 nodes and a single hidden linear layer of 40 nodes performs notably

well. The final architecture is shown in Fig. 5.2. As always in machine learning, the spectre of

overtraining must be guarded against, and indeed there are signs of overtraining in the loss and

accuracy curves when deeper networks are used. That the comparatively shallow network is still

able to perform admirably speaks to the fact that the relevant physics can be contained within a

small number of physical phenomena, which is in line with the findings of EFT fits performed in

the traditional fashion [399].

5.3 Wilson Coefficient Constraints Improved by GNNs

The aim of developing these GNNs is of course for use as tools in constraining EFTs; in particular

the WCs in the top sector. There are still a large number of operators at play however, and it

is thus prudent to first explore a more minimal selection so as to demonstrate the power of the

GNN approach before then diving into the full selection.

5.3.1 A Minimal Example

To begin things then, a three class problem is picked, which is the simplest possible configuration,

with the SM contributions and two effective interactions. The network is then built and trained,

with the output being the probability of an event belonging to each of these three classes, and

events are then catalogued as the class with the largest output. As for the operators chosen for

this minimal example, they should reflect a generic and representative phenomenology for EFTs.

Interactions that modify SM couplings can fulfil this criteria as they yield modified inclusive

rates with momentum related distributions similar to the SM case, as the momentum dependent
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Figure 5.3: The normalised pT (b1) distributions at the 13 TeV LHC of the process Eq. (5.3) from
the two operators of the three-class example, Eq. (5.9).

interactions normally boost the tails of these distributions. This feeds into notable phenomenona

such as a modified top quark width. Two suitable operators are

O(8)ii33
qu = (q̄iγµT

Aqi)(ū3γ
µTAu3) ,

O(3)ii33
qq = (q̄iγµτ

Iqi)(q̄3γ
µτ Iq3) .

(5.9)

The pT distributions of the leading b-jet from these operators are shown in Fig. 5.3, from which

it can be seen that the phenomenology is particularly distinguishable, consolidating the reasoning

behind the choice of these two operators. The harder the event, the more the final states will

be located centrally in the detector, with related modifications to the angular and rapidity

situtations, hence the expectation that these differing distributions will allow the network to

effectively discriminate between the two operators, as is crucial for a sensitive EFT analysis. This

choice of operators also facilitates the discussion of the limitations of the GNN approach.

The network outputs are shown en masse on the left of Fig. 5.4, with each point representing a

single event and the network assigned probability of originating from one of the SMEFT operators.

This is indicative of good network performance, as the events from O8(ii33)
qu are primarily clustered

in the upper left region that corresponds to the network assigning these events high probabilities

of being from O8(ii33)
qu , with those events from O3(ii33)

qq mainly in the lower right region, as one

would hope. The SM events lie in a region where the probabilities for O8(ii33)
qu and O3(ii33)

qq are

both low, and thus the chance of being a SM event is high. This is indicative of the fact that
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Figure 5.4: The probabilities calculated for each event to be a result of each SMEFT insertion
are shown. On the right, the Receiver Operator Characteristic (ROC) curves are shown. These
are calculated in a one-vs-rest scheme for each operator.

the network can be used effectively to select classes based on cuts on the output probabilities.

The individual 2D histograms for each class are additionally shown in Fig. 5.5. The right hand

of Fig. 5.4 shows the receiver operating characteristic (ROC) curves, calculated in a one vs rest

scheme. In addition, the ROC curve for EFT events against the SM is shown.

To show the efficacy of the GNN approach for this minimal example, an analysis framework

that yields constraints on the WCs must be developed, and in this the ever handy χ2 fit comes

into play. In particular, the observable used to construct the χ2 is the transverse momentum

of the leading b-jet, pT (b1), with the χ2 calculated as in Ref. [413]. In the hope of gaining as

much statistical control as possible, the results are extrapolated to the expected performance

of the HL-LHC, L = 3ab−1, but it is important to note that the qualitative pattern of results

does not depend on the luminosity. This analysis provides a baseline against which the relative

improvement of the GNN approach can be judged, and is shown in black in Fig. 5.6.

Finally, it is time to assess the power of the GNN approach. To do so, the datasets are subjected

to cuts on the network assigned probability of belonging to a given class, such that only events

with a probability greater than some chosen threshold value are considered in the χ2 fit. The

good performance of the network allows for the selection of a threshold probability, thereby

substantially reducing the SM background and also the signal contamination from the other
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Figure 5.5: Example two-dimensional histograms for the network output from each contribution,
with each Ci/Λ

2 = 1 TeV−2, normalised to the cross section rate.

operator, which results in a boosted signal effect and thus a tighter constraint on the WC for

the operator for which the cut is performed. Optimising the value of the probability to cut on

requires a degree of tuning, as the desire for maximal performance must be balanced with the

danger of losing statistical control by completely depleting bins in the SM pT (b1) distribution,

which would lead to unrealistic bounds. The constraints from this approach are shown as the

blue and red contours in Fig. 5.6.

Taking this path does indeed yield improved constraints on the coefficient for which the probability
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Figure 5.6: WC constraint contours at the 95% C.L. from χ2 fitting; in black from the data of the
baseline selection of Sec. 5.1 which also passes the network requirements. The left plot shows the
contours from cuts on the NN scores at the optimal value of these score cuts, with the analysis
performed using pT (b1) distributions. The right plot shows the BSM score cut as in the left plot,
along with the contour from the 2D score histogram of Fig. 5.5 (with no score cuts) analysis as
well as an analysis using the 1D BSM score histogram. For details see text.

cut is performed, however, the other coefficient is all but unconstrained, a far worse performance

than that of the full dataset. This is a promising start, but clearly not a convincing solution.

Seeking such a solution, the probability P(BSM) can be used, which is simply the combined

probability of the network output probabilities:

P(BSM) = P(O(8)ii33
qu ) + P(O(3)ii33

qq ). (5.10)

The resulting bound from this new quantity does indeed result in a combined bound that is

superior to the original analysis, and is shown in green in Fig. 5.6.

Constraints could also be found by direct use of the output of the GNN; using the 2D histograms

like those Fig. 5.5, in place of the pT (b1) distributions of Fig. 5.3. In this fashion, a d dimensional

classification can be reduced to a d− 1 dimensional probability histogram, thereby condensing

the phenomenologically available information for operator classification. The resulting contour

from this method, using a total of 15 bins (the maximum possible before reaching statistical
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depletion), is shown in purple on the right plot of Fig. 5.6, and demonstrates an improvement on

the bounds found compared to the original pT (b1) distribution analysis, without the requirement

of performing cuts on the data. However, this method can quickly become limited once the

number of operators is increased, as using the full d− 1 dimensional histogram rapidly increases

the statistical uncertainty. From the qualitative likeness of the two approaches, it would appear

that, for multi-dimensional EFT analyses, particularly at luminosities below 3 ab−1, an adequate

approach is the minimisation of

P(SM) = 1− P(BSM). (5.11)

To take things further, it would be possible to use the P(BSM) histogram to construct a χ2 and

thus constraints, but the sensitivity found from this approach and shown in Fig. 5.6 in orange is

limited compared to the other approaches. This is because of the information loss that occurs

when projecting the two dimensional output down to a one dimensional histogram, and so this

approach is not explored further.

5.3.2 Fit Constraints with GNN Selections

And finally it comes time to unleash the full potential of the GNN approach by expanding the

above approach to the thirteen dimensional SMEFT parameter space. The resultant ROC curves

for the network built and trained for the full classification are shown in Fig. 5.7 and have been

calculated with the generalised procedure discussed above. The hyperparameters have again been
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Figure 5.7: ROC curves for the scenario where multi-class classification is performed on thirteen
SMEFT operators and the SM.
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2.3 fb−1 3 ab−1

Individual Profiled Individual Profiled

C̄G (−0.0543, 0.0535) (−0.1785, 0.1776) (−0.0015, 0.0015) (−0.0047, 0.0047)

C̄
(3)33
ϕq (−0.0317, 0.0326) (−0.0806, 0.0758) (−0.0009, 0.0009) (−0.0022, 0.0022)

C̄33
uG (−0.0253, 0.0247) (−0.0622, 0.0655) (−0.0007, 0.0007) (−0.0017, 0.0017)

C̄33
uW (−0.0234, 0.0228) (−0.0544, 0.0580) (−0.0006, 0.0006) (−0.0015, 0.0016)

C̄
(8)33ii
qd (−0.1543, 0.1558) (−0.3789, 0.3698) (−0.0043, 0.0043) (−0.0104, 0.0104)

C̄
(1)i33i
qq (−0.0202, 0.0204) (−0.0495, 0.0484) (−0.0006, 0.0006) (−0.0014, 0.0014)

C̄
(3)i33i
qq (−0.0101, 0.0102) (−0.0247, 0.0241) (−0.0003, 0.0003) (−0.0007, 0.0007)

C̄
(3)ii33
qq (−3.2964, 3.3259) – (−0.0917, 0.0917) (−0.3045, 0.3046)

C̄
(8)33ii
qu (−0.0867, 0.0875) (−0.2127, 0.2079) (−0.0024, 0.0024) (−0.0058, 0.0058)

C̄
(8)ii33
qu (−0.0577, 0.0583) (−0.1416, 0.1383) (−0.0016, 0.0016) (−0.0039, 0.0039)

C̄
(8)33ii
ud (−0.1598, 0.1613) (−0.3923, 0.3824) (−0.0044, 0.0044) (−0.0107, 0.0107)

C̄i33i
uu (−0.0225, 0.0228) (−0.0553, 0.0540) (−0.0006, 0.0006) (−0.0015, 0.0015)

C̄
(3)ii33
lq – – (−0.3289, 0.3288) (−1.8493, 1.8930)

Table 5.2: Baseline 2σ bounds for different luminosities from running TopFitter.

optimised for this scenario and the previous architecture still performs well without suffering

from the blights of overly long training times and overtraining. Again the resultant network is

capable of admirable performance when distinguishing operators, albeit lower than for the three

class problem, though this is to be expected given the increased complexity demanded of it.

Beginning with the baseline sensitivity of Tab. 5.2 (see also Sec. 5.1), the impact on the operator

constraints from the imposition of the machine learning inspired cuts are shown in Fig. 5.7. In

Tab. 5.2, the individual bounds are those found when considering only a single operator, with

the contributions from the remaining effective interactions discarded. Such an austere approach

naturally fails to capture the impact of the rich phenomenology at play however; hence the second

column of constraints in which the other WCs have been profiled over by fixing them to the

value that minimises the total χ2 value. When the analysis is sensitive to additional operators,

there will be a significant decrease in sensitivity, which can be expected as the network selection

removes background contributions but keeps NP effects. In some cases, the profiled bound’s
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2.3 fb−1 3 ab−1

Individual Profiled Individual Profiled

C̄G 0.07% 14.12% 0.07% 11.09%

C̄
(3)33
ϕq 33.74% 34.19% 33.73% 33.48%

C̄33
uG 28.29% 32.18% 28.28% 30.74%

C̄33
uW 34.86% 35.35% 34.85% 35.53%

C̄
(8)33ii
qd 4.71% 4.68% 4.71% 4.76%

C̄
(1)i33i
qq 3.50% 3.45% 3.50% 4.73%

C̄
(3)i33i
qq 4.35% 4.28% 4.35% 5.00%

C̄
(3)ii33
qq 63.83% – 63.83% 71.91%

C̄
(8)33ii
qu 3.45% 3.51% 3.45% 3.48%

C̄
(8)ii33
qu 3.74% 3.72% 3.74% 3.77%

C̄
(8)33ii
ud 4.62% 4.46% 4.62% 4.79%

C̄i33i
uu 3.38% 3.35% 3.38% 1.95%

C̄
(3)ii33
lq – – 10.57% 35.52%

Table 5.3: Maximum improvements in 2σ bounds via a cut on the network assigned score.

improvement exceeds that of the individual, which is a result of the EFT score cut picking out a

region in which the impact on the bounds of a particular operator is comparatively diminished

by the presence of additional operators.

Significant improvements can be achieved when there is significant momentum enhancement,

as is the case with C̄33
uG, and the GNN also performs well when the non-resonant top decay

contributions such as C̄33
uW come under the microscope. On the whole, improvements between

5% and 60% can be attained, with the details given in Tab. 5.3, varying between the operator

considered, although this always requires heavy cuts on the GNN output, though always avoiding

the loss of statistical control. Representative operator improvements as a function of the network

assigned scores score are given in Fig. 5.8. Alas, improvement across the board is not possible,

with those operators that are already well controlled by the pre-existing inclusive rate and the

baseline selection cuts, such as C̄G, seeing relatively small improvements. Such operators can

however be constrained in their own tailored ways through multi-jet production [446, 447].
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Figure 5.8: Representative relative improve-
ment (decrease in the 2σ Wilson coefficient
interval) over the individual (orange) and
profiled (blue) operator constraints quoted
in Tab. 5.3 by imposing cuts on the network
assigned score. Bounds were obtained at an
integrated luminosity of 3/ab.

5.4 Conclusions

The vast efforts directed at detecting NP have not yet thrown up any smoking gun signatures.

One worthy approach is the in depth study of specific BSM models, as has been undertaken in

the previous chapters. In the interest of taking a more general approach, the EFT formalism

can be used, with the aim of constraining the phenomenology of NP through the observation of

modifications of expected SM correlations in LHC data. Particularly deserving of consideration

in the context of this thesis and its focus on Higgs physics is the SMEFT, and the drive to set

the most sensitive limits possible on the relevant WCs. Traditional approaches make use of a

selection of differential distributions and rectangular cuts on chosen observables, but employing

machine learning techniques can give superior bounds by exploiting otherwise hidden relations

and correlations in the data.
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This chapter has made use of GNNs, which are well motivated in this context as they can be

used to mimic the decay chain structure in the graph design. The network assigns probabilities

to events so as to classify them. This analysis is based on the semileptonic tt̄ final states, as

this is phenomenologically fertile ground for new interactions, and is additionally an arena for

a critically large Wilson coefficient parameter space for multi-label classification. By taking

this tack, the bounds on the WCs can be significantly improved as compared to the traditional

methods, showing how machine learning can be most useful for multi-labelled collider data in the

context of improving the sensitivity of EFT related measurements at colliders. The improvement

is found across the board, in both the individual and profiled bounds on the WCs, and the

results also indicate profiled bounds can be improved by tensioning operators against each other,

highlighting relative operator probabilities as another avenue for future investigations. In this

vein, more model specific EFT constraints can be included in the machine learning framework by

optimising the GNN output scores through different weightings of the individual class probabilities,

in principle further enhancing the sensitivity available.

This chapter forms an exploratory study aimed at illustrating the possible power of the machine

learning approach, and it is worth noting that these results are based on a Monte Carlo analysis,

and naturally the actual experimental data is buffeted by an assortment of uncertainties. Here

these uncertainties are neglected, though they could in principle be dealt with by Generative

Adversarial Neural Networks [448, 449], with other approaches given in Ref. [450] and Ref. [451]

for ameliorating the theoretical and experimental uncertainties respectively. Whilst the quadratic

EFT terms of Eq. (5.2) were negelected for valid reasons here, they would generally be important

and so should be considered in analyses that build upon this one. The quest for increased generality

in the detection of NP states through GNN usage continues apace in the next chapter.



Chapter 6

Anomaly Detection with Graph

Neural Networks

As is hopefully abundantly clear at this point, the search for NP has not yet borne any fruit.

Whilst the tensions between experimental results and the SM grow, and exceedingly strong

evidence exists that there must be some as yet undiscovered physics at play, the concrete signals

continue to elude detection at the LHC and other collider environments. One outcome of this

impasse has been the proliferation of BSM models, from the more straightforward to the more

inventive and, at times, esoteric. Despite this lively theoretical milieu, no single model can claim

to stand above all others. Of course, it is still well worth examining each model on its merits to

pin down precisely what parameter space remains permissible in the face of the plethora of data,

hence the studies of particular models presented in Chapters 3 and 4.

Pursuit of this path is perhaps problematic however, owing to the ever expanding collection of

both data and models to pin down, possibly leading to an unending quagmire of phenomenological

studies. Prompted by this, model independent frameworks, most notably EFTs, have been

developed, and these too have been the subject of many detailed analyses seeking to constrain

WCs from a selection of data. There are all sorts of avenues to venture down in this quest, and one

possible approach, leveraging the power of machine learning, was examined in Chapter 5. There

are also some issues here however, such as the assumption that NP acts at some high energy scale,

leaving only slight footprints in current collider data and then proceeding to place constraints on

the models, whilst concrete models focus only on a pertinent subset of operators [452–454].

91
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Whilst the EFT framework does provide a good step towards generality and model independent

searches, it is still a framework cast very much in the current understanding of physics, and

predicated upon some assumptions that may not be valid, such as the energy scale gap to NP.

Furthermore, it would be most impudent to believe that the Universe is kind enough to conform

to these frameworks and our expectations of what NP may look like, and so it is only prudent to

continue reaching for generality in the search for NP signals.

Something strange is afoot – this much can be said for sure. The current crop of colliders has not

observed any unexpected particles and yet the SM is almost certainly an incomplete model of

nature. The range of BSM models and vast data production make individual searches laborious

and nigh Sisyphean, while the EFT framework falters in certain circumstances, for instance light

NP. To proceed, perhaps the best way is to shed the preconceptions of how NP may present and

instead seek out the anomalous events directly.

There is no need to throw the baby out with the bathwater though, and collider data remains

the best avenue for NP detection. Seeking out these anomalies in this otherwise well understood

data is one valid method [455–463]. One of the apparent drawbacks of the LHC is the large QCD

background, and it may be that this has allowed anomalous signals to remain masked, but on

the flip side, this means that QCD jets are very well studied, with a great deal of effort put into

understanding their behaviour [42]. The unfolding of the typical QCD events from high to low

energy is well understood as a result, hence the success of Monte Carlo programmes when applied

to the modelling of the QCD showers in collider data (see e.g. Ref. [464]). It stands to reason

then, that by classifying jets, possibly using motivated first-principle approaches [465, 466], and

discarding what can be regarded as a standard QCD jet, the remaining events may be the BSM

signatures that are so sought after. This is the process of anomaly detection in LHC data.

Buoyed by the success of the foray into machine learning in the previous chapter, this chapter

will again deploy this method, though in a somewhat different approach to the EFT examination.

Recently, a range of cutting edge techniques for anomaly detection with deep learning have been

dreamt up [410, 425, 455, 457–463, 467–469]. In this particular case, the tool of choice is an

autoencoder, which is designed to recreate the most prevelant traits of the training data through

dimensional reduction of the input features. Should a BSM event be fed into such a network,

trained to accurately identify QCD events, the network can be expected to perform poorly, and

so the BSM signatures can be identified by this poor performance.

Whilst convolutional autoencoders can be used in this type of jet classification [431, 468, 470–474],
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their reliance on “jet-images” [475, 476] as the input space is a significant limitation, as these

images are typically very sparse, making performing convolutions on them computationally

expensive. In addition, the nature of convolutional neural networks confines their efficacy to

Euclidean data. To combat these issues, the GNN is deployed again. This type of neural network

has been shown to perform well for QCD phenomenology in Ref. [424], is also capable of exploiting

the Lund-plane representation of splittings [477, 478], and has shown promise as a real-time

trigger at the LHC [479].

GNN jet classification can be supervised [424, 426, 480] or unsupervised [425], and the performance

in the context of anomaly detection with autoencoders was carried out in the LHC Olympics

community challenge [481]. However, the existing GNN based autoencoders, such as those in

Refs. [482–486], focus on the classification of nodes or predicting the links between them, rather

than classifying the full graph, which is the goal here as this additionally facilitates the exploitation

of the full kinematic information of the jet through the multidimensional edge information inherent

in the graph structure. This also aids in overcoming a common limitation in GNN autoencoders,

whereby they struggle to reflect all of the network features in the decoding process, but by using

inner product layers, the decoder can simultaneously reconstruct multidimensional edge and node

features. The latent space representation structure can also be used for NP detection [487].

The details of the events simulated and then fed into the network are given in Sec. 6.1, with an

overview of the GNN formalism and the details of the structure used here given in Sec. 6.2, before

the results of this procedure are shown and discussed in Sec. 6.3.

6.1 Event Simulation

This analysis will focus on the standard 13 TeV LHC collider environment, simulating a collection

of events using MadGraph5 [338] to generate the events at leading order, which are then

showered and hadronised with Pythia8 [164]. The resulting final hadronic states are then

subjected to jet clustering through the anti-kt algorithm [37], with the jet radius set to R = 1.5

in the FastJet [170] analysis, with the requirements of jet rapidity |y| < 2.5 and a minimum

transverse momentum pT > 1 TeV. No detector simulation is applied, and the leading jet from

each event is then used as an input to the GNN via the graph construction method that will be

outlined in Sec. 6.2.

The QCD background sample used to train the autoencoder is a multi-jet background sample of
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200k pp→ jj events, with the leading jet of each event picked. Choosing the leading QCD jet is

sufficient when considering only a LO QCD expansion, but a more general and less exploratory

analysis than this should ensure greater accuracy by including higher orders. Three different

potential signal samples are used as the anomalies for the autoencoder to detect, each of which is

a 100k event sample, with the processes chosen for their jet structure, being two, three and four

pronged structures respectively and are:

1. boosted hadronically-decaying W bosons,

2. boosted hadronically-decaying top quarks,

3. a boosted scalar φ decaying as φ→W+W− → 4j.

The interactions of the new scalar φ are given by the simplified Lagrangian

L ⊃ −c1

v
φWµνWµν − c2(uū+ dd̄)φ, (6.1)

for dimensionless constants c1 and c2 and the Higgs VEV v. The mass of this scalar is set to be

700 GeV, but the results found are fairly independent of this mass choice.

In place of the individual particles in the final and intermediate states used for the construction

of the graph in the previous chapter, here microjets are used, which are known to be under solid

control experimentally [488]. These microjets are found by reclustering the fat jet constituents

with a finer radius R = 0.1 and minimum pT = 5 GeV, again using the infra-red and collinear

safe anti-kT algorithm, with fat jets of at least three microjets considered in the analysis.

These microjets are used as the nodes for the network, with each fat jet corresponding to a

single graph. Each node has an associated feature vector [log pT , ∆η ,∆φ, ∆R, m̄], where the

differences are taken between the microjet and the jet axis, and m̄ is the microjet mass divided

by 100 GeV so as to achieve a similar range as the angular observables, with the same reasoning

being behind the taking of the log of pT .

Edges are created between all nodes, and each edge also has a feature vector. To capture the

physics between the nodes, two slightly different distance metrics, along with an invariant mass,

are used, with the former constructed using the metric

dij = min(p2p
T i, p

2p
Tj)

R2
ij

R2
,
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where p = 0 for Cambridge-Aachen (CA) jets, p = 1 for kt jets and R is radius parameter for the

fat jet. The CA metric gives information about the geometric distance between microjets, and

the kt metric is motivated by the nature of QCD splittings [36, 489]. The resultant edge feature

vector is thus eij = (dCA
ij , log dktij , logmij).

To allow for reconstruction of the edge features in the decoder, an adjacency matrix is defined for

each of the features, such that, for a vector index a,

Aaij = Aaji =

 eaij if i 6= j

1 otherwise
.

As such, for a jet of N microjets, and thus N nodes, there will be a total of 3 N ×N matrices.

It is in this representation that the network outputs the edge features, and so the edge loss is

a function of these matrices. Distributions of ∆Rij and mij for the three leading microjets of

each jet are shown in Figs. 6.1 and 6.2. The graphs are constructed and analysed using the Deep

Graph Library [444] with the PyTorch [445] backend.
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Figure 6.1: Normalised angular separation distribution between three leading microjets in the fat
jet for the physics scenarios discussed in this work.
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Figure 6.2: Similar to Fig. 6.1, but showing the normalised invariant mass distribution between
three leading microjets in the fat jet.
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6.2 Graph Neural Networks

The general formalism for GNNs has already been set out in Sec. 5.2.1, in that they can effectively

extract features from data structured as graphs and generalise convolutional neural nets to

non-Euclidean data. To avoid being overly repetitive only a brief sketch of the paradigm is given

here, before the autoencoder is introduced in Sec. 6.2.1. In particular, the same approach to

MPNNs is used here as in Sec. 5.2.1, with Eq. (5.5) and Eq. (5.6) giving the message computation

and aggregation function used for node updating. One salient difference is that here a multilayer-

perceptron (MLP) shared between all the edges is used for the message passing function, (M in

Eq. (5.5)), to better facilitate the network learning the entire graph structure.

The primary point of departure from the previous chapter’s approach comes in the final stage of

the message passing. Previously, and generally in supervised learning, a graph readout operation

is used on the final set of node features to give vectors of a set length that are then used in the

loss calculations (see Eq. (5.7)). For the autoencoder approach however, the graph structure

should be maintained through to the final output. Whilst graph based autoencoders are usually

used for classification of nodes or edges, which leads to them focussing on learning the local

structures in large graphs, the graphs used here are comparatively small. As such, the network

must be capable of learning both the overarching global structures and the local features. To this

end, edge reconstruction is used in the decoder, allowing the network to reconstruct, and thereby

learn, the entire graph structure. Note that undirected edges are used in this application of the

edge convolution technique to reflect the physical situation, in contrast to the well motivated

directed edges of the previous chapter. The network architecture is shown in Fig. 6.3, with boxes

delimiting the encoder, decoder and the constituent edge reconstruction network.

Finally, it is worth addressing the question of infra-red and collinear (IRC) safety. In the clustering

of the jets and microjets here, the anit-kt algorithm has been used, and it is well established

that this is an IRC safe procedure, and of course this is crucial to guarantee consistency between

experiment and theory to all orders in perturbation theory. By including an energy weighted

message passing network [411] and developing an IRC safe graph construction method, IRC safety

can be firmly entrenched in the structure of GNN based autoencoders, and it was to this end that

the work in Ref. [6] was undertaken, though the details fall outside the scope of this thesis.
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Figure 6.3: A schematic representation of a graph-autoencoder network. The network contains the
encoder and the decoder. An edge reconstruction network is used in the decoder to reconstruct
the multidimensional edge information.

6.2.1 Autoencoder

Turning now to the autoencoder itself, this is a neural network capable of mapping an input

space to a bottleneck, or latent, dimension, and then back to the same space as the input.

Here, the graph convolutions of Ref. [422] are used to include both the node and edge feature

vectors, ensuring that the network learns the physical information within these. Building on the

success of the previous chapter and other demonstrations of superb performance [424, 426], edge

convolution [423] is again deployed. As an overview, the encoder updates the latent features fi of

each node, while the decoder uses this latent node representation to reconstruct the node and edge

features. The decoder contains a collective edge convolution block, the output of which is fed into

a single edge convolution layer for node reconstruction and three edge identical convolution blocks

for edge reconstruction. The edge reconstruction is performed independently for each of the edge

features, using an inner product layer [482] to do so in the form of three adjacency matrices.

Delving into the details, the initial layer of the encoder takes the raw feature vectors as inputs

and uses a MLP, denoted as the edge function Fe, to perform a weighted graph convolution,

mapping the edge features to a m× n dimension, where m is the dimension of the node feature
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vector, here five, and n is the dimension of the updated node features. The message passing

function performs a broadcasted element-wise multiplication of the form

abm
(1)
ij = abFe(eij)× abh̃

(0)
j , (6.2)

where a and b are the matrix indices, and abh̃
(0)
j is formed by repeating h

(0)
j , the input node

features, n times. The next step in this layer is the aggregation, where the mean of abm
(1)
ij is

taken over all the neighbouring nodes j, before performing a sum over the matrix index a to yield

updated n dimensional node features h
(1)
i as

bh
(1)
i =

∑
a

meanj∈N (i)

({
abm

(1)
ij

})
. (6.3)

The workhorse of the network is the edge convolution operation [423], which has two linear layers,

Θw and Φw, with the same input and output dimensions, set by the dimensions of original and

updated node features respectively. The message passing function is defined as (c.f. Eq. (5.8)

with a slight notation change)

m
(l)
ij = Θw(h

(l)
j − h

(l)
i ) + Φw(h

(l)
i ) . (6.4)

The aggregation used here is the maximum in each component a of the incoming message vectors,

yielding the updated node features h
(l+1)
i :

ah
(l+1)
i = max

j∈N (i)
{am(l)

ij } . (6.5)

The inner product layer reconstructs the edge features from the node features of the last edge

convolution layer, with the inner product establishing a relation to the pair of node indices

corresponding to each edge. As a consequence of the undirected nature of the edges, this layer

gives a symmetric N ×N matrix for a graph of N nodes with components

Âij = hi . hj . (6.6)
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A root-mean-squared error is used for both the node and edge reconstruction losses, given by

Lnode =

√√√√∑
i,a

(x̂ai − xai )2

N × 5
(6.7)

for the former, where a is the node-feature index, i is the node index, and x̂ai and xai are the

reconstructed and input node features respectively. As for the edge reconstruction loss, this is

taken as the sum over the calculated losses for the three edge features:

Ledge =
∑
a

√√√√∑
ij

(Âaij −Aaij)2

N ×N , (6.8)

where a is the edge-feature index, i and j are node indices, and Âaij and Aaij are the reconstructed

and input adjacency matrices respectively. Finally, the total loss is found as a weighted sum of

the individual losses;

Lauto = λnode Lnode + λedge Ledge, (6.9)

where the weights are set as λnode = 0.2 and λedge = 1, such that the combination of the five

node features is weighted equally to each edge feature, as the latter carries more of the pertinent

physical information. This construction of loss is permutation invariant on the nodes.

6.2.2 Network Architecture and Training

Whilst it is true that a thorough implementation of a neural network requires a carefully determined

set of optimised hyperparameters, as this chapter is a proof of principle analysis an extensive scan

is not carried out here. That said, given how critical the latent dimension is for autoencoders,

a scan over the latent dimension is performed, and detailed in the next section. The first layer

of the encoder uses an MLP of hidden dimensions 256, 128, 64, and 32 for the edge function

that maps the three dimensional edge features to a 5× 128 dimensional output. Each of these

hidden layers has a ReLU activation function, with a sigmoid function for the final layer. The

capped range of the latter is useful in preventing the weighted sum in the aggregation from being

dominated by the outputs of the edge function. To avoid overfitting, each of the hidden layers has

a dropout layer with a fraction of 0.2. Once the aggregation is completed, the 128 dimensional

output is fed into a sequence of edge convolution layers, with output dimensions of 64, 32, 6, and

so the final output is a set of nodes encoded in a six dimensional latent space. The value of six is
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selected off the back of a scan over different latent dimensions.

The first element of the decoder switches the dimensions of the encoder; 32, 64 and 128. The

128 dimensional vector is then passed separately to the node and edge reconstruction elements,

with each of the edge reconstruction elements containing three edge convolution layers of output

dimensions 32, 16, and 8. The inner products on the resulting 8 dimensional vector space are

calculated to give the reconstructed adjacency matrices. Finally, the losses for the edge and node

reconstruction are calculated and combined to give the total loss.

The network is trained with the Adam optimiser [176], initialised with a learning rate of 0.001,

on mini batches of 64 samples. This learning rate is decayed by a factor of 0.5 when the loss has

not fallen for five epochs, with a following five epoch cool down phase, and training terminated

when the learning rate falls below 10−8. A total of 85000 QCD jets are used to train the network,

with a separate validation sample of 28000 jets, and the epoch with the minimum validation loss

used in further analyses.
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Figure 6.4: The AUC and mean loss for the three signal classes as a function of latent dimension
from two to sixteen for the given architecture
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6.3 Results and Discussion

The test dataset comprises a further 28000 QCD jets, as yet unseen by the network, and the

same number of jets for each of the three different signal classes. The first task is to fix the

number of latent dimensions, by performing a scan between two to sixteen in even steps with all

other hyperparameters fixed. The area under the curve (AUC) between the signal acceptance and

background rejection for each latent dimension is shown in Fig. 6.4(a), while the mean loss for

each class for each latent dimension is shown in Fig. 6.4(b). Whilst the mean loss is consistent

and stable for QCD jets beyond the dimension four mark, there remains some notable variation

between the different signal scenarios, which can be ascribed to the unsupervised setup used here,

as this means the network knows nothing about the signal classes.

This does allow us to gain an insight into the network behaviour for the differing signal classes

in the context of differing latent dimensions. The fact that the AUC increases with the latent

dimension for the two pronged W jets signifies that the network treats them similarly to the QCD

jets when the latent dimension bottleneck is small. However, the low dimensionality prevents the

typical QCD jet features from being accurately modelled, and so the discrimination in this region

is unreliable. Increasing the latent dimensions allows the network to more accurately learn the

QCD features, yielding robust anomaly detection for top quarks and W bosons. As for the φ

jets, they have a distinctly different structure to the background QCD jets, so the network can

rapidly achieve a stable AUC. On the whole, stable performance is reached for all three classes

at a latent dimension of around six, with the mean loss flattening out at this point, and so this

is chosen as the number of latent dimensions. It would in theory be possible to attain superior

accuracy with different latent dimensions for specific signal classes, but as anomaly detection is

the goal, and anomalies are by definition of unknown composition, it would make no sense to

tune the network to each individual class.

The normalised distribution of the loss is shown in Fig. 6.5(a) for all classes. As one would expect

for a network trained on QCD jets only, the loss is lowest for this class. This is the desired

performance of the autoencoder, as it means that vetoing jets with low loss should leave a signal

dataset rich in anomalies. The ROC curve and the corresponding AUC values are shown in

Fig. 6.5(b), from which it can be seen that the network performs better for the more complex

prong structures. Comparisons with other autoencoders [481] and correlations of the loss with

common jet observables are available in the appendices of Ref. [2].

Following similar work done in a range of physical scenarios in Refs. [490–492], the capacity for
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Figure 6.5: The loss of the graph-autoencoder (a) and ROC curves (b) for a network trained only
on QCD jets.

the autoencoder to effectively compress the QCD jets into the latent space representations is

explored, as the autoencoder should learn the graph structure through the edge reconstruction

network. This is done using a graph readout operation that takes the mean in each dimension of

the latent node features, yielding a latent graph representation of fixed dimensions. For a vector

index a, node index i and a set of graph nodes G, this is given by

f̃a =
1

N

∑
i∈G

fai .

The resulting normalised distributions for each of the classes in each of the latent dimensions

and the corresponding AUC when discriminating against the QCD background are shown in

Fig. 6.6 and Fig. 6.7. From these plots, it can be seen that f̃2 gives the optimal performance

for the top and φ jet cases, with f̃5 performing best for the W jets. For the BSM scalar and

the W jets, the maximal AUCs of 0.84 and 0.78 respectively represent improvements over the

values found from the more standard loss function, which are given in Fig. 6.5(b). However, the

latent distributions lack regularisation terms in their loss function, which leaves them susceptible

to training uncertainties, which is to say that the distributions can present very differently for
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different training instances, even if the loss function distributions are very similar. It is possible to

overcome this issue for the training class [493–495], but the very nature of unsupervised training

means it is not possible to control the signal distributions in this way.
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6.4 Conclusions

This chapter has focussed on the development of a GNN autoencoder capable of unsupervised

anomaly detection in the rich QCD background present at the LHC, as part of the quest to

identify any and all possible signatures of BSM physics amongst the maelstrom of collider data.

In particular, the graph decoder designed here uses a novel edge reconstruction network, which

allows it to reconstruct multidimensional edge information, bestowing upon the autoencoder

the ability to classify whole graphs, which is a step beyond previously designed graph based

autoencoders. By making use of both multidimensional edge and node features as inputs, latent

space representations of QCD jets’ graph structured data can be learnt and anomalous signals

picked out by the autoencoder’s relative failure in the reconstruction of such jets, resulting in

higher total loss values than for the QCD jets.

This anomaly finding technique works well in the three scenarios considered here, and the further

possibility of directly using the latent space variables for anomaly detection has also been explored,

and can indeed prove a powerful tool through the ability to access compressed information in

the QCD data. The latent dimension approach also has the appealing characteristic of requiring

far fewer layers than the loss based approach, leading to a shallower network and the associated

benefits in terms of training time. As such, further study of the latent dimension representation

of QCD jets as an avenue for NP detection by anomaly identification is warranted, and may

represent a step towards concrete detection of BSM physics. That said, here the QCD theory and

the systematic uncertainties have not been addressed, and tackling these should be the immediate

focus of future work.

This anomaly detection method provides a further step towards generality in the search for

NP at the LHC, as it is truly independent of the nature of the NP. This opens up a wealth of

possibilities in the event detection sphere and frees experiments from the constraints of model

dependent searches. Hopefully, in the years to come, anomalies will not only be found in the data,

but in time they will be explained and integrated into our understanding of the Universe. Of

course, history has shown us that there is always some new anomaly just around the corner, and

discoveries can often raise more questions than answers. Part of the power of concentrating on

the detection of a generic anomaly is the evergreen nature of anomalies – something new and

mysterious may always be hiding in the data, no matter the level of understanding we think we

have.



Chapter 7

Conclusion

And so we arrive, here at the end of all things, or at least the end of this thesis. The prevailing

model of particle physics, the SM, is a towering success and a testament to human ingenuity, but

it simply is not complete. Indeed, things have become perhaps a little stale in the past decade

since the confirmation of the existence of the Higgs boson at the LHC in 2012. On the one hand,

many, many measurements seem determined to conform to the SM predictions, and yet there are

some hints, some anomalies, a few tentative signs of the hand of NP amongst the vast reams of

collider data and so the search must continue. Lest this enterprise of great pith and moment turn

awry, particle physics phenomenology at the LHC and beyond must be studied.

This challenge has been approached from a few angles over the course of my studies in the past

few years, evolving into this concrete record. After establishing the fundamentals of the SM and

its issues in Chapter 2, a relatively simple model of NP in the Higgs sector was introduced in

Chapter 3. This two singlet model was examined in the context of its Higgs bosons decaying

in a cascade pattern and the resulting interference effects in the top sector, finding that these

interference effects are largely absent for the asymmetric cascade decay. This means that, when

the branching ratios are favourable, the detection possibilities are not diminished by signal-

background interference. The sensitivity can be further enhanced by deploying machine learning

techniques.

A large portion of the thesis is Chapter 4, which comprises a thorough and detailed examination of

another BSM model in the Higgs sector; the 2HDM, and its four naturally flavour conserving types.

Bringing together the plethora of measurements across all sorts of sectors, including conditions of
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a cosmological bent, it is possible to place the tightest constraints yet on the parameter space of

this model. In doing so, the allowed regions for the 2HDM are squeezed harder and the energy

thresholds pushed higher than in any previous studies, driving the model toward the alignment

limit and allowed particle masses close to the TeV level.

Sadly, no concrete detection of BSM physics has yet occurred. It is prudent then to turn to

other, more general approaches to constraining NP, hence the development and deployment of

the EFT framework. Applying the nascent field of machine learning, and GNNs in particular, to

EFT studies was done in Chapter 5, demonstrating the boost in constraining power that can be

achieved through this method.

Further cranking the machine learning handle, a GNN based autoencoder was designed in

Chapter 6 with the goal of picking out anomalous signals in the LHC data. This approach was

ultimately successful and points the way for increased generality in BSM searches, both using the

autoencoder and the latent space variables it provides.

As Banquo beseeched the three witches, if you can look into the seeds of time, and say which

grain will grow and which will not, speak then. The path to progress is uncertain, and nobody

can say where the final blow to the SM will fall. In anticipation of this next breakthrough, this

thesis has explored numerous avenues for beyond standard model physics and how it may present

at the LHC and future colliders.
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constraints for the HLbL contribution to the muon anomalous magnetic moment, Phys.

Lett. B 798 (2019) 134994, [1908.03331].

[95] G. Colangelo, F. Hagelstein, M. Hoferichter, L. Laub and P. Stoffer, Longitudinal

short-distance constraints for the hadronic light-by-light contribution to (g − 2)µ with

large-Nc Regge models, JHEP 03 (2020) 101, [1910.13432].

[96] T. Blum, N. Christ, M. Hayakawa, T. Izubuchi, L. Jin, C. Jung et al., Hadronic

Light-by-Light Scattering Contribution to the Muon Anomalous Magnetic Moment from

Lattice QCD, Phys. Rev. Lett. 124 (2020) 132002, [1911.08123].

[97] G. Colangelo, M. Hoferichter, A. Nyffeler, M. Passera and P. Stoffer, Remarks on

http://dx.doi.org/10.1140/epjc/s10052-020-7792-2
https://arxiv.org/abs/1908.00921
http://dx.doi.org/10.1103/PhysRevD.101.014029
https://arxiv.org/abs/1911.00367
http://dx.doi.org/10.1016/j.physletb.2014.05.043
http://dx.doi.org/10.1016/j.physletb.2014.05.043
https://arxiv.org/abs/1403.6400
http://dx.doi.org/10.1103/PhysRevD.70.113006
https://arxiv.org/abs/hep-ph/0312226
http://dx.doi.org/10.1103/PhysRevD.95.054026
https://arxiv.org/abs/1701.05829
http://dx.doi.org/10.1007/JHEP04(2017)161
https://arxiv.org/abs/1702.07347
http://dx.doi.org/10.1007/JHEP10(2018)141
https://arxiv.org/abs/1808.04823
http://dx.doi.org/10.1103/PhysRevD.100.034520
https://arxiv.org/abs/1903.09471
http://dx.doi.org/10.1016/j.physletb.2019.134994
http://dx.doi.org/10.1016/j.physletb.2019.134994
https://arxiv.org/abs/1908.03331
http://dx.doi.org/10.1007/JHEP03(2020)101
https://arxiv.org/abs/1910.13432
http://dx.doi.org/10.1103/PhysRevLett.124.132002
https://arxiv.org/abs/1911.08123


BIBLIOGRAPHY 115

higher-order hadronic corrections to the muon g − 2, Phys. Lett. B 735 (2014) 90–91,

[1403.7512].

[98] S. Borsanyi et al., Leading hadronic contribution to the muon magnetic moment from

lattice QCD, Nature 593 (2021) 51–55, [2002.12347].

[99] Fermilab Lattice, LATTICE-HPQCD, MILC collaboration, B. Chakraborty et al.,

Strong-Isospin-Breaking Correction to the Muon Anomalous Magnetic Moment from Lattice

QCD at the Physical Point, Phys. Rev. Lett. 120 (2018) 152001, [1710.11212].

[100] Budapest-Marseille-Wuppertal collaboration, S. Borsanyi et al., Hadronic vacuum

polarization contribution to the anomalous magnetic moments of leptons from first

principles, Phys. Rev. Lett. 121 (2018) 022002, [1711.04980].

[101] RBC, UKQCD collaboration, T. Blum, P. A. Boyle, V. Gülpers, T. Izubuchi, L. Jin,

C. Jung et al., Calculation of the hadronic vacuum polarization contribution to the muon

anomalous magnetic moment, Phys. Rev. Lett. 121 (2018) 022003, [1801.07224].

[102] D. Giusti, V. Lubicz, G. Martinelli, F. Sanfilippo and S. Simula, Electromagnetic and

strong isospin-breaking corrections to the muon g − 2 from Lattice QCD+QED, Phys. Rev.

D 99 (2019) 114502, [1901.10462].

[103] PACS collaboration, E. Shintani and Y. Kuramashi, Hadronic vacuum polarization

contribution to the muon g − 2 with 2+1 flavor lattice QCD on a larger than (10 fm)4

lattice at the physical point, Phys. Rev. D 100 (2019) 034517, [1902.00885].

[104] Fermilab Lattice, LATTICE-HPQCD, MILC collaboration, C. T. H. Davies et al.,

Hadronic-vacuum-polarization contribution to the muon’s anomalous magnetic moment

from four-flavor lattice QCD, Phys. Rev. D 101 (2020) 034512, [1902.04223].
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[321] M. Algueró, B. Capdevila, S. Descotes-Genon, J. Matias and M. Novoa-Brunet, b→ s`+`−

global fits after RKS
and RK∗+ , Eur. Phys. J. C 82 (2022) 326, [2104.08921].

[322] C. Cornella, D. A. Faroughy, J. Fuentes-Martin, G. Isidori and M. Neubert, Reading the

footprints of the B-meson flavor anomalies, JHEP 08 (2021) 050, [2103.16558].
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[360] M. Cè et al., Window observable for the hadronic vacuum polarization contribution to the

muon g-2 from lattice QCD, Phys. Rev. D 106 (2022) 114502, [2206.06582].

[361] Extended Twisted Mass collaboration, C. Alexandrou et al., Lattice calculation of the

short and intermediate time-distance hadronic vacuum polarization contributions to the

http://cds.cern.ch/record/2041463
http://dx.doi.org/10.1007/JHEP11(2015)071
https://arxiv.org/abs/1506.08329
http://dx.doi.org/10.1088/1475-7516/2017/05/052
https://arxiv.org/abs/1611.05874
http://dx.doi.org/10.1007/JHEP12(2014)024
https://arxiv.org/abs/1408.3405
http://dx.doi.org/10.1007/JHEP02(2024)045
https://arxiv.org/abs/2311.06353
http://dx.doi.org/10.1016/j.cpc.2018.11.006
http://dx.doi.org/10.1016/j.cpc.2018.11.006
https://arxiv.org/abs/1803.02846
http://dx.doi.org/10.1016/j.cpc.2021.108124
http://dx.doi.org/10.1016/j.cpc.2021.108124
https://arxiv.org/abs/2007.01725
http://dx.doi.org/10.1016/j.physletb.2018.11.045
https://arxiv.org/abs/1809.05857
http://dx.doi.org/10.1103/PhysRevD.99.095034
https://arxiv.org/abs/1812.02449
http://dx.doi.org/10.1103/PhysRevLett.65.21
http://dx.doi.org/10.1103/PhysRevLett.65.21
http://dx.doi.org/10.1103/PhysRevD.106.114502
https://arxiv.org/abs/2206.06582


BIBLIOGRAPHY 137

muon magnetic moment using twisted-mass fermions, Phys. Rev. D 107 (2023) 074506,

[2206.15084].

[362] G. Colangelo, A. X. El-Khadra, M. Hoferichter, A. Keshavarzi, C. Lehner, P. Stoffer et al.,

Data-driven evaluations of Euclidean windows to scrutinize hadronic vacuum polarization,

Phys. Lett. B 833 (2022) 137313, [2205.12963].

[363] A. Crivellin, M. Hoferichter, C. A. Manzari and M. Montull, Hadronic Vacuum

Polarization: (g − 2)µ versus Global Electroweak Fits, Phys. Rev. Lett. 125 (2020) 091801,

[2003.04886].

[364] A. Keshavarzi, W. J. Marciano, M. Passera and A. Sirlin, Muon g − 2 and ∆α connection,

Phys. Rev. D 102 (2020) 033002, [2006.12666].

[365] B. Malaescu and M. Schott, Impact of correlations between aµ and αQED on the EW fit,

Eur. Phys. J. C 81 (2021) 46, [2008.08107].

[366] G. Colangelo, M. Hoferichter and P. Stoffer, Constraints on the two-pion contribution to

hadronic vacuum polarization, Phys. Lett. B 814 (2021) 136073, [2010.07943].

[367] C. M. Carloni Calame, M. Passera, L. Trentadue and G. Venanzoni, A new approach to

evaluate the leading hadronic corrections to the muon g-2, Phys. Lett. B 746 (2015)

325–329, [1504.02228].

[368] G. Abbiendi et al., Measuring the leading hadronic contribution to the muon g-2 via µe

scattering, Eur. Phys. J. C 77 (2017) 139, [1609.08987].

[369] E. Balzani, S. Laporta and M. Passera, Hadronic vacuum polarization contributions to the

muon g-2 in the space-like region, Phys. Lett. B 834 (2022) 137462, [2112.05704].

[370] P. Mastrolia, M. Passera, A. Primo and U. Schubert, Master integrals for the NNLO

virtual corrections to µe scattering in QED: the planar graphs, JHEP 11 (2017) 198,

[1709.07435].

[371] G. I. Gakh, M. I. Konchatnij, N. P. Merenkov, V. N. Kharkov and E. Tomasi-Gustafsson,

Leptonic radiative corrections to elastic deuteron-electron scattering, Phys. Rev. C 98

(2018) 045212, [1804.01399].

[372] S. Di Vita, S. Laporta, P. Mastrolia, A. Primo and U. Schubert, Master integrals for the

http://dx.doi.org/10.1103/PhysRevD.107.074506
https://arxiv.org/abs/2206.15084
http://dx.doi.org/10.1016/j.physletb.2022.137313
https://arxiv.org/abs/2205.12963
http://dx.doi.org/10.1103/PhysRevLett.125.091801
https://arxiv.org/abs/2003.04886
http://dx.doi.org/10.1103/PhysRevD.102.033002
https://arxiv.org/abs/2006.12666
http://dx.doi.org/10.1140/epjc/s10052-021-08848-9
https://arxiv.org/abs/2008.08107
http://dx.doi.org/10.1016/j.physletb.2021.136073
https://arxiv.org/abs/2010.07943
http://dx.doi.org/10.1016/j.physletb.2015.05.020
http://dx.doi.org/10.1016/j.physletb.2015.05.020
https://arxiv.org/abs/1504.02228
http://dx.doi.org/10.1140/epjc/s10052-017-4633-z
https://arxiv.org/abs/1609.08987
http://dx.doi.org/10.1016/j.physletb.2022.137462
https://arxiv.org/abs/2112.05704
http://dx.doi.org/10.1007/JHEP11(2017)198
https://arxiv.org/abs/1709.07435
http://dx.doi.org/10.1103/PhysRevC.98.045212
http://dx.doi.org/10.1103/PhysRevC.98.045212
https://arxiv.org/abs/1804.01399


BIBLIOGRAPHY 138

NNLO virtual corrections to µe scattering in QED: the non-planar graphs, JHEP 09 (2018)

016, [1806.08241].

[373] C. M. Carloni Calame, M. Chiesa, S. M. Hasan, G. Montagna, O. Nicrosini and F. Piccinini,

Towards muon-electron scattering at NNLO, JHEP 11 (2020) 028, [2007.01586].

[374] P. Banerjee, T. Engel, N. Schalch, A. Signer and Y. Ulrich, Bhabha scattering at NNLO

with next-to-soft stabilisation, Phys. Lett. B 820 (2021) 136547, [2106.07469].

[375] E. Budassi, C. M. Carloni Calame, M. Chiesa, C. L. Del Pio, S. M. Hasan, G. Montagna

et al., NNLO virtual and real leptonic corrections to muon-electron scattering, JHEP 11

(2021) 098, [2109.14606].

[376] P. S. B. Dev, W. Rodejohann, X.-J. Xu and Y. Zhang, MUonE sensitivity to new physics

explanations of the muon anomalous magnetic moment, JHEP 05 (2020) 053,

[2002.04822].

[377] A. Masiero, P. Paradisi and M. Passera, New physics at the MUonE experiment at CERN,

Phys. Rev. D 102 (2020) 075013, [2002.05418].

[378] K. Asai, K. Hamaguchi, N. Nagata, S.-Y. Tseng and J. Wada, Probing the Lµ − Lτ gauge

boson at the MUonE experiment, Phys. Rev. D 106 (2022) L051702, [2109.10093].

[379] I. Galon, D. Shih and I. R. Wang, Dark photons and displaced vertices at the MUonE

experiment, Phys. Rev. D 107 (2023) 095003, [2202.08843].

[380] T. Kinoshita, Mass singularities of Feynman amplitudes, J. Math. Phys. 3 (1962) 650–677.

[381] T. D. Lee and M. Nauenberg, Degenerate Systems and Mass Singularities, Phys. Rev. 133

(1964) B1549–B1562.

[382] G. ’t Hooft and M. J. G. Veltman, Scalar One Loop Integrals, Nucl. Phys. B 153 (1979)

365–401.

[383] A. Denner, Techniques for calculation of electroweak radiative corrections at the one loop

level and results for W physics at LEP-200, Fortsch. Phys. 41 (1993) 307–420, [0709.1075].

[384] CDF collaboration, T. Aaltonen et al., High-precision measurement of the W boson mass

with the CDF II detector, Science 376 (2022) 170–176.

http://dx.doi.org/10.1007/JHEP09(2018)016
http://dx.doi.org/10.1007/JHEP09(2018)016
https://arxiv.org/abs/1806.08241
http://dx.doi.org/10.1007/JHEP11(2020)028
https://arxiv.org/abs/2007.01586
http://dx.doi.org/10.1016/j.physletb.2021.136547
https://arxiv.org/abs/2106.07469
http://dx.doi.org/10.1007/JHEP11(2021)098
http://dx.doi.org/10.1007/JHEP11(2021)098
https://arxiv.org/abs/2109.14606
http://dx.doi.org/10.1007/JHEP05(2020)053
https://arxiv.org/abs/2002.04822
http://dx.doi.org/10.1103/PhysRevD.102.075013
https://arxiv.org/abs/2002.05418
http://dx.doi.org/10.1103/PhysRevD.106.L051702
https://arxiv.org/abs/2109.10093
http://dx.doi.org/10.1103/PhysRevD.107.095003
https://arxiv.org/abs/2202.08843
http://dx.doi.org/10.1063/1.1724268
http://dx.doi.org/10.1103/PhysRev.133.B1549
http://dx.doi.org/10.1103/PhysRev.133.B1549
http://dx.doi.org/10.1016/0550-3213(79)90605-9
http://dx.doi.org/10.1016/0550-3213(79)90605-9
http://dx.doi.org/10.1002/prop.2190410402
https://arxiv.org/abs/0709.1075
http://dx.doi.org/10.1126/science.abk1781


BIBLIOGRAPHY 139

[385] H. Bahl, J. Braathen and G. Weiglein, New physics effects on the W-boson mass from a

doublet extension of the SM Higgs sector, Phys. Lett. B 833 (2022) 137295, [2204.05269].

[386] H. Song, W. Su and M. Zhang, Electroweak phase transition in 2HDM under Higgs, Z-pole,

and W precision measurements, JHEP 10 (2022) 048, [2204.05085].

[387] Y. Heo, D.-W. Jung and J. S. Lee, Impact of the CDF W-mass anomaly on two Higgs

doublet model, Phys. Lett. B 833 (2022) 137274, [2204.05728].

[388] Y. H. Ahn, S. K. Kang and R. Ramos, Implications of New CDF-II W Boson Mass on

Two Higgs Doublet Model, Phys. Rev. D 106 (2022) 055038, [2204.06485].

[389] S. Lee, K. Cheung, J. Kim, C.-T. Lu and J. Song, Status of the two-Higgs-doublet model in

light of the CDF mW measurement, Phys. Rev. D 106 (2022) 075013, [2204.10338].

[390] R. Benbrik, M. Boukidi and B. Manaut, Interpreting the W -Mass and Muon (gµ − 2)

Anomalies within a 2-Higgs Doublet Model, 2204.11755.

[391] H. Abouabid, A. Arhrib, R. Benbrik, M. Krab and M. Ouchemhou, Is the new CDF MW

measurement consistent with the two-Higgs doublet model?, Nucl. Phys. B 989 (2023)

116143, [2204.12018].

[392] F. J. Botella, F. Cornet-Gomez, C. Miró and M. Nebot, Muon and electron g − 2
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