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Abstract

Recent advances in artificial intelligence (AI) have made semantic communication

(SemCom) a promising solution that can yield significant benefits in guarantee-

ing high spectrum resource utilization, information interaction efficiency, and

transmission reliability. Compared with conventional bit communication (Bit-

Com), which guarantees the precise reception of transmitted bits, the accurate

delivery of semantics implied in desired messages becomes the cornerstone of

SemCom. Nevertheless, the unique semantic coding and background knowledge

matching mechanisms make it challenging to achieve efficient wireless resource

optimization for multiple mobile users (MUs) in SemCom-enabled cellular net-

works. To this end, the objectives of this thesis are to investigate different optimal

wireless resource management strategies in different SemCom network scenarios.

Specifically, a total of four differing scenarios are taken into account here, i.e.,

general SemCom-enabled networks (SC-Nets), energy efficient SemCom-enabled

networks (EE-SCNs), hybrid semantic/bit communication networks (HSB-Nets),

and SemCom-enabled vehicular networks (SCVNs).

For the general SC-Net scenario, we address two fundamental problems of user

association (UA) and bandwidth allocation (BA) on the downlink side, where two

different knowledge-matching states of all MUs in the SC-Net are identified. Most

importantly, a concept of bit-rate-to-message-rate (B2M) transformation is devel-

oped along with a new metric, namely system throughput in message (STM), to

measure the overall network performance in a semantic manner. By formulating

a joint STM-maximization problem for each SC-Net case, the corresponding op-

timal solution is then proposed. As for the EE-SCN scenario, we focus on jointly

addressing the power allocation and spectrum reusing problems involving the

device-to-device (D2D) SemCom approach, in which the energy efficiency model

of SemCom is dedicatedly defined. To maximize the average energy efficiency

of all cellular users (CUEs) and D2D users (DUEs), a fractional-to-subtractive

problem transformation method, a heuristic algorithm, and a Hungarian method

are employed together to obtain the optimal solutions. In terms of the HSB-Net

scenario, the UA, mode selection (MS), and BA problems are jointly optimized
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on the uplink side, where two modes of SemCom and BitCom are available for

all MUs’ selection. By leveraging the B2M method, the unified performance

metric of both modes is identified. Then, we specially develop a knowledge

matching-aware two-stage tandem packet queuing model and theoretically derive

the average packet loss ratio and queuing latency. Based on the corresponding

formulated problem, an optimal resource management strategy is proposed by

utilizing a Lagrange primal-dual transformation method and a preference list-

based heuristic algorithm with polynomial-time complexity. Finally, in line with

the next-generation ultra-reliable and low-latency communication (xURLLC) re-

quirements, we identify and jointly tackle two inevitable problems of knowledge

base construction (KBC) and vehicle service pairing (VSP) in the SCVN sce-

nario. In this case, we first derive the knowledge matching based queuing latency

specific for semantic data packets, and then formulate a latency-minimization

problem subject to several KBC and VSP related reliability constraints. After-

ward, a SemCom-empowered Service Supplying Solution (S4) is proposed along

with the theoretical analysis of its optimality guarantee and computational com-

plexity. Numerical results in each of the four scenarios demonstrate significant

superiority and reliability of our proposed solutions in terms of various perfor-

mance metrics compared with multiple benchmarks. All the works presented in

this thesis can serve as pioneers in exploring the potential of applying SemCom

to wireless cellular networks while ensuring optimal resource management.
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Chapter 1

Introduction

Current wireless networks are witnessing tremendous traffic demands to accom-

modate the upcoming pervasive application intelligence alongside a variety of

high-quality, large-capacity, and multimodal content delivery services, including

typical multimedia content (e.g., text [1], image [2], and video streaming [3])

and artificial intelligence-generated content (AIGC) [4]. In response to the ever-

increasing data rates and stringent requirements for low latency and high relia-

bility, it is foreseeable that available communication resources like spectrum or

energy will gradually become scarce. Combined with the almost insurmountable

Shannon limit, these destined bottlenecks are, therefore, motivating us to hunt

for bold changes in the new design of future networks, i.e., making a paradigm

shift from bit-based traditional communication to context-based semantic com-

munication (SemCom) [5–15].

The concept of SemCom was first introduced by Weaver in his landmark pa-

per [5], which explicitly categorizes communication problems into three levels,

including the technical problem at the bit level, the semantic problem at the

semantic level, and the effectiveness problem at the information exchange level.

Nowadays, the technical problem has been thoroughly investigated in the light of

classical Shannon information theory [16], while the evolution toward SemCom is

just beginning to take shape. Different from the conventional bit communication

(BitCom) mode that aims at the precise reception of transmitted bits, SemCom

focuses more on the accurate delivery of the true meanings implied in source mes-

sages. This is mainly benefited from prosper advancement in deep learning (DL)

technologies that can drive SemCom models to achieve efficient and high-quality

semantic refinement on desired meaning with low spectrum consumption. More-

over, through equipping both ends of the transceiver with equivalent background

knowledge, i.e., provisioning massive data samples to serve diverse artificial intel-

ligence (AI) learning and prediction tasks [3], the implicit meaning in conveyed

1



2 CHAPTER 1. INTRODUCTION

content can be recovered with ultra-low semantic errors even under harsh chan-

nel conditions. With this remarkable semantic resilience, adequate transmission

reliability is also guaranteed. Therefore, SemCom is believed to be a preeminent

technology in driving the future wireless network a dramatic leap forward.

Given the popularized SemCom paradigm and existing link-level SemCom de-

velopments [1,3,7,9–11], we believe that it is time to move forward to the upper

layer, i.e., investigating SemCom from a networking perspective. In this thesis,

our main task lies in seeking the optimal wireless resource management strategy

in the SemCom-enabled wireless cellular network to optimize its overall network

performance in a semantics-aware manner. Since the bandwidth budget and

transmit power of each base station (BS) are inherently limited, resource com-

petition becomes unavoidable when there are excessive associated mobile users

(MUs) requesting SemCom services at the same time. Meanwhile, energy ef-

ficiency should be another important indicator in SemCom under the topic of

Green Communications [17], motivating us to concentrate on the balance of en-

ergy consumption and semantic performance achieved. Especially considering the

unique demand for background knowledge matching between multiple MUs and

multi-tier base stations (BSs), efficient resource management becomes crucial and

indispensable, which can yield a host of benefits, such as ensuring high-quality of

SemCom services and strengthening bandwidth utilization.

1.1 Semantic Communication

AI-based
SE

Channel
Encoder

Knowledge
Base

Knowledge
Base

Channel
Decoder

AI-based
SD

Semantic Link

(Message)


Physical Link

(Bit)


Receiver
Transmitter


M
 M'


X
 X'

Y
 Y'


Noise
 Interference


Figure 1.1: The structure diagram of a typical SemCom system.

Compared with the traditional BitCom system [18], a SemCom system gen-

erally contains three additional paramount components, including a semantic en-

coder (SE) and a semantic decoder (SD) equipped at each end of the transceiver,
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and knowledge bases (KBs) dedicated to storing the background knowledge of

each semantic coding model, as depicted in Fig. 1.1. To be concrete, by embed-

ding cutting-edge sophisticated AI models into terminal devices, a transmitter

in SemCom first leverages background knowledge relevant to source messages to

filter out irrelevant and redundant content while refining semantic features that

only require fewer bits for transmission, the process of which is called seman-

tic encoding. Once the destination receiver has the corresponding background

knowledge, the local semantic interpreters are capable of accurately restoring the

original meaning from the received bits, even though there may exist severe signal

attenuation and distortion due to strong noise and interference, resulting in intol-

erable bit errors at the syntax level. Taking natural language processing (NLP)

models as the exemplification, the Transformer [19] is believed to require fewer

bits for encoding a given sentence than using a typical word2vec model [20], and

is therefore an ideal candidate for SE and SD in text transmission scenarios.

Moreover, equivalent background knowledge is of critical importance to pur-

sue adequate semantic fidelity and eliminate semantic ambiguity, and the higher

the knowledge-matching degree between transceivers, the lower the semantic er-

ror in recovered meanings [21]. Consequently, efficient exchanges for the desired

information with ultra-low semantic ambiguity can be achieved in SemCom under

equivalent background knowledge between source and destination, while signifi-

cantly alleviating the resource scarcity [6–8]. In the subsequent two subsections,

we will showcase the detailed structures of a semantic encoder and a semantic

decoder by introducing a specific case about applying SemCom to wireless virtual

reality (VR) video delivery. Note that the design of SemCom models should vary

depending on the specific application scenario, and it is almost impossible to have

a generic semantic coding model that can be applied to any SemCom scenario.

1.1.1 Semantic Encoding Model

To better illustrate the semantic coding models, we present the encoder design

from our previous work [3] as an example. Among them, the semantic encoder

consists of three different modules, including semantic segmentation module, se-

mantic location graph (SLG) construction module, and channel encoder module,

as illustrated in Fig. 1.2. Specifically, the first module is to segment and cat-

egorize all objects in each input 2-dimensional (2D) field of views (FOVs) by

employing the semantic segmentation technique, which function can be realized

by deep convolutional networks [22]. After that, a segmentation map and se-

mantic labels of all objects within the frame can be obtained, respectively, where

the segmentation map is a type of high-level image representation with category
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Figure 1.2: The detailed structure of the semantic encoding model in a special
case of wireless VR video delivery.

color label assigned to each underlying object, and each semantic label indicates

a sequence of word tokens for class labels or natural language descriptions. With

these as inputs, the second SLG construction module is able to precisely construct

the SLG for each frame, which is a graph containing multiple nodes and edges

with corresponding semantic labels attached. To be more specific, each node

represents the central point of the segmentation map of each object, and then

attaching respective semantic label to form the SLG of each frame. Note that the

concept of SLG is different to the knowledge graph [23], where our SLG focuses

more on objects’ location information (e.g., the location of an object “a man” in

the tile, referring to the input video frame in Fig. 1.2), their location relation-

ships (e.g., “a man” is directly below “a tree”), and their semantic labels (e.g., “a

man” with short blond hair in a blue sweater jacket is sitting on the ground and

looking down at a book in his hands) to provide accurate location and semantic

calibration for subsequent video recovery. Accordingly, after comparing the SLG

of each object between different frames, both environments and behaviors within

each tile can be easily identified in this module. Moreover, semantic features (i.e.,

the SLG and segmentation map) of each environment are apparently identical in

all video frames, which can be generalized as one frame. As for these behaviors,

only a few frames’ semantic features need to be transmitted to the mobile edge

computing (MEC) server. Further, to adapt various physical channel states (e.g.,

fading, interference, and signal-to-noise ratio), a channel encoder module com-

posed with dense neural network layers is exploited to ensure these environmental
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and behavioral features to be accurately transmitted through different channels.

1.1.2 Semantic Decoding Model
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Figure 1.3: The detailed structure of the semantic decoding model in a special
case of wireless VR video delivery.

In the semantic decoder, as demonstrated in Fig. 1.3, a channel decoder mod-

ule with the symmetric structure of the channel encoder module first recovers

environmental and behavioral features within each desired 2D FOV tile, respec-

tively. Based on the joint semantic-channel coding design, the channel decoder is

capable of greatly preserving semantic features from received data stream. After-

ward, the environmental and behavioral features will be input into an environment

reconstruction module and a behavior recognition module, respectively. In the

environment reconstruction module, the deep convolutional network [22] can still

be leveraged to rebuild all static scenes of one frame under image synthesis with

multiple visual control, while the behavior recognition function is easily achieved

by a Transformer model to predict all missing behaviors of those untransmitted

frames [24]. Notably, in both modules above, features related to the segmentation

map of each frame are specifically to roughly reconstruct the background image

and object profiles, while the SLG is the calibration cornerstone for determining

the exact location and status of each object in the tile. Finally, the reconstructed

environments are fed into an image stitching module along with the restored

behaviors to be merged, thus obtaining all consecutive original information.



6 CHAPTER 1. INTRODUCTION

1.1.3 Knowledge Base

A key concept of KB is particularly introduced in SemCom, which is deemed a

small information entity that stores the background knowledge of one particular

application domain (such as music or sports) corresponding to a certain type of

SemCom service [8, 25]. This idea originates from the fact that it is unthink-

able to represent all knowledge within a single framework given the vastness of

knowledge [6]. Concretely, the structure of a KB can roughly cover multiple

computational ontologies, facts, rules and constraints associated to a specific do-

main [26]. In DL-driven SemCom systems, the background knowledge is deemed

training data samples serving a certain class of learning tasks [1, 2]. Considering

its computation and storage requirements, in the wireless cellular network, BSs

and large-capacity user equipment can hold certain amounts and types of KBs.

As for these small-capacity users, one potential solution for them is to acquire

different SemCom services with required KBs by associating with different BSs.

Another viable approach is employing the knowledge sharing method [25] to ac-

quire the desired background knowledge from the adjacent MUs or BSs, which,

however, will cause extra preparation delay.

1.2 Wireless Resource Management

Current wireless cellular networks have evolved from homogeneous networks (Hom-

Nets) to heterogeneous networks (HetNets), which was introduced in Release 12

of the 3rd generation partnership project (3GPP) [27]. Since the HetNet allows

different tiers of BSs (like microBS, picoBS, and femtoBS) to coexist with the

macroBS by sharing the same spectrum resources, which can extremely improve

spectrum efficiency and reduce uncovered areas [28]. In such a complex network

architecture, wireless resource management becomes critical and involves several

fundamental yet challenging problems during the networking process, such as user

association (UA), bandwidth allocation (BA), power control (PC)/allocation,

spectrum reusing, and interference management, etc. These problems take dif-

ferent shapes depending on different system modeling in different scenarios. For

instance, the joint UA and BA optimization problem on the uplink side is quite

distinct from that on the downlink side, since their interference patterns and ob-

jects are diverse. Besides, formulating the wireless resource management problem

naturally falls into the scope of integer or mixed integer programming, which can

also be an NP-hard assignment problem in most cases [29–39].



1.2. WIRELESS RESOURCE MANAGEMENT 7

1.2.1 User Association

The UA problem occurs more often in the multi-BS cellular network, where mul-

tiple MUs exist to acquire the assignment of bandwidth resources from their

associated BSs to support their respective communication services. Without loss

of generality, one MU can be only associated with one BS while one BS can serve

multiple MUs at a time [29]. However, considering the limited bandwidth budget

of each BS, some BSs can be fully loaded if they have excessive MUs asking for

UA, but some BSs are idle if they have only a few associated MUs, which is

obviously not a perfect UA solution. Moreover, for each MU, associating with

different BSs indicates different space distances for communication, which can

greatly affect the rendered signal-to-interference-plus-noise ratio (SINR) of its

link. Especially when targeting at optimizing the overall network performance,

no matter from the bit-level throughput or the semantic-level throughput, achiev-

ing load balancing among multiple BSs through the UA optimization should be

very meaningful and valuable.

1.2.2 Bandwidth Allocation

It is known that each BS has limited bandwidth resources ready to be assigned

to its associated MUs. When there are multiple associated MUs with different

SINRs, how to allocate the specific amount of bandwidth resources to each MU

becomes an inevitable optimization problem. Note that the BA problem is gen-

erally investigated jointly with the UA, since differing UA schemes can result in

different numbers of associated MUs of each BS. Besides, the uplink BA should be

distinguished from the downlink BA problem due to their different spectrum divi-

sions and communication modes. In some standards such as LTE, the bandwidth

resources of each BS can also be distributed among MUs in the form of resource

blocks (RBs), and each RB spans over a certain frequency range and time dura-

tion. Based on the total system bandwidth available and the scheduling interval

of the scheduler, the number of RBs at different BSs can be different.

1.2.3 Power Control

Power control in the realm of wireless communication is also known as power

allocation, which is to assign the optimal transmit power for each MU on the

uplink side and for each BS on the downlink side. The transmit power output of

each entity is constrained between a prescribed range, and the higher the transmit

power, the greater the received signal power. However, this issue is generally

considered in the case of multiple MUs or multiple BSs, where higher transmit
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power also increases the interference power, and thus power control is sometimes

closely related to interference management. Particularly, if we further take into

account the energy efficiency factor, the higher transmit power represents the

greater power consumption as well. Accordingly, how to comprehensively devise

the optimal power allocation scheme has become an issue of great concern in the

process of networking.

1.2.4 Spectrum Reuse

The spectrum reuse technique is to use the same frequency bands in different

geographic locations within a cellular network. This can be either completed by

dividing the service area into smaller cells and each is served by a base station or

done by different types of wireless linking, such as cellular links and D2D links.

By reusing frequencies in multiple cells or links, more MUs can be served within

the same spectrum, greatly enhancing network capacity and resource utilization.

However, one of the primary challenges here is how to manage the interference

between cells or links using the same spectrum band, which generally requires

sophisticated interference mitigation techniques. Another challenge is how to

design a network with an optimal frequency reuse pattern involves complex plan-

ning to balance capacity and interference. In recent years, spectrum reuse has

been complemented by other techniques like small cells, massive multiple input

multiple output, and beamforming, etc.

1.2.5 Interference Management

Most specifications of current cellular wireless networks are based on reuse-one

deployment to achieve the most utilization of limited spectrum resources. Be-

sides, improving the network density is deemed an efficient approach to enhance

the traffic capacity and user throughput. Nevertheless, as the density and load

grow, receivers in the cellular network simultaneously suffer from increased co-

channel interference, particularly at the boundaries of cells. Hence, co-channel

interference has become one of the major problems that should be optimized

in next-generation cellular systems, and thus efficient interference management

methods are indispensable. Classical solutions can be divided into two categories

of using advanced receivers with interference joint detection/decoding on the user

side and employing joint scheduling on the BS side.



1.3. MOTIVATION 9

1.3 Motivation

In next-generation SemCom-enabled cellular networks, the wireless resource man-

agement problem is recognized as a unique and challenging one due to some in-

evitable changes in both the network architecture and the communication system

as well as other limitations associated with SemCom. These prevent the resource

management solutions in conventional BitCom-enabled networks from being di-

rectly extended to the SemCom-enabled network scenarios.

Specifically, since SemCom focuses on the successful delivery of meanings

rather than bits compared with BitCom, a proper semantic-related metric should

be defined to assess the network from the overall semantic-level performance per-

spective. In the meantime, multiple MUs should be correctly associated with spe-

cific BSs to match their required background knowledge bases and the appropriate

channel conditions in the UA phase. Apart from this, different MUs generally

have different knowledge-matching degrees with their respective communication

counterparts, which can greatly affect the BA strategy. This is because the higher

knowledge-matching degree can be deemed as the more powerful reasoning capa-

bility of the semantic coding model, which is equivalent to the more resilient and

robust semantic recovery. Intuitively, the MU with the high knowledge-matching

degree demands fewer bandwidth resources to convey the same meaning than

the MU with the low knowledge-matching degree. Most importantly, since the

information source is generally modeled as a stochastic process [13], the specific

amount of its generated messages corresponding to the matched knowledge or the

mismatched knowledge becomes uncertain, even given the knowledge-matching

state. Consequently, there is always only a random proportion of messages that

can be correctly interpreted in the SemCom, which indicates that the knowledge-

matching degree is actually a random variable and the corresponding BA problem

in the SemCom-enabled network becomes a stochastic optimization problem. In

parallel, the SemCom-based power control problem is also quite distinct from that

in BitCom. When conventional BitCom scenarios care about the energy efficiency

in units of Bits/Joule, SemCom is foreseeable to concentrate upon the one in units

of semantic-level performance per Joule. Moreover, the circuit power consump-

tion mode becomes unique in SemCom, since the transmitted data can be classi-

fied into two categories of knowledge-matching state and knowledge-mismatching

state. In the DL-driven semantic coding models, the knowledge-matching data are

envisioned to consume less power than the knowledge-mismatching data, which

is justified since the knowledge-mismatching content necessarily requires more

computing power and processing time for accurate contextual reasoning and in-



10 CHAPTER 1. INTRODUCTION

terpretation due to the use of more sophisticated semantic-coding networks or

the knowledge-sharing method [8].

Besides, it is worth pointing out that there is still a missing investigation

on wireless resource optimization in a more practical scenario, i.e., a hybrid se-

mantic/bit communication network, where both SemCom and BitCom modes are

available for multiple MUs. The necessity of emphasizing the hybrid scenario lies

in the current colossal infrastructures and user groups in BitCom that cannot

be completely replaced at one time, while taking into account the unprecedented

potential and superiorities of SemCom in terms of efficient information exchanges

and wireless resource savings. Therefore, the hybrid semantic/bit communication

network will be an inevitable and long-lasting intermediate network paradigm

during the future evolution of wireless cellular networks and is also expected to

yield a host of benefits, such as flexible and targeted service provisioning, adequate

resource utilization, and satisfactory user experience on semantic performance.

Finally, notice that ubiquitous intelligence is expected to emerge in next-

generation vehicular networks to accommodate diverse smart on-board applica-

tions and large-capacity vehicle-to-everything (V2X) services (e.g., multimodal

artificial intelligence generated content offered by ChatGPT or Dall-E), which

poses tremendous demands on high data rates along with stringent requirements

for reliability and latency [40, 41]. The application of SemCom into large-scale

vehicle-to-vehicle (V2V) communications is also a very interesting and forward-

looking topic. To be concrete, due to the varying practical KB sizes, personal KB

preferences, and limited vehicular storage capacities, the first problem is how to

devise an optimal knowledge base construction (KBC) policy not only proactively

but also collaboratively for all vehicle users (VUEs) to construct their respective

appropriate KBs for better service provisioning. In the meantime, when consider-

ing different types of KBs equipped on numerous VUEs and unstable wireless link

quality, it can be challenging to well solve the service provisioning-driven VUE

pairing problem to meet the knowledge matching restriction, thus shaping the

second problem namely vehicle service pairing (VSP). Solving the KBC and VSP

issues is believed to yield a bunch of benefits, such as improving V2V information

interaction efficiency, reducing data traffic congestion, and ensuring high-quality

vehicular services.

1.4 Objectives

According to the motivation, the main goal of this thesis is to seek optimal wireless

resource management solutions for DL-driven semantic communication networks.
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For better illustration, our research involves four different objectives: 1) Investi-

gating the optimal joint UA and BA schemes for the SemCom-enabled cellular

network; 2) Exploring the optimal joint power allocation and spectrum reusing

strategy for device-to-device (D2D) SemCom underlying energy efficient-driven

cellular networks; 3) Optimizing the wireless resources in hybrid semantic/bit

communication networks with the awareness of reliability and latency; 4) Guaran-

teeing the best SemCom service provisioning in SemCom-enabled V2V networks

for next-generation ultra-reliable and low-latency communications (xURLLC).

The first objective aims to investigate SemCom from a networking perspective

by considering varying knowledge-matching states between MUs and associated

BSs, since the unique demand for background knowledge matching makes it chal-

lenging to achieve efficient wireless resource management for multiple users in

SemCom-enabled networks. The relationship between message rate and bit rate

needs to be elucidated for developing the new semantic-level performance metric.

Then the UA and BA issues then need to be addressed jointly to maximize the

overall performance of the network, subject to practical limitations and SemCom-

related constraints. Among them, the stochasticity of the knowledge-matching

factors should be taken into account to comprehensively characterize SemCom.

After proposing the optimization solution, the corresponding validation needs to

be realized by conducting numerical simulations.

In terms of our second objective, one urgent demand is to build the energy

efficiency-based SemCom model, and the semantic performance measurement can

follow our previous work. The power consumption model can incorporate the

knowledge-matching degree, and combined with the D2D SemCom, the spectrum

reusing problem can also be jointly considered. In line with the formulated prob-

lem, the corresponding optimal solution can be studied and validated through

numerical simulations.

As for our third objective, wireless resource management in hybrid seman-

tic/bit communication networks is envisioned to be rather complicated and chal-

lenging, given the unique background knowledge matching and time-consuming

semantic coding requirements in SemCom. To that end, a novel problem of mode

selection (MS) needs to be tackled, which is about how to determine the best

communication mode for each MU with the joint consideration of UA and BA

to optimize overall network performance. Proceeding the semantic performance

metric in our previous work, another goal is to mathematically characterize the

unique semantic-coding process in SemCom when combined with bit transmis-

sion in such a hybrid scenario. Based on the correspondingly formulated joint

UA, MS, and BA problem, an optimal resource management solution needs to be
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designed, which should also be tested under a sufficiently large number of trials.

The last objective is to investigate the potential of applying SemCom to vehic-

ular networks with the awareness of xURLLC. Notably, the unique background

knowledge matching mechanism in SemCom makes it challenging to realize effi-

cient vehicle-to-vehicle service provisioning for multiple users at the same time.

In this case, the objective is to propose an efficient SemCom service provisioning

policy for multiple VUEs. In particular, constructing appropriate KBs at each

VUE and selecting the best vehicle node for each VUE from multiple candidate

neighbors become quite important for executing SemCom. On this basis, the

xURLLC-driven joint optimization problem needs to be formulated, followed by

the corresponding optimal solution and numerical verification.

1.5 Research Contributions

The objectives mentioned above indicate that this thesis aims at deriving the op-

timal wireless resource management solution for different SemCom-enabled net-

works. In full view of our research progress, the main contributions of this thesis

are summarized as follows:

• Considering varying knowledge matching states between MUs and asso-

ciated BSs, we identify two general SemCom-enabled network scenarios,

namely perfect knowledge matching-based SemCom-enabled network and

imperfect knowledge matching-based SemCom-enabled network. Afterward,

in each case, we describe its distinctive semantic channel model from the

semantic information theory perspective, whereby a concept of bit-rate-to-

message-rate transformation is developed along with a new semantics-level

metric, namely system throughput in message (STM), to measure the over-

all network performance. In this way, we then formulate a joint STM-

maximization problem of UA and BA for each SemCom-enabled network

scenario, followed by a corresponding optimal solution proposed. Numerical

results in both scenarios demonstrate significant superiority and reliability

of our solutions in the STM performance compared with two benchmarks.

• We specially consider a D2D SemCom scenario, where multiple D2D users

(DUEs) can reuse the spectrum resources of cellular users (CUEs) for Sem-

Com. By taking into account the knowledge-matching conditions, the

SemCom-based energy efficiency model is built at a semantic data packet

level. With the aim of maximizing the overall energy efficiency of all CUEs

and DUEs, a joint power allocation and spectrum reusing problem is for-
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mulated, followed by an optimal solution proposed via the fractional-to-

subtractive problem transformation method, a heuristic algorithm, and the

Hungarian method. Numerical results show the energy efficiency superiority

of our solution in comparison to two baselines.

• We jointly investigate UA, MS, and BA problems in a hybrid semantic/bit

communication network scenario. Concretely, a unified performance metric

of message throughput for both SemCom and BitCom links is first iden-

tified. Next, we specially develop a knowledge matching-aware two-stage

tandem packet queuing model and theoretically derive the average packet

loss ratio and queuing latency. Combined with practical constraints, we

then formulate a joint optimization problem for UA, MS, and BA to maxi-

mize the overall message throughput of hybrid semantic/bit communication

network. Afterward, we propose an optimal resource management strategy

by utilizing a Lagrange primal-dual transformation method and a preference

list-based heuristic algorithm with polynomial-time complexity. Numerical

results not only demonstrate the accuracy of our analytical queuing model,

but also validate the performance superiority of our proposed strategy com-

pared with different benchmarks.

• We identify and jointly address two fundamental problems of KBC and VSP

inherently existing in SemCom-enabled vehicular networks in alignment

with the xURLLC requirements. Concretely, we first derive the knowl-

edge matching based queuing latency specific for semantic data packets,

and then formulate a latency-minimization problem subject to several KBC

and VSP-related reliability constraints. Afterward, a SemCom-empowered

Service Supplying Solution (S4) is proposed along with the theoretical anal-

ysis of its optimality guarantee and computational complexity. Numerical

results demonstrate the superiority of S4 in terms of average queuing la-

tency, semantic data packet throughput, user knowledge matching degree

and knowledge preference satisfaction compared with two benchmarks.

1.6 Thesis Outline

The remainder of this thesis is organized as follows. Chapter 2 starts with the re-

lated works of the current research development of SemCom and wireless resource

management. Besides, the state-of-the-art (SOTA) DL techniques are presented

that can be employed in the field of SemCom.

Chapter 3 is produced on top of “Joint User Association and Bandwidth
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Allocation in Semantic Communication Networks” (i.e., the journal paper J1 and

its conference version C1 in List of Publications). It starts with presenting the

semantic channel models of both PKM-based and IKM-based SC-Nets in Section

3.2. Then for the two different SC-Nets, Sections 3.3 and 3.4 formulate their

joint UA and BA optimization problems and propose the corresponding solutions,

respectively. Numerical results are demonstrated and discussed in Section 3.5,

followed by conclusions in Section 3.6.

Chapter 4 is produced on top of “Resource Allocation for D2D Semantic

Communication Underlying Energy Efficiency-Driven Cellular Networks” (i.e.,

the journal paper J2 in List of Publications). It starts with the system model

of EE-SCN and the corresponding problem formulation in Section 4.2. Then the

optimal power allocation and spectrum reusing solutions are presented in Section

4.3, followed by the numerical results in Section 4.4 and conclusions in Section

4.5.

Chapter 5 is produced on the top of “Wireless Resource Optimization in

Hybrid Semantic/Bit Communication Networks” (i.e., the journal paper J3 and

its conference version C2 in List of Publications). Section 5.2 first introduces

the system model of HSB-Net. Then, the queuing analysis for both SemCom and

BitCom cases is presented, and the corresponding joint resource management

problem is formulated in Section 5.3. In Section 5.4, we illustrate the proposed

optimal UA, MS, and BA strategy. Numerical results are demonstrated and

discussed in Section 5.5, followed by the conclusions in Section 5.6.

Chapter 6 is produced on the top of “xURLLC-Aware Service Provisioning in

Vehicular Networks: A Semantic Communication Perspective” (i.e., the journal

paper J4 and its conference version C3 in List of Publications). Section 6.2

first introduces the system model of SemCom-enabled vehicular networks. Then

a joint service provisioning problem is identified and formulated in Section 6.3.

In Section 6.4, we illustrate the proposed solution S4. Numerical results are

presented and discussed in Section 6.5, followed by conclusions in Section 6.6.

Finally, Chapter 7 concludes the thesis and discusses the future trends asso-

ciated with wireless resource management in intelligent SemCom networks.



Chapter 2

Background and Literature

Review

2.1 Overview in Semantic Communications

The history of SemCom can be traced back to the seminal work done by Weaver

in the 1950s [5], in which he proposed communication problems at three levels:

• How accurately can the symbols of communication be transmitted?

• How precisely do the transmitted symbols convey the desired meaning?

• How effectively does the received meaning affect conduct in the desired way?

Fortunately, the first technical problem is believed to be fully covered by Shan-

non’s classical information theory [16], which has served as proven guidance in

communication system design for more than seven decades. Recently, with the

explosive growth of AI-related research, the second semantic-level problem has

gradually attracted widespread attention, which concentrates upon how to suc-

cessfully convey semantics, rather than bits, implied in the source information. As

an interdisciplinary technology, SemCom involves multiple different research areas

including linguistics, computer science, and wireless communications. Especially

benefiting from the powerful inference and interpretation capabilities of current

AI models, a variety of semantic-aware communication techniques are emerging,

making SemCom a promising next-generation communication paradigm. As for

the third effectiveness communication, it should be a future communication dif-

ficulty that needs to be considered after solving the lower two levels. In the

subsequent three subsections, we will present recent advances in semantic infor-

mation theory, physical-layer semantic transmission, and SemCom-enabled net-

work management, respectively. Note that research in the SemCom field is still

15
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in an infancy stage, a comprehensive and consistent theory regarding SemCom

has not yet been established.

2.1.1 Development of Semantic Information Theory

The concept of semantics originated from the field of semiotics [42], in which

syntactic signs, semantic signs, and pragmatic signs were proposed by Morris

in [43]. Soon after that, Weaver argued that Shannon’s classical information

theory is general enough to be extended to consider other two-level problems.

Then, Carnap and Bar-Hillel [12] were among the first to introduce the concept

of “Semantic Information Theory” and used truth tables and logical probability

to define semantic entropy in 1953. On this basis, Barwise and Perry further pro-

posed a definition of situational logic to extend semantic information theory in

their pioneering work [44]. In [45,46], Floridi developed a theory of Strongly Se-

mantic Information and tried to solve the contradictions in semantic information

measurement. D’Alfonso aimed to quantify semantic information by employing

a “value aggregate” method to support a broader range of use cases in [47].

Over the last two decades, modern semantic information theory has gone be-

yond the above classical one. Bao et al. in [7,11] summarized the existing works

on quantifying semantic information and quantitatively measured semantic en-

tropy by putting forward a semantic channel coding theorem. Then, Zhong et

al. in [48] introduced the information trinity concept and proved that semantic

information is the unique representative of the trinity. Besides, Kolchinsky and

Wolpert in [49] identified the syntactic information between a system and its en-

vironment from the physical perspective, while Kountouris and Pappas in [50]

defined a multi-granularity-based semantic information measured by Rényi en-

tropy [51]. Moreover, Jiang et al. [52] reckoned that the limitations of the current

communication systems are due to the lack of semantic information awareness.

More recently, Liu et al. [13] studied the semantic rate-distortion function of in-

formation source on the basis of its intrinsic state and extrinsic observation in

the memoryless source case.

2.1.2 Physical-Layer Semantic Transmission

In the semantic-transceiver-design related works, Farsad et al. in [53] first used

DL approaches for joint source-and-channel coding (JSCC) to realize text Sem-

Com in the end-to-end (E2E) communication system. Bourtsoulatze et al. in [54]

proposed another JSCC technique for wireless image transmission that does not

rely on explicit codes for either compression or error correction. Then, inspired
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by advanced NLP algorithms, Xie et al. in [1] and [9] developed a Transformer-

based text sentence similarity metric to measure the semantic performance in

E2E SemCom systems. In parallel, two speech distortion ration-related semantic

metrics are employed in [10] for testing the speech signals received via SemCom.

Weng et al. in [10] considered a SemCom system for speech signals based on an

attention-driven DL model called squeeze-and-excitation networks. Moreover, [3]

sought the possibility of applying SemCom to wireless virtual reality video deliv-

ery to realize high-performance feature extraction and semantic recovery. Zhang

et al. [14] integrates a concept of semantic base with next-generation commu-

nication systems to enable intelligent interactions among various communication

objects in 6G. Other existing works [55–57] have proved that physical-layer trans-

mission efficiency can be ensured by utilizing semantic encoding and decoding

models in representative application scenarios.

2.1.3 Semantic Communication-Enabled Networks

Several other preliminary studies related to SemCom have further investigated

the wireless resource management issue from a networking perspective. Powered

by deep reinforcement learning algorithms, Zhang et al. [2] adopted a dynamic

resource allocation scheme to maximize the long-term transmission efficiency in

task-oriented SemCom networks. In [58], Yang et al. exploited a probability

graph and a rate-splitting method to achieve energy-efficient SemCom networks

on both transmission and computation. Likewise, a quantum key distribution-

secured resource management framework was considered by Kaewpuang et al. [59]

for the edge devices communicating semantic information. Apart from these,

Xia et al. [21] specially developed a bit-rate-to-message-rate transformation func-

tion along with a new semantic-aware metric called system throughput in message

to jointly optimize UA and BA problems in SemCom-enabled cellular networks.

Yan et al. [60] exploited the semantic spectral efficiency optimization-based chan-

nel assignment.

2.2 Overview in Wireless Resource Optimiza-

tion

In this section, the existing related works pertinent to wireless resource manage-

ment in conventional BitCom are reviewed and categorized according to a diverse

range of three different performance metrics, including UA and BA optimization,

spectrum efficiency optimization, energy efficiency optimization, URLLC-aware
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network optimization, and outage probability optimization. Most of these re-

search results are investigated in the HetNet scenarios, since HetNet has become

the dominant theme in current and next-generation wireless network architecture.

2.2.1 UA and BA Optimization

It is known that the co-channel transmissions will lead to severe inter-cell in-

terference, and one viable solution is to optimize the resource allocation among

multiple BSs to maximize the system performance. In [61], Lopez-Perez et al.

proposed a dynamic algorithm to jointly allocate bandwidth and power to mit-

igate intercell interference. Apart from resource allocation, UA is considered

another efficient factor in dealing with intercell interference. Qian et al. in [62]

devised an algorithm through the classic Benders’ decomposition to tackle with

the optimization problem of joint UA and power control. Besides, Li et al. in [63]

proposed an asymptotically optimal solution for the resource allocation problem

in heterogeneous cellular networks with cooperative relay nodes. In [64] and [65],

the joint optimization on UA and BA was formulated, and the performance of

different schemes was investigated.

2.2.2 Spectrum Efficiency Optimization

Apart from the outage probability, spectrum efficiency is another widely accepted

network performance metric in traditional wireless networks. Corroyin et al.

in [66] derived an upper bound on the downlink spectrum efficiency in HetNets a

heuristic dynamic UA scheme with low complexity to approach this upper bound.

Besides, the joint optimization of UA and channel allocation between macroBSs

and microBSs was explored by Fooladivanda et al. in [67] to maximize the data

rate. Proceeding as [67], Ghimire et al. in [64] developed an optimal joint UA,

transmission coordination, and channel allocation solution with the aim of maxi-

mizing the data rate-based utility. In line with the spectrum efficiency maximiza-

tion, the authors in [68–70] employed similar solutions in an iterative manner of

simultaneously updating the UA and the power control factors until convergence

for the downlink HetNets. Contrary to this, the authors in [71, 72] utilized an-

other solution where they optimized the UA factors by first fixing power/channel

allocation factors and then optimizing the power/channel allocation factors with

the aid of the fixed UA factors.
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2.2.3 Energy Efficiency Optimization

As a result of the international community’s concern for environmental protection,

green communication has gained tremendous attention from both industry and

academia [73,74]. In [75], the UA issue for the downlink of HetNets was specially

optimized by maximizing the ratio between the total data rate of all users and

the total energy consumption. In parallel, Zhu et al. in [76] proposed an energy-

efficient UA solution by minimizing the total power consumption while satisfying

the users’ traffic demand. A Benders’ decomposition method [77] was employed

in [62] for joint UA and power control to maximize the downlink throughput

and minimize the total transmit power consumption. Su et al. in [78] jointly

considered the optimization of long-term BS sleep-mode operation, UA, and sub-

carrier allocation for maximizing the energy efficiency and minimizing the total

power consumption subject to constraints of average sum rates and rate fairness.

Another energy efficiency optimization algorithm was developed in [79] for min-

imizing the energy consumption by beneficially adjusting both the UA and the

BS sleep-mode operations with the awareness of the dependence of the energy

consumption on both the spatio-temporal variations of traffic demands and the

internal hardware components of BSs. In addition, the coverage probability and

energy efficiency of K-tier HetNets were derived in [80] together under different

sleep-mode operations using a stochastic geometry-based method.

2.2.4 URLLC-Aware Network Optimization

Achieving URLLC brings new challenges in optimizing the average performance

for current cellular networks, e.g., overall throughput, communication reliability,

and average latency [81]. For instance, the authors in [82, 83] aimed to reach

high performance on average metrics in vehicular networks with the awareness of

strict URLLC requirements at the occurrence of extreme events. In [84], a prob-

abilistic limitation has been identified and imposed on the optimization problem

to shorten the queue length at each V2V pair. Besides, [85] investigated the dis-

tribution of queue length by extreme value theory, which is a powerful tool to

characterize the occurrence probability of extreme events. The authors in [86]

proposed a Lyapunov-based distributed resource allocation algorithm to reduce

the queuing latency by employing both extreme value theory and federated learn-

ing. Moreover, the authors in [87] employed the age of information as the latency

metric and modeled its tail distribution using the extreme value theory.
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2.2.5 Outage Probability Optimization

As a matter of fact, the outage/coverage probability is the primary performance

metric for UA and BA analysis in conjunction with stochastic geometry. Dhillon

et al. in [88, 89] analyzed the system performance in K-tier downlink HetNets

with the aid of stochastic geometry and incorporated a flexible notion of BS

load by introducing a new idea of conditionally thinning the interference field.

Similarly, Cheung et al. in [90] first derived the success probability for each tier

BS under different BA and femtoBS access policies by introducing a tractable

model, and then formulated the throughput maximization problem subject to

several quality-of-service (QoS) constraints in terms of both coverage probabilities

and per-tier minimum rates. In [91], Lin et al. obtained the optimal UA bias and

bandwidth partitioning ratios theoretically for maximizing the proportionally fair

utility based on the outage probability in both downlink and uplink of HetNets.

2.3 Advanced DL Technologies Enabling Sem-

Com

Recent advances in SOTA DL technologies have created great opportunities to

develop sophisticated SemCom systems, providing a viable path for undertak-

ing next-generation semantic service provisioning. Many researchers have tried

to leverage powerful feature learning and feature representation capabilities of

DL models to extract and recover the semantics implied in the source infor-

mation, and some of them have reached excellent performance in SemCom [92,

93]. In terms of the text-based SemCom, the Transformer [19], GPT [94], and

BERT [95] models have proven significant success in many prediction and infer-

ence tasks in the field of NLP. On this basis, diverse DL model structures like

encoding-autoencoding, decoding-autoregression, and encoding-decoding are pro-

posed to further enhance the word and sentence representation. When it comes

to the image-based SemCom, the convolutional neural network (CNN) [96, 97]

is of paramount importance to greatly support image semantic extraction and

restoration-related tasks, which has also been widely used in the realm of com-

puter vision (CV) for classical image classification and object recognition tasks.

As for other multi-modal data such as speech and videos, squeeze-and-excitation

networks [98] and deep neural network (DNN)-powered semantic segmentation

models [99] have become the best candidates in the pertinent tasks. Overall,

the proliferation of these SOTA DL technologies has led to the convergence of

ubiquitous intelligence and next-generation communication systems, providing a
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promising approach for intelligent SemCom design. This allows not only the true

information of interest of MUs for communications, rather than raw data but

also alleviates the bandwidth pressure and strengthens resilience by reducing the

redundant data.
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Chapter 3

Joint User Association and

Bandwidth Allocation in

Semantic Communication

Networks

3.1 Introduction

AI has been widely regarded as an indispensable component in future networking

paradigms. Benefited from a variety of SOTA DL techniques, many sophisti-

cated computation tasks can be well accomplished. Moreover, due to the limited

wireless resources, traditional communication systems are becoming gradually

insufficient to process diversified service requirements under various application

scenarios. This destined bottleneck is, therefore, motivating us to hunt for a bold

change in new designs on AI-enabled 6G networks, for a paradigm revolution

from traditional BitCom to intelligent SemCom [1, 9, 10, 56].

As a matter of fact, there have been several noteworthy related works paving

ways for the development of SemCom. Powered by advanced natural language

processing (NLP) algorithms, the authors in [1] and [9] developed a Transformer-

based text sentence similarity metric to measure the semantic performance in

end-to-end SemCom systems. In parallel, two speech distortion ration-related

semantic metrics are employed in [10] for testing the speech signals received via

SemCom. Moreover, [3] sought the possibility of applying SemCom into wireless

virtual reality video delivery to realize high-performance feature extraction and

semantic recovery. Apart from these semantic-transceiver-design related works,

some researches on information-theoretic characterization for SemCom is also

23
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of paramount importance. The authors in [7] and [11] quantitatively measured

semantic entropy by putting forward a semantic channel coding theorem, which is

based on the logical probability of messages proposed by Carnap and Bar-Hillel

in [12]. Besides, [13] recently studied the semantic rate-distortion function of

information source on the basis of its intrinsic state and extrinsic observation in

the memoryless source case.

Considering the novel paradigm of intelligent SemCom-enabled networks (SC-

Nets), we are encountering three fundamental networking challenges as follows:

• Challenge 1: How to mathematically construct a reasonable semantic chan-

nel model in view of the characteristics of SemCom? Different from the

traditional bit-based channel models, the first priority in the semantic chan-

nel model is to mathematically characterize semantic information delivered

from a source to its destination [13]. In particular, mismatched background

knowledge between the semantic encoder and decoder can cause a certain

degree of semantic ambiguity as well as information distortion [7]. Hence,

the first challenging problem is how to sketch a reasonable semantic chan-

nel model based on different knowledge-matching degrees from a semantic

information theory perspective.

• Challenge 2: How to define a proper metric to measure the SemCom-related

network performance? Since the meaning of delivered messages, rather

than transmitted bits, becomes the sole focus of SemCom, traditional per-

formance metrics based on Shannon’s legacy, such as system throughput in

bit, are no longer applicable to measure the network performance of SC-

Net. Given the unique semantic channel model, how to define a proper

SemCom-related metric should be another challenge.

• Challenge 3: How to determine an optimal resource management strategy to

maximize the SemCom-related performance of SC-Net? In the cellular net-

work architecture, UA and BA are two key mechanisms to realize resource

management [39]. When it comes to SC-Net, besides practical constraints

like limited bandwidth resources and single-BS association, varying degrees

of knowledge matching between MUs and BSs should also impose new strin-

gent criteria on the UA and BA. Especially noting that the SemCom-related

network performance is linked with the stochasticity of source information

generation, how to efficiently devise a joint optimal UA and BA strategy

forms the third challenge.

To the best of our knowledge, no paper has addressed all these challenges be-

fore. In this chapter, we mainly investigate the resource management problem in
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the downlink of SC-Net. By taking into account the unique knowledge-matching

mechanism in SemCom, two different SC-Net scenarios are identified along with

their respective joint optimization problems in terms of UA and BA. Correspond-

ingly, two effective solutions are proposed to achieve the optimal semantics-level

performance of SC-Net. In a nutshell, the novelty and the main contributions of

this chapter are summarized as follows:

• We first identify and formally define two general SC-Net scenarios based

on all possible knowledge matching states between MUs and BSs, namely

perfect knowledge matching (PKM)-based SC-Net and imperfect knowl-

edge matching (IKM)-based SC-Net. We then mathematically describe the

distinctive semantic channel capacity model for the PKM-based SC-Net

scenario from a semantic information-theoretical perspective. Taking this

as the baseline case, the semantic channel model of IKM-based SC-Net is

systematically constructed. The above addresses the aforementioned Chal-

lenge 1.

• Given the unique semantic channel models of SC-Net, we leverage a bit-

rate-to-message-rate (B2M) transformation function to measure the mes-

sage rate of each SemCom-enabled link, whereby a new metric, namely sys-

tem throughput in message (STM), is effectively developed to accurately

characterize the overall network performance at the semantic level. This

corresponds to the aforementioned Challenge 2. Moreover, two joint STM-

maximization problems of UA and BA are formulated for the two SC-Net

scenarios, respectively.

• Resource management solutions are derived separately under the two sce-

narios. For the deterministic optimization problem in the PKM-based

SC-Net, we directly employ a primal-dual decomposition method with a

Lagrange-multiplier method to obtain the optimal UA and BA strategy.

Notably, for the case of IKM-based SC-Net with a stochastic optimiza-

tion problem, we particularly devise a two-stage solution to tackle with

it. The first stage exploits a chance-constrained model to transform the

primal stochastic problem into a deterministic one by introducing a given

semantic confidence level, followed by the second stage solution using an

interior-point method and a heuristic algorithm to finalize the joint opti-

mal solution of UA and BA. Hence, Challenge 3 is also well addressed.

• Extensive simulations are conducted for both SC-Net scenarios to evaluate

the performance of proposed solutions. Compared with two baselines, nu-

merical results demonstrate significant superiority of our solutions in terms
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of STM performance. Moreover, the importance of adequate knowledge

matching is also revealed, which can ensure low semantic ambiguity and

high message rates in SemCom.

3.2 Semantic Communication Model

BS with its KB
cluster

··· ···
All KBs in this KB cluster

The interpreted meaning:

··· ···
All KBs in this KB cluster

The source information:

··· 110100 ···The transmitted bits:
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The required KB
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The required KB

Figure 3.1: An overview of SC-Net.

3.2.1 Background Knowledge Matching in SemCom

Consider an SC-Net scenario as shown in Fig. 3.1, where all communication par-

ties (i.e., BSs and MUs) are capable of performing SemCom with each other.

Recall that the accuracy of SemCom strongly relies on the matching degree of

correct background knowledge between the transceiver (i.e., each pair of interre-

lated BS and MU), and the better knowledge matching degree is believed to guar-

antee lower semantic ambiguity and more efficient information interaction [1,6,7].

Taking a single downlink in Fig. 3.1 as an example, when a message related to the

personal favorite music genre is delivered from a BS to an associated MU, they

must have the same background knowledge in the musical domain so as to achieve

accurate SemCom. In other words, the MU should ensure that its associated BS

has the background knowledge that matches its own as closely as possible before

requesting its desired SemCom services.
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On this basis, a key concept of auxiliary KB is introduced in SemCom, which

is deemed a small information entity that stores the background knowledge of one

particular application domain (such as music or sports) corresponding to a certain

type of SemCom service [6, 8, 25]. Combined with the powerful computation

and storage ability of the BS, we further assume that each BS holds random

amounts and types of KBs and name them a KB cluster, thus the MUs can acquire

different SemCom services with required KBs by associating with different BSs.

Nevertheless, it should be noted that messages received by each MU may cover

differing background knowledge at the same time, leading to varying degrees of

knowledge mismatch between the MU and its associated BS in the UA process.

In this respect, we give our first definition as follows.

The KB cluster
at BS j / BS j'

Mismatched

All KBs in the

PKM-based / IKM-based


SC-Net

Messages
received by MU i 

Matched

Messages
received by MU i' 

BS j 

MU i' MU i 

PKM-based
downlink

IKM-based
downlink

The KBs
required by MU i

The KBs
required by MU i'

PKM-based SC-Net IKM-based SC-Net
BS j'

Matched

Figure 3.2: Example illustration of the PKM-based SC-Net (on the left) and the
IKM-based SC-Net (on the right) with respect to a single SemCom-enabled link.

Definition 1. According to all possible knowledge matching cases, we define two

different SC-Net scenarios, as illustrated in Fig. 3.2.

• Perfect knowledge matching (PKM)-based SC-Net: For each MU in this

network, there is at least one available BS holding all its required KBs to

achieve perfect knowledge matching for SemCom.

• Imperfect knowledge matching (IKM)-based SC-Net: For each MU in this

network, no BS holds all its required KBs, but its different associated BS

may achieve varying degrees of (imperfect) knowledge matching for Sem-

Com.

From Fig. 3.2, it can be observed that MU i on the left is categorized into

the PKM case, as its associated BS j precisely holds all KBs coherent with its
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received messages. As for MU i′ on the right, its associated BS j′ possesses only

some of the required KBs, thereby only part of its received messages can be

successfully interpreted, the case of which is defined as IKM. In the following two

subsections, we will elaborate on the above two different SC-Net scenarios and

their corresponding semantic channel models, respectively.

3.2.2 Semantic Channel Model in the PKM-based SC-Net

Let us first consider a SemCom diagram as depicted in Fig. 3.3. Without loss of

generality, the source information (i.e., the meaning desired to be conveyed) is

modeled as a random variable W and the generated observable message1 (e.g., a

sentence or a speech signal representing the desired meaning) is denoted as X,

which are defined over an appropriate product alphabetW×X . Correspondingly,

X̂ ∈ X̂ is the received message (e.g., the reconstructed sentence or speech), and

Ŵ ∈ Ŵ is the interpreted information from X̂ at the destination side. Among

them, one bit encoder and one bit decoder are connected via a bit pipe (e.g., the

wireless physical channel in traditional communications) to transmit the code-

word Y ∈ Y at a certain code rate [13].

Bit

Encoder

Bit

Decoder

Message

Generator

Source

Information

Wireless

Channel

Message

Interpreter


Semantic-Channel Encoding

Semantic-Channel Decoding

Background
Knowledge

Inference

Knowledge
Matching

Background
Knowledge

Inference

Figure 3.3: A SemCom diagram of information source and destination.

It is worth pointing out that the message generator of the source in Fig. 3.3 is

to generate X from W based on a specific semantic encoding strategy, and here we

1The observable message here indicates a sequence of symbols syntactically (extrinsically)
expressed in the language of the source, but actually contains specific information wished to be
shared with the destination [7].
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model the semantic encoding strategy as a conditional probabilistic distribution

P (X|W) as that in [7] and [13]. Meanwhile, we notice that different coding strate-

gies P (X|W) can incur different degrees of semantic ambiguity from a statistical

level [6], since a given observable message may semantically have more than one

meaning while only some of them are true with respect to (w.r.t.) the source.2

In order to guarantee adequate efficiency and accuracy for semantic coding, the

background knowledge and the inference capability of each coding model become

crucial in SemCom, as elucidated in [7] and [11]. Herein, the inference capability

can be understood as semantic coding models’ feature compression and meaning

interpretation abilities in the application case of deep learning-driven SemtCom,

which are strongly correlated with the specific structures and composition of used

neural networks [6].3

Further proceeding as in [7], if the message generator and the message inter-

preter are assumed to have the identical inference capability and the perfectly

matched background knowledge, the condition of Theorem 3 (semantic-channel

coding theorem) proposed in [7] can be fully met, stating that the semantic chan-

nel capacity (in units of messages per unit time, msg/s) of a discrete memoryless

channel should be

Cs = sup
P (X|W)

{
sup

P (Y|X )

{
I(X ; X̂ )

}
−H(W|X ) +Hs(X̂ )

}
. (3.1)

Here, I(X ; X̂ ) is the mutual information between X and X̂ under the traditional

bit encoding strategy (modeled as P (Y|X )), while H(W|X ) measures semantic

ambiguity of coding at the source (w.r.t. P (X|W)), both expressed in the form of

classical Shannon entropy. Specially, unlike the above two terms, Hs(X̂ ) measures

the semantic entropy of received messages calculated by the logical probability

(denoted as Ps(X̂)) [7], where Hs(X̂ ) = −
∑

X̂∈X̂ P (X̂) log2 Ps(X̂).4

In this case, if denoting the optimal semantic encoding strategy as P ∗(X|W),

2This is obvious and has been sufficiently demonstrated with examples in many existing
studies [6–8].

3For instance, in NLP-driven SemCom, attention-based models generally have a better infer-
ence capability than traditional recurrent (e.g., LSTM) or convolutional models (e.g., TextCNN)
in the face of context prediction or sequence transduction related tasks [19].

4The concept of logical probability was first introduced by Carnap and Bar-Hillel in [12],
determining how likely it is for an observable message to be true, which is quite different from
the common statistical probability P (X̂). More technical details of Ps(X̂) can refer to [6,7,11],
and [12].
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we can substitute it into (3.1) and obtain

Cs = sup
P (Y|X )

{
I∗(X ; X̂ )

}
−H∗(W|X ) +H∗

s (X̂ )

≜ sup
P (Y|X )

{
I∗(X ; X̂ )

}
+Hs

≜ Cb +Hs,

(3.2)

where Cb characterizes the traditional Shannon channel capacity (in units of bits

per unit time, bit/s), and Hs = H∗
s (X̂ ) −H∗(W|X ) is a semantic-relevant term

(can be positive or negative) depending on the background knowledge (i.e., the

aforementioned KBs) and inference capability of specific semantic coding models

adopted at the source and the destination.

Keeping (3.2) in mind and let us now consider a single downlink channel

between MU i and BS j in the PKM-based SC-Net. According to Definition

1, we first know that MU i and BS j must have the perfectly matched KBs.

If further assuming BS j’s semantic encoder (i.e., message generator) has equal

inference ability to MU i’s semantic decoder (i.e., message interpreter), it is seen

that Theorem 3 in [7] can be applied to this link. In line with (3.2), let Cs
ij be

its achievable message rate, let Cb
ij be its achievable bit rate, and let Hs

ij be its

given semantic-relevant term of this link, thus we can formalize their relationship

by giving the following definition.

Definition 2. In the PKM-based SC-Net, we define SPij (·) as the Bit-rate-to-

Message-rate (B2M) transformation function of the physical link between MU i

and BS j, such that

SPij
(
Cb
ij

)
≜ Cs

ij = Cb
ij +Hs

ij. (3.3)

In the light of Shannon theorem, we understand that Cb
ij can be directly

calculated based on the bandwidth and the SINR of the link. Hence, given the

channel condition and the semantic coding models, we are able to adjust the

bandwidth (i.e., the input of SPij (·)) allocated to this link so as to optimize the

corresponding achievable message rate (i.e., the output of SPij (·)). Moreover, it

can be observed that SPij (·) is linear with bit rate Cb
ij, which renders a clear path

towards the solution to the later PKM-based resource optimization problem.

3.2.3 Semantic Channel Model in the IKM-based SC-Net

Note that the knowledge-matching mechanism is the key in SemCom as claimed

in [14], each communication link no longer satisfies the perfect knowledge match-

ing condition so that the aforementioned semantic-channel coding theorem be-
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comes inapplicable to any IKM-based case. More unfortunately, to the best of

our knowledge, no work has proposed a SemCom-related information theory with

rigorous derivations to declare the semantic channel capacity under mismatched

background knowledge between the transceiver (i.e., the IKM case). Nevertheless,

we note in this work that for a given IKM-based link, there still exists an explicit

relationship between the achievable message rate and the knowledge matching

degree, i.e., the better the knowledge matching between source and destination,

the more messages the destination can correctly interpret, and vice versa [6]. The

rationale behind this is quite speculative. For instance, we know from Definition

2 that the message rate is capable of reaching an upper bound Cs
ij if MU i and BS

j are in the PKM state, and conversely, no source information can be correctly

interpreted if they have no matched KBs [7].

In view of the above, the following definition describes our semantic channel

modeling for the IKM case.

Definition 3. In the IKM-based SC-Net, we define SIij (·) as the B2M transfor-

mation function of the physical link between MU i and BS j, which is correlated

with its PKM-based B2M function SPij (·) in the following manner

SIij (·) = βij · SPij (·) . (3.4)

Here, βij is named knowledge matching coefficient modeled as a random variable

with the value ranging from 0 to 1, where βij = 0 represents a completely mis-

matched state between MU i and BS j, and βij = 1 represents a perfectly matched

state.

Clearly, the upper bound of the message rate in the IKM case must be the

message rate obtained in its PKM case (i.e., βij = 1), while it is also able to reach

zero when there is no common background knowledge between the transceiver

(i.e., βij = 0), as mentioned earlier. More importantly, since the information

source is generally modeled as a stochastic process [13], the specific amount of

its generated messages corresponding to the matched KBs or the mismatched

KBs becomes uncertain, even given the knowledge matching state. As a result,

compared to the PKM case, there is always only a random proportion βij of

messages that can be correctly interpreted in the IKM case, eventually rendering

a random message rate w.r.t. SIij (·). In accordance with the above, we further

make the following proposition.

Proposition 1. Given the knowledge matching degree, denoted as τij, between

MU i and BS j in the IKM case, the random knowledge matching coefficient
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βij obeys a Gaussian distribution with mean τij and variance σ2
ij, i.e., βij ∼

N
(
τij, σ

2
ij

)
, where σ2

ij = τij (1− τij).

Proof. Please see Appendix A.

From Proposition 1, it is observed that in the IKM-based SC-Net case, each

BS j is capable of only getting the deterministic information of τij (i.e., the

distribution of βij) from its link associated with MU i, which always leads to a

stochastic optimization problem for IKM-based resource management. Therefore,

the IKM problem is inevitable, and its solution should be quite distinct from that

of the PKM problem due to the stochasticity of each βij.

3.2.4 Basic Network Topology of SC-Net

Let us now consider the network topology of both PKM-based and IKM-based

SC-Nets. As shown in Fig. 3.1, suppose that there are a total of U MUs randomly

located within the coverage of B BSs, in which each MU i ∈ U = {1, 2, . . . , U}
can only be associated with one BS j ∈ B = {1, 2, . . . , B} at a time. Specially,

in alignment with Definition 1, first let BPi (BPi ⊆ B, ∀i ∈ U) denote the set of

BSs holding all the KBs required by MU i. As for the case of IKM-based SC-

Net, assuming there is a minimum threshold for the knowledge matching degree,

denoted as τ0, to guarantee the minimum quality of SemCom. That way, let BIi
denote the set of BSs that MU i is eligible for (user association) UA in the IKM-

based SC-Net, where BIi = {j | j ∈ B, τij ⩾ τ0}, ∀i ∈ U . Based on the above,

if we define the binary UA indicator for both scenarios as xij ∈ {0, 1}, where

xij = 1 means that MU i is associated with BS j and xij = 0 otherwise, the UA

constraints for MU i in the PKM-based and IKM-based SC-Nets are defined as

follows: ∑
j∈BP

i

xij = 1 and
∑
j∈BI

i

xij = 1, ∀i ∈ U , (3.5)

respectively.

In the meantime, the total budget for bandwidth allocation (BA) of BS j is

denoted as Nj, and the amount of bandwidth that the BS j assigns to MU i is

denoted as nij. Let γij be the SINR experienced by the link, so the achievable bit

rate can be found by Cb
ij = nij log2 (1 + γij). Further according to Definition 2 and

Definition 3, the corresponding achievable message rate is SPij
(
Cb
ij

)
in the PKM-

based SC-Net and SIij
(
Cb
ij

)
in the IKM-based SC-Net. With these, considering

the uniqueness and significance of message rate in SemCom (i.e., the conveyed

message itself becomes the sole focus of correct reception in SemCom rather than

traditional transmitted bits [6, 7]), we define a new performance metric herein,
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namely system throughput in message (STM), to specifically measure the overall

message rates obtained by all MUs in the network. Consequently, the STM of

PKM-based SC-Net is given as

STM P =
∑
i∈U

∑
j∈B

xijS
P
ij

(
Cb
ij

)
=
∑
i∈U

∑
j∈B

xijS
P
ij (nij log2 (1 + γij)) . (3.6)

Likewise, the STM of IKM-based SC-Net is

STM I =
∑
i∈U

∑
j∈B

xijS
I
ij

(
Cb
ij

)
=
∑
i∈U

∑
j∈B

xijβijS
P
ij (nij log2 (1 + γij)) . (3.7)

Based on STM P and STM I , we are now able to jointly optimize the UA and BA

from the SemCom perspective so as to respectively maximize the overall network

performance for the two SC-Net scenarios.

3.3 Resource Management for PKM-based SC-

Net

3.3.1 Problem Formulation

In order to empower very high quality of SemCom services for all MUs in the

PKM-based SC-Net, it is of paramount importance to achieve the optimality

of STM P subject to several SemCom-related and practical system constraints.

To that end, we formulate an STM-maximization problem in a joint optimiza-

tion manner of the UA variable xij and the BA variable nij. For ease of il-

lustration, hereafter we define a matrix x = {xij | i ∈ U , j ∈ B} and a matrix

n = {nij | i ∈ U , j ∈ B} consisting of all variables related UA and BA, respec-

tively. Note that both x and n are strongly correlated to semantic components,

for example, x is strictly constrained by PKM-based links and n determines the

upper bound of not only the bit-based channel capacity but also the semantic

channel capacity. To be specific, the joint optimization problem of PKM-based



34 CHAPTER 3. JOINT UA AND BA IN SC-NETS

SC-Net is given as follows:

P1 : max
x,n

∑
i∈U

∑
j∈B

xijS
P
ij (nij log2 (1 + γij)) (3.8)

s.t.
∑
j∈BP

i

xij = 1, ∀i ∈ U , (3.8a)

∑
i∈U

xijnij ⩽ Nj, ∀j ∈ B, (3.8b)

xij ∈ {0, 1} , ∀ (i, j) ∈ U × B. (3.8c)

Constraint (3.8a) refers to the aforementioned single-BS constraint for UA, which

also ensures that only the BSs in BPi can associate with MU i to achieve the PKM

state. Constraint (3.8b) represents that the total bandwidth allocated to MUs

cannot exceed the BA budget of each BS, and constraint (3.8c) characterizes the

binary property of x.

3.3.2 Optimal Solution for UA

Since the main difficulty of solving P1 lies on the 0-1 constraint in (3.8c), we

first relax x into the continuous variable between 0 and 1. Notably, although we

can directly solve the relaxed problem after the slack to x, the most nontrivial

point on recovering the binary property of x with low performance compromise

is still intractable. To avoid this obstacle, in our solution, we assume that there

is a minimum bandwidth amount that BS j should allocate to its associated MU

i, denoted as nTij, to guarantee a basic quality of signal under the given channel

condition. As such, by fixing each nij as nTij, P1 can be rephrased as

P1.1 : max
x

∑
i∈U

∑
j∈B

xijξ
T
ij (3.9)

s.t.
∑
j∈BP

i

xij = 1, ∀i ∈ U , (3.9a)

∑
i∈U

xijn
T
ij ⩽ Nj, ∀j ∈ B, (3.9b)

0 ⩽ xij ⩽ 1, ∀ (i, j) ∈ U × B, (3.9c)

where

ξTij ≜ SPij
(
nTij log2 (1 + γij)

)
. (3.10)

Notably, ξTij is deemed a constant in the objective function (3.9), since nTij, γij,

and Hs
ij in the B2M function SPij (·) are all constants for the given link between
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MU i and BS j.

In the context of P1.1, we employ the Lagrange dual method [100] to ob-

tain its dual optimization problem herein. By associating a Lagrange multiplier

µ = {µj | j ∈ B}, the inequality constraint (3.9b) can be incorporated into (3.9),

thereby its Lagrange function should be

L (x, µ) =
∑
i∈U

∑
j∈B

xijξ
T
ij +

∑
j∈B

µj

(
Nj −

∑
i∈U

xijn
T
ij

)
. (3.11)

Hence, the Lagrange dual problem of P1.1 becomes

D1.1 : min
µ

D (µ) = gx (µ) +
∑
j∈B

µjNj (3.12)

s.t. µj ⩾ 0, ∀j ∈ B, (3.12a)

where we have
gx (µ) = sup

x

∑
i∈U

∑
j∈B

xij
(
ξTij − µjnTij

)
s.t. (3.9a), (3.9c).

(3.13)

It is worth pointing out that strong duality holds in such primal-dual transforma-

tion, since the objective function (3.9) of P1.1 is convex and all its constraints

are linear and affine inequalities, thus satisfying the Slater’s condition [101].

Given the initial dual variable µ, we first determine the optimal x (denoted

as x∗ =
{
x∗ij | i ∈ U , j ∈ B

}
), and then leverage a gradient descent method [101]

in charge of updating µ to solve D1.1 in an iterative fashion. Carefully examin-

ing (6.12), it is easily derived that based on the fixed nTij, MU i can be served by

its optimal BS j if and only if it satisfies the following condition

x∗ij =

1, if j = arg max
j∈BP

i

(
ξTij − µjnTij

)
0, otherwise

, ∀i ∈ U . (3.14)

After getting x∗, the gradient w.r.t. µ in the objective function D (µ) are

calculated and set as the gradient in each iteration, whereby µj (∀j ∈ B) is

updated as

µj (t+ 1) =

[
µj (t)− δ (t) ·

(
Nj −

∑
i∈U

xij (t)nTij

)]+
. (3.15)

The operator [·]+ here is to output the maximum value between its argument and

zero, ensuring that µ must be non-negative as constrained in (3.12a). δ (t) is the
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stepsize in iteration t and generally, convergence of the gradient descent method

can be guaranteed with the proper stepsize [35]. Finally, to further ensure that

the BA constraint (3.9b) is not violated, the total amount of bandwidth consumed

at each BS j needs to be checked based on the obtained x∗. For each BS that

violates (3.9b), we choose to reallocate its associated MUs who are consuming

the most bandwidth to other BSs according to (6.3), until meeting the bandwidth

budget requirements of all BSs. In summary, by alternatively updating x and µ

until convergence, the UA problem can be well solved in the PKM-based SC-Net.

3.3.3 Optimization Solution for BA

Given the obtained UA solution x∗ and the fixed bandwidth threshold nTij, we

can directly formulate the BA problem for each BS j (∀j ∈ B) as follows:

P1.2(j) : max
n

∑
i∈UP

j

SPij (nij log2 (1 + γij)) (3.16)

s.t.
∑
i∈UP

j

nij = Nj, (3.16a)

nij ⩾ nTij, ∀i ∈ UPj , (3.16b)

where

UPj ≜
{
i | x∗ij = 1

}
. (3.17)

Here, UPj stands for the set of MUs associated with BS j in the previous UA

phase. Owing to the linear property of SPij (·), it is seen that for each P1.2(j),

the objective function as well as all constraints are convex, thereby some efficient

optimization toolboxes such as CVPXY [102] can be applied to directly finalize

the optimal BA solution of PKM-based SC-Net.

3.4 Resource Management for IKM-based SC-

Net

3.4.1 Problem Formulation

Similar to the rationale behind P1, in the IKM-based SC-Net, achieving the

optimality of STM I is also necessary for optimizing the overall SemCom-related

network performance. Based on the UA indicator x and the BA indicator n,5

5In order to avoid unnecessary redundant notations, in the IKM-based SC-Net, we use the
same notations (e.g., x and n, etc.) as in the PKM-based SC-Net, which have exactly the same
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the joint optimization problem of IKM-based SC-Net can be formulated as

P2 : max
x,n

∑
i∈U

∑
j∈B

xijβijS
P
ij (nij log2 (1 + γij)) (3.18)

s.t.
∑
j∈BI

i

xij = 1, ∀i ∈ U , (3.18a)

∑
i∈U

xijnij ⩽ Nj, ∀j ∈ B, (3.18b)

xij ∈ {0, 1} , ∀ (i, j) ∈ U × B. (3.18c)

Different from P1, the UA constraint (3.18a) in P2 ensures that only the IKM-

enabled BSs in BIi can associate with MU i, which is determined by the minimum

knowledge matching threshold τ0 in the network. Likewise, constraints (3.18b)

and (3.18c) represent the bandwidth budget limitation of each BS and the binary

nature of x, respectively.

It is worth noting that the introduction of the random knowledge matching

coefficient βij leads to the biggest distinction between P1 and P2, where P1 is

clearly a deterministic optimization problem and P2 is a stochastic optimization

problem. That is, the solution (x,n) to P1 directly determines the numerical

value of STM P , while these two variables in P2 actually affect the probabil-

ity density function (PDF) of STM I (w.r.t. βij). Hence, the main difficulty

of solving P2 lies on how to cope with the stochasticity of βij. In this work,

we dedicatedly develop a two-stage method to determine the optimal x and n.

Specifically, the first stage is to convert the nondeterministic problem P2 into a

deterministic one by leveraging a chance-constrained optimization model. After-

ward, we devise an effective heuristic algorithm in the second stage to finalize the

solution of UA and BA for the IKM-based SC-Net.

3.4.2 Problem Transformation with Semantic Confidence

Level

Carefully examining P2, it is seen that β = {βij | i ∈ U , j ∈ B} only exists in its

objective function (3.18). By taking into account the distribution of (3.18), in our

first-stage solution, we employ Kataoka’s model [103] to introduce a new objective

function along with an extra constraint to make the primal problem suitable for

stochastic optimization without altering the original intention. Denoting the new

objective function as F̄ (x,n) (which expression will be given later), according

physical meaning.
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to [103], P2 can be equivalently transformed into

P2.1 : max
x,n

F̄ (x,n) (3.19)

s.t. Pr
{
STM I ⩾ F̄ (x,n)

}
⩾ α, (3.19a)

(3.18a), (3.18b), (3.18c). (3.19b)

Constraint (3.19a) is the newly introduced probabilistic (chance) constraint by a

prescribed confidence level α (0 < α < 1, large in practice [104]). To be more

explicit, due to the randomness of βij, the goal of P2.1 becomes to reach the

optimality of (x,n) to determine the optimal PDF of STM I , whereby its lower

bound F̄ (x,n) can be maximized based on the given confidence level α. In this

case, we name α as a semantic confidence level preset for the IKM-based SC-Net.6

Besides, it can be observed that in the case of the optimal solution to P2.1,

STM I has a nondegenerate distribution (i.e., it does not reduce to a constant [105]),

which means

Pr
{
STM I ⩾ F̄ (x,n)

}
= α (3.20)

should have the same bound effect as constraint (3.19a) to reach the optimality

of P2.1. According to our Proposition 1, the sufficient condition of Theorem

10.4.1 proposed in [105] is fully satisfied, which is to determine the specific ex-

pression of F̄ (x,n) from (3.20). As such, we obtain

F̄ (x,n) =
∑
i∈U

∑
j∈B

xijτijS
P
ij (nij log2 (1 + γij))

− Φ−1(α)

√√√√∑
i∈U

(∑
j∈B

xijσijSPij (nij log2 (1 + γij))

)2

,

(3.21)

where Φ−1(·) is the inverse function of the standard normal probability distribu-

tion. In view of (3.20) and (3.21), we see that even the biggest value of F̄ (x,n)

(or in other words, all (x,n)) satisfies the confidence constraint in (3.19a). There-

fore, (3.19a) can now be eliminated in P2.1.

On this basis, here we adopt the same strategy as in (3.10) to make P2.1

tractable, where each nij in n is fixed by the given bandwidth threshold nTij in

the IKM-based SC-Net. Meanwhile, the UA variable x is relaxed into continu-

ous as well to deal with the NP-hard obstacle. Consequently, we can obtain a

6An expected value of optimization goal seems to be also applicable for the measure of
optimality criterion [104]. However, the dispersion of random variables’ distribution leads to a
greater risk of getting a very low profit under the given expectation, as explained in [103]. Hence,
we set a given probability instead of the expected value in order to seek a higher practicality.
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deterministic optimization problem as

P2.2 : max
x

F̄ (x) ≜ F̄ (x,n)|nij=nT
ij

(3.22)

s.t.
∑
j∈BI

i

xij = 1, ∀i ∈ U , (3.22a)

∑
i∈U

xijn
T
ij ⩽ Nj, ∀j ∈ B, (3.22b)

0 ⩽ xij ⩽ 1, ∀ (i, j) ∈ U × B. (3.22c)

As declaimed in [103] and [104], the convexity of the objective function F̄ (x) can

be guaranteed if assuming α > 1/2, i.e., Φ−1(α) > 0. Such an assumption is

quite reasonable and practical, since a too small α means a very high-level limit

on solution space (x,n) according to constraint (3.19a), which may even cause

the nonexistence of feasible solutions combined with other constraints in P2.1.

In addition, it should be noted that nTij, τij, σij, and α in P2.2 should all be

treated as known constants related to the link between MU i and BS j when

solving this problem.

3.4.3 Solution Finalization for UA and BA

In our second-stage solution, we first utilize the interior-point method [106], to ap-

proximately formulate the inequality-constrained problem P2.2 into an equality-

constrained problem so as to efficiently approach the optimality. To be concrete,

let φ(x) be a logarithmic barrier associated with the BA constraint (3.22b), where

φ(x) =
∑
j∈B

log(Nj −
∑
i∈U

xijn
T
ij). (3.23)

That way, P2.2 can be rephrased as

P2.3 : max
x

F̄ (x) + r · φ(x) (3.24)

s.t. (3.22a), (3.22c). (3.24a)

Here, r is a small positive scalar that sets the accuracy of the approximation, and

as r decreases to zero, the maximum of the new objective function as in (3.24)

is able to converge to the optimal solution to the primal problem [106]. It is

important to mention that (3.24) still holds the convexity since both F̄ (x) and

φ(x) are convex. As such, we can easily find a set x(r) that contains all the

optimal xij w.r.t. a given r for P2.3. Furthermore, according to the sequential

unconstrained minimization mechanism [107], the optimal solution x to P2.2



40 CHAPTER 3. JOINT UA AND BA IN SC-NETS

(denoted as x̂) can be eventually obtained by iteratively updating the descent

value of r until convergence.7

Nevertheless, such x̂ cannot guarantee the binary value for each x̂ij. There-

fore, we devise a heuristic algorithm herein to finalize the optimal solution to P2

(i.e., x∗) based on the given x̂. Specifically, each x∗ij is determined according to

the following rule

x∗ij =

1, if j = arg max
j∈BI

i

x̂ij

0, otherwise

, ∀i ∈ U . (3.25)

An implicit interpretation to (3.25) is that each MU in the IKM state has multiple

potentially associated BSs along with the corresponding optimal weights, i.e., x̂ijs,

which are strongly correlated with the performance of STM. Therefore, each user

can select the BS with the maximum weight for UA to pursue the highest overall

network performance for the SC-Net.

Nevertheless, the resulted bandwidth consumption may still exceed some BSs’

budget after executing (3.25). In this regard, we utilize the same countermeasure

as in the PKM case by reassigning these MUs who consume the most bandwidth

of these BSs to other BSs, based on their weight list given in x̂, until the BA

constraint (3.22b) is satisfied at all BSs. Afterward, similar to the rationale of

solving P1.2(j), we can further formulate the BA optimization problem for each

BS j (j ∈ B) based on the obtained x∗ and the fixed nTij. That is,

P2.4(j) : max
n

F̄ (x∗,n) (3.26)

s.t.
∑
i∈UI

j

nij = Nj, (3.26a)

nij ⩾ nTij, ∀i ∈ U Ij , (3.26b)

where

U Ij =
{
i | i ∈ U , x∗ij = 1

}
. (3.27)

In each P2.4(j), the objective function (3.26) is clearly convex as F̄ (x,n) is

convex, and both constraints (3.26a) and (3.26b) are linear, to which the toolbox

CVPXY can be applied as well [102]. Finally, both the UA and BA problems

have been well optimized in the IKM-based SC-Net, even with the intervention

of the random knowledge matching coefficient β. In terms of the computational

complexity of the proposed solution, the interior-point method has a complexity of

7The value of r and its update rule will be well initialized at the beginning of the barrier
method. More technical details can be found in [101].
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O((UB)3.5 log(1/r)). Combined with the linear programming method for solving

each P2.4(j), the overall complexity should be still O((UB)3.5 log(1/r)).

3.5 Numerical Results and Discussions

In this section, we evaluate the performance of our proposed UA and BA solu-

tions for PKM-based and IKM-based SC-Nets, respectively. In the basic network

settings, we randomly drop 5 pico BSs (PBS), 10 femto BSs (FBS), and 200

MUs in a circular area with a radius of 500 meters, where a macro BS (MBS) is

placed at the circle center. Meanwhile, the transmit power of the MBS, PBSs,

and FBSs is set to 43 dBm, 35 dBm, and 20 dBm, respectively, each of which

has a bandwidth budget of 2 MHz. For the wireless propagation model, we use

L(d) = 34 + 40 log(d) and L(d) = 37 + 30 log(d) as the path loss model of the

MBS/PBSs and FBSs, respectively, while supposing there is a fixed noise power

of −111.45 dBm [29].

As for the SemCom-related model, we simulate a general text transmission-

enabled SC-Net environment to examine the proposed solutions for accurate

demonstration purposes. Note here that the transmission scenarios for other

types of content (e.g., image or video) can also be simulated for performance

test, and the reason we choose the text-based scenario is because that there al-

ready exist well-established NLP-driven SemCom models. To be specific, the

Transformer with the same structure as proposed in [1] is adopted as a unified

semantic coding model for all SemCom-enabled links, and the PyTorch-based

Adam optimizer is applied for network training with an initial learning rate of

1 × 10−3. Apart from this, all the source information used for transmission is

based on a public dataset from the proceedings of European Parliament [108],

where all initial sentences are pruned into a given word-counting range from 4

to 30 to facilitate subsequent computing efficiency and avoid potential gradient

vanishing or explosion. With these, the corresponding PKM-based B2M function

SPij (·) can be approximated from model testing and will be shown later in the

results. In the solution simulation of the PKM-based case, we set a dynamic

stepsize of δ(t) = 0.8/t to update the Lagrange multipliers in (3.15), where the

convergence of each trial can always be guaranteed. In the IKM-based case, the

knowledge matching degree τij (w.r.t. βij in Proposition 1, ∀ (i, j) ∈ U × B) is

unified to 0.5 for all possible links in the SC-Net, and hereafter we omit the sub-

script ij from τij for expression brevity. Moreover, the semantic confidence level

is set to α = 95% in the two-stage solution of the IKM case.

For comparison purposes, we utilize two baselines of UA and BA algorithms for
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both the PKM-based and IKM-based SC-Nets: 1) A max-SINR plus water-filling

algorithm [109], in which each MU is associated with the BS that can provide the

strongest SINR in its UA phase with the water-filling BA method; 2) A max-SINR

plus evenly-distributed algorithm [30] that adopts the same max-SINR strategy

for UA and an evenly-distributed BA method. Furthermore, a bit rate threshold

(w.r.t. nTij) of 0.01 Mbit/s is fixed in both the proposed and baseline solutions

to ensure a basic quality of SemCom services for all MUs. Notably, all the above

parameter values are set by default unless otherwise specified, and all subsequent

simulation results are obtained by averaging over a significantly large number of

trials.

3.5.1 Performance Evaluations in the PKM-based SC-Net
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Figure 3.4: The BLEU score (1-gram) vs. bit rates under four different SINRs of
0, 3, 6, and 9 dB in the PKM-based SC-Net.

We first examine the performance of bilingual evaluation understudy (BLEU)

in the PKM-based SC-Net, which is a classical metric in the NLP field with a

value between 0 and 1 [110]. To be more concrete, it is scored via counting the

word difference between the source and restored texts, and the closer its score is

to 1, the better the text recovery. By testing the BLEU, the accuracy of semantic

interpretation can be observed, which performance is also strongly related to the

amount of messages MUs can correctly interpret in the network. As such, we first

present the BLEU scores (1-gram) with different bit rates (i.e., Cb
ij) in Fig. 3.4,

where four different SINRs are considered in the link. In this figure, it is seen that

the BLEU under each SINR first grows as the bit rate improves, and soon stays

at a stable score after about 0.03 Mbit/s. Besides, we can observe a higher BLEU

under a higher SINR, and when the SINR is larger than 6 dB, the obtained BLEU
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scores are almost the same. This trend is predictable since the received bits can

suffer different degrees of signal attenuation from different channel conditions, and

obviously, the more correct bits the MU receives, the lower semantic ambiguity

it achieves. Particularly, the above phenomena indicate a necessity of providing

a minimum bit rate for MUs under good channel conditions in the SC-Net to

achieve high-quality SemCom.
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Figure 3.5: Demonstration of B2M transformation function under four SINRs in
the PKM-based SC-Net.

According to (3.2), if the optimal semantic encoding strategy is guaranteed,

it is believed that each MU can obtain a high message rate as the corresponding

bit rate improves, which trend is related to its BLEU. To test this conjecture,

we further draw the B2M transformation relationship (w.r.t. SPij (·)) under the

same four SINRs in Fig. 3.5. Notably, the message rate (i.e., Cs
ij) obtained here

is based on calculating the amount of messages correctly interpreted in a given

time unit. As expected, we can see that the transformed message rate grows at a

steady rate with increasing the bit rate, and the better the SINR, the higher the

transformation rate of B2M.

The effectiveness of our UA and BA solution is demonstrated in the next two

simulations, where the PKM-enabled BS means that each associated MU uses a

well-trained Transformer decoding model under the perfectly matched training

data. Fig. 3.6 first compares the proposed solution with the two baselines by

evaluating the STM performance under varying numbers of MUs between 100 to

200. It is seen that the STM obtained by our solution always far outperforms the

two baselines. Specifically, the proposed solution always maintains an average

STM at 42.5 kmsg/s, which is around 6 kmsg/s higher than the max-SINR plus

water-filling baseline and 13 kmsg/s than the max-SINR plus evenly-distributed
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Figure 3.6: Comparison of the STM performance under different numbers of MUs
in the PKM-based SC-Net.

baseline. Besides, the stable STM trend observed by all methods is because that

the bandwidth budget of all BSs is reached in the BA phase, thus it is hard to

improve the STM performance just by increasing the number of MUs.

Furthermore, similar comparisons are conducted with different numbers of

PKM-enabled BSs between 10 to 20, as shown in Fig. 3.7. Consistent with the

results in Fig. 3.6, the proposed solution gains an extra average STM around 6

kmsg/s compared with the max-SINR plus water-filling baseline, and around 12

kmsg/s compared with the max-SINR plus evenly-distributed baseline. In the

meantime, we can see that the STM performance of our solution increases at

the beginning, and then gradually tends to stabilize after exceeding 20 BSs. As

there are more BSs that can provide MUs with PKM-based SemCom services,

the MUs will correspondingly have more bandwidth resources available to achieve

higher message rates. However, when the number of BSs surpasses a maximum

threshold, the STM performance is believed to saturate and be even worsen,

which is because of the severe channel interference incurred by the excess BSs.

3.5.2 Performance Evaluations in the IKM-based SC-Net

To evaluate the proposed two-stage solution in the IKM-based SC-Net, Fig. 3.8

first shows the comparisons of STM with different numbers of MUs, where three

different semantic confidence levels of α = 55%, 75%, and 95% are taken into

account. From this figure, we can see that the obtained STM increases with the

number of MUs at the beginning, and soon remains stable after exceeding 130

MUs. This is because the bandwidth budget of some BSs starts to be reached af-

ter serving the high number of MUs, thereby the STM is inevitably stabilized, as
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Figure 3.7: Comparison of the STM performance under different numbers of BSs
in the PKM-based SC-Net.

mentioned earlier. Moreover, an upward trend of STM performance is observed

along with the reduction of α, which can be explained from two perspectives.

From the mathematical perspective, as introduced in (3.20), a higher value of α

is equivalent to a lower achievable-bound on STM, which thus leads to the worse

overall network performance. If we delve it in a semantical manner, due to the

randomness of the knowledge matching degree in the IKM case, moderately in-

creasing the preset semantic confidence can reduce the risk of getting below the

expected message rate of each MU. Hence, some performance that compromises

on STM are considered acceptable in alignment with the high preset semantic

confidence level. Besides, it is seen in Fig. 3.8 that even at the highest required

semantic confidence of α = 95%, the proposed solution can consistently outper-

form the two benchmarks.

A similar performance gain can be found in Fig. 3.9, where each solution is

performed under two mean knowledge matching degrees of τ = 0.3 and 0.7 w.r.t.

β as in Definition 3. To be explicit, under each τ , our two-stage solution can

always gain an extra STM performance around 2 kmsg/s to 6 kmsg/s with the

increasing number of MUs when compared with the two baselines. In addition,

the BA constraint of each method is always satisfied, hence, we can see the STM

performance stabilizes from 130 MUs, which trend is consistent with that in the

previous figure. As for the impact of different knowledge matching degrees, it

always shows a reducing trend of STM as τ decreases. Since the higher τ rep-

resents the larger likelihood of having a good knowledge matching for SemCom,

each MU can correspondingly obtain a higher accuracy of message interpretation,

so that a better STM performance renders in the IKM-based SC-Net.
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Figure 3.8: The STM performance against varying number of MUs under three
semantic confidence levels in the IKM-based SC-Net.
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Figure 3.9: The STM performance against varying number of MUs under two
average knowledge matching degrees in the IKM-based SC-Net.
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Next, we evaluate the STM performance with different semantic confidence

levels α and knowledge matching degrees τ in Fig. 3.10 and Fig. 3.11, respectively,

under varying numbers of IKM-enabled BSs. Fig. 3.10 first presents the STM at

different α, and the higher STM is seen again by the lower semantic confidence

level, keeping the consistency with that in Fig. 3.8. Note that the lower semantic

confidence level is generally inapplicable in practice, thus it may become tricky

to consider in the IKM-based SC-Net how to strike a good balance between the

preset risk level and the desired STM. As for the effect of τ , as expected that the

higher knowledge matching degree still enables the better STM performance as

shown in Fig. 3.11. Furthermore, we can always see a higher STM performance

obtained by our solution when compared with the two baselines, and a slow

growth trend of STM is also observed in all solutions as the number of BSs

increases, which can be credit to more available bandwidth at MUs.
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Figure 3.10: The STM performance against different numbers of BSs under three
semantic confidence levels in the IKM-based SC-Net.

Finally, if we laterally compare the results in both PKM-based and IKM-based

SC-Nets, it can be concluded that when the knowledge matching state of MUs

changes from PKM to IKM, the penalty of STM performance is inevitable. Taking

Fig. 3.6 and Fig. 3.8 as examples, in the same simulation settings, we observe an

STM result around 42 kmsg/s by our solution in the PKM case, while only 25

kmsg/s STM is obtained in the IKM case. Due to the mismatching of partial KBs,

the message generation and interpretation ability of IKM-based semantic coding

models cannot be fully leveraged, which can incur a certain degree of semantic

ambiguity compared with that in the PKM case. Therefore, it is of paramount

importance to guarantee adequate knowledge matching degrees in SemCom to

render a better network performance in the SC-Net.
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Figure 3.11: The STM performance against different numbers of BSs under two
average knowledge matching degrees in the IKM-based SC-Net.

3.6 Conclusions

This chapter conducted a systematic study on SemCom from a networking per-

spective. Specifically, two typical scenarios of PKM-based and IKM-based SC-

Nets were first identified, by which we presented their respective semantic channel

models in combination with the existing works related to semantic information

theory. After that, the concept of B2M transformation along with the new net-

work performance metric STM were introduced in the two SC-Net scenarios,

respectively. Then we formulated the joint optimization problem of UA and

BA for each SC-Net scenario, followed by the corresponding solution proposed

with the aim of STM maximization. Simulation results of both SC-Net scenarios

demonstrated that our proposed solutions can always outperform two traditional

benchmarks in terms of STM. The next chapter will investigate the energy effi-

ciency problem for D2D SemCom in wireless cellular networks.



Chapter 4

Resource Allocation for D2D

Semantic Communication

Underlying Energy

Efficiency-Driven Cellular

Networks

4.1 Introduction

In this chapter, we explore the resource allocation problem in a D2D SemCom-

enabled cellular network, where energy efficiency is specially considered as the

target performance metric. As aforementioned, the energy efficiency metric has

been widely adopted in many related works to provide a quantitative analysis

of the power resource saving potential of a certain algorithm. In traditional

BitCom networks, energy efficiency is typically defined as the ratio between the

total data rate of all users and the total energy consumption (bits/Joule) [75,78,

111]. In view of the unique characteristics of SemCom, we are encountering three

fundamental networking challenges in the EE-SCN.

• Challenge 1: How to measure the semantic-level performance for each Sem-

Com user? Different from the traditional communications, the semantic-

level performance needs to be mathematically characterized for each Sem-

Com user. In particular, mismatched background knowledge between the

semantic encoder and decoder can cause a certain degree of semantic am-

biguity as well as information distortion [7]. Hence, the first challenging

problem lies in how to sketch a reasonable semantic performance based on

49
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different knowledge-matching degrees.

• Challenge 2: How to define the energy efficiency model in SemCom? Due

to the unique semantic coding process in SemCom, there may be additional

energy consumption in SemCom-enabled mobile devices. Besides, the net-

work performance per unit of consumed energy should be measured from a

semantic-level perspective, which problem needs to be coupled with Chal-

lenge 1. As such, the second challenge becomes how to characterize the

energy efficiency for each SemCom user appropriately.

• Challenge 3: How to determine the best spectrum reusing pattern for each

DUE and the power allocation scheme for all CUEs and DUEs? Since the

D2D SemCom method is employed in this work, with the target of maximiz-

ing energy efficiency, the unique knowledge-matching condition makes the

spectrum reusing quite challenging in combination with the cellular Sem-

Com method. Especially considering the power allocation issue, the joint

solution should be tricky to determine.

To this end, this work proposed the optimal resource allocation solution by taking

into account the knowledge-matching mechanism in the energy efficiency model.

Numerical results demonstrate the superiority of our proposed solution in com-

parison with two different benchmarks. In a nutshell, the main contributions of

this chapter are summarized as follows:

• We first define the performance metric of SemCom by employing the B2M

function. Besides, the knowledge-matching state of each CUE and DUE is

considered in the energy efficiency model, and thus the power consumption

of each semantic data packet can be identified.

• We formulate an energy efficiency-maximization problem by jointly opti-

mizing the power allocation and spectrum reusing indicators. The mathe-

matical difficulties are then analyzed.

• We propose an optimal resource allocation solution for EE-SCNs. The pri-

mal fractional-form problem is transformed into the subtractive-form one,

followed by utilizing a heuristic algorithm and a Hungarian algorithm.
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Figure 4.1: The overview of EE-SCN.

4.2 System Model

4.2.1 EE-SCN Scenario

Consider a single-cell EE-SCN scenario, where one BS is placed at the cell center

to provide a total of M associated cellular users (CUEs) with wireless SemCom

services, as shown in Fig. 4.1. Note that each CUE i ∈ M = {1, 2, · · · ,M} has

been pre-allocated an orthogonal uplink subchannel with equal channel band-

width W , while having a knowledge-matching degree τCi (0 ⩽ τCi ⩽ 1) with

its communication counterpart. Meanwhile, a total of N (N ⩽ M) pairs of

D2D users (DUEs) coexist in the cell, and likewise, assume that each DUE

j ∈ N = {1, 2, · · · , N} has a knowledge-matching degree τDj (0 ⩽ τDj ⩽ 1)

between its transmitter and receiver. For efficient spectrum utilization and in-

terference management, each DUE can only reuse the subchannel of one CUE

to execute the D2D SemCom services, and the subchannel of each CUE can be

reused by at most one DUE. Here, let a binary variable αi,j ∈ {0, 1} denote the

spectrum reusing indicator, where αi,j = 1 represents that DUE j reuses the sub-

channel of CUE i and αi,j = 0 otherwise. Besides, the maximum transmit powers

of CUEs and DUEs are denoted as PC
max and PD

max , respectively.

4.2.2 Channel Model and SemCom Model

For the data dissemination model in the EE-SCN, the channel power gain between

each CUE i and the BS, the gain between DUE j and the BS, the gain between

the transmitter and the receiver at DUE j, and the gain between each CUE i and
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each DUE j are denoted as Gi,B, Gj,B, GD
j , and Gi,j, respectively. If denoting

the transmit power of each CUE i as PC
i and the transmit power of each DUE j

as PD
j while combined with their potential spectrum reuse situations, the SINR

of the uplink at CUE i is calculated by

γCi =
PC
i Gi,B

Wδ0 +
∑

j∈N αi,jPD
j Gj,B

, (4.1)

and the SINR of the link between the transceiver of DUE j is

γDj =
PD
j G

D
j

Wδ0 +
∑

i∈M αi,jPC
i Gi,j

, (4.2)

where δ0 is noise power spectral density.

Hence, the bit throughput at CUE i is given by

rCi = W log2

(
1 + γCi

)
, (4.3)

and the bit throughput at DUE j is

rDj = W log2

(
1 + γDj

)
. (4.4)

Recall that the conveyed message itself becomes the sole focus of precise re-

ception in SemCom rather than traditional transmitted bits in conventional bit

communication, we again employ the performance metric developed in our pre-

vious work [21] to measure the message rate at each SemCom-enabled CUE and

DUE via employing the B2M transformation function. To be specific, the B2M

function is to output the semantic channel capacity (i.e., the achievable message

rate in units of messages per unit time, msg/s) from input traditional Shannon

channel capacity (i.e., the achievable bit rate in units of bits per unit time, bit/s)

under the discrete memoryless channel. Especially, if the information source and

destination have identical semantic reasoning capability, the B2M function can be

approximated as linear [7,21,112]. For simplicity, each CUE and its communica-

tion counterpart are assumed to be equipped with the identical maturely-trained

semantic coding models, and the same assumption also applies to the transceiver

of each DUE. In this way, let ℜCi (·) denote the B2M function of each CUE i and

let ℜDj (·) denote the B2M function of each DUE j, the message throughputs at

CUE i and at DUE j are

qCi = τCi ℜCi
(
rCi
)
, (4.5)
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and

qDj = τDj ℜDj
(
rDj
)
. (4.6)

Consequently, the overall message throughput of all SemCom-enabled uses in

the EE-SCN should be
Qtotal =

∑
i∈M

qCi +
∑
j∈N

qDj . (4.7)

4.2.3 Energy Efficiency Model of SemCom Systems

In this work, we focus on the overall energy consumption including the contribu-

tions of the power amplifier and the unique semantic encoding circuit module at

all SemCom-enabled CUEs and DUEs, which takes into account the knowledge-

matching degree factor in the data packet unit. Specifically, most of the existing

works consider the power dissipation in the power amplifier of each transmit-

ter [34, 113, 114], which has been widely recognized as the noteworthy source of

energy loss in the present wireless network. In line with this, we first define the

power amplifier inefficiency coefficient as ξ (ξ ⩾ 1), which is a constant associated

with the transmit power of each user. As such, the overall energy consumption

(in Watts) for signal transmission in the EE-SCN is found by

Eamp = ξ

(∑
i∈M

PC
i +

∑
j∈N

PD
j

)
. (4.8)

In addition, different from the conventional model that pays attention to the

circuit power consumption for processing the unit of bit data [114], we assume

that such power loss in SemCom-enabled user equipments occurs pertinent to the

knowledge-matching state of each semantic data packet. This assumption is justi-

fied since the content in each knowledge-mismatching packet necessarily requires

more computing power and processing time for accurate contextual reasoning

and interpretation than each knowledge-mismatching packet, due to the use of

more sophisticated semantic-coding networks or the knowledge-sharing method,

etc [8]. Therefore, for the semantic encoding module in each transmitter, its

circuit power consumption for processing each knowledge-matching packet is as-

sumed to be fixed and equal as Pmat , and for each knowledge-mismatching packet

is Pmis , and we have Pmat < Pmis in practice. If denoting the uniform size of

all semantic data packets as L, according to the bit rate calculation in (4.3) and

(4.4) combined with the knowledge-matching degree at each CUE and DUE, from

a long-term perspective, the overall energy consumption for semantic encoding
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becomes

Esc =
∑
i∈M

rCi
L

[
τCi P

mat + (1− τCi )Pmis
]

+
∑
j∈N

rDj
L

[
τDj P

mat + (1− τDj )Pmis
]
.

(4.9)

Clearly, the total energy consumption becomes

Etotal = Eamp + Esc. (4.10)

In view of the above, the energy efficiency of each SemCom system is defined

as the total number of messages successfully conveyed to the receiver per Joule

consumed energy, i.e., ηEE = Qtotal/Etotal .

4.2.4 Problem Formulation

For ease of illustration, we first define three variable sets PC =
{
PC
i | i ∈M

}
,

PD =
{
PD
j | j ∈ N

}
, and α = {αi,j | i ∈M, j ∈ N} that consist of all possi-

ble indicators pertinent to power allocation and spectrum reusing, respectively.

Without loss of generality, the objective is to maximize the energy efficiency ηEE

of EE-SCN by jointly optimizing (PC ,PD,α), while subject to SemCom-relevant

requirements alongside several practical system constraints. The problem is now

formulated as follows:

P0 : max
PC ,PD ,α

ηEE (4.11)

s.t. qCi ⩾ qCmin, ∀i ∈M, (4.11a)

qDj ⩾ qDmin, ∀j ∈ N , (4.11b)

0 < PC
i ⩽ PC

max, ∀i ∈M, (4.11c)

0 < PD
j ⩽ PD

max, ∀j ∈ N , (4.11d)∑
j∈N

αi,j ⩽ 1, ∀i ∈M, (4.11e)∑
i∈M

αi,j = 1, ∀j ∈ N , (4.11f)

αi,j ∈ {0, 1}, ∀ (i, j) ∈M×N . (4.11g)

Constraints (4.11a) and (4.11b) guarantee the minimum semantic-level perfor-

mance that should be achieved at each CUE and DUE, respectively. Similarly,

constraints (4.11c) and (4.11d) limit the maximum transmit power for each CUE

and DUE, respectively. Then, constraint (4.11e) represents that the uplink sub-

channel of each CUE can be shared by at most one DUE, while constraint (4.11f)
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stipulates that each DUE can only reuse one uplink subchannel of an existing

CUE. Finally, constraint (4.11g) characterizes the binary properties of α.

Carefully examining P0, it can be observed that the optimization is rather

challenging to be solved straightforwardly due to several intractable mathematical

obstacles. First of all, P0 involves both continuous and discrete variables, leading

to an obvious NP-hard problem. Besides, the expression of the objective function

ηEE is quite complicated alongside the constraints (4.11a) and (4.11b), which

is nonconvex and thus generally requires a high-complexity solution procedure.

Therefore, we propose an efficient power allocation and spectrum reusing strategy

in the next section to reach the optimality of P0.

4.3 Optimal Resource Allocation for EE-SCNs

In this section, we illustrate how to design our optimal resource allocation solution

to cope with the energy efficiency optimization problem in the EE-SCN. Specifi-

cally, the primal problem P0 is first transformed, without loss of optimality, from

its original fractional form into an equivalent subtractive form (referring to P1)

by drawing on the Dinkelbach’s method [115], while the convexity of P1 is the-

oretically proved. Notice that P1 should be solved in an iterative fashion [114],

and in each iteration, we dedicatedly devise a three-stage method. In the first

and second stages, P1 is decomposed into U = M × N subproblems (referring

to P2i,j,∀ (i, j) ∈ M×N ) and M subproblems (referring to P3i,∀i ∈ M), re-

spectively. Among them, each P2i,j corresponds to a potential spectrum reusing

pair of CUE i and DUE j, and each P3i corresponds to one CUE without spec-

trum reusing. As such, we aim to seek the optimal power allocation strategy

with respect to (w.r.t.) P2i,j for each potential CUE-DUE pair, and w.r.t. P3i

for each single CUE. After solving all these subproblems, the spectrum reusing

policy w.r.t. α is optimally finalized (referring to P4). In the end, we present

the workflow of our solution along with its complexity analysis.

4.3.1 Fractional-to-Subtractive Problem Transformation

By observing the non-convex fractional-form objective function ηEE in P0, in-

spired by the Dinkelbach’s method, we first transform ηEE into a subtractive-form

function F (ηEE ) w.r.t. ηEE to make P0 tractable. The transformation process

is established in accordance with the following proposition.
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Proposition 2. P0 must have the same optimal solution as

P1 : F (ηEE ) = max
PC ,PD ,α

Qtotal − ηEE · Etotal (4.12)

s.t. (4.11a)− (4.11g), (4.12a)

if and only if F (ηEE ) = 0.

Proof. Please see Appendix B.

From Proposition 2, our optimization goal becomes solving P1 given any

ηEE while requiring the iterative update for ηEE such that F (ηEE ) approaches 0.

Specifically, suppose in a certain iteration, say iteration t, ηEE is updated by

ηEE (t+ 1) =
Qtotal

(
PC∗

(t),PD∗
(t),α∗(t)

)
Etotal (PC∗

(t),PD∗
(t),α∗(t))

, (4.13)

where
(
PC∗

(t),PD∗
(t),α∗(t)

)
is the optimal solution to P1 in iteration t. The

above iterative update should be stopped when either reaching the maximum

number of iterations or satisfying F (ηEE (t)) < ϵ, where ϵ is a preset very small

positive value. Notably, the convergence of F (ηEE (t)) can be guaranteed, the

proof of which can refer to [114] and [115].

Given any ηEE in each iteration, we now concentrate upon how to reach the

optimality of P1. However, solving such a problem is still tricky due to the

mixed integer variables in its highly complex objective function (4.12). To this

end, we propose a three-stage method to separately obtain the optimal power

allocation indicators
(
PC ,PD

)
and the optimal spectrum reusing indicator α

with polynomial-time complexity.

4.3.2 Optimal Power Allocation for a Single CUE-DUE

Pair

In the first stage, the power allocation scheme is considered for optimization at

a specific pair of CUE i (∀i ∈ M) and DUE j (∀j ∈ N ). As such, we construct

U = M × N subproblems, each of which is denoted as P2i,j and the objective

is to maximize the energy efficiency of the single spectrum reusing pair. Herein,

it is worth pointing out that the optimal solution to P1 cannot be achieved by

simply combining the obtained schemes of these P2i,j, but these power allocation

schemes will be used to construct the subsequent spectrum reusing subproblem

to finalize the joint optimal solution for P1. In particular, when DUE j reuses
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the subchannel of CUE i (i.e., αi,j = 1), given any ηEE , P2i,j turns out to be

P2i,j : max
PC
i ,P

D
j

λi,j (4.14)

s.t. τCi ℜCi
(
rCi

)
⩾ qCmin, (4.14a)

τDj ℜDj
(
rDj

)
⩾ qDmin, (4.14b)

0 ⩽ PC
i ⩽ PC

max, (4.14c)

0 ⩽ PD
j ⩽ PD

max. (4.14d)

The objective function λi,j is presented by

λi,j = τCi ℜCi
(
rCi

)
+ τDj ℜDj

(
rDj

)
−ηEE

[
ξ
(
PC
i +PD

j

)
+

rCi
L/[τCi P

mat +(1−τCi )Pmis ]
+

rDj

L/
[
τDj P

mat +(1−τDj )Pmis
]] ,

(4.15)

while we define

rCi = W log2

(
1 +

PC
i Gi,B

Wδ0 + PD
j Gj,B

)
(4.16)

and

rDj = W log2

(
1 +

PD
j G

D
j

Wδ0 + PC
i Gi,j

)
(4.17)

for expression brevity.
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Figure 4.2: Three possible cases of the feasible power allocation region ψ for each
pair of CUE i and DUE j w.r.t. P2i,j.

Intuitively, the more bits are transmitted, the more messages can be conveyed

to the receiver, and thus, proceeding as [21], ℜCi (·) and ℜDj (·) are actually deemed

two monotonically linearly increasing functions w.r.t. rCi and of rDj , respectively.

Combined with (4.16) and (4.17), it is seen that in the boundary case of either

the constraint (4.14a) or (4.14b), PD
j can be expressed as a linear function of

PC
i . Consequently, Fig. 4.2 depicts three possible cases for the closed feasible

region ψ of the two-variable optimization P2i,j, according to different values of
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channel gains, knowledge-matching degrees, the required minimum message rates

and maximum transmit powers.

Having these and examining (4.15) again, λi,j can be rephrased as a more

concise form by combining all the constant coefficients of rCi and combining all the

constant coefficients of rDj , respectively. If denoting σCi as the constant coefficient

of rCi and σDj as the constant coefficient of rDj after combining like terms, λi,j can

be rewritten as

λi,j = σCi r
C
i + σDj r

D
j − ηEEξ

(
PC
i + PD

j

)
. (4.18)

Note that either σCi or σDj is possible to have both positive and negative, which

can be easily obtained once the semantic coding models (w.r.t. ℜCi (·) or ℜDj (·))
and other relevant system parameters (i.e., τCi or τDj , L, Pmat , and Pmis) are

determined for each CUE i or DUE j.

Now, suppose that we first randomly generate a feasible solution in P2i,j’s

feasible region of ψ, denoted as
(
P̃C
i , P̃

D
j

)
, and substitute it into the first term

σCi r
C
i , such that

σCi r
C
i = σCi W log2

(
1 +

P̃C
i Gi,B

Wδ0 + P̃D
j Gj,B

)
= λ0, (4.19)

where λ0 is the corresponding calculated value. Clearly, (4.19) can yield a line

segment w.r.t.
(
PC
i , P

D
j

)
∈ ψ, given by

PC
i =

Gj,B

(
2λ0/(σ

C
i W) − 1

)
Gi,B

PD
j +

Wδ0

(
2λ0/(σ

C
i W) − 1

)
Gi,B

≜ k0P
D
j + b0,

(4.20)

where k0 and b0 are defined for expression brevity. Specifically, (4.20) inscribes

the set of all
(
PC
i , P

D
j

)
points on a line segment through the feasible region ψ,

and any point on this line segment leads to a fixed value λ0 of the term σCi r
C
i .

Keeping this in mind, we then concentrate on the remaining terms of λi,j by

substituting (4.20) into (4.18), such that

σDj r
D
j − ηEEξ

(
PC
i + PD

j

)
= σDj W log2

(
1 +

GD
j[

(Wδ0 +Gi,jb0) /PD
j

]
+Gi,jk0

)
− ηEEξ

[
(k0 + 1)PD

j + b0
]

≜ λ̃1
(
PD
j

)
,

(4.21)

which is a form of one logarithmic function minus one linear function, and thus
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λ̃1
(
PD
j

)
is an obviously convex or concave function only w.r.t. PD

j . In other

words, we must be able to find a maximum value of λ̃1
(
PD
j

)
over the point set

given by the line segment (4.20).

Likewise, if we use an arbitrary feasible solution point in ψ but substitute it

into the second term of σDj r
D
j and then repeat the same process between (4.19)

and (4.21), we can similarly obtain another convex/concave function, denoted as

λ̃2
(
PC
i

)
, to represent the remaining terms of σCi r

C
i −ηEEξ

(
PC
i + PD

j

)
. Note that

different from (4.20), in this process, another linear function w.r.t. PC
i should be

utilized to replace PD
j , thereby λ̃2

(
PC
i

)
is a function only w.r.t. PC

i .

In view of the above, the following proposition shows how λ̃1
(
PD
j

)
and

λ̃2
(
PC
i

)
correlate to the optimality of P2i,j.

Proposition 3. Given any ψ of P2i,j, let
(←−
PC
i ,
←−
PD
j

)
be the optimal point at

any line segment w.r.t. λ̃1
(
PD
j

)
where

←−
PD
j = arg maxPD

j ∈ψ λ̃1
(
PD
j

)
, and let(−→

PC
i ,
−→
PD
j

)
be the optimal point at any line segment w.r.t. λ̃2

(
PC
i

)
where

−→
PC
i =

arg maxPC
i ∈ψ λ̃2

(
PC
i

)
. If denoting the optimal solution to P2i,j as

(
PC∗
i , PD∗

j

)
,

it must satisfy

(
PC∗

i , PD∗

j

)
∈
{(←−
PC
i ,
←−
PD
j

)
|
(←−
PC
i ,
←−
PD
j

)
=
(−→
PC
i ,
−→
PD
j

)
∈ψ
}
. (4.22)

Proof. Please see Appendix C.

From Proposition 3, it is seen that P2i,j’s optimal solution
(
PC∗
i , PD∗

j

)
must

be the coincide point of two line segments in ψ for reaching the maxima of λ̃1
(
PD
j

)
and λ̃2

(
PC
i

)
at the same time. In line with this, we specially devise a heuristic

searching algorithm to efficiently determine the optimal power allocation strategy

for each possible CUE-DUE pair. In detail, our power allocation solution is

illustrated as follows:

• (1) Initial Feasible Solution Generation: According to the feasible region ψ

determined by all constraints of P2i,j, we need to first generate an initial

feasible solution
(
P̃C
i , P̃

D
j

)
as the search starting point. For simplicity,(

P̃C
i , P̃

D
j

)
can be set as one of the corners of ψ in Fig. 4.2.

• (2) Optimal Line Point Searching for Maximum λ̃1
(
PD
j

)
: By executing

the procedures in the context of (4.19)-(4.21), the close-form expression of

λ̃1
(
PD
j

)
is easily obtained, where the value of PD

j is constrained simultane-

ously by the line (4.20) and ψ. As a univariate convex optimization problem,

its maximization can be efficiently realized via existing toolboxes such as

CVXPY [102], thereby determining its optimal line point
(←−
PC
i ,
←−
PD
j

)
.
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• (3) Optimal Line Point Searching for Maximum λ̃2
(
PC
i

)
: Based on the

obtained
(←−
PC
i ,
←−
PD
j

)
from the previous line point searching, we substitute

it into σCi r
C
i ’s second term σDj r

D
j to get the close-form expression of its

corresponding line segment and λ̃2
(
PC
i

)
. Similarly, its optimal line point(−→

PC
i ,
−→
PD
j

)
can be obtained again using CVXPY.

• (4) Searching Termination Check: The above searching should be termi-

nated once
(←−
PC
i ,
←−
PD
j

)
=
(−→
PC
i ,
−→
PD
j

)
, i.e., the optimal point of the previous

line segment is also optimal for the current searching line segment. How-

ever, according to Proposition 3, such a coincide point may fall into a local

optimum of P2i,j, hence we add it into an optimality list, denoted by I, for

record.

• (5) Multiple Rounds of Searches: To prevent the algorithm trapping into

the local optimum, we set step (1)-(4) as one round of search and then

repeat multiple rounds until reaching a preset maximum search round re-

striction, where
(
P̃C
i , P̃

D
j

)
is always changing. Consequently, the optimal

power allocation strategy
(
PC∗
i , PD∗

j

)
is finalized by iterating through all

the points in I.

4.3.3 Optimal Power Allocation for a single CUE without

Spectrum Sharing

It is worth pointing out that due to the number of DUEs is less than the number of

CUEs (i.e., N ⩽M), there must be some CUEs’ sub-channels that are not reused

by any DUE. Accordingly, determining the optimal power allocation solution for

each CUE i without spectrum sharing becomes necessary as well, and our second-

stage problem P3i (∀i ∈M) is

P3i : max
PC
i

λ̌i (4.23)

s.t. τCi ℜCi
(
ři
C
)
⩾ qCmin, (4.23a)

(4.14c), (4.23b)

where ři
C = W log2

(
1 +

PC
i Gi,B

Wδ0

)
and

λ̌i = τCi ℜCi
(
ři
C
)
− ηEE ři

C

L/ [τCi P
mat + (1− τCi )Pmis ]

− ηEEξPC
i . (4.24)
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It is seen that P3i is apparently a convex optimization problem as its objective

function λ̌i is a linear combination of one logarithmic function and one linear

function, the optimality of which can be easily obtained via CVXPY.

4.3.4 Spectrum Reusing Policy Optimization for EE-SCN

Given any ηEE in each iteration w.r.t. P1, our third-stage method is to leverage

the obtained optimal power allocation strategies of P2i,j and P3i to finalize

the spectrum reusing policy for all DUEs in the EE-SCN. Let λ∗i,j denote the

maximum λi,j at each possible spectrum reusing pair of CUE i and DUE j by

solving each P2i,j and λ̌∗i denote the maximum λ̌i at the single CUE i by solving

each P3i. As such, the spectrum reusing problem is actually a variant problem

about the weighted bipartite matching optimization, i.e.,

P4 : max
α

∑
i∈M

∑
j∈N

αi,jλ
∗
i,j +

∑
i∈M

λ̌∗i

(
1−

∑
j∈N

αi,j

)
(4.25)

s.t. (4.11e)− (4.11g). (4.25a)

Combining the constraint (4.25a) with N ⩽M , it is observed that P4 is able to be

decomposed into
(
M
N

)
subproblems. Specifically, suppose that N out of M CUEs

are arbitrarily selected to share their subchannels with N DUEs, where we have

a total of
(
M
N

)
different selection combinations. Hungarian method Clearly, each

of them is a pure N -to-N bipartite matching problem, which can be efficiently

solved in polynomial time by applying the Hungarian method [116]. As for the

remaining (M −N) CUEs without spectrum reusing, their respective optimality

w.r.t. λ̌∗i is already known after confirming each combination. Therefore, the

optimal spectrum reusing policy can be finalized by comparing the optimality

among
(
M
N

)
problems.

Regarding the computational complexity of the proposed solution, it is first

seen that in each search round for solving each P2i,j, it takes several iterations

(Lines 11-16) to determine one viable solution in I, and in each iteration, the

brute-force search needs to be executed once to obtain
(←−
PC
i ,
←−
PD
j

)
or
(−→
PC
i ,
−→
PD
j

)
.

Hence, if denoting its maximum number of iterations as H and the maximum

number of staircase w.r.t. each brute-force search as H̃, then solving each P2i,j

would require complexity of O(Q̃HH̃). Likewise, solving each P3i only needs

complexity of O(H̃). Moreover, since the N -to-N bipartite matching problem

w.r.t. P4 can be solved by the Hungarian method with complexity of O(N3),

the complexity for solving P4 becomes O(
(
M
N

)
N3). Accordingly, the proposed

Algorithm 1 has a polynomial-time overall complexity, given as O(QMNQ̃HH̃+
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Table 4.1: Simulation Parameters

Parameters Values
System bandwidth 10 MHz
Number of CUEs (M) 50
Number of DUEs (N) 30
Maximum transmit power of each CUE (PC

max) 21 dBm [117]
Maximum transmit power of each DUE (PD

max) 21 dBm
Noise power spectral density (δ0) −174 dBm/Hz
Path loss model for cellular links 128.1 + 37.6 log10 (d [km]) dB
Path loss model for D2D links 148 + 40 log10 (d [km]) dB [118]
Semantic data packet size (L) 800 bits [119]

Q
(
M
N

)
N3).

4.4 Numerical Results and Discussions

In this section, numerical evaluations are conducted to demonstrate the perfor-

mance of our proposed power allocation and spectrum reusing solutions in the

EE-SCN, where we employ Python 3.7-based PyCharm as the simulator platform

and implement it in a workstation PC featuring the AMD Ryzen-9-7900X pro-

cessor with 12 CPU cores and 128 GB RAM. In the basic system setup, we first

model a single-cell circular area with a radius of 300 meters, in which multiple

CUEs and DUEs are randomly dropped, and the distance between the transceiver

of each DUE is randomly generated between 5 and 45 meters [120]. For the energy

efficiency model, the class power amplifier is first preset for each user device with

a fixed power efficiency of 35 percent [119], i.e., ξ = 1/0.35 = 2.8571. Moreover,

following the research in [121], we assume that the circuit power consumptions

for processing a knowledge-matching semantic packet Pmat and for a knowledge-

mismatching semantic packet Pmis are 0.1 and 0.5 mW, respectively. For brevity,

some other simulation parameters not mentioned in the context and their values

are summarized in Table 6.1.

In SemCom-relevant settings, we simulate a general text transmission sce-

nario to examine the proposed solution. Note that such performance test can

also be accomplished with other content types like images or videos, and the

reason we choose text is to leverage existing natural language processing models

that have been well validated in SemCom-related works. Particularly, the Trans-

former in [1] is adopted as the unified semantic encoder for all SemCom links,

and the PyTorch-based Adam optimizer is applied for model training with an

initial learning rate of 0.001. Based on the public dataset extracted from the
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proceedings of European Parliament [108], the expression of B2M function ℜi(·)
and ℜj(·) at each SemCom link can be well approximated from extensive model

tests [21]. Besides, the knowledge-matching degree τCi for each CUE i and τDj for

each DUE j are randomly generated in the range of 0.4 ∼ 1, respectively. For

the solution-related settings, the maximum number of iterations for updating ηEE

w.r.t. P1 is set as 100, and its convergence threshold ϵ is 0.001. In addition, the

same minimum semantic throughput requirement is assumed for all CUEs and

DUEs with qCmin = qDmin = 30 msg/s. It is worth mentioning that all the above

parameter values are set by default unless otherwise specified, and all subsequent

numerical results are obtained by averaging over a sufficiently large number of

trials.

For comparison purposes, here we employ two resource allocation benchmarks

in EE-SCNs: (I) Maximum power allocation plus random spectrum reusing [122],

which means that each user is allocated with its maximum allowable transmit

power while each DUE randomly reuses the subchannel of one CUE; (II) Random

power allocation [123] plus distance-based spectrum reusing [124], where each

user is allocated with the randomized transmit power while each DUE reuses the

subchannel of the CUE furthest away from itself to reduce the interference impact

as much as possible.
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Figure 4.3: Average energy efficiency versus different numbers of CUEs.

Fig. 4.3 first shows the objective performance metric of ηEE obtained under

different numbers of CUEs (i.e., M) between 30 and 60. Compared with the two

benchmarks, it is seen that our proposed solution always guarantees a significant

performance gain with the changes of M . For instance, when the number of CUEs

is 35, an average energy efficiency of 786 msgs/Joule is observed by the proposed

solution, which increases 47.7% performance compared to Benchmark I and 74.9%
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compared to Benchmark II. Moreover, as the number of CUEs increases, the

energy efficiency of the proposed solution rises at the beginning from 30 to 35,

and then drops gradually. This is because before the point of 35, the number of

DUEs is quite close to the number of CUEs, in which case each DUE should have

more options to choose a better CEU for spectrum reusing as the number of CUEs

grows and thus resulting a better energy efficiency. As the number of CUEs keeps

increasing, due to the limited overall system bandwidth, the bandwidth allocated

to each CUE is also fewer while the power consumption becomes greater, which

obviously leads to a downward trend on the rendered ηEE performance.
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Figure 4.4: Average energy efficiency versus different numbers of DUEs.

Next, we compare the proposed solution with benchmarks under different

number of DUEs (i.e., N) between 20 and 50. It is observed that the energy

efficiency obtained by our solution still exceeds that of benchmarks at each point

with a performance gain similar to the results in Fig. 4.3. However, the energy

efficiency becomes higher with the number of DUEs at the beginning, and drops

a little bit after reaching 40. The former phenomenon is because the performance

gain on message throughput resulted from the increase of DUEs surpasses the

impact of the power consumption increase. When the number of DUEs surpasses

a maximum threshold, such performance increase eventually reaches the peak

and is saturated and even worse, as significant interferences to CUEs’ links will

dominate the change in energy efficiency.

Apart from these, the impacts of the maximum allowable transmit power

of CUEs (i.e., PC
max) and DUEs (i.e., PD

max) are tested in Fig. 4.5 and Fig. 4.6,

respectively. In both figures, our proposed solution presents a better energy

efficiency performance compared with the two benchmarks, which results are

consistent with the previous two figures. Nevertheless, as the maximum transmit
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Figure 4.5: Average energy efficiency versus varying maximum transmit powers
of CUEs.
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Figure 4.6: Average energy efficiency versus varying maximum transmit powers
of DUEs.
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power of either CUEs or DUEs rises, a downward trend is seen in both cases.

In the first case, such a trend can be interpreted as that each CUE prefers to

have a higher transmit power at the looser power constraint to ensure a better

message throughput for these CUEs without spectrum reusing, with this comes

more energy consumption at the power amplifier and semantic packet processing.

Meanwhile, Fig. 4.6 depicts a slower downward trend compared with Fig. 4.5 in

the performance presentation of our solution. This is because the interference

resulted from the maximum allowable transmit power of DUEs can completely

cover the power gain for the received signals of CUEs, thereby the changes in the

optimal transmit power of each DUE should be small.

4.5 Conclusions

In this chapter, we jointly addressed the power allocation and spectrum reusing

problems in the EE-SCNs, where two different groups of D2D SemCom users

and cellular SemCom users coexist. First, the B2M transformation function was

introduced to identify the message throughput obtained by each CUE and each

DUE. Next, considering the knowledge-matching mechanism, the energy con-

sumption model of SemCom is identified at a semantic data packet level. On this

basis, a joint optimization problem was formulated with the aim of maximizing

the average energy efficiency, followed by a corresponding optimal solution pro-

posed. Among them, the primal fractional-form problem was first transformed

into a subtractive-form one via Dinkelbach’s method, and then we developed a

heuristic algorithm and employed a Hungarian method to seek the optimal power

allocation and spectrum reusing solutions, respectively. Numerical results show

the performance superiority of our proposed solution in terms of energy efficiency

compared with two different benchmarks. The next chapter will explore the re-

source allocation problem in hybrid semantic/bit communication scenario.



Chapter 5

Wireless Resource Optimization

in Hybrid Semantic/Bit

Communication Networks

5.1 Introduction

As aforementioned, recent advances in SemCom have attracted widespread atten-

tion, promising to significantly alleviate the scarcity of wireless resources in next-

generation cellular networks. By leveraging cutting-edge DL algorithms, Sem-

Com is capable of providing MUs with a variety of high-quality, large-capacity,

and multimodal services, including typical multimedia content (e.g., text, image,

and video streaming) and AIGC [14].

Nevertheless, there is still a missing investigation for a more practical yet novel

next-generation cellular network paradigm, namely hybrid semantic/bit commu-

nication networks (HSB-Nets), where the two modes of SemCom and BitCom

coexist. Note that SemCom typically requires more data processing time but

produces higher semantic performance than BitCom at each transceiver, thereby

determining an appropriate mode selection (MS) scheme for each MU becomes

quite tricky. Most uniquely, the varying degrees of background knowledge match-

ing among MUs can also affect the amount of allocated bandwidth in combination

with different channel conditions. As such, if aiming at high semantic fidelity and

low latency for a large-scale HSB-Net, we are encountering the following three

fundamental challenges in resource management:

• Challenge 1: How to unify performance metrics for both SemCom and Bit-

Com in the HSB-Net? Given the core mechanism of meaning delivery in

SemCom, traditional metrics in BitCom, like bit rate or bit throughput, are

67



68 CHAPTER 5. WIRELESS RESOURCE OPTIMIZATION

evidently no longer applicable to the SemCom links. Especially in such a

hybrid scenario, it becomes necessary to align SemCom and BitCom to the

same assessment basis to facilitate subsequent performance comparisons or

overall network optimization, which raises the first nontrivial point.

• Challenge 2: How to mathematically characterize the unique semantic-

coding process in SemCom when combined with bit transmission? Note that

SemCom involves an extra semantic-coding process compared with BitCom

before the bit data transmission at each link, which can be characterized

from a packet-queuing perspective. In the semantic-coding process, due

to diverse knowledge-matching degrees among different SemCom-enabled

MUs, semantic data packet interpretation rates can vary [125], thereby re-

sulting in distinct queuing delay and reliability performance. Combined

with the subsequent indispensable packet-transmission queuing process, all

of these constitute the second difficulty.

• Challenge 3: How to determine the best communication mode for each MU

with the joint consideration of UA and BA to optimize overall network

performance? Generally, each MU can select only one of the SemCom

and BitCom modes at a time during the UA process, subject to its current

knowledge-matching degree, channel condition, desired service quality, as

well as latency and reliability budgets. Such a new MS problem, coupled

with inherent practical constraints such as limited bandwidth resources and

the single-base BS association requirement, poses the third challenge, i.e.,

seeking an optimal resource management strategy for the UA, MS, and BA

to jointly optimize overall network performance in the HSB-Net.

In response to the challenges outlined above, in this chapter, we systemati-

cally investigate the UA, MS, and BA problems in the uplink of the HSB-Net

and correspondingly propose an optimal strategy with the awareness of unique

SemCom characteristics. Simulation results not only demonstrate the accuracy of

our theoretical analysis for semantic data packet queuing, but also showcase the

performance superiority of the proposed resource management solution in terms

of realized message throughput compared with four benchmarks. Accordingly,

our main contributions are summarized as follows:

• We unify the performance metrics for both SemCom and BitCom links by

introducing the bit-rate-to-message-rate transformation mechanism to mea-

sure their respective achievable message throughputs. In this regard, the

stochasticity of knowledge matching degree and channel state are particu-

larly taking into account over different time slots. Correspondingly, we then
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formulate an optimization problem to maximize the time-averaged overall

message throughput of the HSB-Net by jointly correlating the UA, MS, and

BA-related indicators. These first address the aforementioned Challenge 1.

• We specially model a two-stage tandem queue for each SemCom-enabled

MU to capture the entire queuing process of its locally generated seman-

tic packets, which fully incorporates the semantic coding and knowledge-

matching characteristics with the traditional packet transmission. On this

basis, the steady-state average packet loss ratio and queuing delay in both

SemCom and BitCom cases are then mathematically derived to post the

reliability and latency requirements in subsequent optimization. The con-

tribution directly addresses Challenge 2.

• We theoretically prove the monotonicity of allocated bandwidth with re-

spect to reliability and latency, and then develop an efficient resource man-

agement strategy to jointly solve the UA, MS, and BA problems with

polynomial-time complexity. Specifically, the minimum bandwidth thresh-

old is first fixed for each SemCom and BitCom link, following by a Lagrange

primal-dual method and a preference list-based heuristic algorithm to final-

ize the UA and MS solutions. Afterward, the optimal BA strategy is further

obtained by reallocating the remaining bandwidth of each BS to all its as-

sociated MUs. In this way, Challenge 3 is finally well tackled.

5.2 System Model

5.2.1 HSB-Net Scenario

Consider an HSB-Net scenario as depicted in Fig. 5.1, the total of U MUs are

distributed within the coverage of S BSs, where two communication modes of

SemCom and BitCom are available for all MUs, while each MU can only select

one mode and be associated with one BS at a time. Herein, let xij ∈ {0, 1} denote

the binary UA indicator, where xij = 1 means that MU i ∈ U = {1, 2, · · · , U}
is associated with BS j ∈ J = {1, 2, · · · , J}, and xij = 0 otherwise. Besides, we

specially define the binary MS indicator as yij ∈ {0, 1}, where yij = 1 represents

that the SemCom mode is selected for the link between MU i and BS j, and

yij = 0 indicates that the BitCom mode is selected.1 Meanwhile, the amount of

bandwidth resource that BS j assigns to MU i is denoted as zij, while the total

1It is worth pointing out that yij is applicable to be an effective MS indicator only when
xij = 1,∀ (i, j) ∈ U × J .
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Figure 5.1: The HSB-Net scenario involving UA, MS, and BA in one time block.

bandwidth budget of BS j is denoted as Zj. Moreover, time is equally partitioned

into N consecutive time slots, each with the same duration length T .

5.2.2 Network Performance Metric

For the wireless propagation model, let γij(t) denote the SINR of the link between

MU i and BS j at time slot t, t = 1, 2, · · · , N . Note that γij(t) is assumed

to be an independent and identically distributed (i.i.d.) random variable for

different slots but remain constant during one slot [122,126]. Since the conveyed

message itself becomes the sole focus of precise reception in SemCom rather

than traditional transmitted bits in BitCom, we proceed with the performance

metric developed in our previous work [21] to measure the message rate for each

SemCom-enabled MU via employing the B2M transformation function. To be

specific, the B2M function is to output the semantic channel capacity (i.e., the

achievable message rate in units of messages per unit time, msg/s) from input

traditional Shannon channel capacity (i.e., the achievable bit rate in units of

bits per unit time, bit/s) under the discrete memoryless channel.2 If in an ideal

condition, i.e., the information source and destination have identical semantic

2The semantic channel capacity with respect to B2M is derived from a semantic information-
theoretical perspective, which is beyond the scope of this work and thus will not be discussed
in-depth. More technical details can be found in [21] and [7].
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reasoning capability and equivalent background knowledge, the B2M function

can be approximated as linear. However, the B2M can also involve stochastic

variables in the case of knowledge mismatch, resulting in the presentation of

random message rates. Given this, let ℜij(·) denote the B2M function of the

SemCom link between MU i and BS j, its instantaneous achievable message rate

in time slot t should be

MS
ij(t) = βi(t)ℜij(zij log2 (1 + γij (t))) . (5.1)

Here, βi(t) represents the knowledge-matching degree between MU i and its com-

munication counterpart at slot t, which is an i.i.d. random Gaussian variable

ranging from 0 to 1 [21], having mean τi. To provide more details here, each

message is first assumed to be associated with a specific SemCom service type

based on Footnote ??. Then, compared with the perfectly knowledge-matching

case, only the messages related to the overlapped services can be effectively en-

coded/decoded in the knowledge-mismatching state in each slot, and βi(t) is the

overlap proportion. Combined with the fact that the generation of source mes-

sages is generally a stochastic process [13], therefore, βi(t) is deemed as a random

variable. In addition, other factors like the channel encoding scheme that may

affect the message-rate measurement are assumed to be identical between differ-

ent SemCom-enabled MUs for simplicity.c process [13], therefore, βi(t) is deemed

as a random variable.

Likewise, for the BitCom link between MU i and BS j, considering it has an

average B2M transformation ratio,3 denoted by ρij, to align with the semantic

performance measurement of SemCom. In other words, we assume that each

message in BitCom can be encoded into bits of fixed length on average [?], i.e.,

the reciprocal of ρij, and thus its instantaneous achievable message rate in slot t

is given by

MB
ij (t) = ρijzij log2 (1 + γij (t)) , 0 < ρij < 1. (5.2)

As such, if taking into account both SemCom (i.e., yij = 1) and BitCom (i.e.,

yij = 0) cases, we obtain the time-averaged message rate of each link as

Mij =
1

N

N∑
t=1

[
yijM

S
ij(t) + (1− yij)MB

ij (t)
]
. (5.3)

3This assumption is justified since the source-and-channel coding of BitCom for source
information typically follows prescribed codebooks, and the variable length coding is adopted [4,
127]. Hence, based on each link’s known channel state information, the proportion of messages
that can be effectively decoded from a certain amount of transmitted bits can be averaged.



72 CHAPTER 5. WIRELESS RESOURCE OPTIMIZATION

Packet loss

The first-stage SCQ The second-stage PTQ

...
Knowledge-matching packets

Knowledge-mismatching packets

Tandem

Packets to be transmitted after semantic coding

......

The semantic-coding process

： =

1 0

For semantic
data encoding

For semantic

data transmission

Figure 5.2: The two-stage tandem queue model at each SemCom-enabled MU.

5.2.3 Queuing Model

In this work, we focus on the differences in queuing models between SemCom and

BitCom during data uplink transmission, where the queuing delay is employed

as the latency metric to characterize the average sojourn time of a data packet

in the queue buffer at each MU in the HSB-Net. Unlike existing studies that

consider only packet queuing during the channel-coding process in BitCom [36,

128–130], the queuing delay at a SemCom-enabled MU should take into account

the newly introduced semantic-coding process in combination with traditional

packet transmission, as shown in Fig. 6.2. To this end, we first provide the

following definition for clarity.

Definition 4. A SemCom-enabled MU has a two-stage tandem queue,4 named

Semantic-Coding Queue (SCQ) and Packet-Transmission Queue (PTQ). As for

a BitCom-enabled MU, only one PTQ is considered for its packet uplink trans-

mission.

To preserve the generality, the SCQ is assumed with infinite-size memory

to handle all locally generated SemCom services, while the PTQ has a finite-

size buffer that can accommodate up to F data packets to align with practical

resource limitations and scheduling.5 Moreover, the packets in both SCQ and

PTQ are queued in a first-come-first-serve manner.

Based on the above, if a Poisson arrival process with average rate λi (in

packets/s) of initial data packet generation is assumed for each MU i (∀i ∈ U),

the number of arrival packets during slot t, denoted as Ai(t), has the probability

4A two-stage tandem queue implies that the output of the first queue becomes the input of
the second, and the packet processing in the two queues is independent of each other [36,131].

5Note that the SCQ can also be modeled with a finite-size buffer whose queuing latency is
derived similarly to that of the PTQ. Likewise, the above rationale applies to the PTQ as well.
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mass function (PMF) as follows:

Pr {Ai (t) = k} =
(λiT )k

k!
exp (−λiT ), k = 0, 1, 2, · · · . (5.4)

For the PTQ in both SemCom and BitCom cases, its packet departure rate

depends on the number of packets sent out from MU i to BS j (∀j ∈J ) during

slot t, denoted as Dij (t), which has the PMF as

Pr {Dij (t) = k} = Pr

{⌊
Tzij log2 (1 + γij (t))

L

⌋
= k

}
= Pr

{
γij (t) ⩽ 2

(k+1)L
Tzij −1

}
−Pr

{
γij (t) ⩽ 2

kL
Tzij −1

}
.

(5.5)

Here, ⌊·⌋ is the floor function that outputs the largest integer less than or equal

to the input value, and all packets have the same size of L bits, k = 0, 1, 2, · · · .
Clearly, given any reasonable probability distribution approximation of the SINR

γij (t) (e.g., Gaussian distribution [126] or generalized Gamma distribution [132]),

applying its cumulative distribution function (CDF) directly yields the close-form

expression of (5.5). Besides, it is noteworthy that the obtained PMF of Dij (t)

should be independent of time slot index t, as the randomness of each physical

link’s SINR is generally t-independent [122].

Next, we model the packet departure of SemCom-enabled SCQ and the packet

arrival of SemCom-enabled PTQ, respectively. As mentioned earlier, each data

packet generated at a SemCom-enabled sender MU requires a certain type of

background knowledge, resulting in either a knowledge-matching or knowledge-

mismatching state with its receiver. For illustration, let IMat
i denote the semantic-

coding time required by a knowledge-matching packet with mean 1/µMat
i (in

s/packet), and let IMis
i denote the semantic-coding time required by a knowledge-

mismatching packet with mean 1/µMis
i (µMat

i >µMis
i in practice6). Without loss

of generality, IMat
i and IMis

i are assumed to be two exponential random variables

independent of each other, which are determined by the specific semantic com-

puting capability available at the MU i’s terminal device. Having these, it is seen

that the overall service time distribution of packets at SCQ should be treated as

a general distribution [125]. Let us denote the average packet queuing latency of

SCQ at each SemCom-enabled MU i by δS1
i , which will be analyzed in detail in

the next section.

6Notice that the content in knowledge-mismatching packets necessarily requires more com-
putational resources and processing time for accurate contextual reasoning and interpreta-
tion, due to the use of more sophisticated semantic-coding networks or the knowledge-sharing
method, etc [8].
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As for the number of packets arriving at the SemCom-enabled PTQ in slot t,

denoted by A′
i(t), it should exactly be the number of packets leaving its tandem

SCQ in the same slot, according to the two-stage tandem structure in Definition 4.

Meanwhile, it is not difficult to deduce that the knowledge-matching packets

leaving the SCQ follow a Poisson process with mean µMat
i , while the knowledge-

mismatching packets leave as a Poisson process with mean µMis
i . The former

event occurs with probability τi and the latter happens with probability (1− τi).
As such, A′

i(t) should still satisfy the Poisson distribution with a PMF of

Pr {A′
i(t) = k} =

(λ′iT )k

k!
exp (−λ′iT ), k = 0, 1, 2, · · · , (5.6)

where λ′i is the average arrival rate (in packets/s), given as

λ′i = τiµ
Mat
i + (1− τi)µMis

i . (5.7)

Considering the limited buffer size F of PTQ, we further assume that in any t,

the packets to be transmitted leave the queue first and then the arriving packets

enter it. Hence, the evolution of its queue length between two consecutive slots

is

Qij (t+ 1) ≜ min {max {Qij (t)−Dij (t) , 0}+A′
i(t) , F} , (5.8)

where Qij (t) denotes the queue length of PTQ for the link between MU i and

BS j at slot t, t = 1, 2, · · · , N − 1.

Note that those packets arriving at a fully loaded PTQ in each slot will be

blocked and dropped, which can affect achievable communication reliability and

message rate performance. Accordingly, let θSij and θBij denote the average packet

loss ratio of SemCom-enabled PTQ and BitCom-enabled PTQ, respectively, and

each represents the proportion of packets failed to be delivered to all arriving

packets. Likewise, let δS2
ij and δBij denote the average packet queuing latency of

SemCom-enabled PTQ and BitCom-enabled PTQ, respectively. Combined with

the δS1
i defined before, we obtain the overall average queuing latency of the link

between SemCom-enabled MU i and BS j as δSij = δS1
i + δS2

ij .

When considering both SemCom (i.e., yij = 1) and BitCom (i.e., yij = 0),

the average queuing latency experienced by the link between any MU i and BS j

should be

δij = yijδ
S
ij + (1− yij)δBij . (5.9)

Similarly, the average packet loss ratio that indicates the communication reliabil-
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ity of the link is found by

θij = yijθ
S
ij + (1− yij)θBij . (5.10)

In the subsequent section, we elaborate the derivations for the mathemati-

cal expressions of δS1
ij , δS2

ij , and θSij. Recalling the BitCom-enabled PTQ model

and the SemCom-enabled PTQ model, it is seen that their sole distinction lies

in their packet arrival processes, in which the former follows (5.4) and the lat-

ter follows (5.6). Therefore, δBij and θBij can be easily derived using the similar

procedure as for δS2
ij and θSij.

5.3 Queuing Analysis and Problem Formulation

5.3.1 Queuing Analysis for SCQ and PTQ

First for the SemCom-enabled SCQ, it should be noted that the average propor-

tion of knowledge-matching packets to the total number of packets in the queue

is exactly equal to the average knowledge-matching degree τi between MU i and

its receiver.7 Combined with the general distribution conclusion obtained earlier,

the average semantic-coding time of a packet in the SCQ, denoted by Ii, becomes

Ii = τiI
Mat
i + (1− τi) IMis

i . Since IMat
i and IMis

i are independent of each other,

we have its expectation as E [Ii] = τi/µ
Mat
i + (1− τi) /µMis

i and its variance as

V (Ii) =
(
τi/µ

Mat
i

)2
+
(
(1− τi) /µMis

i

)2
. Owing to the Markovian packet arrival

and general-distribution packet departure, the SCQ follows an M/G/1 system,

which has been widely used to capture data traffic in wireless networks [125].

In this case, we can directly apply the Pollaczek-Khintchine formula [133] to

calculate the steady-state average packet queuing latency of SCQ δS1
i by8

δS1
i =

λi (E
2 [Ii] +V (Ii))

2 (1− λiE [Ii])
+ E [Ii]

=
λi

[
τi (1− τi) /µMat

i µMis
i +

(
τi/µ

Mat
i

)2
+
(
(1− τi) /µMis

i

)2]
1− λiτi/µMat

i − λi (1− τi) /µMis
i

+
τi
µMat
i

+
1− τi
µMis
i

.

(5.11)

It is worth further noting that either IMat
i or IMis

i in (5.11) is independent of time

slot index t, thus δS1
i should be deemed a constant.

7This observation holds true when examined on a large timescale, and it assumes that each
packet has the same probability of being generated locally.

8Applying the Pollaczek-Khintchine formula implies a prerequisite that λiE [Ii] < 1 must
be satisfied to guarantee a steady-state M/G/1 system [134]. Therefore, we consider that in
the SCQ, the packet departure rate exceeds the packet arrival rate to make its queuing latency
finite and solvable.
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As for the SemCom-enabled PTQ, we at first introduce the following propo-

sition to characterize its steady-state queue length Qij(t) = 0, 1, 2, · · · , k, · · · , F
in slot t.

Proposition 4. For each Qij(t) of PTQ, it must have a solvable and unique

steady-state probability vector, denoted as αij =
[
α0
ij, α

1
ij, · · · , αFij

]T
, where αkij

represents the steady-state probability of Qij (t) = k when t tends to infinity.

Proof. Please see Appendix D.

From Proposition 4, the long-term average queue length of Qij(t) can be

obtained by computing its expectation, i.e., E [Qij(t)] =
∑F

k=0 kα
k
ij. Moreover,

by combining αij with the PMFs of PTQ’s packet arrival as in (5.6) and packet

departure as in (5.5), the average number of packets dropped at the steady-state

PTQ during any slot t, denoted by Gij, can be calculated by

Gij =
F∑
l=1

αlij

[
l−1∑
k=0

Pr {Dij =k}

(
∞∑

f=F−l+k

(f+l−k−F ) Pr{A′
i=f}

)

+

(
∞∑
k=l

Pr {Dij =k}

)(
∞∑

f=F+1

(f−F ) Pr{A′
i = f}

)]

+ α0
ij

∞∑
k=F+1

(k − F ) Pr {A′
i = k} .

(5.12)

As its average total packet arrival rate is λ′i, we have the steady-state average

packet loss ratio of SemCom-enabled PTQ as follows:

θSij =
Gij

λ′iT
=

Gij

τiµMat
i T + µMis

i T − τiµMis
i T

. (5.13)

Hence, the average effective packet arrival rate becomes λeffi =
(
1− θSij

)
λ′i =

τiµ
Mat
i + (1− τi)µMis

i −Gij/T . As such, we can apply Little’s law [135] to finalize

the steady-state average queuing latency of SemCom-enabled PTQ as

δS2
ij =

E [Qij(t)]

λeffi
=

∑F
k=0 kα

k
ij

τiµMat
i + (1− τi)µMis

i −Gij/T
. (5.14)

Furthermore, to determine the expressions of BitCom-enabled average packet

queuing latency δBij and the BitCom-enabled average packet loss ratio θBij , the

same mathematical methods as the above can be employed, where only the PMF

and mean of A′
i(t) as in (5.6) in each relevant term need to be substituted with

that of Ai(t) as in (5.4). For brevity, the derivation details for δBij and θBij are

omitted here.
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5.3.2 Problem Formulation

For ease of illustration, we first define three variable sets x = {xij | i ∈ U , j ∈ J },
y = {yij | i ∈ U , j ∈ J }, and z = {zij | i ∈ U , j ∈ J } that consist of all possible

indicators pertinent to UA, MS, and BA, respectively. Without loss of general-

ity, the objective is to maximize the overall message throughput (i.e., the sum of

the achievable message rates of all MUs) of the HSB-Net by jointly optimizing

(x,y, z), while subject to SemCom-relevant latency and reliability requirements

alongside several practical system constraints. Notice that the message through-

put performance Mij in (5.3) is actually the ergodic capacity of each link over the

timescale of a block when N is large enough, and thus can be computed through

averaging the two time-dependent parameters γij(t) and βi(t) within it [136].

Accordingly, if denoting the long-term average of MS
ij(t) and MB

ij (t) as M
S

ij and

M
B

ij, respectively, when N tends to infinity in (5.3), our optimization objective

becomes

M ij = yijM
S

ij + (1− yij)M
B

ij

=yijτiℜij
(
zij log2

(
1+γij

))
+ρijzij(1−yij) log2

(
1+γij

)
,

(5.15)

where γij denotes the mean of γij(t) and τi is the mean of βi(t). Recalling the

average queuing latency δij as in (5.9) and the average packet loss ratio θij as

in (5.10), our joint optimization problem P1 is now formulated as follows:

P1 : max
x,y,z

∑
i∈U

∑
j∈J

xijM ij (5.16)

s.t.
∑
j∈J

xij = 1, ∀i ∈ U , (5.16a)∑
i∈U

xijzij ⩽ Zj, ∀j ∈ J , (5.16b)

xijδij ⩽ δ0, ∀ (i, j) ∈ U × J , (5.16c)

xijθij ⩽ θ0, ∀ (i, j) ∈ U × J , (5.16d)∑
j∈J

xijM ij ⩾ M o
i , ∀i ∈ U , (5.16e)

xij∈{0, 1} , yij∈{0, 1} , ∀ (i, j) ∈ U × J . (5.16f)

Constraints (5.16a) and (5.16b) mathematically model the single-BS constraint

for UA and the maximum bandwidth resource constraint for BA, respectively.

Constraints (5.16c) and (5.16d) ensure that the average queuing latency and the

average packet loss ratio of the link between each MU and its associated BS

cannot exceed their respective requirements δ0 and θ0. M
th
i in constraint (5.16e)
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represents a minimum message rate threshold for each MU i’s association link,

while constraint (5.16f) characterizes the binary properties of both x and y.

Carefully examining P1, it can be observed that the optimization is rather

challenging due to several inevitable mathematical obstacles. First of all, P1 is

clearly a non-convex problem involving two complicated constraints (5.16c) and

(5.16d), which leads to a high-complexity solution procedure. Another nontrivial

point originates from the three different optimization variables, including two in-

teger variables (i.e., x and y) and one continuous variable (i.e., z). In this respect,

although we could first relax x and y to the continuous ones in a conventional

manner, the problem after slack should still be non-convex and the subsequent

integer recovery may lead to severe performance compromise [137]. In full view

of the above difficulties, we propose an efficient solution in the next section to

solve P1 and obtain the joint optimal strategy for the UA, MS, and BA in the

HSB-Net.

5.4 Optimal Resource Management in HSB-Net

To make P1 tractable, each zij (∀(i, j) ∈ U × J ) is first fixed to two thresholds

based on both the SemCom case and the BitCom case, respectively. Next, we

determine the initial UA and MS strategies by employing a Lagrange primal-

dual method, and then devise a preference list-based heuristic algorithm to reach

the optimality. On this basis, the BA strategy is then optimally finalized by

reallocating the bandwidth of each BS to all its associated MUs while accommo-

dating their respective identified communication modes. Finally, we present the

complexity analysis of the proposed solution.

5.4.1 Strategy Determination for UA and MS

There is a minimum bandwidth amount that BS j should allocate to each of its

associated SemCom-enabled MU i and BitCom-enabled MU i to simultaneously

meet the preset latency, reliability, and message throughout requirements. The

feasibility behind this approach is established in accordance with the following

proposition.

Proposition 5. The steady-state average packet queuing latency δij and average

packet loss ratio θij are monotonically non-increasing w.r.t. zij given any value

of yij.

Proof. Please see Appendix E.
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Proceeding as in [21], ℜij(·) is known to be a monotonically increasing function

of zij, and thus M ij should also monotonically increase w.r.t. zij in either the

case of yij = 0 or yij = 1. Accordingly, we first consider the boundary situation

of the inequality constraint (5.16e), i.e., M ij = M o
i , the minimum zij required by

the association link between MU i and BS j to perform SemCom (denoted by

zSMij ) and BitCom (denoted by zBM
ij ), respectively, can be

zSMij =
ℜ−1
ij (M o

i /τi)

log2

(
1 + γij

) and zBM
ij =

M o
i

ρij log2

(
1 + γij

) , (5.17)

where ℜ−1
ij (·) indicates the inverse function of ℜij(·) w.r.t. zij. Likewise, in

the context of (5.9) and (5.10), we can also obtain the constraint (5.16c)-based

minimum zij (denoted by zSδ
ij and zBδ

ij ) and constraint (5.16d)-based minimum zij

(denoted by zSθ
ij and zBθ

ij ) in their respective inequality boundary situations. It is

worth pointing out here that the feasible zSδ
ij solution may not exist if δS1

i > δ0,

while δS2
i cannot be negative. In such a case, we set zSδ

ij = +∞ to avoid the

possibility of the MU selecting the SemCom mode in the subsequent solution.

Afterward, our aim is to find the optimal x∗ =
{
x∗ij | i ∈ U , j ∈ J

}
and

y∗ =
{
y∗ij | i ∈ U , j ∈ J

}
by fixing each SemCom-associated zij term as zSth

ij =

max
{
zSMij , z

Sδ
ij , z

Sθ
ij

}
and each BitCom-associated zij as zBth

ij = max
{
zBM
ij , z

Bδ
ij , z

Bθ
ij

}
.

As such, constraints (5.16c)-(5.16e) in the primal problem P1 can be all removed,

and then P1 degenerates into

P1.1 : max
x,y

∑
i∈U

∑
j∈J

xij

[
yijM

Sth

ij + (1− yij)M
Bth

ij

]
(5.18)

s.t.
∑
i∈U

xij

[
yijz

Sth
ij +(1−yij) zBth

ij

]
⩽Zj, ∀j∈J , (5.18a)

(5.16a), (5.16f), (5.18b)

where let M
Sth

ij = τiℜij
(
zSth
ij log2

(
1 + γij

))
and M

Bth

ij =ρijz
Bth
ij log2

(
1 + γij

)
, both

are regarded as known constants.

Regarding P1.1, we incorporate constraint (5.18a) into its objective function

(5.18) by associating Lagrange multipliers η = {ηj | j ∈ J }. The associated
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Lagrange function is

L (x,y,η)

=
∑
i∈U

∑
j∈J

xij

[
yijM

Sth

ij + (1− yij)M
Bth

ij

]
+
∑
j∈J

ηj

(
Zj −

∑
i∈U

xij

[
yijz

Sth
ij + (1− yij) zBth

ij

])
=
∑
i∈U

∑
j∈J

[
xijyij

(
M

Sth

ij − ηjz
Sth
ij

)
+ xij (1− yij)

(
M

Bth

ij − ηjz
Bth
ij

)]
+
∑
j∈J

ηjZj

≜ L̃η (x,y) +
∑
j∈J

ηjZj,

(5.19)

where L̃η (x,y) is defined for expression brevity That way, the Lagrange dual

problem of P1.1 becomes

D1.1 : min
η

H (η) = gx,y (η) +
∑
j∈J

ηjZj (5.20)

s.t. ηj ⩾ 0, ∀j ∈ J , (5.20a)

where
gx,y (η) = sup

x,y
L̃η (x,y)

s.t. (5.16a), (5.16f).

(5.21)

Notably, since (5.18) is convex and (5.18a) contains only linear and affine inequali-

ties, according to the duality property [101], the above primal-dual transformation

w.r.t. D1.1 determines at least the best upper bound of P1.1. Hence, our focus

now shifts to seeking x∗ and y∗ through solving problem (5.21) in an iterative

fashion of updating η with a subgradient method [138].

Before that, all cross terms of x and y in L̃η (x,y) need to be tackled for

tractability, where xijyij and xij(1− yij) are the only two ways of crossing. Com-

bined with constraint (5.16f), we first extend the original BS indicator set J
to J ′ = {1, 2, · · · , J, J + 1, J + 2, · · · , 2J} and define a new set of variables

ν = {νij′ | i ∈ U , j ∈ J ′} w.r.t. (5.21), such that

νij′ =

xij′yij′ , if j′ ∈ J = {1, 2, · · · , J};

xi(j′−J)(1− yi(j′−J)), if j′ ∈ J ′\J .
(5.22)

In parallel, we define another new set of constants ξ = {ξij′ | i ∈ U , j ∈ J ′} to
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characterize the coefficient of each νij′ , i.e.,

ξij′ =

M
Sth

ij′ −ηj′z
Sth

ij′ , if j′ ∈ J ;

M
Bth

i(j′−J)−η(j′−J)z
Bth

i(j′−J), if j′ ∈ J ′\J .
(5.23)

As such, given the initial dual variable η, problem (5.21) should be straight-

forwardly converted to

P1.2 : max
ν

∑
i∈U

∑
j′∈J ′

ξij′νij′ (5.24)

s.t.
∑
j′∈J ′

νij′ = 1, ∀i ∈ U , (5.24a)

νij′ ∈ {0, 1} , ∀ (i, j′) ∈ U × J ′. (5.24b)

It is easily derived from P1.2 that for any i ∈ U , the optimal j′ such that νij′ = 1

is exactly the j′ that enables the maximum ξij′ compared with any other j′ ∈ J ′.

In other words, let ĵ′ = arg maxj′∈J ′ ξij′ ,∀i ∈ U , we can determine x∗ and y∗ for

each MU i and BS j in the HSB-Net by
x∗ij = 1, y∗ij = 1, if ĵ′ ∈ J and j = ĵ′;

x∗ij = 1, y∗ij = 0, if ĵ′∈J ′\J and j= ĵ′−J ;

x∗ij =0, otherwise.

(5.25)

Afterward, the partial derivatives w.r.t. η in the objective function H (η) in

D1.1 are set as the subgradient direction in each update iteration. Now suppose

that in a certain iteration, e.g., iteration l, in line with constraint (5.20a), each

ηj (j ∈ J ) is updated as the following rule:

ηj (l + 1) = max {ηj (l)− ϵ(l) · ∇H (ηj) , 0} , (5.26)

where

∇H (ηj) = Zj −
∑
i∈U

xij

[
yijz

Sth
ij + (1− yij) zBth

ij

]
, (5.27)

and ϵ (l) denotes the stepsize of the update in iteration l. In general, the con-

vergence of the subgradient descent method can be guaranteed with a properly

preset stepsize [139].

Nevertheless, it is worth noting that the above solutions cannot always di-

rectly reach the optimality of P1.1, as the BA constraint (5.18a) may be violated

at some BSs within each iteration. In this case, here we additionally adopt a
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preference list-based heuristic algorithm to project the solution obtained in each

iteration back to the feasible set of (5.18a). To be concrete, x∗ and y∗ obtained

by (5.22)-(5.27) are first leveraged to identify the index list of the BSs that vi-

olate (5.18a), denoted as J̃ =
{
j | j ∈ J ,

∑
i∈Ux

∗
ij

[
y∗ijz

Sth
ij +

(
1−y∗ij

)
zBth
ij

]
>Zj

}
.

Consider an arbitrary BS j̃ ∈ J̃ , let Uj̃ = {i | i ∈ U , x∗
ij̃

= 1} store all its current

associated MUs, the MU that consumes the largest amount of bandwidth among

all MUs can be found by

î = arg max
i∈Uj̃

[
y∗
ij̃
zSth

ij̃
+
(

1− y∗
ij̃

)
zBth

ij̃

]
. (5.28)

Next, we assume that MU î has an initial variable set J ′
î

= J ′, which can be

reckoned as its UA and MS preference list pertinent to optimizing P1.2. Since

the solution (x∗
îj̃
, y∗
îj̃

) is obviously inapplicable due to the insufficient bandwidth

resources at BS j̃, let the corresponding index j′ = j̃ in its SemCom case or

j′ = j̃ + J in its BitCom case be removed from MU î’s preference list J ′
î
. That

is,

J ′
î

=

J
′
î
\j̃, if y∗

îj̃
= 1;

J ′
î
\
(
j̃ + J

)
, if y∗

îj̃
= 0,

(5.29)

whereby its current optimal ĵ′ becomes

ĵ′ = arg max
j′∈J ′

î

ξîj′ . (5.30)

Calculating (5.25) again, we can update MU î’s optimal UA and MS strategy

(x∗
îj
, y∗
îj

) over any BS j ∈ J as well as BS j̃’s UA list Uj̃. After that, the satisfac-

tion of constraint (5.18a) w.r.t. BS j̃ should be rechecked, and even if it is still

in violation, we can repeat the operations between (5.28) to (5.30) until (5.18a)

is eventually met at BS j̃. Likewise, the above procedure can be applied to any

other BS j ∈ J̃ until the bandwidth constraints are fulfilled at all BSs after each

iteration. In summary, by alternately updating (x,y) and η in combination with

the proposed preference list-based heuristic algorithm, the UA and MS problems

can be solved in the HSB-Net.

5.4.2 Optimal Solution for BA with Complexity Analysis

According to the obtained UA solution x∗ and MS solution y∗, we aim to reallo-

cate all bandwidth resources of each BS j (∀j ∈ J ) to all its associated MUs, thus

a total of S BA subproblems w.r.t. P1 are constructed. Based on Proposition 5
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alongside the preset bandwidth threshold zSth
ij and zBth

ij , each BA subproblem of

BS j is formulated as follows:

P1.3j : max
z

∑
i∈US

j

M
S

ij +
∑
i∈UB

j

M
B

ij (5.31)

s.t.
∑

i∈US
j ∪UB

j

zij = Zj, (5.31a)

zij ⩾ zSth
ij , ∀i ∈ USj , (5.31b)

zij ⩾ zBth
ij , ∀i ∈ UBj , (5.31c)

where USj =
{
i | i ∈ U , x∗ij = 1, y∗ij = 1

}
stands for the set of all SemCom-enabled

MUs associated with BS j, and UBj =
{
i | i ∈ U , x∗ij = 1, y∗ij = 0

}
represents the

set of all BitCom-enabled MUs associated with BS j. Then given the convex prop-

erty of ℜij(·) [21], we have the objective function and all constraints of each P1.3j

are convex, thereby efficient linear programming toolboxes such as CVPXY [102]

can be directly applied to obtain the optimal BA solution for the HSB-Net.

In terms of the computational complexity of the proposed solution, determin-

ing the minimum zij allocated to each potential UA link first requires O(F 2) com-

plexity to compute the one-step state transition probability matrix of its PTQ as

given in the proof of Proposition 4, hence O(UJF 2) complexity is needed for ob-

taining P1.1. Then, in each iteration of solving D1.1, the complexity is O(UJ2)

for at most J violated BSs to find their respective largest bandwidth-consumed

MUs in a group of UJ variables. As such, if let V denote the required number of

iterations that leads to convergence of D1.1, finalizing the UA and MS solutions

needs a total of O(V UJ2) complexity. Finally, since each P1.3j can be solved

by the linear programming method with complexity O(U2) [140], the proposed

wireless resource management solution has a polynomial-time overall complexity

of O(UJ(F 2 + V J + U)).

5.5 Numerical Results and Discussions

In this section, numerical evaluations are conducted to demonstrate the perfor-

mance of our proposed wireless resource management solution in the HSB-Net,

where we employ Python 3.7-based PyCharm as the simulator platform and im-

plement it in a workstation PC featuring the AMD Ryzen-9-7900X processor with

12 CPU cores and 128 GB RAM. To preserve generality, we first model a circular

area with a radius of 300 meters, in which 200 MUs and 10 BSs are randomly

dropped. Moreover, the SINR γij follows a Gaussian distribution with standard
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Table 5.1: Simulation Parameters

Parameters Values

Bandwidth budget of each BS (Zj) 15 MHz [141]
Transmit power of each MU 20 dBm
Noise power −111.45 dBm [29]
Path loss model 34 + 40 log (d [m])
Time slot length (T ) 1 ms
Number of bits in each packet (L) 800 bits
Packet buffer size of PTQ (F ) 20
Maximum average packet queuing latency threshold (δ0) 20 ms
Maximum average packet loss ratio threshold (θ0) 0.01

deviation of 4 dB [126]. For brevity, some simulation parameters not mentioned

in the context and their fixed values are summarized in Table 6.1.

In SemCom-relevant settings, we simulate a general text transmission scenario

to examine the proposed solution. Note that such performance test can also be

accomplished with other content types like images or videos, and the reason we

choose text is to leverage existing natural language processing models that have

been well validated in SemCom-related works. Particularly, the Transformer in [1]

is adopted as the unified semantic encoder for all SemCom links, and the PyTorch-

based Adam optimizer is applied for model training with an initial learning rate

of 0.001. Based on the public dataset extracted from the proceedings of European

Parliament [108], the expression of B2M function ℜij(·) at each SemCom link can

be well approximated from extensive model tests [21].

As for the queuing modeling part, each MU’s average knowledge-matching

degree τi, minimum message rate threshold M o
i , and BitCom-based B2M co-

efficient ρij are randomly generated in the range of 0.6 ∼ 1, 50 ∼ 100, and

2 × 10−5 ∼ 2 × 10−4, respectively. Besides, the average packet arrival rate λi is

prescribed at 1000 packets/s for all MUs [142], while the average interpretation

times of knowledge-matching and -mismatching packets in SCQ are considered

as 8× 10−4 and 1× 10−3 s/packet, respectively. Furthermore, we set a dynamic

stepsize of ϵ(l) = 1× 10−6/l to update the Lagrange multipliers in (5.26), where

the convergence of each trial can be always guaranteed. It is worth mentioning

that all the above parameter values are set by default unless otherwise specified,

and all subsequent numerical results are obtained by averaging over a sufficiently

large number of trials.

For comparison purposes, here we employ four different resource management

benchmarks in HSB-Nets by combining the max-SINR UA scheme (i.e., each MU

is associated with the BS enabling the strongest SINR) with several differing MS
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and BA schemes, respectively. To the best of our knowledge, no existing work

has proposed any benchmark solutions dedicatedly for MS, and therefore, two

heuristic schemes are developed as MS baselines: (MS-I) A knowledge matching

degree-based method, where each MU selects the SemCom mode when its knowl-

edge matching degree is above a preset threshold (e.g., a threshold of 0.8 has

been used in our simulations), and otherwise selects the BitCom mode; (MS-

II) A SINR-based method, where each MU selects the BitCom mode when its

SINR is above a preset threshold (e.g., a threshold of 6 dB has been used in our

simulations), and otherwise selects the SemCom mode.9 In parallel, two typical

BA schemes are adopted as baselines: (BA-I) The water-filling algorithm [109];

(BA-II) The evenly-distributed algorithm [30].

5.5.1 Queuing Model Validation

For starters, we simulate the entire packet queuing processes for SCQ and PTQ

at a SemCom-enabled MU with a default average knowledge-matching degree

τi = 1.0 and a default SINR γij = 0 dB to validate the analytical accuracy of

the derived queuing model. In detail, the analysis results are based on the direct

computation of average packet queuing latency and packet loss ratio as in (5.11)-

(5.14). In contrast, the simulation results are calculated by generating vari-

ous randomized processes (including Poisson packet arrival, general-distribution

based SCQ-packet departure and SINR-stochasticity based PTQ-packet depar-

ture) and averaging over 10, 000 trials.

Figure 5.3 first depicts the average queuing latency δS1
i at SCQ by increasing

the initial packet arrival intensity λi from 750 to 1050 packets/s, where τi = 0.4,

0.7, and 1.0 are all taking into account. It is seen that the analytical curve

basically agrees with the simulated one as λi grows, and the higher the τi, the

closer the two latency curves in values. This can be explained by that the lower

τi indicates the worse semantic inference capability for packet departure at SCQ,

resulting in more uncertainty, i.e., higher fluctuation, on each randomly generated

semantic-coding time. However, in our queuing analysis, the semantic-coding

times of all knowledge-mismatching packets are simply approximated to have the

same rate of 1/µMis
i , which ignores the discrepancy between different knowledge-

matching degrees, and thus rendering the numerical bias between simulated and

analytical results in the lower τi region. Besides, the average queuing latency

9The MS-I scheme is intuitive since the higher the knowledge matching degree, the better
the semantic-related performance [21]. As for the MS-II scheme, this is because SemCom shows
more powerful anti-noise capability in the low-SINR region [1], while BitCom ensures higher
content transmission accuracy in the high-SINR region [3], thereby MS-II should be applicable.
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Figure 5.3: Simulated and analytical results w.r.t. average queuing latency δS1
i

at SCQ for varying packet arrival rates and average knowledge-matching degrees.

increases with the packet arrival rate in each case, which trend is obvious as the

semantic-coding efficiency is fixed at SCQ.
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Figure 5.4: Simulated and analytical results w.r.t. average queuing latency δS2
ij

at PTQ for varying packet buffer sizes and allocated bandwidth resources.

Next, we compare the simulated and analytical results of PTQ in terms of its

average queuing latency and packet loss ratio in Fig. 5.4 and Fig. 5.5, respectively,

which are basically consistent in both cases. By varying PTQ’s buffer size F from

10 to 22, Fig. 5.4 shows a moderate increasing trend in average queuing latency

δS2
ij with different allocated bandwidth zij = 1, 1.5, and 2 MHz. This is logical
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since the buffer with a larger size is more likely to hold a long queue length,

resulting in more average waiting time per packet according to (5.14). Moreover,

it can be observed that the less the bandwidth assigned to the MU, the higher

the δS2
ij while the steeper the upward trend. Herein, the former phenomenon is

reasonable due to the low packet departure rate as in (5.5). The latter is because

that as the given zij grows, the rapid departure of packets gradually dominates

the queuing process of PTQ, thereby the small changes in the buffer size could

only have a slight impact on the rendered δS2
ij performance.
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Figure 5.5: Simulated and analytical results w.r.t. average packet loss ratio θSij
at PTQ for varying bandwidth resources and knowledge-matching degrees.

Meanwhile, Fig. 5.5 presents the average packet loss ratio θSij at PTQ versus

the allocated bandwidth zij under three average knowledge-matching degrees of

τi = 0, 0.5, and 1.0, where the simulated results can always fit the analytical ones

well. Specifically, the obtained θSij first decreases with zij, and then converges

close to 0 when zij exceeds around 1.8 MHz. The rationale behind this is similar

to Fig. 5.4, i.e., the packets arriving at the PTQ with a higher departure rate

are less likely to be blocked. Furthermore, combined (5.7) with the setting of

µMat
i >µMis

i , it is seen that the higher the τi, the higher the packet arrival rate of

PTQ, and thus the greater the likelihood that its buffer tends to be full. Notably,

the average packet loss ratio of PTQ and the overall queuing latency of both

SCQ and PTQ should be taken into account together to meet the preset delay

and reliability requirements. For instance, θSij can reach the threshold of θ0 = 0.01

by assigning 1.55 MHz bandwidth to the same MU with τi = 0.5. However, even

the default λi = 1000 packets/s will cause the queuing delay of 9.1 ms at SCQ and

11.5 ms at PTQ (i.e., the total of 20.6 ms) in the same case, which has exceeded
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the threshold δ0 = 20 ms.

5.5.2 Performance of the Proposed Solution
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Figure 5.6: Time-averaged overall message throughput (kmsg/s) versus different
numbers of BSs in the HSB-Net.

To validate our proposed resource management solution, we test the overall

message throughput of HSB-Net under different numbers of BSs and MUs in

Fig. 5.6 and Fig. 5.7, respectively, in comparison with the four benchmarks. As

first elucidated in Fig. 5.6, by varying the number of BSs from 8 to 13, the message

throughput performance of the proposed solution gradually increases from around

160 to 360 kmsg/s (1 kmsg/s = 1000 msg/s), and consistently outperforms these

benchmarks. For example, a performance gain of the proposed solution is about

29.9 kmsg/s compared with the benchmark of Max-SINR plus MS-I plus BA-I

and 102.6 kmsg/s compared with the benchmark of Max-SINR plus MS-II plus

BA-I when 11 BSs are located in the HSB-Net. Here, such an uptrend is apparent

since more BSs represent that more bandwidth resources are available for MUs

to achieve higher message rates. Particularly in such an uplink scenario of HSB-

Net, the increase in the number of BSs does not have any impact on channel

interference, and hence a stable growth is observed.

By contrast, Fig. 5.7 demonstrates a downward trend of message throughput

performance when rising the number of MUs from 140 to 240. To be concrete, the

overall network performance is already saturated at the very beginning in holding

140 MUs and then deteriorates with the addition of MUs, as the effect of severe

channel interference from excessive MUs starts to dominate the more availability
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Figure 5.7: Time-averaged overall message throughput (kmsg/s) versus different
numbers of MUs in the HSB-Net.

of resources. In the meantime, it can be seen that our solution still surpasses

all the four benchmarks with a significant performance gain. For instance, with

160 MUs in the HSB-Net, the proposed solution realizes a message throughput

of about 310 kmsg/s, i.e., 1.5 times that of the Max-SINR plus MS-I plus BA-II

scheme and 2 times that of the Max-SINR plus MS-II plus BA-II scheme.
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Figure 5.8: Time-averaged overall message throughput (kmsg/s) versus different
average knowledge-matching degrees over all 200 MUs in the HSB-Net.

In addition, we compare the message throughput performance with varying

overall average knowledge-matching degree τ̄ = 1
U

∑
i∈U τi as shown in Fig. 5.8.
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Again, our solution still outperforms these benchmarks with the considerable

performance gain, especially in the low τ̄ region. Besides, a growing message

throughput is observed by all solutions as τ̄ increases, and our solution and the

MS-I scheme are more affected by changes in τ̄ compared to the MS-II. The former

trend is intuitive since the larger τ̄ means that there is a greater likelihood for the

HSB-Net having MUs with the high B2M transformation rates. The latter is first

due to the message-throughput-priority design in our objective function (5.16),

and therefore, our solution is more likely to generate more SemCom-enabled MUs

with larger τ̄ . Likewise, more SemCom-enabled MUs can exist in the same case

according to the prescribed MS-I scheme, while the number of SemCom-enabled

MUs is only affected by SINR in MS-II, and thus keeps stable irrespective of the

change in τ̄ .

Finally, the CDFs of the message rate Mij rendered at all links are plotted in

Fig. 5.9. Although most MUs in our solution only get the lower message rates

compared with these benchmarks, this is reasonable since our optimization to P1

focuses on the maximization for overall message throughput of all MUs in the

HSB-Net. Hence, it can be interpreted as that the proposed solution choose to

sacrifice user semantic fairness in favor of devoting more bandwidth resources to

a smaller number of MUs with better average knowledge-matching degrees, B2M

transformation, and SINRs.
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5.6 Conclusions

In this chapter, we investigated the wireless resource management problem in

a novel yet practical network scenario, i.e., HSB-Net, where SemCom and Bit-

Com modes are available for selection by all MUs. To measure SemCom and

BitCom with the same performance metric, a B2M transformation function was

first introduced to identify the message throughput of each associated link. Then,

considering the unique semantic coding and knowledge matching mechanisms in

SemCom, we modelled a two-stage tandem queuing system for the transmission

of semantic packets, followed by the theoretical derivation for average packet loss

ratio and queuing latency. On this basis, a joint optimization problem was for-

mulated to maximize the overall message throughput of HSB-Net. Afterward, a

Lagrange primal-dual method was employed and a preference list-based heuristic

algorithm was developed to seek the optimal UA, MS, and BA solutions with the

low computational complexity. Numerical results finally validated the accuracy

of our queuing analysis and the performance superiority of our proposed solution

in terms of overall message throughput compared with four different benchmarks.

The next chapter will study how to apply SemCom to V2V networks for efficient

semantic service provisioning.
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Chapter 6

xURLLC-Aware Service

Provisioning in Vehicular

Networks: A Semantic

Communication Perspective

6.1 Introduction

Nowadays, the scarcity of available communication resources, such as bandwidth

and energy, is envisioned to exacerbate to unprecedented levels and to be the

most challenging problem in the near future, especially considering traditional

communications-based massive vehicular networks. Fortunately, SemCom beyond

the conventional Shannon paradigm has recently been recognized as a promising

remedy for communication resource savings and transmission reliability promo-

tion [1,3,5–8,25,143], which, therefore, inspires us to investigate the potential of

exploiting SemCom to perform efficient service provisioning in vehicular networks.

Apart from many superiorities, it is worth pointing out that equivalent back-

ground knowledge should be of paramount importance to eliminate semantic am-

biguity, which has led to a key concept of KB in the realm of SemCom [3, 6,

8, 25, 143]. Specifically, a single KB is deemed a small information entity that

contains background knowledge corresponding to only one particular application

domain [6]. Since different KBs are associated with different background knowl-

edge, holding some common KBs becomes the necessary condition to perform

SemCom between two vehicles in accordance with the knowledge equivalence prin-

ciple. Moreover, through employing differing KBs, semantic information related

to different application domains can be accurately exchanged among vehicles,

93
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thereby efficiently achieving service provisioning in a way of SemCom.

Nevertheless, to the best of our knowledge, none of the existing work has ever

explored the potential of applying SemCom to V2V networks in alignment with

stringent latency and reliability requirements, which should be rather challeng-

ing as explained below. In full view of the novel paradigm of SemCom-enabled

vehicular networks (SCVNs), the task lies in seeking the optimal solution to

efficiently provide all participating vehicle users (VUEs) with diverse SemCom-

empowered services. However, it is noticed that enabling the next-generation

ultra-reliable and low-latency communication (xURLLC) remains indispensable,

especially when pursuing adequate semantic fidelity for large-scale V2V communi-

cations. Uniquely, the reliability requirement originates from the aforementioned

strict knowledge equivalence condition, while the latency requirement is related

to varying processing efficiencies of semantic interpretation models. In summary,

we are encountering three fundamental networking challenges in SCVN.

• Challenge 1: How to measure performance in terms of reliability and la-

tency when introducing SemCom into vehicular networks? Notice that data

packets transmitted in traditional V2V communications generally consider

only one type of queuing process, in which different packets have the same

distributions of arrival and interpretation [122]. However, semantic data

packets in SCVN related to various SemCom-empowered services may re-

sult in different queuing and processing delays due to the different semantic

interpretation models equipped on VUEs. Hence, it is not trivial to accu-

rately measure and assume prior information about the latency performance

in SCVN. Besides, given the core mechanism of semantic delivery, it should

be more reasonable to characterize the reliability performance from the

knowledge equivalence perspective between any two associated VUEs for

V2V communications. All of the above constitutes the first and the main

challenge.

• Challenge 2: How to construct appropriate KBs at each VUE for better

SemCom-empowered service provisioning? Considering varying practical

KB sizes, personal preferences on different SemCom services, and the lim-

ited vehicular storage capacities, there is a pressing need to devise an op-

timal knowledge base construction (KBC) policy that is not only proactive

but also collaborative for all VUEs to construct their respective appropriate

KBs for better service provisioning. Notably, this challenge is inevitable in

xURLLC-aware SCVN, since the remote KB access approach (i.e., the ap-

proach that each VUE remotely accesses its required KBs via RSUs, Cloud
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servers or core networks) can incur intolerable communication overhead and

transmission latency. Therefore, the local and distributed KBC approach

should be more applicable for each VUE to well perform SemCom.

• Challenge 3: How to select the best vehicle node for each VUE from multiple

candidate neighbors to optimize service provisioning related overall network

performance? As mentioned earlier, selecting vehicle pairs for realizing

service provisioning is very much distinct in SCVN due to the knowledge

equivalence condition. Combined with different KBs constructed at numer-

ous VUEs and unstable wireless link quality, it can be challenging to well

solve the service provisioning-driven vehicle pairing problem, namely vehicle

service pairing (VSP).

In line with the above, it is particularly worthwhile to note that challenges 2

and 3 are closely coupled, which makes it indispensable to jointly seek the optimal

KBC and VSP policy for all VUEs to meet the xURLLC requirements. Moreover,

efficient SemCom-empowered service provisioning is excepted after addressing the

three challenges to yield a bunch of benefits in SCVN, such as improving V2V

information interaction efficiency, reducing data traffic congestion, and ensuring

high-quality vehicular services.

In this chapter, we propose a novel SemCom-empowered Service Supplying

Solution (S4) in SCVN with the awareness of meeting the xURLLC requirements.

Both theoretical analysis and numerical results demonstrate the performance su-

periority of S4 in terms of average queuing latency, semantic data packet through-

put, user knowledge matching degree, and user knowledge preference satisfaction

compared with two different benchmarks. In a nutshell, our main contributions

are summarized as follows:

• We identify two fundamental yet unique problems KBC and VSP in SCVN

by fully incorporating SemCom-related characteristics with vehicular net-

work scenarios. In particular, individual VUE preference for different KBs is

considered in the KBC, while the VSP of two adjacent VUEs takes into ac-

count the strict matching requirement between their respective constructed

KBs.

• We theoretically derive the KB matching based queuing latency for a VUE

pair in SCVN. Then, through carefully analyzing the unique queuing fea-

tures of received semantic data packets, a joint latency-minimization prob-

lem is mathematically formulated subject to several KBC and VSP-related

reliability constraints and other practical system limitations.
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SCVN

Candidate V2V SemCom link

KB construction

RSU

Vehicle service pairing

Different KBs

With entire KB directory

Figure 6.1: The SCVN scenario with KBC and VSP.

• We develop an efficient solution named S4 to tackle the above optimization

problem, and its optimality is theoretically proved by two propositions.

Specifically, a primal-dual problem transformation method is first exploited

in S4 to obtain the corresponding Lagrange dual problem, followed by a

two-stage method dedicated to solving multiple subproblems with a low

computational complexity. Given the dual variables in each iteration, the

first stage is to obtain the optimal KBC sub-policy for each potential VUE

pair, whereby the second stage is able to finalize the optimal solutions of

KBC and VSP for all VUEs in SCVN.

6.2 System Model

In this section, the considered SCVN scenario is first elaborated along with the

knowledge storage model and vehicle pairing model. Then, the knowledge match-

ing based queuing latency for semantic packets is derived.

6.2.1 SCVN Scenario

Consider an SCVN scenario as shown in Fig. 6.1, the total of V VUEs are dis-

tributed within the coverage of a single roadside unit (RSU), and each VUE

i ∈ V = {1, 2, . . . , V } is capable of providing SemCom-empowered services to
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others. For the wireless propagation model, let γi,j denote the SINR experienced

by the V2V link between VUE i and VUE j (j ̸= i). Essentially, we allow VUE i

to communicate with VUE j if their SINR value γi,j is above a prescribed thresh-

old γ0. In this manner, the set of communication neighbors of VUE i is defined

as Vi = {j|j ∈ V , j ̸= i, γi,j ⩾ γ0}, ∀i ∈ V . Moreover, it is known that the RSU

has powerful communication, computing, and storage capabilities and can pro-

vide stable communication coverage [40]. Hence, in this work, let the RSU act as

a semantic service controller in the SCVN to efficiently schedule and coordinate

the whole SemCom-empowered service provisioning process based on the request

and state information received from all participating VUEs within its coverage.

6.2.2 Vehicular Knowledge Storage Model

Due to the unique mechanism of semantic interpretation, the acquisition of nec-

essary background knowledge is inevitable for all SemCom-enabled transceivers.

In this work, assuming that all VUEs are able to proactively download and con-

struct their respective required KBs from the RSU, where each VUE i has a finite

capacity Ci for its local KB storage.

Meanwhile, suppose that there is a KB library K with a total of N differing

KBs in the considered SCVN, and each requires a unique storage size sn, n ∈
K = {1, 2, . . . , N}. Furthermore, we define a binary KBC indicator as

αni =

{
1, if KB n is constructed at VUE i;

0, otherwise.
(6.1)

It is worth mentioning that the same KB cannot be constructed repeatedly at

one VUE for reducing redundancy and for promoting the storage efficiency.

Besides, it is noticed that different VUEs may have different preferences for

these KBs corresponding to their required services, thus resulting in the diversity

of KB popularity. Naturally, the more popular the KBs, the higher the KBC

probabilities. Therefore, without loss of generality, we assume that the KB pop-

ularity at each VUE follows Zipf distribution [144].1 Hence, the probability of

VUE i requesting its desired KB n-based services (generating the correspond-

ing semantic data packets) is pni = (rni )−ξi /
∑

e∈K e
−ξi ,∀(i, n) ∈ V × K, where ξi

(ξi ⩾ 0) is the skewness of the Zipf distribution, and rni is the popularity rank

of KB n at VUE i.2 Based on pni , we specially develop a KBC-related metric ηi,

1Other known probability distributions can also be adopted without changing the remaining
modeling and solution.

2The KB popularity rank of each VUE can be estimated based on its historical messaging
records, which will not be discussed in this work.
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namely knowledge preference satisfaction, to measure the satisfaction degree of

VUE i constructing its interested KBs as

ηi =
∑
n∈K

αni p
n
i . (6.2)

It is further required that ηi ⩾ η0, where η0 is the unified minimum threshold

that needs to be achieved at each VUE.

6.2.3 Vehicle Pairing Model for SemCom

Apart from equipping with suitable KBs, it is also essential for each VUE to

select an appropriate VUE from its neighbors for SemCom-empowered service

provisioning. It is worthwhile to re-emphasize that the necessary condition for

performing SemCom is that the two VUEs (transmitter and receiver) hold com-

mon KBs. Moreover, the single association is required for all VUEs in the SCVN

for practical purposes, i.e., each VUE can be paired with only one (another) VUE

at a time.

Let βi↬j denote the binary VSP indicator for a VUE i-VUE j pair (suppose

that VUE i is the sender and VUE j is the receiver), where

βi↬j =

{
1, if VUE i is associated with VUE j;

0, otherwise.
(6.3)

Note that the presented communication performance (such as latency, reliability,

and throughput) should be different when swapping the roles of sender and re-

ceiver in the same VUE pair, since the KBs utilized for SemCom are determined

by the sender’s preference. For this reason, we use the notation ↬ here as an

auxiliary illustration to specify the roles of the sender and receiver in each VUE

pair.

6.2.4 Knowledge Matching Based Queuing Model

As depicted in Fig. 6.2, the knowledge matching based semantic packet queuing

delay is employed as the latency metric of SemCom, to characterize the aver-

age sojourn time of semantic data packets in the receiver VUE’s queue buffer

(following the first-come first-serve rule). For better illustration, three major dif-

ferences between SemCom-based and traditional communication-based queuing

models are listed below: 1) Each semantic data packet is associated with a spe-

cific service type, i.e., a certain KB; 2) Semantic data packets generated based
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Figure 6.2: The knowledge matching based queuing model for semantic data
packets transmitted between VUEs in the SCVN.

on different KBs can co-exist in the queue, and have independent average ar-

rival rate and interpretation time; 3) Not all semantic data packets arriving at

the receiver VUE are always allowed to enter its queue, as some of them may

mismatch the KBs currently held, rendering these packets uninterpretable. To

avoid pointless queuing, these mismatched packets may have to choose traditional

communication channels for information transfer, and will not be counted in the

arrival process of the queue.

To preserve generality, we first suppose a Poisson data arrival process with

average rate λni = λip
n
i for a sender VUE i to account for its local semantic packet

generation based on KB n, where λi is the total arrival rate of all semantic packets

at VUE i. In line with this, we can obtain the overall arrival rate of semantic pack-

ets from sender VUE i to receiver VUE j as
∑

n∈K α
n
i λ

n
i , and the effective arrival

rate of semantic packets (i.e., these KB-matched semantic packets) in the queue is

given as
∑

n∈K α
n
i α

n
j λ

n
i , thereby the arrival rate of mismatched semantic packets

should be the value of the former minus the latter, that is,
∑

n∈K α
n
i

(
1− αnj

)
λni .

Herein, denoting the ratio of the arrival rate of mismatched semantic packets to

the arrival rate of all received semantic packets at VUE i-VUE j pair as θi↬j,
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namely knowledge mismatch degree, which is explicitly calculated by

θi↬j =

∑
n∈K α

n
i

(
1− αnj

)
λni∑

n∈K α
n
i λ

n
i

. (6.4)

In parallel, let a random variable Inj denote the Markovian interpretation

time [145] required by KB n-based packets at VUE j with mean 1/µnj , which

is determined by the computing capability of the vehicle and the type of the

desired KB. However, since multiple packets based on different KBs are allowed

to queue at the same time, it is seen that the interpretation time distribution

for a receiver VUE should be treated as a general distribution [134]. If further

taking into account the KB popularity, we can calculate the ratio of the amount

of KB n-based packets to the total packets in the VUE i-VUE j pair’s queue

by ϵni↬j = pni /
∑

f∈K α
f
i α

f
j p

f
i . With the independence among packets based on

different KBs, the interpretation time required by each packet in the queue is

now expressed as Wi↬j =
∑

n∈K α
n
i α

n
j ϵ
n
i↬jI

n
j .

Since the Markovian arrival process leads to the correlated packet arrivals

while the service pattern of packets obeys a general distribution, the queue of

each VUE pair can be modeled as an M/G/1 system, which has been widely used

to model data traffic in wireless networks. According to the Pollaczek-Khintchine

formula [133], the average queuing latency for the VUE i-VUE j pair, denoted

as δi↬j, is determined as follows3

δi↬j =
λeffi↬j · (E2 [Wi↬j] + Var (Wi↬j))

2
(

1− λeffi↬j · E [Wi↬j]
) . (6.5)

On this basis, again leveraging the independence of Inj over n, we can then obtain

the expectation of the interpretation time for all semantic data packets in the

queue by

E [Wi↬j] =
∑
n∈K

αni α
n
j ϵ
n
i↬jE

[
Inj
]

=
∑
n∈K

αni α
n
j ϵ
n
i↬j

µnj
, (6.6)

and the variance of Wi↬j is given by

Var (Wi↬j) =
∑
n∈K

αni α
n
j

(
ϵni↬j

)2
Var

[
Inj
]

=
∑
n∈K

αni α
n
j

(
ϵni↬j

µnj

)2

. (6.7)

3In order to guarantee the steady-state of the queuing system, a condition of
λeff
i↬jE [Wi↬j ] < 1 must be satisfied before proceeding [134]. In this work, we assume that

the packet interpretation rate is larger than the packet arrival rate to make the queuing latency
finite and thus solvable.
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By substituting (6.6) and (6.7) into (6.5), δi↬j can be rewritten as

δi↬j =

[(∑
n∈K α

n
i α

n
j

pni /µ
n
j∑

f∈K α
f
i α

f
j p

f
i

)2

+
∑

n∈K α
n
i α

n
j

(
pni /µ

n
j∑

f∈K α
f
i α

f
j p

f
i

)2
](∑

n∈K α
n
i α

n
j λ

n
i

)
2

[
1−

(∑
n∈K α

n
i α

n
j λ

n
i

)
·
(∑

n∈K α
n
i α

n
j

pni /µ
n
j∑

f∈K α
f
i α

f
j p

f
i

)] .

(6.8)

6.3 Problem Formulation

In line with the xURLLC requirements, it is of paramount importance to achieve

the optimality of the overall queuing delay in the SCVN, while being subject to

several SemCom-relevant reliability requirements as well as practical system con-

straints. To that end, we identify and formulate a latency-minimization problem

in a joint optimization manner of the KBC indicator αni and the VSP indica-

tor βi↬j. For ease of illustration, we define a matrix α = {αni |i ∈ V , n ∈ K}
and a matrix β = {βi↬j|i ∈ V , j ∈ Vi} consisting of all binary variables of KBC

and VSP, respectively. On the basis of these, our joint optimization problem is

formulated as follows:

P0 : min
α,β

∑
i∈V

∑
j∈Vi

βi↬jδi↬j (6.9)

s.t.
∑
n∈K

αni · sn ⩽ Ci, ∀i ∈ V , (6.9a)

ηi ⩾ η0, ∀i ∈ V , (6.9b)∑
j∈Vi

βi↬j = 1, ∀i ∈ V , (6.9c)

βi↬j = βj↬i, ∀ (i, j) ∈ V × Vi, (6.9d)∑
j∈Vi

βi↬jθi↬j ⩽ θ0, ∀i ∈ V , (6.9e)

αni ∈ {0, 1} , ∀ (i, n) ∈ V × K, (6.9f)

βi↬j ∈ {0, 1} , ∀ (i, j) ∈ V × Vi. (6.9g)

Constraint (6.9a) ensures that the total size of KBs constructed at each vehicle

cannot exceed its maximum storage capacity, while constraint (6.9b) corresponds

to the aforementioned knowledge preference satisfaction requirement for each

VUE. Constraints (6.9c) and (6.9d) mathematically model the single-association

requirement of VUEs. Constraint (6.9e) represents that the knowledge mismatch

degree of each VUE pair should not be over the threshold θ0, which guarantees
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sufficiently high reliability of semantic information delivery. Constraints (6.9f)

and (6.9g) characterize the binary properties of α and β, respectively.

Carefully examining P0, it is seen that addressing this problem is rather chal-

lenging due to several inevitable mathematical obstacles. First of all, P0 is an

NP-hard optimization problem as demonstrated below. Consider a special case of

P0 where all β-related constraints are satisfied. In this case, constraints (6.9c)-

(6.9e) and (6.9g) can all be removed, and the primal problem degenerates into a

classical 0-1 multi-knapsack problem that is known to be NP-hard [146]. Hence,

P0 is also NP-hard. Another nontrivial point originates from the complicated

objective function, which prevents us from using the conventional two-step solu-

tion (i.e., relaxation and recovery) to approach optimality. In more detail, the

problem after relaxing α and β should still be a nonconvex optimization problem

owing to the non-convexity preserved in the objective function (6.9) and con-

straint (6.9e). Therefore, a severe performance penalty will be incurred from the

procedure of integer recovery due to the huge performance compromise on solving

the nonconvex problem for relaxed variables [137,147,148]. In view of the above

mathematical challenges, we propose an efficient solution S4 in the subsequent

section to solve P0 and obtain the joint optimal KBC and VSP solution.

6.4 Proposed S4 Solution

In this section, we illustrate how to design our proposed solution S4 to cope with

the SemCom-empowered service provisioning problem P0 in vehicular networks.

As depicted in Fig. 6.3, a Lagrange dual method is first leveraged to eliminate

the cross-term constraints in P0 with a corresponding dual optimization problem

transformed (referring to D0 in Section IV.A). Then given the dual variable in

each iteration, we dedicatedly develop a two-stage method to determine α and β

for the dual problem, where the optimality will be theoretically proved in Section

IV.B. Specifically, in the first stage, we subtly construct U (U =
(∑

i∈V |Vi|
)
/2)

subproblems (referring to P1i,j,∀ (i, j) ∈ V × Vi, j > i), each of which aims to

independently seek the optimal KBC sub-policy (with respect to only αni and αnj )

for each individual VUE pair (as detailed in Section IV.C). After solving all the U

subproblems, the optimal coefficient matrix Ω is obtained for all potential VUE

pairs in the SCVN, by which we further construct a new subproblem (referring

to P2) in the second stage to find the optimal VSP strategy for β (as detailed in

Section IV.D). In the end, we present the workflow of S4 along with its complexity

analysis in Section IV.E.
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Figure 6.3: Illustration of the proposed solution S4.

6.4.1 Primal-Dual Problem Transformation

We first incorporate constraint (6.9e) into the objective function (6.9) by associ-

ating a Lagrange multiplier τ = {τi|i ∈ V}. That way, the associated Lagrange

function is obtained by

L (α,β, τ ) =
∑
i∈V

∑
j∈Vi

βi↬jδi↬j +
∑
i∈V

τi

(∑
j∈Vi

βi↬jθi↬j − θ0

)
=
∑
i∈V

∑
j∈Vi

βi↬j (δi↬j + τiθi↬j)− θ0
∑
i∈V

τi

≜ L̃τ (α,β)− θ0
∑
i∈V

τi,

(6.10)

where L̃τ (α,β) is defined for expression brevity. Then, the Lagrange dual prob-

lem of P0 should be formulated as

D0 : max
τ

D (τ ) = gα,β (τ )− θ0
∑
i∈V

τi (6.11)

s.t. τi ⩾ 0, ∀i ∈ V , (6.11a)

where we have
gα,β (τ ) = inf

α,β
L̃τ (α,β)

s.t. (6.9a)− (6.9d), (6.9f), (6.9g).
(6.12)
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Notably, the optimality of the convex problem D0 gives at least the best lower

bound of P0, even if P0 is nonconvex, according to the duality property [101].

Hence, our focus now naturally shifts to seeking the optimal solution to D0.

Given the initial dual variable τ , we can solve problem (6.12) in the first place

to find the optimal solution α and β, the details of which will be presented in

the next subsection. After that, a subgradient method is employed for updating

τ to solve D0 in an iterative fashion, as shown in Fig. 6.3. Specifically, the

partial derivatives with respect to τ in the objective function D (τ ) are set as the

subgradient direction in each iteration. Now suppose that in a certain iteration,

say iteration t, each dual variable τi(t) (i ∈ V) is updated as

τi(t+ 1) =

[
τi(t)− ν(t) ·

(
θ0 −

∑
j∈Vi

βi↬j (t) θi↬j (t)

)]+
. (6.13)

The operator [·]+ here is to output the maximum value between its argument and

zero, ensuring that τ must be non-negative as constrained in (6.11a). ν(t) is the

stepsize in iteration t and generally, the convergence of the subgradient descent

method can be ensured with the proper stepsize [138].

6.4.2 Two-Stage Method Based on KBC and VSP

As discussed before, for a given τ in each iteration, the optimal α and β need

to be determined by solving problem (6.12). However, solving such a problem is

still rather tricky due to the mathematical inseparability of α and β in the highly

complex objective function L̃τ (α,β). To this end, we propose a two-stage method

to obtain the exactly optimal α and β with a low computational complexity.

In the first stage, we focus on multiple independent KB construction subprob-

lems, each corresponding to a potential VUE pair in the SCVN. In particular,

here the performances of the VUE i-VUE j pair (i.e., the sender VUE i and the

receiver VUE j) and the VUE j-VUE i pair (i.e., the sender VUE j and the

receiver VUE i) need to be considered together, and for ease of distinction, we

refer to the two as a VUE i, j pair, ∀ (i, j) ∈ V×Vi, j > i. In other words, for any

KBC subproblem, we have βi↬j = βj↬i = 1 in L̃τ (α,β) corresponding to a given

VUE i, j pair, while all other VUE pairs are not considered. Therefore, different

KBC subproblems can be solved independently, and in this way, let

ωi,j = (δi↬j + τiθi↬j) + (δj↬i + τjθj↬i) . (6.14)

Obviously, we have ωi,j = ωj,i, thus only one case of j > i needs to be investigated



6.4. PROPOSED S4 SOLUTION 105

for each potential VUE i, j pair.

In this context, we now construct U =
(∑

i∈V |Vi|
)
/2 subproblems, each of

which is denoted as P1i,j to seek the optimal KBC sub-policy only for an in-

dividual VUE i, j pair. Herein, it is worth pointing out that the optimal KBC

solution to problem (6.12) cannot be achieved by simply combining the obtained

sub-policies of these P1i,j, but these sub-policies will be used to construct the

subsequent VSP subproblem to finalize the joint optimal solution of α and β

for (6.12). Given the dual variable τ in each iteration,4 P1i,j becomes

P1i,j : min
{αn

i },{αn
j }

ωi,j (6.15)

s.t.
∑
n∈K

αni · sn ⩽ Ci, (6.15a)∑
n∈K

αnj · sn ⩽ Cj, (6.15b)

ηi ⩾ η0, ηj ⩾ η0, (6.15c)

αni ∈ {0, 1} , αnj ∈ {0, 1} , ∀n ∈ K. (6.15d)

By solving P1i,j,
5 we can obtain the optimal KBC sub-policies for VUE i (denoted

as α∗
i(j)

) and VUE j (denoted as α∗
j(i)

),6 corresponding to the individual VUE

i, j pair. The following proposition explicitly shows how the sub-policy of P1i,j

correlates to the solution of problem (6.12).

Proposition 6. Let α∗ = [α∗
1,α

∗
2, · · · ,α∗

V ]T be the optimal KBC solution to the

problem in (6.12) given the dual variable τ , where α∗
i represents the optimal KBC

policy of VUE i. Then we have ∀i ∈ V, ∃j ∈ Vi, such that α∗
i(j)

= α∗
i .

Proof. Please see Appendix F.

From Proposition 6, it is observed that the optimal KBC policy of each VUE

can be found by solving a certain P1i,j. Hence, considering the single-association

requirement of V2V pairing, the optimal VSP strategy becomes the only key

to finalize the optimal solution to (6.12). To achieve this, we first obtain the

optimal coefficient matrix for β in (6.12) to account for all VSP possibilities. By

calculating optimum ωi,j (denoted as ω∗
i,j,∀ (i, j) ∈ V × Vi) in P1i,j, the optimal

4For simplicity, we omit τ from all notations associated with P1i,j and P2 in this chapter.
5The solution details of P1i,j as well as P2 will be introduced in the subsequent Subsection

C and D, respectively.
6For auxiliary illustration, we use (·) in the subscript to specify the VUE pair attribute

(relation) for each VUE’s KBC sub-policy obtained from P1i,j .



106 CHAPTER 6. XURLLC-AWARE SERVICE PROVISIONING

coefficient matrix is formed as

Ω =



+∞ ω∗
1,2 ω∗

1,3 · · · ω∗
1,V

ω∗
2,1 +∞ ω∗

2,3 · · · ω∗
2,V

ω∗
3,1 ω∗

3,2 +∞ · · · ω∗
3,V

...
...

...
. . .

...

ω∗
V,1 ω∗

V,2 ω∗
V,3 · · · +∞


. (6.16)

Ω is a V × V symmetric matrix where ω∗
i,j = ω∗

j,i, and all elements on its main

diagonal are set to +∞ to indicate the fact that a VUE cannot communicate

with itself, i.e., j ̸= i. Besides, note that some ω∗
i,js in Ω also have a value +∞ if

VUE j is not the direct neighbor of VUE i, i.e., j /∈ Vi.
Next, we concentrate upon the optimal vehicle service pairing strategy by

constructing a new subproblem in the second stage. In line with the objective

L̃τ (α,β) and β-related constraints in (6.12), the VSP subproblem is written as

P2 : min
β

1

2

∑
i∈V

∑
j∈Vi

βi↬jω
∗
i,j (6.17)

s.t. (6.9c), (6.9d), (6.9g). (6.17a)

Given any τ , the optimal β (denoted as β∗ =
[
β1↬j∗1

, β2↬j∗2
, · · · , βV↬j∗V

]T
) can

be directly finalized by solving P2, where βi↬j∗i
(∀i ∈ V) indicates that VUE j∗i

is the optimal SemCom node for VUE i, i.e., βi↬j∗i
= 1. Afterward, we feed back

the obtained β∗ to Ω to further finalize the optimal KBC policy α∗ for all VUEs.

In the context of the solution to P1i,j, the approach to finalize α∗ can be stated

more precisely as: for any i ∈ V , we have α∗
i = α∗

i(j∗
i
)
. The rationale behind this

is established in accordance with the following proposition.

Proposition 7. Given any dual variable τ , (α∗,β∗) is exactly the optimal solu-

tion to the problem in (6.12).

Proof. Please see Appendix G.

From Proposition 7, it is seen that for problem (6.12) in each iteration, the

proposed two-stage method is ensured to find the optimal solution. Apart from

this, the optimization difficulty of each subproblem, either P1i,j or P2, is con-

sidered to be greatly decreased due to the reduced number of the optimization

variables. In what follows, we will present our optimal solutions to P1i,j and P2,

respectively.
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6.4.3 Near-Optimal Solution for KBC

Carefully examining P1i,j, ∀ (i, j) ∈ V × Vi, j > i, it can be observed that δi↬j

mainly makes the objective function ωi,j still highly complex and nonconvex with

two binary variables αi and αj. To that end, a modified metaheuristic algorithm

based on tabu search (TS) is employed here to efficiently determine a near-optimal

KB construction policy for two VUEs in the VUE i, j pair with the consideration

of SemCom features. In detail, the KBC solution is illustrated as follows:

• Initial Feasible Solution Generation: As the iterative search algorithm, an

initial feasible solution (denoted as a 2N -dimensional vector αI
i,j) is needed

as the search starting point [149]. To speed up convergence and enhance

optimization performance, we heuristically adopt a KB preference and KB

matching-aware approach to generate αI
i,j for a better initial solution per-

formance. More concretely, first let two N -dimensional vectors αI
i and αI

j

denote the KBC solutions of VUE i and VUE j, respectively, with all ele-

ments being 0 for initialization. Meanwhile, suppose there are two variable

sets, denoted as K̂ and Ǩ, to record KB-relevant information, where K̂ = K
and Ǩ = ∅ are initialized. With these, we attempt to find a KB n0 with

the highest sum of KB preferences of the two VUEs by

n0 = arg max
n∈K̂

(
pni + pnj

)
. (6.18)

Then, in order to meet the knowledge mismatch requirement, the values of

both αI
i and αI

j are updated as

αn0
i = 1 and αn0

j = 1. (6.19)

Next, we let K̂ = K̂\n0 and Ǩ = Ǩ ∪ {n0}, and then repeat the two proce-

dures in (6.18) and (6.19) until both VUEs satisfy the minimum knowledge

preference satisfaction requirement in constraint (6.15c). However, notice

that constraint (6.15a) or (6.15b) may be violated during the above process,

in which case we need to find the maximum-size KB in Ǩ by

n1 = arg max
n∈Ǩ

sn, (6.20)

and then reset the corresponding KBC indicators in αI
i and αI

j to 0, i.e.,

αn1
i = 0 and αn1

j = 0. (6.21)
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As a result, we obtain an initial feasible solution

αI
i,j =

[
αI
i ,α

I
j

]
. (6.22)

• Neighboring Solution Searching: Let a 2N -dimensional vector αC
i,j store the

current solution in each search iteration, andH
(
αC
i,j

)
denote its neighboring

solution set, which should not include solutions that are already recorded

in a tabu list, denoted as a set I (which will be explained later). Naturally,

our H
(
αC
i,j

)
is defined as

H(αC
i,j) =

{
αi,j : ∥αi,j −αC

i,j∥ ⩽ σ,αi,j /∈ I,αi,j ∈ ψ
}
, (6.23)

where σ is the size of the maximum neighborhood space, and ψ represents

the feasible solution space of P1i,j. Based on the above definitions, we are

able to find the best solution within the current H
(
αC
i,j

)
that can yield the

minimum value of ωi,j in an iterative fashion.

• Tabu List Update: The tabu list I is a special memory mechanism for

preventing subsequent searches from looping back to previously visited so-

lutions so as to avoid trapping into the local optimum [150]. In this way,

whenever there is a newly obtained αC
i,j, it should be added into I (cannot

exceed its given maximum length [149]). Besides, let α∗
i,j denote another

vector dedicated to storing the best solution obtained so far. Particularly,

once αC
i,j is found to be better than α∗

i,j in any iteration, it will not be

added into I but we will have

α∗
i,j = αC

i,j. (6.24)

• Algorithm Termination Check: Before commencing a new iteration, an al-

gorithm termination criterion needs to be checked, which can be either a

maximum iteration restriction or a performance improvement threshold of

α∗
i,j under a certain number of consecutive iterations.

6.4.4 Optimal Solution for VSP

After the KBC sub-policy α∗
i,j is found for each potential VUE i, j pair, we can

determine the optimal coefficient matrix Ω to solve the VSP subproblem P2.

Since its objective function and two equality constraints (6.9c) and (6.9d) are all

linear, the only challenge is the 0-1 constraint in (6.9g).
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With regards to this, we first relax β into a continuous variable between 0 and

1 to make P2 a linear programming problem, which can be efficiently solved with

toolboxes such as CVXPY [102]. Then the obtained continuous solution, denoted

as βR, needs to be restored to the binary state under the original constraints.

Here, we heuristically finalize the optimal VSP strategy β∗ by

β∗
i′↬j′

= β∗
j′↬i′

= 1, (6.25)

if and only if (
i
′
, j

′
)

= arg max
i∈V,j∈Vi,j>i

βRi↬j. (6.26)

Meanwhile, for the remaining β∗
i↬j with respect to VUE i

′
and VUE j

′
, we nat-

urally have β
∗
i′↬j

= β∗
j↬i′

= 0, ∀j ∈ Vi′ , j ̸= j
′

β∗
j′↬i

= β∗
i↬j′

= 0, ∀i ∈ Vj′ , i ̸= i
′ . (6.27)

Then we let V = V\{i, j}, and repeat the above progresses until determining the

optimal VSP solution for all VUEs. It can be seen that the number of variables is

actually only
(∑

i∈V |Vi|
)
/2 when solving P2, which is a fairly acceptable problem

scale in practice. Hence, the performance compromise of our proposed heuristic

VSP solution is believed to be small.

6.4.5 Workflow of S4 and Complexity Analysis

In order to further demonstrate the full picture of the proposed solution S4,

we summarize the relevant technical points and present them in the following

Algorithm 1.

Algorithm 1 The Proposed Solution S4

Input: The SCVN parameters sn, Ci, r
n
i , ξi, λi, µ

n
i , η0, θ0

Output: The optimal KBC policy α∗ and the optimal VSP strategy β∗ for each

VUE i, ∀i ∈ V
1: Initialize t = 0, τi(0) and ν(0) to proper positive values;

2: Set the maximum number of iterations M for D0;

3: while t < M do

4: for i = 1 to V do

5: for each j ∈ Vi do
6: if j > i then

7: Determine the initial solution αI
i,j by (6.18)-(6.22);

8: Initialize the TS iteration as t̃ = 0, the Tabu list

9: I(0) = ∅, and αC
i,j(0) = α∗

i,j(0) = αI
i,j;
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10: Set the neighborhood size σ and the maximum

11: number of iterations Z for solving each P1i,j;

12: while t̃ < Z do

13: Determine H
(
αC
i,j

(
t̃
))

by (6.23);

14: Find the best feasible solution in H
(
αC
i,j

(
t̃
))

15: and assign it to αC
i,j(t̃+ 1);

16: if αC
i,j(t̃+ 1) is better than α∗

i,j(t̃) then

17: Update α∗
i,j(t̃+ 1) = αC

i,j(t̃+ 1);

18: Keep I
(
t̃+ 1

)
= I

(
t̃
)
;

19: else

20: Keep α∗
i,j(t̃+ 1) = α∗

i,j(t̃);

21: Update I
(
t̃+ 1

)
= I

(
t̃
)
∪
{
αC
i,j(t̃+ 1)

}
;

22: end if

23: Update t̃ = t̃+ 1;

24: end while

25: Calculate ω∗
i,j by substituting α∗

i,j(Z) into (6.14);

26: Assign ω∗
j,i = ω∗

i,j;

27: end if

28: end for

29: end for

30: Renew the optimal coefficient matrix Ω (t) by (6.16);

31: Solve the relaxed P2 by CVXPY and obtain βR (t);

32: Finalize β∗ (t) by (6.25)-(6.27);

33: Finalize α∗ (t) by feeding β∗ (t) back into Ω (t);

34: Update τi(t+ 1) by (6.13);

35: Update ν(t+ 1) under a given rule;

36: Update t = t+ 1;

37: end while

In line with this algorithm, the main flow of S4 working in the practical SCVN

is demonstrated as follows:

• Network Initialization: In the initial phase, each VUE i (∀i ∈ V) gener-

ates a Lagrange multiplier parameter τi and records all KBC-related status

information, including its available KB storage (i.e., Ci), preferences for dif-

ferent KBs (i.e., rni , ∀n ∈ K, and ξi), and average local arrival rate as well

as interpretation time for semantic data packets (i.e., λi and 1/µni ). Then,

all VUEs need to upload the above parameters to the RSU for subsequent

implementation.
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• Optimal Policy Determination for KBC and VSP: In this phase, the RSU

first measures the SINR between VUEs to determine each VUE i’s commu-

nication neighbors, i.e., Vi. Having these, the RSU is capable of comput-

ing the current optimal KBC sub-policy for each individual VUE i, j pair

(j ∈ Vi) (referring to steps 4-29 in Algorithm 1). Afterward, the current

optimal VSP and KBC policies can be jointly obtained in steps 30-33. Nev-

ertheless, the Lagrange multiplier of each VUE is required to be updated

with a given rule (steps 34-36), thus the RSU should repeat the procedures

in steps 4-33 until satisfying the algorithm termination criterion, so as to

finalize the optimal KBC and VSP policies α∗ and β∗.

• SemCom-Empowered Service Provisioning: Once each VUE receives the

feedback information, it can request and download KBs from the RSU (ac-

cording to α∗), and then pair with one of its neighbors (according to β∗)

to provide corresponding services for each other.

Herein, it is worth pointing out that the above workflow of S4 is executed in a

periodic timeline, and all decisions to update relevant parameters should be made

at the end of each period. Besides, it can be observed that there are only four

rounds of signaling interactions to implement a completed and successive KBC

and VSP process, including vehicular information collection, optimal KBC and

VSP policy assignment, KB downloading, and vehicle pairing. For each signaling

interplay, only a few bits are needed to complete the functional confirmation work,

hence the overall signaling overhead should be an apparently tolerable level in

practice.

In terms of the computational complexity of S4, it is first seen that for a

single P1i,j, each feasible KBC solution within H
(
αC
i,j

)
needs to be computed

once in any of its iterations. Combining that σ is given as a small parameter

compared to N in (6.23), the complexity in each iteration can be estimated by

O
((

2N
σ

))
= O (Nσ). If the maximum number of its iterations is assumed to be Z,

then solving each P1i,j would require complexityO (ZNσ). In addition, the linear

programming method is utilized for the relaxed P2, where O (V 4) complexity

is needed [140] to solve a group of
(∑

i∈V |Vi|
)

VSP variables. Moreover, note

that in any iteration of D0, a total of
((∑

i∈V |Vi|
)
/2
)

subproblems P1i,j and

one subproblem P2 need to be solved simultaneously, thereby its corresponding

complexity is O (V 2ZNσ + V 4). If denoting the maximum number of iterations

that can make D0 to converge as M , the proposed S4 would have a polynomial-

time overall complexity, given as O (MV 2 (ZNσ + V 2)).
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Table 6.1: Simulation Parameters

Parameters Values

Cell radius of the RSU 500 m

VUE drop model Spatial Poisson process [151]

Number of lanes 3 in each direction (6 in total)

Lane width 4 m

Absolute velocity of VUEs 70 km/h [136]

Density of VUEs
Average inter-vehicle distance is 2.5 sec ×
absolute velocity of VUEs [151]

Transmit power of VUEs 20 dBm [152]

Noise power −114 dBm

Path loss model 128.1 + 37.6 log (d [km]) [130]

Channel fading model
Log-normal shadowing distribution with
standard deviation of 8 dB + Rayleigh fast
fading [130]

6.5 Numerical Results and Discussions

In this section, numerical evaluations are conducted to demonstrate the perfor-

mance of the proposed solution S4 in SCVNs, where we employ Python 3.7-based

PyCharm as the simulator platform and implement it in a computer with six

CPU cores and Inter Core i7 processor. To preserve generality, we model a multi-

lane freeway passing through a single cell with the RSU at its center, and 60

VUEs are dropped on the lanes according to the spatial Poisson process [151].

For brevity, some simulation parameters not mentioned in the context as well as

their corresponding values can be found in Table 6.1 [130, 136, 151, 152]. As for

the settings relevant to SemCom, a total of 12 different KBs are preset to provide

VUEs with a variety of distinct services, and each of them has a storage size

randomly distributed from 1 to 5 units. Correspondingly, we set a uniform KB

storage capacity of 24 units for all VUEs. Besides, each VUE’s preference ranking

for all KBs (i.e., rni ) is generated independently and randomly, where their re-

spective Zipf distributions are assumed to have the same skewness 1.0. Likewise,

either the average arrival rate of total semantic data packets or the average inter-

pretation time for packets based on the same KB n, is considered to be the same

for all VUEs. Here, we fix the average total arrival rate λi at 100 packets/s [142]
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and randomly generate the value of 1/µni in a range of 5 × 10−3 ∼ 1 × 10−2

s/packet with respect to different KB n, as the average interpretation time of

different KBs-based packets is different from each other, which is to guarantee

the steady-state of the queuing system at each VUE pair, as has mentioned in

Footnote 4. Further, the minimum knowledge preference satisfaction threshold

η0 and the maximum knowledge mismatch degree threshold θ0 are prescribed as

0.5 and 0.1, respectively. Notably, all these parameter values are set by default

unless otherwise specified, and all subsequent numerical results are obtained by

averaging over a sufficiently large number of trials.

For comparison purposes, we utilize two different benchmarks of SemCom-

empowered service provisioning herein: 1) Distance-first pairing (DFP) strategy

which assumes each VUE to choose its nearest unpaired VUE for V2V pairing;

2) Knowledge-first pairing (KFP) in which each VUE selects its neighboring un-

paired VUE with the highest KB matching degree for V2V pairing. In the mean-

time, a personal preference-first KBC policy is considered for both benchmarks,

which allows each VUE to construct KBs with the highest preferences until η0

is satisfied, and then randomly select these unconstructed KBs until reaching

respective maximum capacity.

40 50 60 70 80
Number of VUEs

2.00

2.50

3.00

3.50

4.00

4.50

5.00

A
ve

ra
ge

 q
ue

ui
ng

 d
el

ay
 o

f a
 V

U
E

 p
ai

r 
(m

s)

S4 (proposed), = 0.8
DFP, = 0.8
KFP, = 0.8
S4 (proposed), = 1.4
DFP, = 1.4
KFP, = 1.4

Figure 6.4: Average queuing latency of a VUE pair vs. varying numbers of VUEs.

Fig. 6.4 first depicts the average queuing latency performance of a VUE pair

against varying numbers of VUEs, where two different KB preference skewness

ξ = 0.8 and ξ = 1.4 are considered. In this figure, the latency of S4 declines at the

beginning with the number of VUEs, then remains stable beyond 70 VUEs, and

it can always outperform both benchmarks with an average latency reduction of
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around 1 ms at any ξ. The rationale behind this trend is that the more neighbors

each VUE can have, the better chance of achieving the low queuing latency for

each VUE pair, which will be eventually stabilized when reaching the respective

best achievable latency with a fixed bandwidth budget. Moreover, it is observed

that a larger ξ causes a higher latency penalty, since the vast majority of VUEs’

KBC is concentrated on a small number of KBs when ξ increases. Clearly, a larger

ξ will make each participant more difficult to find the best VUE with the low

latency under the given knowledge mismatching requirement θ0, thus resulting in

a degraded performance.
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Figure 6.5: Average TSP of a VUE pair vs. varying numbers of VUEs.

The above analysis also applies to Fig. 6.5, which compares all the three meth-

ods under the same settings as Fig. 6.4 to demonstrate the performance of the

average throughput in semantic packets (TSP). Specifically, the TSP represents

the total number of semantic packets that can be interpreted by a VUE pair per

second, whose value is determined based on E [Wi↬j] in (6.6). Likewise, a higher

TSP is obtained as the number of VUEs increases, and our S4 is still far better

than the two benchmarks at any point, e.g., with an average performance gain of

14 packets/s compared with DFP and 20 packets/s with KFP at ξ = 0.8. Again,

we see a better TSP when the KB popularity is diluted by a smaller ξ.

Next, we explore the impact of varying number of KBs on the average queu-

ing latency of a VUE pair with different VUE capacities C = 18 and C = 24, as

demonstrated in Fig. 6.6. It can be found that the latency drops fast at the be-

ginning, and then rises slightly after exceeding 10 KBs, whereas the performance

of our S4 still surpasses the benchmarks. This trend is attributed to the fact that
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Figure 6.6: Average queuing latency of a VUE pair with varying numbers of KBs.

more KBs imply less discrepancy in VUEs’ preferences for different KBs given

the fixed ξ, thereby at first leading to the higher probability for two paired VUEs

constructing the KBs with high interpretation rates so as to render a lower delay.

However, such performance gains will be saturated and even worsen when these

KBs with low interpretation rates become inevitably dominant in order to meet

the minimum knowledge preference satisfaction threshold η0. Besides, it is seen

that different VUE capacities have little effect on the latency of S4, although the

larger capacity can construct more KBs. This is due to the latency-minimization

objective we particularly focus on in the delay-sensitive SCVN, and only the KBs

with low interpretation time should be selected. Afterward, we draw the TSP

performance against different numbers of KBs with η0 = 0.4 and η0 = 0.6, as

shown in Fig. 6.7. The similar trend to Fig. 6.6 is observed here as well, i.e., the

TSP of S4 rises at the beginning and then falls after 10 KBs, and a much higher

TSP is provided compared with the benchmarks. Meanwhile, it is noticed that a

lower η0 brings a better TSP, as fewer KBs need to be constructed to guarantee

the high average interpretation rates in the queue, as mentioned earlier.

In addition, we validate the average knowledge preference satisfaction η̄ =
1
V

∑
i∈V ηi reached at each VUE with varying numbers of KBs as shown in Fig. 6.8,

where ξ = 0.8, ξ = 1.4, θ0 = 0.1, and θ0 = 0.2 are taken into account. As

the number of KBs increases, a lower η̄ is obtained, which is to prevent these

unnecessary KBs from being constructed while satisfying η0 to the greatest extent.

For the two curves with different ξ, referring to the analysis of Fig. 6.4, a higher ξ

indicates a more concentrated KB preference, which means some extra KBs need
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Figure 6.7: Average TSP of a VUE pair with varying numbers of KBs.

to be constructed to meet the maximum θ0 requirement. Because of this, we also

see a lower η̄ at a higher θ0, since a more tolerable knowledge mismatch degree

is more likely to avoid the unnecessary KBC.
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Figure 6.8: Average knowledge preference satisfaction reached at a VUE with
varying numbers of KBs.

Fig. 6.9 presents the effect of varying ξ on the average queuing delay com-

pared between different η0 and θ0. As expected, the latency of all three methods

increases with ξ, and such an upward trend is consistent with the previous results.

Specially, it is observed that the curve of η0 = 0.4 and θ0 = 0.2 brings the best

latency performance. This can be understood as that either the lower satisfaction
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threshold or the higher mismatch tolerance can avoid the construction of unneces-

sary KBs with low interpretation rates, as discussed before. Naturally, the better

latency performance is obtained when the constraints become less stringent.
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Figure 6.9: Average queuing latency of a VUE pair with varying skewness of
VUEs’ KB preferences.

Finally, we plot the average knowledge matching degree, defined as ρ̄ =
1
V

∑
i∈V,j∈Vi

(1− θi↬j), with two different ξ in Fig. 6.10. It can be seen that under

the threshold of θ0 = 0.1, the proposed solution S4 is always above a 97.5% match

degree, which is much higher than that of benchmarks. Furthermore, a higher ξ

causes the slight drop of ρ̄, which exactly proves the conclusion of Fig. 6.4, i.e.,

a more concentrated KB preference makes it more difficult for VUEs to find a

highly matching neighbor in the VSP phase, especially for the one that can bring

lower latency and meet all constraints at the same time.

6.6 Conclusions

In this chapter, we proposed a novel solution S4 to tackle the SemCom-empowered

service provisioning problem in the SCVN. To align with the stringent xURLLC

requirements, the KB matching based queuing latency expression of semantic

data packets was first derived, and then we identified and formulated the funda-

mental problem of KBC and VSP to minimize the queuing latency for all VUE

pairs. After the primal-dual problem transformation, a two-stage method was

developed specifically to jointly solve multiple subproblems related to KBC and

VSP with low computational complexity, and the solution optimality has been



118 CHAPTER 6. XURLLC-AWARE SERVICE PROVISIONING

0.40 0.45 0.50 0.55 0.60

0

75

80

85

90

95

100

A
ve

ra
ge

 k
no

w
le

dg
e 

m
at

ch
in

g 
de

gr
ee

 (%
)

S4 (proposed), = 0.8
DFP, = 0.8
KFP, = 0.8
S4 (proposed), = 1.4
DFP, = 1.4
KFP, = 1.4

Figure 6.10: Average knowledge matching degree of a VUE pair vs. different
knowledge preference satisfaction requirements.

theoretically proved. Numerical results verified the sufficient performance supe-

riority of S4 in terms of both latency and reliability by comparing it with two

different benchmarks.



Chapter 7

Conclusions and Future Trends

In full view of the promising application prospects of SemCom in next-generation

wireless communication networks, a profound cognition of the pertinent resource

management becomes particularly meaningful and indispensable. In this chapter,

the main work and contributions of this thesis are drawn, together with a brief

discussion on the future trends of wireless resource management in intelligent

SemCom-enabled networks.

7.1 Conclusions

This thesis separately discussed the resource management optimization in four

differing SemCom cellular network architectures, including the SC-Net, the EE-

SCN, the HSB-Net, and the SCVN. Extensive numerical simulations were con-

ducted for each network scenario and the results consistently proved the supe-

riority and reliability of our proposed solutions in terms of diverse performance

metrics (such as STM, queuing latency, packet drop ratio, energy efficiency, TSP,

and knowledge preference satisfaction) compared with differing benchmarks. The

core contributions of this thesis can be summarized as follows.

The first work regarding the SC-Net conducted a systematic study on SemCom

from a networking perspective. Specifically, the concept of B2M transformation

was introduced to measure the overall network performance metric of STM in

the SC-Net. Being aware of different knowledge-matching states of each MU,

the SC-Net was specially categorized into two different types of PKM-based and

IKM-based SC-Nets. In each SC-Net case, we formulated a corresponding STM-

maximization problem jointly considering the UA and BA factors. Then, we

proposed the optimal resource management solution for each SC-Net scenario,

where a primal-dual decomposition method with a Lagrange-multiplier method

was employed for the PKM-based one, and a chance-constrained model with an
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interior-point method plus a heuristic algorithm was developed for the IKM-based

one.

In the second work, we studied the optimal spectrum reusing pattern for

each D2D SemCom user and the the optimal power allocation scheme for each

SemCom user in a single-cell EE-SCN. Among them, the power consumption

model was defined by considering different knowledge-matching states of all users,

and thus determining the energy efficiency expression. By leveraging a factional-

to-subtractive transformation method and a two-stage method, the corresponding

energy efficiency-optimization problem is solved.

Next, the resource management in the novel yet practical network scenario of

HSB-Net was investigated, in which two modes of SemCom and BitCom coexist.

A two-stage tandem queuing system was dedicatedly modeled to identify the

transmission process of semantic packets, followed by the theoretical derivation

for average packet loss ratio and queuing latency. Having these as the SemCom-

related constraints, a joint STM-maximization problem was formulated, followed

by a Lagrange primal-dual method and a preference list-based heuristic algorithm

proposed as the UA, MS, and BA solutions with low computational complexity.

Finally, for the last SCVN scenario, we proposed a novel solution S4 to address

the SemCom-empowered service provisioning problem that involves the KBC and

VSP. With the awareness of xURLLC requirements, the KB matching based

queuing latency of semantic data packets was first derived, and a corresponding

latency-minimization problem was formulated. To cope with this problem, we

utilized a primal-dual problem transformation and a two-stage method to specifi-

cally solve multiple subproblems related to KBC and VSP with low computational

complexity, where the solution optimality has been theoretically proved.

7.2 Future Trends

The next-generation SemCom cellular networks promise to provide significant im-

provements for resource utilization and information interaction. In spite of many

superiorities, the proposed resource management schemes in this thesis still im-

pose some associated and nontrivial challenges that should be discussed before

unlocking the full potential of SemCom networks. For instance, it turns out that

KB matching should be a crucial factor in affecting the quality of SemCom service

provisioning and the STM performance of SC-Net, therefore, a pressing need for

effective KB matching algorithms inevitably arises in future research venues. Be-

sides, this work provides foundations to properly generalize resource management

solutions to other complicated SC-Net scenarios, e.g., PKM-IKM-coexistence net-
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works. Moreover, some insights obtained from this work should inspire new re-

source management strategies in alignment with different new SemCom-relevant

objectives, such as the accuracy of message interpretation, latency of end-to-end

links, and user fairness in a semantical sense. Particularly, if the knowledge-

matching condition is unknown in practice, how to accurately measure it as well

as the semantic performance should be an interesting research direction. Apart

from that, the connection between SemCom and energy efficiency still remains

on the packet level, which can be extended to a more general and reasonable

aspect such as the semantic level. Meanwhile, the performance metric of Sem-

Com still follows the previous work, i.e., using STM, which may have other more

suitable choices, such as semantic similarity or semantic value. Note that there

may exist other forms of semantic-coding-related energy consumption, which is

worth exploring in future works. In addition, other relevant networking issues in

the HSB-Net, such as communication mode switching or semantic fairness-driven

power or resource block allocation, inevitably arise, which can treat this work as

the fundamental theoretical framework for reference. Since this work is limited to

long-term network optimization under known knowledge-matching degrees, the

further problem about instantaneous decision-making for MS and BA in the un-

aware background knowledge condition could be future research. Similarly, the

semantic performance metric can be considered to be replaced with other metrics

to enhance the generality of this work. Furthermore, in terms of the scenario of

applying SemCom in vehicular networks, other advanced networking issues, such

as semantic-aware resource allocation or semantic transceiver design, can treat

our fourth work as the fundamental theoretical framework for reference. Espe-

cially considering the practical cases, the mobility of VUEs should be further

taken into account while executing the resource scheduling. Since this work is

limited to determining optimal instantaneous KBC and VSP policies for VUEs

with known KB popularity, the further problem in an expanded SCVN scenario of

considering high user mobility and unaware user preferences will be investigated

in our future research. One of the other future trends in resource management

in SemCom-enabled cellular networks can be how to realize the best tradeoff be-

tween computational and communication resources at each mobile device, which

problem seems to be tricky due to the sophisticated semantic coding mechanism

and limited resources. Further considering the priority of different semantics at

different MUs, research regarding the age of semantic information in practical

SemCom systems may be another interesting future trend.
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Appendix A

Proof of Proposition 1

Consider a downlink case between MU i and BS j, first suppose that there is a set

of source information modeled as a stochastic process {Wm} (m = 1, 2, . . . ,M)

at the BS j side, where each Wm is independent of each other [13]. Besides, let

Km denote the KB required by source information Wm for SemCom, and let Kij
denote the set of KBs matched between MU i and BS j. Hence, we can define a

KB matching indicator for source information as follows:

Zm =

{
1, if Km ∈ Kij
0, otherwise

. (A.1)

Further given the knowledge matching degree τij of the link between MU i

and BS j, thus the probability of successful matching of Wm, i.e., the probability

of Zm = 1, becomes τij. Moreover, based on the same link, its different source

information {Wm} should have the same probability of successful matching, which

is absolutely irrelevant to the knowledge matching situations of other links. As

such, {Zm} obeys the identical binomial distribution w.r.t. τij, such thatPr(Zm = 1) = τij

Pr(Zm = 0) = 1− τij
, (A.2)

where Pr(·) is the probability measure.

With these, the random knowledge matching coefficient βij can be now ex-

pressed as the mean of the sum of {Zm} from a statistical average point of view

as M approaches infinity, that is,

βij = lim
M→+∞

1

M

M∑
m=1

Zm. (A.3)
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Based on (A.2) and (A.3), the classical central limit theorem [153] can be di-

rectly applied to determine the distribution of βij, i.e., βij ∼ N (τij, τij (1− τij)).



Appendix B

Proof of Proposition 2

First let
(
PC∗

,PD∗
,α∗) and

(
P̂C , P̂D, α̂

)
denote the optimal solution and an

arbitrary feasible solution to P0, respectively. Clearly, we have

η∗EE =
Qtotal

(
PC∗

,PD∗
,α∗)

Etotal (PC∗
,PD∗

,α∗)
⩾
Qtotal

(
P̂C , P̂D, α̂

)
Etotal

(
P̂C , P̂D, α̂

) . (B.1)

It is not difficult to find that Etotal > 0 holds in any solution, the following

conclusions can be easily derived from (B.1), i.e.,

Qtotal
(
PC∗

,PD∗
,α∗)−η∗EEEtotal

(
PC∗

,PD∗
,α∗) = 0, (B.2)

and

Qtotal
(
P̂C , P̂D, α̂

)
−η∗EEEtotal

(
P̂C , P̂D, α̂

)
⩽ 0. (B.3)

Combined with the fact that P0 and P1 have the same feasible region as they

have the identical constraints (4.11a)-(4.11g), it is obvious seen from (B.2) and

(B.3) that
(
PC∗

,PD∗
,α∗) must also be the optimal solution to P1 if F (η∗EE ) =

0.

Meanwhile, considering the other two remaining cases of F (ηEE ) > 0 and

F (ηEE ) < 0 in P1, and let
(
PC∗

,PD∗
,α∗

)
and

(
P̃C∗

, P̃D∗
, α̃∗

)
be their opti-

mal solutions to P1 respectively. Then we have

Qtotal
(
PC∗

,PD∗
,α∗

)
−ηEEEtotal

(
PC∗

,PD∗
,α∗

)
> 0, (B.4)

and

Qtotal
(
P̃C∗

, P̃D∗
, α̃∗

)
−ηEEEtotal

(
P̃C∗

, P̃D∗
, α̃∗

)
< 0. (B.5)
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Again leveraging Etotal > 0, given any ηEE , (B.4) yields

Qtotal

Etotal
= ηEE <

Qtotal
(
PC∗

,PD∗
,α∗

)
Etotal

(
PC∗

,PD∗
,α∗

) , (B.6)

and likewise, (B.5) yields

Qtotal

Etotal
= ηEE >

Qtotal
(
P̃C∗

, P̃D∗
, α̃∗

)
Etotal

(
P̃C∗

, P̃D∗
, α̃∗

) . (B.7)

From (B.6) and (B.7), it can be concluded that for any feasible solution to P0,

it must not be the optimal solution to P1 if F (η∗EE ) ̸= 0. This completes the

proof.
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Proof of Proposition 3

This proposition can be proved by using contradiction. According to all con-

straints of P2i,j, if the optimization problem is supposed to be solvable, the

optimal power allocation solution
(
PC∗
i , PD∗

j

)
must fall into the non-empty ψ.

Here, we first assume that
(
PC∗
i , PD∗

j

)
is not the coincide point of the two line

segments while making λ̃1
(
PD
j

)
and λ̃2

(
PC
i

)
simultaneously reach their respec-

tive maxima, i.e.,

(
PC∗

i , PD∗

j

)
/∈
{(←−
PC
i ,
←−
PD
j

)
|
(←−
PC
i ,
←−
PD
j

)
=
(−→
PC
i ,
−→
PD
j

)
∈ψ
}
. (C.1)

This means
(
PC∗
i , PD∗

j

)
should not be the optimal point for at least one line

segment w.r.t. λ̃1
(
PD
j

)
or w.r.t. λ̃2

(
PC
i

)
. For illustration, let l̃ denote the line

segment through
(
PC∗
i , PD∗

j

)
.

However, it is also noticed that ψ must be a closed and bounded region in one

of the three cases in Fig. 4.2. Due to the convex property of λ̃1
(
PD
j

)
or λ̃2

(
PC
i

)
,

there must be another point
(
PC
i , P

D
j

)
on the same line segment l̃, leading to a

larger value λ̃1
(
PD
j

)
or w.r.t. λ̃2

(
PC
i

)
. That is, one of the following cases must

exist:

λ̃1

(
PD
j

)
> λ̃1

(
PD∗

j

)
or λ̃2

(
PC
i

)
> λ̃2

(
PC∗

i

)
. (C.2)

Meanwhile, since
(
PC∗
i , PD∗

j

)
and

(
PC
i , P

D
j

)
are on the same line segment, this

leads to another fact that σCi r
C
i (in the left case of (C.2)) or σDj r

D
j (in the right

case of (C.2)) gets the same value at the two points. Combined with (4.18),

clearly, either of the cases contradicts the assumption that
(
PC∗
i , PD∗

j

)
is the

optimal solution in ψ. This ends the proof.
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Appendix D

Proof of Proposition 4

It is first found from (5.8) that given any queue length a at slot t (i.e., Qij (t) = a,

0 ⩽ a ⩽ F ), Qij (t+ 1) is determined only by A′
i (t) and Dij (t). Apparently, the

stochastic Qij (t) across all slots forms a discrete-time Markov process, herein we

define ωa↬b
ij (t) = Pr {Qij (t+ 1) = b | Qij (t) = a} as its one-step state transition

probability from state a at slot t to state b at slot t + 1, 0 ⩽ b ⩽ F . Since the

PMFs of both A′
i (t) and Dij (t) are independent of t, as mentioned earlier, we

re-denote them by A′
i and Dij for brevity, respectively. As such, ωa↬b

ij (t) can be

expressed as ωa↬b
ij as well.

Having these, we have the one-step state transition probability matrix of

SemCom-enabled PTQ as

Ωij =


ω0↬0
ij ω0↬1

ij · · · ω0↬F
ij

ω1↬0
ij ω1↬1

ij · · · ω1↬F
ij

...
...

. . .
...

ωF↬0
ij ωF↬1

ij · · · ωF↬F
ij

 , (D.1)
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where each ωa↬b
ij can be explicitly calculated by

ωa↬b
ij =



Pr{A′
i = b}, if a = 0, 1 ⩽ b ⩽ F − 1;∑∞

k=F Pr{A′
i = k}, if a = 0, b = F ;

Pr{A′
i = 0}

∑∞
k=a Pr{Dij = k}, if 0 ⩽ a ⩽ F, b = 0;

Pr{A′
i = b}

∑∞
k=a Pr{Dij = k}+

∑b−1
l=0 Pr{A′

i = l}Pr{Dij = a− b+ l},

if 1 ⩽ a ⩽ F, 1 ⩽ b ⩽ a, b ̸= F ;

Pr{A′
i = b}

∑∞
k=a Pr{Dij = k}+

∑a−1
l=0 Pr{Dij = l}Pr{A′

i = b− a+ l},

if 1 ⩽ a < b ⩽ F − 1;∑∞
k=b Pr{A′

i = k}
∑∞

l=a Pr{Dij = l}

+
∑a−1

l=0

(
Pr{Dij = l}

∑∞
k=b−a+l Pr{A′

i = k}
)
,

if 1 ⩽ a ⩽ F, b = F.

(D.2)

Further noticing that for the queue state transited from Qij(t) = 0 to Qij(t+

1) = 0, the transition probability is

Pr{Qij(t+ 1) = 0 | Qij(t) = 0} = Pr{A′
i = 0}

= exp
(
−τiµMat

i T − (1− τi)µMis
i T

)
> 0,

(D.3)

which proves that Qij(t) = 0 is aperiodic. Besides, combined with a fact that

each ωa↬b
ij is time independent and each Qij(t) has a finite state space, {Qij(t) |

t = 1, 2, · · · , N} is time-homogeneous, irreducible, and aperiodic. Therefore,

according to [154], there must be a unique steady-state probability vector αij =[
α0
ij, α

1
ij, · · · , αFij

]T
, which can be obtained by simultaneously solving

ΩT
ijαij = αij and

F∑
k=0

αkij = 1. (D.4)

This completes the proof.



Appendix E

Proof of Proposition 5

It is worth noting in the first place that here we only show the proof in the

SemCom-enabled queuing model case of yij = 1 for exemplification (given any

pair of MU i and BS j), since the proof in the BitCom case can be similarly

derived based on their analogous modeling for PTQ. Notice that δS1
ij is a known

constant as in (5.11), δS2
ij in (5.14) and θSij in (5.13) become the only two factors

that zij can influence. Further combining that A′
i is irrelevant with zij as in (5.6),

let us at first present a lemma of how zij relates the distribution of Dij.

Lemma 1: The CDF of Dij decreases as zij increases.

To prove Lemma 1, we first derive the CDF of Dij from its PMF given in

(5.5) as follows:

Pr {Dij ⩽ k} =
k∑

f=0

Pr {Dij = f}

= Pr

{
γij ⩽ 2

(k+1)L
Tzij −1

}
−Pr

{
γij ⩽ 2

kL
Tzij −1

}
+ Pr

{
γij ⩽ 2

kL
Tzij −1

}
−Pr

{
γij ⩽ 2

(k−1)L
Tzij −1

}
+ Pr

{
γij ⩽ 2

(k−1)L
Tzij −1

}
−Pr

{
γij ⩽ 2

(k−2)L
Tzij −1

}
+ · · · · · ·+ Pr

{
γij ⩽ 2

L
Tzij −1

}
−Pr {γij ⩽ 0}

= Pr

{
γij ⩽ 2

(k+1)L
Tzij −1

}
−Pr{γij ⩽ 0} , k = 0, 1, 2, · · · ,

(E.1)

where slot index t is omitted from all notations associated with the SINR γij for

brevity due to its independence w.r.t. t as aforementioned. Given arbitrary known

CDF of γij, which is independent with zij, we clearly have that Pr {Dij ⩽ k} is

a monotonically decreasing function of zij. This also implies that Pr {Dij ⩾ k}
monotonically increases w.r.t. zij.
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Now, let us consider two complementary queuing state subspaces of queue

length Qij, denoted by
←−
Fc = {0, 1, 2, · · · , c} and

−→
Fc = {c + 1, c + 2, · · · , F},

c = 0, 1, 2, · · · , F − 1. Given any current state c, it can only transit to either a

smaller state in
←−
Fc or a larger state in

−→
Fc in the next step, and the probabilities of

the two transition cases occurring sum to 1. According to the one-step transition

probability ωa↬b
ij expressed in (D.2), the probability of state c transiting to any

state in
←−
Fc should be computed by

ωc↬0
ij + ωc↬1

ij + · · · · · ·+ ωc↬c
ij

= Pr {A′
i = 0}+ Pr {A′

i = 1}
∞∑
l=1

Pr {Dij = l}

+ Pr {A′
i = 2}

∞∑
l=2

Pr {Dij = l}+ · · · · · ·+ Pr {A′
i = c}

∞∑
l=c

Pr {Dij = l}

= Pr {A′
i = 0}+

c∑
k=1

(
Pr {A′

i = k}
∞∑
l=k

Pr {Dij = l}

)

= Pr {A′
i = 0}+

c∑
k=1

(Pr {A′
i = k}Pr {Dij ⩾ k}) .

(E.2)

According to Lemma 1, (E.2) is clearly a monotonically increasing function of zij

due to its Pr {Dij ⩾ k} term. In other words, we have that the probability of any

fixed state c transiting to a state in
−→
Fc monotonically decreases w.r.t. zij. Further

combined with the obtained steady-state probability vector αij, if denoting the

cumulative distribution of the queuing system staying in the state space
←−
Fc as

W
(c)
ij =

∑c
l=0 α

l
ij, W

(c)
ij is increasing w.r.t. zij for any c as well.

By leveraging a fact that W
(F )
ij = 1, let us first rephrase the numerator term

of δS2
ij in (5.14) as follows:

E [Qij(t)] =
F∑
k=1

αkij +
F∑
k=2

αkij + · · ·+
F∑

k=F−1

αkij + αFij

=
(

1−W (0)
ij

)
+
(

1−W (1)
ij

)
+ · · ·+

(
1−W (F−1)

ij

)
,

(E.3)

whereby the conclusion that E [Qij(t)] is monotonically decreasing w.r.t. zij holds.

Regarding θSij in (5.12), which is also served as the key term in the denomina-

tor of δS2
ij , we restructure the formula by highlighting all its implicit terms that
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transform to Pr {Dij ⩽ k} and W
(c)
ij , and obtain

Gij =
F∑
f=1

Pr{A′
i=f}

[
f−1∑
k=0

Pr {Dij⩽k}
(

1−W (F−f+k)
ij

)]

+
∞∑

f=F+1

Pr{A′
i=f}

[
(f−F )+

F−1∑
k=0

Pr{Dij⩽k}
(
1−W (k)

ij

)]
.

(E.4)

Again employing Lemma 1, we have that Gij monotonically decreases w.r.t. zij,

thereby θSij and δS2
ij should have the same decreasing property. Finally, note that

δSij = δS1
ij + δS2

ij ⩾ δS1
ij > 0 always holds in practice, δSij must be monotonically

non-increasing w.r.t. zij, which completes the proof.
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Appendix F

Proof of Proposition 6

Given the optimal KBC solution α∗, let β∗ =
[
β1↬j∗1

, β2↬j∗2
, · · · , βV↬j∗V

]T
be the

corresponding optimal VSP solution to the problem in (6.12) under the same dual

variable τ , where βi↬j∗i
(∀i ∈ V) indicates that VUE j∗i is the optimal SemCom

node for VUE i, i.e., βi↬j∗i
= 1.

From ωi,j defined in (6.14), the objective function L̃τ (α,β) in (6.12) can be

rewritten as

L̃τ (α,β) =
1

2

∑
i∈V

∑
j∈Vi

βi↬jωi,j =
∑
i∈V

∑
j∈Vi,j>i

βi↬jωi,j, (F.1)

then we substitute β∗ into (F.1) and yield

L̃τ (α,β∗) =
1

2

∑
i∈V

ωi,j∗i =
∑

i∈V,i<j∗i

ωi,j∗i , (F.2)

where ωi,j∗i is the term only related to VUE i, j∗i pair.

Undoubtedly, if α∗ is further substituted into (F.2), we can straightforwardly

reach the optimality of the problem in (6.12). Since different VUE i, j∗i pairs

are independent of each other, it means that different terms related to ωi,j∗i are

independent of each other as well in L̃τ (α,β∗). Therefore, we can directly draw

an important conclusion that achieving the optimality of L̃τ (α,β∗) is equivalent

to achieving the optimality of each ωi,j∗i , where the optimality can be reached

when α = α∗.

In view of the above, we know that α∗
i must be the optimal solution of

ωi,j∗i ,∀i ∈ V . Further combined with another fact that ωi,j is the objective of

P1i,j,∀ (i, j) ∈ V ×Vi, j > i where α∗
i(j)

is the corresponding optimal solution, we

ensure that the equality α∗
i(j)

= α∗
i holds when j = j∗i .
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Appendix G

Proof of Proposition 7

Suppose that (α∗,β∗) is not optimal for the problem in (6.12), which means

there must exist another solution, denoted as ᾱ = [ᾱ1, ᾱ2, · · · , ᾱV ]T and β̄ =[
β1↬j̄1 , β2↬j̄2 , · · · , βV↬j̄V

]T
, such that

L̃τ (ᾱ, β̄) < L̃τ (α∗,β∗). (G.1)

On the one hand, since β∗ is the optimal solution to P2, for β̄ ̸= β∗, we

have L̃τ (α∗,β∗) < L̃τ (α∗, β̄). On the other hand, directly applying the conclu-

sions in Proposition 1, it is seen that ∀i ∈ V , we have α∗
i(j)

= ᾱi when j = j̄i.

Combined with the previous assumption that β̄ is the optimal VSP solution to

problem (6.12), ω∗
i,j̄i

= ω̄i,j̄i holds such that

L̃τ (ᾱ, β̄) = L̃τ (α∗, β̄) > L̃τ (α∗,β∗). (G.2)

However, there is a contradiction between (G.1) and (G.2). Consequently,

the assumption cannot hold, which means that (α∗,β∗) is exactly the optimal

solution to problem (6.12).
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