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Abstract
Ferromagnetic domain walls can be used to encode and propagate information in novel
spintronic devices. However, to realize these devices, different materials and geometries
that support stable and mobile domain walls need to be investigated. This thesis contributes
to the effort by examining domain walls in nanowires with curved profiles using micromag-
netic simulations and Lorentz microscopy.
Domain walls in head-to-head cylindrical segment nanowires were explored using micro-
magnetic simulations. The energy density (a measure of stability) of the resulting domain
walls was recorded for each combination of nanowire geometry (half versus quarter cylin-
der) and nanowire composition (Fe vs. Co). A domain wall with a potential for the field
of spintronics due to its narrow extent and strong out-of-plane component was found to
stabilise in a wide range of nanowire sizes in both Co and Fe nanowires. Additionally,
the effect of the interfacial Dzyaloshinskii-Moriya interaction (iDMI), on the domain wall
formation in quarter cylinder nanowires was examined. That resulted in the stabilisation
of another promising Néel-like domain wall with a simple one-dimensional rotation of the
magnetisation - the 1D wall. Throughout the entire simulation space, the extent of the
different domain walls was measured and recorded. Simulated experimental Fresnel mode
and differential phase contrast (DPC) images were calculated and used in the quantification
of the domain walls comparing magnetisation profiles to those from integrated induction.
Finally, the effect of electrostatic phase on DPC and Fresnel image contrast was examined
with respect to domain wall characterisation and classification.
Focused electron beam induced deposition (FEBID) was used to deposit physical Co and
Fe nanowires of varying width and thickness with a profile similar to the one studied
with simulations. The deposition conditions were optimised to produce defined magnetic
nanowires with as high saturation magnetisation as possible. Domain walls were success-
fully nucleated in said nanowires with the application of an external magnetic field and
identified using Fresnel mode microscopy. Differential phase contrast (DPC) imaging was
then used to obtain accurate maps of the magnetic induction of the nanowires showing a
more clear picture of the structure of the different domain walls. Finally, a combination
of transmission electron microscopy (TEM), atomic force microscopy (AFM) and DPC
imaging was used to obtain a measure of the saturation induction of the FEBID structures
and thus infer their elemental purity.



1
Basics of Magnetism

Contents
1.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
1.2 Basics of ferromagnetism . . . . . . . . . . . . . . . . . . . . . . . . 18
1.3 Magnetic energy terms . . . . . . . . . . . . . . . . . . . . . . . . . 21

1.3.1 Exchange energy . . . . . . . . . . . . . . . . . . . . . . . . . 22

1.3.2 Dzyaloshinksii-Moriya interaction . . . . . . . . . . . . . . . . 23

1.3.3 Magnetocrystalline anisotropy . . . . . . . . . . . . . . . . . . 25

1.3.4 Magnetostatic energy . . . . . . . . . . . . . . . . . . . . . . . 26

1.3.5 Zeeman energy . . . . . . . . . . . . . . . . . . . . . . . . . . 28

1.4 Magnetic domains and domain walls in thin films . . . . . . . . . . 28
1.5 Micromagnetic simulations . . . . . . . . . . . . . . . . . . . . . . . 30
1.6 Thesis outline . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32

16



Chapter 1 Basics of Magnetism

1.1 Introduction

Over the recent decades, the study of magnetism on the nano and micro scales has been
motivated by many impactful discoveries some of which have led to important applications
both in academia and in industry. Examples of them include magnetic memories based on
the Giant-Magneto-Resistance effect [1] and magnetic nanoparticle sensors used in biol-
ogy [2]. In particular, ferromagnetic domain walls (DWs) have garnered the attention of
researchers due to their many applications in the field of spintronics. Some of these include
magnetic racetrack memories [3], shift registers [4], and DW logic devices [5]. Most of
this research has been focused on planar guides or structures, which restrict the geometry
of the devices to simple rectangular shapes. However, the recent developments in novel
fabrication methods like Focused Electron Beam Induced Deposition (FEBID) and chemi-
cal synthesis (electroplating) and an increasing demand for cheaper and more efficient data
storage schemes have made the extension of micromagnetic research to 3 dimensions not
only possible but also necessary [6]. This extension brings to light new unusual spin con-
figurations, which exhibit interesting physical effects. Cylindrical nanowires, in particular,
have attracted a lot of attention [7]. They exhibit many properties similar to their planar
counterparts, but numerical models and simulations have predicted that their curved ge-
ometry may counteract one of the major limiting factors in building successful magnetic
nanowire devices [8] [9] - the Walker breakdown [10], which is characterised by an abrupt
reduction in DW mobility and loss of DW integrity at a specific applied spin-polarised
current or magnetic field. Successfully suppressing this limiting factor may allow for the
possibility of cheap and efficient data transport via magnetic DWs. This thesis aims to
contribute to the search for highly mobile and compact DWs by exploring nanowire ge-
ometries with a curved profile and a broken circular symmetry. It will do so by mapping
the parameter space of DW in such nanowires via micromagnetic simulation and an empir-
ical study, uncovering new DWs and creating a baseline for further study of this previously
unexplored nanowire geometry. The nanowire types studied here are first introduced in
Chapter 2 and further described in Chapter 4 and 5. This chapter (Chapter 1), gives an
overview of the principal of magnetism on the micro and nanoscales and highlights the
most important interactions responsible for the formation of domains and DWs. Addition-
ally, it provides some of the background theory on which the micromagnetic simulations
presented in Chapter 4 are based.
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Chapter 1 Basics of Magnetism

1.2 Basics of ferromagnetism

Magnetic fields arise from the motion of electrical charges. On the atomic scale the origin
of magnetism can be attributed to a combination of the orbital motion of electrons around
the nucleus and to their intrinsic spin. Classically an electron in orbital motion gives rise
to a magnetic moment mL proportional to its angular momentum L [11]. The magnitude
of the magnetic moment is given by equation 1.1.

µµµ l =− e
2me

·LLL (1.1)

Where e is the electron charge, h̄ is the reduced Planck’s constant and me is the mass of
the electron. In addition to their orbital motion, electrons also possess an intrinsic angular
momentum which is independent of their orbital motion. This quantity is the so-called
electron spin and is often denoted as S [12]. The magnetic moment generated by the
electron spin is given by equation 1.2.

µµµs =−gs
e

2me
·SSS (1.2)

Where gs is a proportionality constant called the g-factor. For simplicity the two equations
can be combined to give equation 1.3.

µµµ = γJ (1.3)

Where γ is a proportionality constant known as the gyromagnetic ration and J is the total
angular momentum of the electron given by J = L+S. This semi-classical description of
atomic magnetism is achieved by applying Ampere’s law to Bohr’s model of the atom. A
more complete description requires the full quantum mechanical treatment of the motion
of electrons and the knowledge of the particular material’s energy band structure. In a
magnetic solid, there is a large number of magnetic moments, and it is, therefore, useful to
define a quantity to describe their macroscopic behaviour. This is called the magnetisation
M and is defined as the magnetic moment per unit volume. While in reality, M is a discrete
quantity it can also be considered as a continuous function of time and position within the
"continuum approximation" i.e. on a length scale large enough to make the graininess of
individual magnetic moments insignificant. In linear magnetic materials, the relationship
between the magnetisation and an externally applied magnetic field H is described the
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following relation 1.4.
M = χmH (1.4)

Where the proportionality constant χm is called the susceptibility of the material. Most
materials acquire magnetisation parallel (paramagnetic, χ > 0) or anti-parallel (diamag-
netic, χ < 0) to the direction of the applied field. There are also materials in which the
relationship between M and H is not linear and the susceptibility is not a constant value,
but rather dependent on the strength of the applied field. In such materials, the individual
magnetic moments can spontaneously align with their neighbours resulting in a non-zero
magnetisation at H = 0. Materials with these properties are called ferromagnetic and can
have magnetic susceptibility 5 orders of magnitude larger than their diamagnetic and para-
magnetic counterparts. The alignment of magnetic moments is the result of the Heisenberg
exchange interaction, which is a quantum mechanical effect arising from the Coulomb
interaction of identical neighbouring particles with overlapping wavefunctions. It is de-
scribed by the following Hamiltonian [13]:

Ĥ =−∑
i j

Ji jSi ·Sj (1.5)

where Ji j is the exchange constant, which is a measure of the strength of the interaction
and the sum is over all magnetic moments Si. The sign of the exchange constant Ji j

determines the preferred orientation of the magnetic moments. Ji j > 0 is associated with a
parallel alignment of moments and a ferromagnetic configuration, whereas Ji j < 0 favours
an antiparallel configuration thus giving rise to antiferromagnetism [14]. For simplicity
any further references to the exchange interaction will refer to ferromagnetic materials,
as such materials are studied in this thesis. An intuitive and graphical way to describe
the response of magnetic moments to an applied magnetic field is the hysteresis loop, an
annotated example of which can be seen in Figure 1.1a. In the image one can see how
the magnetisation (M) responds to the applied field (H) by increasing up to the maximum
possible value called the saturation magnetisation Ms (1.1b. When the magnetic field H is
switched off the magnetisation drops to a non-zero value called the remanent magnetisation
(Mr) and can be brought back down to 0 only after the application of the coercive field Hc.
It is important to note that the shape of the hysteresis loop is dependent on the size and
shape of the magnetic sample. Additionally, the hysteresis loop shown here describes
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major hysteresis, which illustrates the magnetic states of material starting from and ending
with full magnetisation saturation [15]. As opposed to that minor hysteresis loops can
be used to map the magnetic response to magnetic fields insufficiently strong to cause
full saturation [16]. An important quantity mentioned several times above is saturation
magnetisation. This is an intrinsic property of the material that varies with temperature.
The relationship between the two for a ferromagnetic material is presented in Figure 1.1b.
On the graph, we can see that the value of the saturation magnetisation is highest at T =
0 and declines with increasing temperate until it reaches zero at the Curie Temperature
Tc [17]. Above this point, the thermodynamic energy is sufficient to cause the magnetic
moments to misalign resulting in a paramagnetic behaviour. In the regions below the line,
the magnetic moments in ferromagnetic materials can spontaneously align with each other.
The materials considered in this thesis - Co and Fe are ferromagnetic at room temperature
and have Tc of 1400 K and 1043 K.

(a) (b)

Figure 1.1: (a) Hysteresis Loop showing the response of Magnetisation Ms to an applied
Magnetic Field H with remanent magnetisation Mr and coercive field Hc (b) Temperature
dependence of saturation magnetisation showing the loss of ferromagnetic ordering above
the Curie Temperature Tc.
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1.3 Magnetic energy terms

While Heisenberg exchange is crucial to understanding ferromagnetism, energy contribu-
tions from different sources need to be considered in order to obtain a more comprehensive
picture of the magnetisation configuration of a material. In ferromagnetic materials the to-
tal internal energy of the system U is the sum of several competing interactions. They are
caused by separate physical phenomena but collectively contribute to the magnetic con-
figuration of the material. Depending on the particular system the contribution of these
phenomena can vary. The total internal energy U can be written as:

U = Eex +Em +Ek +Ez (1.6)

where Eex is the exchange energy, Em is the magnetostatic energy, Ek is related to crys-
talline anisotropy and Ez is the Zeeman energy. There can be other interactions that con-
tribute to the total energy of the system (e.g. magnetostriction), but they are not relevant
to the systems studied in this thesis - namely bulk Co and Fe nanowires. The relevant
interactions will be individually discussed in this section and related to the framework
of micromagnetism, whose basic premise is that the magnetisation M(r) and dipole field
Hd(r) of a magnet are continuously varying functions of the position (r) [11]. Micromag-
netism is considered a semi-classical model of magnetism as it integrates essential quan-
tum mechanical effects like the exchange interaction to a continuous classical description
of magnetisation. The main assumption of the model is that the length scale over which
local neighbouring magnetic moments remain parallel is much larger than the inter-atomic
lattice spacing for the given material [18] and thus atomic scale variation in the magnetic
structure of the material can be ignored. This approach simplifies the mathematical treat-
ment of complex magnetic interactions, such as exchange coupling, magnetostatic energy,
and anisotropy effects, allowing for the analysis of domain structures, magnetic excitations,
and dynamic processes within the material. By using this approximation, micromagnetic
simulations, like the ones presented in Chapter 4, can effectively model and predict the
behavior of magnetic materials. Further information on the theory on micromagnetism and
micromagnetic simulations is presented in 1.5
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1.3.1 Exchange energy

As described in Section 1.2 the ferromagnetic exchange is responsible for the parallel align-
ment of spins [13]. The strength of this interaction rapidly decreases with increased dis-
tance between atoms. Therefore, only the interactions between an atom and its nearest
neighbours are sufficient to approximate the energy contribution given by equation 1.7.

Eex =−2JS2
∑
i j

cosφi j (1.7)

Here S is the magnitude of the spin vector and φi j is the angle between neighbouring spins
and J is the so-called exchange integral. By assuming a continuous magnetisation unit
vector m(r) such that M(r) = Msm(r) and a small angle φi j between mi and m j one can
re-express equation 1.7 the micromagnetic framework as follows:

Eex = A
∫

v
((∇mx)

2 +(∇my)
2 +(∇mz)

2)dV (1.8)

Here the vector m represents the components of the magnetisation and A is the exchange
stiffness constant given by equation 1.9.

A =
JS2

a
n (1.9)

In the equation above n is a number relating to the number of atoms in the unit cell and a is
the lattice constant. An important quantity associated with the exchange energy is the ex-
change length lex, which is an approximation of the distance over which the magnetisation
within a sample remains uniform [19]. It varies for different materials and is given by:

lex =

√
2A

µ0M2
s

(1.10)

In the equation above µ0 is the permeability of free space and M2
s is the saturation mag-

netisation of the material. In soft magnetic materials, lex typically ranges from 2-5 nm and
can be related to the sizes of the smallest entities of magnetisation.
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1.3.2 Dzyaloshinksii-Moriya interaction

Another type of exchange interaction is the antisymmetric exchange, also known as the
Dzyaloshinksii-Moriya Interaction (DMI) [20]. In materials where it is present, DMI com-
petes with the standard Heisenberg exchange resulting in a gradual rotation (or canting) of
the magnetic moments around the DDDi j vector, the angle of which is dependent on the ratio
between the two energies. Typically the strength of DMI is approximately 10 - 20% that of
the Heisenberg exchange [21][22]. The microscopical cause for DMI is strong spin-orbit
coupling (SOC) between two neighbouring magnetic atoms and a third non-magnetic one.
This configuration can be seen in Figure 1.2. The term SOC refers to a relativistic interac-
tion between the electron’s spin and its orbital motion. The result is a slight change of the
total angular momentum of the electron J depending on whether the spin is aligned with
or against the orbital motion [23].

Figure 1.2: DMI interaction: Spin-orbit coupling (SOC) from heavy metal atom (brown)
causes misalignment of between neighbouring spins (blue).DDDi j vector points out of the
page.

Energy contributions from DMI can be calculated using the Hamiltonian in equation 1.11

Ĥdmi =−|Di j| ·Si ×Sj (1.11)

Where Si and S j are neighbouring spins and DDDi j is the vector resulting from the strong
spin-orbit coupling that causes the spins to stray from the parallel configuration resulting
from the conventional exchange. Depending on atomic properties two different kinds of
DMI can exist - bulk and interfacial (iDMI). The former is determined by the symmetry
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in atomic lattice structures and arises in crystal structures which lack inversion symmetry
i.e. in crystal structures that do not remain the same if inverted through a central point. An
example of that is MnSi of the B20 crystal group [24]. The latter is present at interfaces
between a magnetic material and heavy metals with strong spin-orbit coupling [25]. Exam-
ples include Pt/Co where the DDDi j vector is positive [26] and Ir/Co interfaces [27] where the
DDDi j vector is negative. In such structures, the DDDi j vector is parallel to the interface. Figure
1.3 shows a schematic of the magnetic moment rotation caused by positive and negative
interfacial DMI. As stated before, DMI directly competes with the Heisenberg exchange
and does not exist on its own. Its contribution to the energy of the magnetic system in the
micromagnetic model is highly dependent on the crystal symmetries of the system and the
particular expressions are derived using Lifshitz invariants [28] [29]. Equations 1.12 and
1.13 show the energy contributions for DMI in both thin film with interfacial DMI in the
x-y plane and in materials in materials with bulk DMI respectively [30]. Typical values of
the strength of iDMI in Ir/Ci and Pt/Co interfaces range from 1 - 2 mJ/m2 [31] [32]. DMI
is essential in the stabilisation of chiral magnetic structures like magnetic skyrmions [33],
which are particle like, topologically protected magnetic structures, and chiral DWs [34],
which have applications in high-density data storage [35]. In this context the term chiral-
ity refers to the "handedness" of the magnetic structure and more precisely the direction
of canting of the spins. For example a clockwise canting of the spins would result in a
magnetic structure with different chirality compared to a counter-clockwise canted one. It
can also induce exotic dynamic properties and transport phenomena with possible applica-
tions in future spintronic devices [36]. Some examples of that are provided in Chapter 2.
The effects of interfacial DMI in Fe and Co nanowires are explored using micromagnetic
simulations in Chapter 3.

EiDMI = D(m ·∇mz −mz∇ ·m) (1.12)

Ebulk = Dm · (∇×m) (1.13)
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Figure 1.3: Magnetic moment rotation at a heavy metal / ferromagnetic material interface
caused by positive (top) and negative magnitude of the DDDi j vector

1.3.3 Magnetocrystalline anisotropy

Ferromagnetic materials can have a crystal structure that energetically favours the align-
ment of magnetisation parallel to a particular direction. This is called magnetocrystalline
anisotropy and is also caused by the spin-orbit coupling phenomenon defined in Section
1.3.2. Here the magnetic moments become coupled to a specific crystal direction creating
an energetically favourable direction of the magnetisation. This energetically favourable
direction is commonly referred to as the easy axes. Depending on the crystal structure a
material may have one or many easy axes. The energy contributions from magnetocrys-
talline anisotropy are dependent on an anisotropy constant K and the unit vector ê pointing
in the direction of the easy axis. The two most common examples are uniaxial anisotropy,
where only one easy axis exists and cubic anisotropy, in which three orthogonal axes are
the easy ones. Macroscopic energy contributions from magneto-crystalline anisotropy are
often minimal for polycrystalline samples like those studied in this thesis due to the random
directionality of individual crystallites. However, crystalline anisotropy can still result in
small local variations in the magnetisation direction called magnetisation ripple [37].
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1.3.4 Magnetostatic energy

In a magnetic material, each moment creates a dipole field. The macroscopic interactions
between the dipole fields give rise to both internal (demagnetising field Hd) and external
(stray field) magnetic fields. Hd can be regarded as the gradient of some scalar potential
Φr i.e. Hd = −∇Φ(r) and in an ideal uniformly magnetised sample it acts in a direction
anti-parallel to the magnetisation. The form of the scalar potential for an ideal magnetic
body, where the magnetisation is strictly defined in some region (V) and smoothly decays
outside that region (δV ) is given by equation 1.14 [38].

Φ(r) =
1

4π

(∫
V
−∇

′ ·M(r′
)

|r− r′|
dr

′
+
∫

δV

n ·M(r′
)

|r− r′|
dS

′

)
(1.14)

Where the first integral is over the volume of the magnetic body, the second is over its
surface and n is a unit vector normal to the surface. The energy associated with the demag-
netising field Hd can be calculated by integrating over all magnetic moments in the sample
volume V.

Em =−µ0

2

∫
V

M ·HddV (1.15)

In micro- and nanoscale magnets this energy is reduced when the effective magnetostatic
surface and volume charges tend to zero. In magnetic samples, this is achieved by split-
ting the sample into regions of opposing magnetisation as pictured in Figure 1.4. The
first schematic in the Figure (1.4 a)) displays a uniformly magnetised state in which the
exchange energy is minimized due to the parallel alignment of neighbouring spins. This,
however, comes at the expense of a large surface charge and an associated demagnetising
energy. For these reasons, such a state is only stable within a strong external magnetic
field or in samples with very high uniaxial anisotropy. If that is not the case the uniform
state will split into oppositely pointing domains as pictured in Figure 1.4 b). There the de-
magnetising energy is significantly reduced, this time at the expense of increased exchange
energy contribution. Such a state is associated with a high magnetocrystalline anisotropy
along the long direction of the magnetic element. Without it, the magnetisation of the sam-
ple will form a flux closure state where the demagnetising energy is dramatically reduced
for a comparatively smaller increase in the exchange energy.
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Figure 1.4: a) - Non-zero macroscopic magnetisation and a large related demagnetising
field. b) - Magnetisation is split in domains to reduce demagnetising field .c) - Flux closure
state.

It’s worth noting that in smaller samples (on the order of the exchange length of the sample
material) the increase in exchange energy makes the existence of flux closures impossible
and the preferred magnetisation direction is along a single direction as depicted in Figure
1.4 c).
The magnetostatic energy is also the source of magnetic shape anisotropy. Much like
magnetocrystalline anisotropy, shape anisotropy is characterised by a favourable direction
of magnetisation. In the absence of any other interactions, the preferred magnetisation
direction will be along the long axis. A typical example used to illustrate shape anisotropy
is a magnetic ellipsoid - Figure 1.5. When the ellipsoid is magnetised along a direction
opposing charges build up at the surfaces resulting in an internal field Hd. When the
magnetisation is along the long axis of the ellipsoid the distance between opposite charges
is larger and Hd is reduced resulting in a more energetically favourable configuration.
Within perfectly spherical samples the value of the Hd field is the same for magnetisation
direction, making it the only geometry with no shape anisotropy. The energy contribution
from shape anisotropy per unit volume in a thin magnetic film is given by equation 1.16.

Eshape =
1
2

µ0M2
s cos2(θ) (1.16)

Where the magnetisation is assumed to be with the magnitude of the saturation magneti-
sation of the material at an angle of θ to the film normal. Shape anisotropy competes with
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Figure 1.5: Shape Anisotropy in an elliptical element. The size of the arrows indicates the
relative strength of the fields. In this case, magnetisation along the long axis is favourable.

magnetocrystalline anisotropy resulting in an effective anisotropy term Ke f f . It is also an
important factor in the formation of DWs in both planar and 3D magnetic nanowires.

1.3.5 Zeeman energy

The Zeeman energy is the result of an interaction of the magnetisation with an external
field Hext . It is given by equation 1.17 and is minimized when the individual magnetic
moments align parallel with the external field lines.

Ez =−µ0Ms

∫
Hext ·mdV (1.17)

Applying an external field causes magnetic domains aligned with the field direction to
grow. At sufficiently high Hext all the moments in the sample are aligned with field making
resulting in an effectively saturated magnetisation.

1.4 Magnetic domains and domain walls in thin films

In ferromagnetic materials, the competition and interplay between the previously described
interactions result in the formation of regions with uniform magnetisation called magnetic
domains [39]. For magnetic samples with sizes comparable to the exchange length of the
material lex single domain states are often favourable because of the relative strength of
the Heisenberg exchange interaction [40]. As sample sizes increase so do the relative en-
ergy contributions of the dipolar interaction, magnetocrystaline and shape anisotropies. As
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described in the previous section multiple magnetic domains are a way to minimize these
energy contributions. The transition regions between domains, where magnetisation gradu-
ally changes direction, are called DWs. DW widths in continuous thin ferromagnetic films
can vary between 1-200 nm [41]. They also have an associated energy cost related to them,
which is proportional to the area occupied by the DW. There are two main types of DWs
appearing in thin ferromagnetic films - Bloch and Néel, diagrams of which are shown in
Figure 1.6. In Bloch walls the magnetisation rotates perpendicularly to the domain bound-
ary as pictured in Figure 1.6 a). Bloch walls are also divergence-free and have no internal
magnetostatic energy associated with the wall structure. They appear in thicker magnetic
films and bulk materials. There are magnetic charges associated with Bloch walls at the
top and bottom sample surfaces (indicated in Figure 1.6 as + and - signs), but for thicker
samples, the charges are sufficiently separated to minimize the stray field contributions.
As sample size decreases and surface charges are brought closer together the stray fields
increase and the Bloch wall becomes more unfavourable. The critical point at which Néel
walls become more favourable occurs at varying film thicknesses for different materials.
For permalloy, which is an alloy of Nickel and Iron commonly used as an example, it is
around 30 nm [13]. Néel walls are characterised by an in-plane rotation of magnetisation
Figure 1.6 b). This type of rotation causes volume charges to build up within the material.
Unlike Bloch walls Néel walls have a divergent magnetisation. Near the transition between
Bloch and Neél walls a combination of the two can occur. This is called a cross-tie wall
and is characterised by alternating vortex/antivortex pairs [42].
DWs can be propagated across mediums using external magnetic fields or spin-polarised
currents. An important parameter associated with DW motion is DW mobility, which is
defined as the rate of change of wall velocity under the influence of an external magnetic
field. DWs with high mobility and velocities are highly desirable in the field of spintron-
ics. An example of such a wall is a Neél wall with a fixed chirality. It has been shown
experimentally that such walls can reach speeds up to 700 m/s in ferromagnetic multilay-
ers [43], which is an order of magnitude faster than other DWs (e.g. the Bloch wall) [44],
therefore making them ideal candidates for spintronic applications. Interfacial DMI has
been shown to promote the formation Néel type walls in ferromagnetic multilayers [34]
and that is why the effect of iDMI is also considered in this thesis. Section 4.3.2 in Chapter
4 explores the effect iDMI has on certain cylindrical segment Co and Fe nanowires through
micromagnetic simulations.
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(a) Bloch DW (b) Néel DW

Figure 1.6: Diagram of the main DW types observed in thin magnetic films. Oppositely
pointing domains are colored blue and red while the DW is colored green.

1.5 Micromagnetic simulations

Simulations are an essential tool for the study of magnetic structures on the nano and micro
scales. They allow the user to explore and quantify different magnetisation states that can
occur in a vast parameter space of sample geometry and composition. Additionally, they
can be used to model magnetic behaviour and used to predict and interpret experimental
results. Most simulation packages are based on the framework of micromagnetism which
was discussed in earlier sections. Simulation packages utilising the micromagnetic ap-
proach are widely used because they allow the user to resolve subtle magnetisation changes
in the transition regions between domains. Atomistic models [45] exist that provide a more
comprehensive picture, but are not practical for the study of structures larger than a few
nanometers. In the micromagnetic framework, the time evolution of magnetisation dynam-
ics is calculated using the Landau-Lifshitz-Gilbert equation - (1.18). This is a phenomeno-
logical differential equation which calculates the response of the magnetisation to a torque
created by an effective field [46].

∂M
∂ t

=−γM×He f f −
γα

|M|
M× (M×He f f ) (1.18)
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In the equation above γ is the ratio between a particle’s magnetic moment and its angular
moment (gyromagnetic ratio), α is the damping coefficient and M is the normalised mag-
netisation vector. He f f is the effective magnetic field and can have contributions from the
magnetostatic, exchange, anisotropy, DMI fields. It is given by:

He f f =
1
µ0

dU
dM

(1.19)

where U is the total energy functional. The LLG equation has two terms, the first of which
describes the rotation of the magnetisation M around the effective field Heff. The second
term is related to damping and energy dissipation and describes the motion of magneti-
sation towards aligning with Heff. The motion caused by the two terms is illustrated in
Figure 1.7. Most micromagnetic software packages, and most importantly the one used in
this thesis, solve the LLG equation by subdividing the simulation space into discrete vol-
ume elements (cells) and assigning them a magnetisation vector. The LLG equation is then
solved numerically for each cell. The simulation proceeds in discrete time steps, with the
magnetization updated at each time step based on the current magnetization configuration
and the effective magnetic field acting on each cell. The term influencing the effective mag-
netic field are described in Section 1.3. There are two main approaches to the subdivision
of the simulation space - finite difference and finite element. In the first approach, each
volume is cuboid-shaped. This makes the approach very efficient at simulating magnetic
thin films or other shapes with sharp edges. In the finite element approach the volume ele-
ments are irregular tetrahedra, which allows for the simulation of more complex shapes at
the cost of computational efficiency. It is important to note that for either of the approaches
to yield significant and accurate results the size of the cell must be considered carefully.
Usually, the exchange length (equation 1.10) of the simulated material is used as an upper
limit on cell size [47]. In this thesis, the finite difference-based and GPU-accelerated Mu-
max3 was used for micromagnetic simulations of magnetic nanowires because it offered
the best compromise between computational efficiency and accuracy. The simulations per-
formed in this thesis do not take thermal effects into account [48]. This is not relevant to
static simulations which aim to find the lowest energy state of the system. Additionally,
the Curie temperatures of the simulated materials (1200-1600K for Co and 1200K for Fe
[49]) are high enough to make any thermal contributions negligible [50]. In dynamic situ-
ations thermal effects may have a bigger impact on things like the field required to reverse
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magnetisation or depin a magnetic DW. In addition to the lack of thermal effects, another
limitation in the micromagnetic model is the assumption of material uniformity across the
simulated structure. This limits the accuracy of the model for structures with inhomo-
geneities or defects. Furthermore since the results obtained from the micromagnetic model
rely heavily on the material parameters used, significant care must be taken when choosing
them. Further discussion on the micromagnetic package and different models used for this
thesis are given in Chapter 4.

Figure 1.7: Visual representation of the precession (red) and damping (blue) terms of the
LLG equation.

1.6 Thesis outline

The thesis continues with Chapter 2 where the focus is on ferromagnetic nanowires and
their applications. There planar and cylindrical nanowires are introduced along with the
DW structures they exhibit. Additionally, a brief introduction to the main spintronic appli-
cations of ferromagnetic nanowires and DWs is provided in order to highlight the motiva-
tion and provide some context for the research presented in this thesis. Chapter 3 delves
into the experimental methods employed for this thesis. It provides a detailed outline
of the fabrication techniques used for Co and Fe magnetic nanowires, including focused
electron beam-induced deposition (FEBID) and DC magnetron sputtering. The chapter
also explores the characterization techniques used to analyze these nanowires, encompass-
ing both conventional and Lorentz mode electron microscopy and providing a theoretical
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background where necessary. Chapter 4 presents a micromagnetic study of curved profile
nanowires. This includes static simulations used to determine the various DW configura-
tions that can be supported by half and quarter cylinder (HC and QC) nanowires along with
a study of the effect of iDMI on QC nanowires. In order to supplement the micromagnetic
study, simulated electron microscopy images were calculated for the different DW types
and used in Chapter 5 to aid with the interpretation of TEM images of physical nanowires.
The chapter results are summarized in a series of DW energy diagrams and provide a base-
line picture of the DW types that can be expected in curved profile nanowires. Two of the
observed DWs showed particularly promising characteristics, namely, a narrow profile and
a simple spin structure, both highly desirable in the field of spintronics. Chapter 5 presents
an empirical study of curved profile Co and Fe nanowires from fabrication via focused
electron beam induced deposition (FEBID) through to structural and magnetic character-
isation using electron microscopy. The fabricated nanowires, while not ideally QC and
HC display similar cuvature and aspect ratios and are therefore comparable in shape to the
ones simulated in Chapter 4. Their main magnetic characterisation was performed using
Lorentz microscopy and the chapter presents a series of images of the DWs that were nu-
cleated in the physical nanowires. Additionally, the chapter presents a quantitative DPC
study used to obtain high - resolution images of the DWs and information of saturation
induction and purity. Chapter 6 provides some final conclusions and discusses some of the
pitfalls of the research along with some potential avenues of further research.
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Chapter 2 Ferromagnetic Nanowires

2.1 Introduction

The term ferromagnetic nanowire refers to a thin and long strip of magnetic material with at
least one dimension in the nanometer scale. Generally, such structures possess high aspect
ratios, with their length being much larger than their width or thickness [1]. In the absence
of a strong magnetocrystalline anisotropy, this results in a single domain magnetisation
state orientated along the length of the nanowire [2]. If a domain wall (DW) is "forced" to
nucleate in such a nanowire either by external factors, e.g. a strong magnetic field or by
modifying the nanowire geometry (adding notches, kinks, or other defects), the resulting
state is generally a head-to-head/tail-to-tail configuration with two domains separated by
a 180◦ DW that differs significantly from the simple Bloch and Néel DWs described in
Chapter 1. The size, shape, type and stability of these is highly dependent on the size and
geometry of the nanowire they occupy. As mentioned in Chapter 1 the nanowire geometries
studied in this thesis are characterised by a curved profile and a broken circular symmetry.
Figure 2.1 shows examples of this geometry in c) and d). It is clear from the image that
these geometries lie somewhere in between planar (a)) and cylindrical (b)) nanowires. It is
therefore crucial to understand the DWs that form in each of these, before introducing the
cylindrical segment nanowires. A summary of the DWs that form in cylindrical and planar
nanowires is presented in Sections 2.2 and 2.3 and provides important background info that
is later used to in the classification of the DWs of the curved profiles nanowires explored in
this thesis. Furthermore, several of the main applications of ferromagnetic nanowires are
discussed in Section 2.4 in order to provide context and the main motivation for the work.

Figure 2.1: Example of the nanowires geometries. The images show a) planar, b) cylin-
drical, c) half-cylinder and d) quarter cylinder nanowires in head-to-head magnetisation
configurations.
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2.2 Planar nanowires

In the context of nanowires, the word planar is used to describe nanowires with a rect-
angular profile. These are the most researched nanowires and the easiest to fabricate with
conventional methods like lithography [3], electrodeposition [4] and even ion beam irradia-
tion [5]. The three main types of walls that can form in planar nanostrips are the following:
transverse wall (TW), asymmetric transverse wall (ATW), and vortex wall (VW) [6] and
can be seen in Figure 2.2. The TW can be likened to a pair of 90◦ Néel walls separated
by a transverse magnetisation component (Figure 2.2 b)). This type of wall is formed in
narrower and thinner (less than 50 nm wide for permalloy) magnetic nanowires because of
its relatively low exchange cost. As the wire width increases, an asymmetrical component
appears in the TW giving it a magnetisation component parallel to the wire axis (Figure 2.2
a)). This is the so called ATW, which is an almost mixed state between the pure TW and
VWs but at intermediate dimensions. As the wire size increases further the VW becomes
the most energetically favourable (Figure 2.2 c)). It is characterised by a rotation of the
magnetisation around an out-of-plane component in the middle of the DW - the vortex core.
Several more complex DW structures can occur in wider nanowires where the influence of
shape anisotropy is reduced. These include extended, double and even triple vortices as
described in [7]. Additionally, introducing notches, kinks or other imperfections within
the geometry of the nanowire can not only act as pinning sites for the formation of DWs
but also lead to a change in the DW geometry and size [8]. For example, periodic holes
along the length of the nanowire have been shown to increase the achievable DW propaga-
tion speeds up to 900 m/s [9]. Further factors like sample composition, a strong external
magnetic field or spin polarised current can also strongly affect the type and geometry of
the DW [10].

2.3 Cylindrical nanowires

As opposed to their planar counterparts, the cylindrical nanowires have a circular profile
which results into several unique properties. First of all, as mentioned in introductory chap-
ter, the Walker breakdown phenomenon which limits DW propagation is suppressed [11]
[12]. Secondly, cylindrical nanowires have been found to possess some magneto-chiral
properties allowing them to support DWs which have different responses to magnetic field
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Figure 2.2: Spin vector diagrams and schematic illustrations of a) an ATW, b) a TW) and
c a VW observed in planar nanowires in head-to-head magnetisation configuration. Red
lines indicate position of the 2D vector plots.
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depending on their chirality [11]. Finally, the curvature of the edge gives rise to the so-
called curvature-induced DMI [13], which is characterised by spin canting without the
presence of DMI inducing materials. This has been shown to promote chiral structures and
skyrmion-like DWs and skyrmion tubes [14]. Several different methods exist to fabricate
cylindrical nanowires including synthesizing the magnetic material within the pores of a
nanoporous host material [15], electrodeposition within alumina templates [16], or using
the FEBID technique [17], which is also employed in this thesis and will be discussed
in more detail in Chapter 3. Similar to their planar counterparts, they can be magneti-
cally characterised by many different methods including MOKE, magnetormetry, MFM
and magnetic imaging within a transmission electron microscope (TEM) [18]. Their vari-
able cross section, however, presents challenges to TEM imaging due to contrast from non
magnetic sources due to thickness variations. A similar issue is present in the character-
isation of cylindrical segment nanowires studied in this thesis and detail on that and how
it can be addressed is available in Sections 3.5.2, 4.8.3 and 5.6.1. Finally, a very popular
method utilised across the cylindrical nanowire research space is micromagnetic simula-
tion as it provides a way to gain insight into specific problems and situations without the
need for expensive fabrication and characterisation. In cylindrical nanowires, similar to
planar nanowires, the supported DWs within the structure change as the lateral size of the
nanowire increases. However, the circular symmetry of cylindrical nanowires results in
slightly different types of DWs. In particular three different DW types have been observed
in cylindrical nanowires - the TW, the Bloch-point wall (BPW) and the cylindrical ATW
[19]. Schematics of them are displayed in Figure 2.3.
The TW (2.3a)) is very similar to its planar counterpart and is supported in narrow nanowires
with a diameter under 50-60 nm. Its name is derived from the strong magnetisation com-
ponent transverse to the long nanowire axis. Nanowires with larger diameters typically
feature a BPW, which is characterised by a vortex-like rotation of magnetisation around
the nanowire with a magnetic singularity in the centre, a Bloch point [20]. This particular
wall has been shown to have an unexpected chirality. Depending on the direction of rota-
tion of the wall when a magnetic field is applied to it, either normal motion or reversal of
rotation followed by straight motion can be observed [21]. In larger nanowires (D > 50-60
nm) a third metastable DW can also be observed - the cylindrical ATW. It’s characterised
by a vortex-like rotation on the surface of the cylindrical nanowire. In order to preserve
topological charge, this vortex is coupled to an antivortex structure on the opposite side of
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Figure 2.3: 3D representations of the a) TW, b) ATW and c) BPW observed in cylindrical
nanowires. Arrows indicate the direction of magnetisation and the color change from blue
to red indicates the Mz magnetisation component. Reproduced from Ferguson et al. 2015.

the nanowire. It is important to note that in some nanowire diameters close to the transition
point listed earlier (50-60 nm), both BPW and TW can be supported with the BPW becom-
ing the preferred state as the diameter increases further. Manipulating nanowire geometry
is also a practice with cylindrical nanowires. M. Salem et al. [22] and C. Bran et al. [23]
demonstrated the effect of diameter modulation on cylindrical nanowires, with the latter
showing DW pinning in modulated and bamboo-like cylindrical nanowires. Nanowires
composition also is an important factor for the DW formation. In [24] C. Bran et al. fur-
ther determined that the magnetic state of segmented Ni and NiCo nanowires was highly
dependent on the coupling between the adjacent segments.

2.4 Spintronics and nanowire based application

The main applications of ferromagnetic nanowires lie in the field of spintronics, which
is an area of research focused on developing a new generation of nanoelectronic devices
[25]. Spintronic devices aim to use the spin and magnetic moment of the electron in order
to achieve higher device throughput, efficiency, and lower power consumption. An ex-
ample of this is using magnetic domains and DWs to encode information and then access
and manipulate this information through the propagation of DWs. The following sections
describe some of the most common spintronics applications based on ferromagnetic DWs.
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2.4.1 Spin polarised current

A popular method for manipulating magnetic domains and DWs is through an external
magnetic field. However, when considering nanoscale spintronic devices the application
of field has some limitations. For example applying a magnetic field is difficult to localise
and it is therefore hard to target specific DWs (or even isolated device components) without
unintentionally influencing others. Additionally, generating a magnetic field requires the
inclusion of additional components to the device design. This creates additional fabrication
difficulties, and increases the overall size and power consumption of the devices [26]. For
these reasons, spin polarised current is often considered as a way to propagate DWs. This
is simply an electric current, in which the flowing electrons have been modified so that their
spins are aligned in a particular direction [27]. In a magnetic system this polarisation occurs
when an electron spin carried by the current interacts with the magnetic layer. It is mediated
by the exchange interaction and leads to torques between the spin and the magnetization.
When a non-uniform magnetisation e.g. a DW is encountered by the current, the torque is
transferred to it causing displacement [28]. This mechanism is commonly referred to as
spin transfer torque or STT. Typically, the current is injected in pulses with times ranging
from 10 ns to a few microseconds and varying current densities depending on the material
composition of the system [29]. In the presence of heavy metals with strong spin orbit
coupling another source of spin polarisation arises - spin orbit torque (SOT)[30] [31]. The
origin of these effects can be due to different mechanism like the spin galvanic effect
[32], or the spin Hall effect (SHE) [33], which causes a current spin polarisation in a
direction perpendicular to the current flow. Either of the two can be present depending on
the particular systems material parameters.

2.4.2 Racetrack memory

Perhaps the most important nanowire and DW-based device is magnetic racetrack memory.
The initial concept was proposed and developed by Parkin et al. between 2003 and 2008
[34]. The operational principle is as follows: Magnetic domains with opposite magneti-
sation in a long thin strip of magnetic material are used to represent bits of information
e.g. a domain with ↑ direction can represent a 1, while a ↓ domain can represent a 0. By
shifting the domains through a specialised read/write device the magnetisation state can
be recorded (read function) or altered (write function). A schematic of a single racetrack
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memory can be seen in Figure 2.4.

Figure 2.4: Schematic of magnetic racetrack memory. Blue and red colored regions repre-
sent opposite magnetic domains.

The propagation of the magnetic domains across the strip is achieved by manipulating
the DWs that separate them. This can be done with a magnetic field, however, as men-
tioned earlier, this requires the addition of field generators in the device fabrication, which
limits the size of the resulting devices and creates additional fabrication difficulties. For
these reasons, the preferred approach for DW manipulation is using a spin-polarised cur-
rent. Mechanisms based on STT were initially proposed, but recent research shows that
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the performance of racetrack memory can be improved with the addition of DMI inducing
layers [35], which facilitates highly mobile Néel-like DWs and the presence of SHE. The
latter SOT based propagation was found to be much more efficient than the standard STT
mechanism and resulted in DW speeds of up to 400 m/s. The read and write operation
of the racetrack memory can be achieved by a variety magnetic sensors, with the most
common method being implementation of magnetic tunnel junctions (MTJ) [36] as part
of the nanostrip design. A detailed review on the advancement of the DW racetrack in-
cluding novel material approaches using antiferromagnetic layers, device architecture and
read/write mechanisms can be found in an article by R. Bläsing et al. [37].

2.4.3 Domain wall logic

Other spintronic devices that rely on DW propagation fall under the umbrella term "domain
wall logic". These include magnetic nanowire based designs meant to replace common
semiconductor components like shift registers and logic gates (NOT, NAND, NOR) [38].
A detailed description of all these devices is beyond the scope of this thesis, however, a
basic understanding of the underlying principles can be obtained using the DW NOT gate.
The function of a NOT gate is to simply invert the signal it receives i.e. if the NOT gate
receives a signal representing a 1 it would output signal 0. A DW-based design for this is
proposed in [39]. Similarly to the racetrack memory the DW NOT gate (and the other DW
logic devices) relies on encoding bits of information in the magnetisation directions in the
logic element and varying it the state by propagating a DW. The concept presented here
relies on a counter-clockwise rotating magnetic field to do that. The operation is presented
graphically in Figure 2.5.

In its initial state the magnetisation of the NOT gate is constant across all its terminals
(P, Q, and R). As a domain is injected into the P terminal and propagated across the device
the first magnetisation between P and Q becomes continuous and opposite to its initial
state Figure 2.5 a) and b). Then as the magnetic field rotates the DW is driven out of the R
terminal resulting in an effectively flipped magnetisation across the entire device. The DW
propagation here is achieved using a magnetic field, however, current-driven motion has
also been explored in [40]. Recently, also structures that include DMI effects have shown
promise in the field [41].
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Figure 2.5: Schematic of DW based NOT gate. Blue and red colored regions represent
opposite magnetic domains. a) shows injection of a DW in the device, b) shows the change
in device magnetisation as the DW is propagated using an external field and c) shows the
DW exiting the device and the resultant reversal of magnetisation.

2.4.4 Other domain wall based applications

Many other applications exist that depend on magnetic domains and the propagation of
DWs and the response of nanowires. Some of these include sensors for magnetic fields
or their components as described [42] or even for temperature [43]. DW also have found
applications in the control and manipulation of secondary systems [44], where DWs were
used to control magnetic nanoparticles for biological applications. Another application
of magnetic DWs and nanowires is in Neuromorphic Computing, which refers to a novel
computing architecture inspired by the human brain. In a neuromorphic computer, both the
processing and memory functions are governed by a network of neurons connected using
synapses [45]. The neuron elements take multiple signals as input and process them into a
singular output, while the synapses work a connection between the neurons. Typically, the
synapse connections between the neurons have adjustable weights associated with them,
representing the strength of the connection between the neurons. These weights deter-
mine how much influence the output of one neuron has on the input of another. Adjusting
the weights of the synapses allows neuromorphic systems to learn and adapt to different
input data patterns. Magnetic DW-based devices like the DW-MTJ have been found to
be promising candidates for neurons [46] and synapses [47] due to their tunability, non-
volatility, and low power consumption. In the former, the presence and position of the DW
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in the free layer of the MTJ can be used to encode information analogous to the firing state
of a neuron in biological neural networks. The synaptic behaviour on the other hand is pro-
posed to operate by modulating the resistance on the MTJ by oscillating the DW between
pinning sites.

2.5 Skyrmion based spintronic nanowire applications

A different method to encode both magnetic logic and memory in nanowires and nanostrips
is through the so-called magnetic skyrmions [48]. A magnetic skyrmion is a topologically
protected, non-centrosymmetric magnetic quasi-particle exhibiting a vortex-like magneti-
zation profile [49] . They stabilise in magnetic systems which exhibit DMI and have chiral
characteristics, meaning that the rotation of their magnetisation can only be in one direc-
tion [50]. Much like DWs, they can be moved using electric currents via the SOT or STT
mechanisms described earlier. Due to their inherent stability, they have been proposed as
potential information carriers in spintronic systems [51]. Some of their application include
skyrmion based logic and also neuromorphic computing [52] [53].

2.6 Limitations of domain walls based applications

One of the key research challenges of achieving such devices is the need for controllable
high-speed DW propagation, as mentioned in Chapter 1. Strong magnetic fields are a way
to achieve this in situation where a single DW needs to be propagated along a nanowire,
but in multi-domain devices and components fields make it difficult to propagate DWs in a
consistent manner. An alternative method is to apply a spin-polarised current as described
in Section 2.4. Even with current driven DWs, there are limiting factors to the speed of
DW propagation. The main one is Walker breakdown, a phenomenon in which anitvortex
structures are periodically formed and annihilated an on the wire edges as the DW is prop-
agated at high speeds [54]. This reduces the mobility of the DW and presents potential
instabilities that can greatly limit DW-based applications. Multiple studies have been pub-
lished on the suppression of Walker breakdown. Manipulation of the nanowire topology,
such as the introduction of periodic holes [9] or modulation of the nanowire width [55], has
shown a significant reduction of antivortex formation. Additionally, cylindrical nanowires
have been shown to suppress Walker breakdown due to the lack of lateral edges [56]. An
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unexplored gap in the research is a planar nanowire that lacks a lateral edge, i.e. a nanowire
with a flat bottom but curved edge. This particular configuration is explored in this thesis.
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3.1 Introduction

Throughout this project, various experimental techniques have been used to study the mag-
netic properties of curved-profile nanowires. This chapter includes a detailed account of
the tools and methods that were essential to the research. The two main tools used were
a scanning electron microscope (SEM) with a fitted focused ion beam (Helios PFIB) for
sample fabrication and two transmission electron microscopes (TEM) - the Tecnai T20 and
the JEOL atomic resolution microscope (ARM) for physical and magnetic characterisation.
The Tecnai T20 was used for initial sample characterisation via techniques like bright-field
imaging (Section 3.4.2) and for Fresnel mode Lorentz microscopy (Section 3.5.3). The
JEOL ARM was mainly used for quantitative magnetic imaging via differential phase con-
trast (DPC) (Section 3.5.5). Section 3.2.1 of the chapter describes the basic operation of
an SEM and the focused electron beam-induced deposition technique (FEBID) which was
used in the fabrication of nanowires discussed in Chapter 4. The chapter continues with a
brief description of magnetron sputtering which is a technique used for the deposition of
functional thin films. Section 3.3 of the chapter outlines the physical characteristics of the
TEM electron column and describes its basic operation. This is followed by a description
of the structural imaging techniques including bright and dark field imaging and diffrac-
tion. The various magnetic imaging techniques which were used in the characterisation of
the magnetic nanowires are discussed in section 3.5. Finally, section 3.5.6 presents tools
used for the generation of Lorentz TEM images from micromagnetic simulation data.

3.2 Sample preparation and fabrication

The bulk of the magnetic and structural characterisation in this project is done using trans-
mission electron microscopes, which requires the samples studied to be electron transpar-
ent i.e. the total thickness of the sample needs to be smaller than ≈ 100 nm. For this reason,
the magnetic nanowires were patterned on top of thin Si3N4 membranes obtained from the
James Watt Nanofabrication Centre at the University of Glasgow. The electron transparent
window on which magnetic structures were deposited was square in shape with a side of
100 µm and thickness in the range between 30-50 nm. A schematic of the membranes is
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shown in Figure 3.1. To avoid charging in the TEM protective layers of copper (Cu) were
deposited on the membranes using DC magnetron sputtering before the nanowires were
patterned. The sputtering process is discussed in more detail in Section 3.2.3 and in Sec-
tion 5.2. the tools and processes needed for the fabrication of curved-profile nanowires are
discussed.

Figure 3.1: Schematic of TEM transparent Si3N4 membranes a) and a diagram of the
fabrication process b). In a) the central electron transparent window that appears as a
white square in the image (100 µm × 100 µm wide, 30-50 nm thick) is supported by a
Si chip.in b) the orange layer represents the Cu layer, while the magnetic structure is the
black semi-circle.
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3.2.1 Scanning electron microscopy

For the patterning and initial imaging of ferromagnetic nanowires, a dual-beam system
consisting of an SEM and a focused ion beam (FIB) was used. The specific instrument
used in this project was the Helios xenon plasma FIB, referred to as PFIB for the rest of
the thesis. A schematic of the instrument can be seen in Figure 3.2. In the Helios system,
the ion column is at a 52◦ angle to the electron column which in turn is built perpendicular
to the sample surface. Both columns have a similar internal structure consisting of an elec-
tron/ion source, followed by a set of apertures and lenses (magnetic for the electron column
and electrostatic for the ion column), which are used to align the beam and condense it to
a spot on the sample surface. During imaging either of the beams is rastered across the
sample, which causes different particles to be ejected depending on the source. These are
collected by a set of detectors, situated above the sample. The electron column can acceler-
ate the primary electrons (PEs) coming from the electron source in the range between 1-30
keV. The particles produced when they strike the surface are photons, secondary electrons
(SE) and backscattered electrons (BSE). SEs are weakly bound sample electrons ejected
from the surface due to inelastic collisions with the PEs and the BSE are elastically re-
flected primary electrons ejected from deeper within the sample. The ejected particles are
then collected by the detector to form an image [1]. For this project, several electron beam
acceleration energies were used for the imaging and fabrication of the nanowires ranging
from 3 kV to 15 kV. More detail on this is given in Chapter 4. Similarly to the electron
beam, the ion beam can also be accelerated up to 30 keV but has a more destructive effect
on the sample. In addition to the SEs, BSEs and photons when colliding with the surface
the ions can eject sample atoms if the energy supplied by the ion is larger than the binding
energy of the material [2]. This is known as milling and is widely for cross-sectional sam-
ple preparation for thin TEM samples. In the next section, the specific technique used for
the fabrication of nanowires is described. It is important to note that while it is possible to
perform the technique using both the ion and electron beams, the destructive nature of the
ion beam makes it the less favourable option.
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Figure 3.2: Schematic of a Dual-Beam SEM/FIB system, showing the orientation of the
two columns and their basic components. Electron column is oriented perpendicular to the
sample state, while the ion column is at 52◦.

3.2.2 Focused electron beam induced deposition (FEBID)

A common occurrence when imaging with an SEM system is the formation of a dark re-
gion around the area of the sample that is exposed to the electron beam. The cause of this is
the build-up of hydrocarbons on the sample surface facilitated by exposure to the electron
beam. This negative effect can, however, be used to an advantage if instead of hydrocar-
bons a suitable precursor gas is present in SEM the chamber. This is the basic phenomenon
on which the FEBID technique is based. By definition, FEBID is a chemical vapour depo-
sition process that is assisted by a focused electron beam provided by a Scanning Electron
Microscope [3]. It operates based on the electron-induced molecular dissociation of a gas
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adsorbed on the sample surface. The gas is inserted into the SEM chamber near the sub-
strate using a gas injection system (GIS). The focused electron beam decomposes the gas
molecules resulting in the deposition of the remaining material on the sample surface and
the evacuation of volatile fragments from the chamber via the vacuum system. This allows
for the nano-scale patterning of custom shapes achieved by manipulating the path of the
electron beam. An illustration of the FEBID technique can be seen in Figure 3.3. Because
of the stochastic nature of the process which is due to the electrons interacting essentially
randomly with precursor gas molecules the resulting structures have a naturally curved
Gaussian-like profile. This is the main reason this technique was chosen for the fabrication
of physical nanowires for this thesis. To control the shape and dimensions of the result-
ing structure the FEBID user can use basic shapes provided by the microscope interface,
import mask patterns of the desired structure or even use so-called "stream" files which
directly control the position of the electron beam and the time it remains on every single
point of the raster [4]. Typically for the FEBID technique an organo-metallic precursor gas
is used. Usually, those precursor gases are not fully broken up by the electron beam and
some amount of hydrocarbons remain in the chamber and reduce the chemical purity of
the final structure. For magnetic materials these impurities affect properties like the satu-
ration magnetisation and exchange constant of the resulting structures [5]. Still using the
right conditions significantly pure depositions are possible. For example, in Co structures
a purity of 90 % is achievable with beam currents of 2 nA and above and around 80% if
the beam current is smaller [6] [7]. The resolution of this technique is highly dependent on
the spot size of the electron beam and the surface leaving secondary electrons. Recently
it has been shown that using FEBID it is possible to build complex 3D and 2D structures
with resolution of a few tens of nanometers and control their geometry during the deposi-
tion process [8]. Specific conditions in which nanowires for this project were grown are
available in Chapter 4.
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Figure 3.3: Schematic of the FEBID technique - Precursor gas molecules are inserted into
the system via the GIS, adsorbed on the sample surface and broken down by an electron
beam. This results in the deposition of the desired material with the volatile elements being
ejected.

3.2.3 DC magnetron sputtering

While the Fe and Co structures patterned using FEBID for this project are conductive on
their own, they are deposited on non-conductive Si3N4 membranes. This means that when
they are imaged using a TEM they acquire a charge that cannot be conducted away from
them which leads to difficulty in imaging. To circumvent that sputter deposition was used
to deposit a thin (15 ± 2 nm thick) conductive film of copper (Cu) onto the membranes
before the FEBID deposition. Sputter deposition is a physical vapour deposition (PVD)
technique that is commonly used in the fabrication of high-quality polycrystalline thin
films. The sputtering process works by striking a target material that needs to be deposited
with high-energy ions from a glow-discharge plasma. Collisions with the ions cause the
target atoms to be expelled from the surface, travel through the sputtering chamber and
condense onto the sample forming a thin layer. The basic sputtering system consists of a
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cathode situated at the target and an anode at the substrate which are held in a low-pressure
vacuum chamber. To create the plasma an inert gas like Argon is released into the chamber
and ionised by applying a high voltage between the cathode and anode. The positive ions
are then accelerated towards the cathode resulting in the desired collisions. In addition to
atoms, the ions colliding with the target also cause electrons to be ejected and accelerated
away from the cathode, which makes them inefficient for sustaining the discharge [9]. By
employing a magnetic field created by an array of magnets they can instead be deflected
and confined near the target surface. This increases the electron density in the region
where the plasma is formed and therefore the probability that an electron will ionize a
neutral molecule. This increase in ionized material directly enhances sputtering yields and
improves deposition rates [10]. A schematic is shown in Figure 3.4. The system used for
this project was a manual DC sputter coater with an interchangeable target. As mentioned
a Cu target was used at a current of 140 mA with Ar gas pressure of 5×10−2 mbar.

Figure 3.4: Schematic of a typical DC magnetron sputtering system used for the deposition
of functional thin films.
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3.3 Transmission electron microscopy

Direct imaging of domains and DWs is crucial to the study of magnetic nanowires. Do-
mains sizes range from 10 nm to upwards of 100 nm and domain wall (DW) widths can be
as small as one atomic repeat and also reach up to 100 nm. One of the best tools for imag-
ing structures of that scale is the Transmission electron microscope (TEM), provided that
the samples are thin enough to allow electrons to pass through them. For a TEM operated
at an acceleration voltage of 200 kV, which is used throughout this project, the thickness
at which materials are electrons transparent is ∼ 100 nm. One of the biggest factors in
determining the resolution achievable in a TEM is the electron wavelength. Because the
electron is a particle with a non-zero mass its wavelength is related to its momentum (p) via
λ = h/p, where h is Planck’s constant. This equation however neglects relativistic effects
and can only be applied to TEMs with operating voltages under 100 kV. Both of the TEMs
used for this thesis use accelerating voltages of 200 kV and therefore require a relativistic
correction to be applied to the above formula in order to obtain an accurate wavelength.
This is given in equation 3.1.

λ =
h√

2m0eV (1+ eV
m0c2)

(3.1)

Where c is the speed of light, m0 is the electron mass and V is the accelerating voltage.
Substituting V = 200 kV in equation 3.1 results in a wavelength λ = 2.51 pm [11].
In a microscope with a perfect lens system, the resolution would then only be limited by
diffraction and given by Abbe’s limit:

d =
λ

2nsinθ
(3.2)

where nsinθ is called the numerical aperture and relates to the refractive index n of the
medium that the radiation travels through and θ is the semi-angle of the imaging probe.
It is, however, impossible to reach this limit due to aberrations in the magnetic lenses
used to focus the electrons. Examples of such aberrations are spherical aberration (Cs)
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and chromatic aberration (Cc). The former is caused by the fact that off-axis electrons
are more strongly deflected towards the optic axis than the electrons travelling near it.
Chromatic aberration on the other hand is caused by a variation in the electron wavelength
(or energy) in the electron beam. In TEM chromatic aberration can have several different
causes including an imperfect electron gun system and electron energy loss due to inelastic
scattering with thicker samples [12] [13]. Currently, the most sophisticated TEMs can
achieve a resolution down to ∼ 50 pm using a combination of high accelerating voltages
and advanced lens aberration correction techniques, which increases convergence angle
and thus reduces the value of d given by equation 3.2 [14]. While different TEM columns
can vary in design and performance they all operate on the same principles and utilize
the same basic components to form an image. Namely an electron gun, electromagnetic
lenses, apertures and detectors. The electron gun is a device, whose function is to produce
electrons and form a coherent electron beam. There are two main types of electron guns,
based on the way they produce the electrons - thermionic and field-emission (FEG) [15].
In FEGs (as is the electron gun in the JEOL-ARM used in this project) the electrons are
extracted from the tip of a sharp metal needle due to a strong electrostatic field gradient
via a process called Fowler–Nordheim tunnelling [16]. Because of the very small area
from which electrons are extracted (3 nm for cold FEG and 15 nm for Schottky FEG), the
electron beams produced are usually highly coherent. The superior spatial and temporal
beam coherence in particular is very important for imaging techniques which are based on
phase contrast like some of the analytical Lorentz microscopy techniques discussed later
in this chapter. Once the beam is formed it travels down the microscope column through
a series of electromagnetic lenses and deflection coils, which are used to focus, tilt and
shift it depending on the user’s needs. Using these lenses the electron microscope can be
configured to acquire images in two main modes - conventional and scanning transmission
electron microscopy (CTEM and STEM) displayed graphically in Figure 3.5. In both
modes, the first lens system the beam encounters is the condenser system whose role is to
define important characteristics of the electron beam like the spot size and brightness.

3.3.1 Conventional TEM

In CTEM mode (Figure 3.5 a)) a combination of the condenser lens two and the upper
objective lens is used to create an approximately parallel illumination of the sample. Once
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the beam is transmitted through the sample it reaches the lower objective lens which is
the main imaging lens in the microscope. Its role is to focus both the directly transmitted
ray and any diffracted rays to its back focal plane where an objective aperture is placed.
This aperture controls the angular spread of the beam and limits the number of highly
scattered electrons reaching the electron detectors. Below the aperture is the intermediate
lens system, which is used to select between diffraction and imaging modes. This is done
by varying the strength of the first intermediate lens, which causes either the back-focal
plane or the first image plane of the objective lens to be its object. The remaining projector
lenses are used to further magnify the final image in image mode, or equivalently select the
camera length when looking at diffraction patterns. Finally, the desired image can be seen
on a viewing screen or recorded using a charge-coupled device (CCD) camera. In CTEM
mode a detector or camera is used to collect either an image or a diffraction pattern. For
this project, some the CTEM techniques used include bright-field imaging (Section 3.4.2)
and Fresnel mode Lorentz microscopy (3.5.3.

3.3.2 Scanning mode TEM

In STEM mode (Figure3.5 b)) the condenser system is strongly excited in order to converge
the electron beam to a focused probe, which is projected onto the sample. The imaging
then happens by rastering the probe across the sample with a series of scanning coils. The
scanning coils also ensure that the probe remains parallel to the sample surface, which
is crucial, because if the angle of incidence of the electron beam varied, the scattering
processes within the sample would be affected, making the resulting images difficult to
interpret. In contrast to CTEM mode, where the whole image is recorded at once, in STEM
mode, the image is collected pixel-by-pixel by a detector at the bottom of the microscope
column. Some detectors used in STEM are discussed in Section 2.5.4. It is important to
note that in STEM mode the microscope is always in diffraction mode and the projector
system is responsible for selecting the camera length. STEM mode was mainly used to
acquire quantitative magnetic images of the samples via the DPC technique described in
Section 3.5.5.

67



Chapter 3 Experimental techniques

Figure 3.5: Ray diagrams for a TEM configured in conventional mode or CTEM (a)) and
scanning mode or STEM (b)). In CTEM the electron beam reaches the sample as a plane
wave, whereas in STEM mode the beam is condensed to a probe.
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3.3.3 TEM image formation principles

In a TEM the electron beam can be regarded as a plane wave described as some wave-
function ψe− . When passing through a thin sample the plane wave experiences a change
in both amplitude and phase due to interactions with the sample resulting in the sample
wavefunction ψ(r⊥) given by equation 3.3:

ψ(r⊥) = a(r⊥)eiφ(r⊥) (3.3)

where a(r⊥) and φ(r⊥) are the amplitude and phase of the electron wavefunction at po-
sition r⊥. After the sample the electron wavefunction ψ(r⊥) passes through the objective
system and enters the back focal plane of the objective lens, where the electron distribution
can be described by the Fourier transform of ψ(r⊥), denoted as Ψ(k⊥). Passing through
the objective system further modifies the phase of the electron wave due to the aberra-
tions in the main imaging lens of the microscope. In reciprocal space, this effect can be
quantified using the phase-distortion function χ(k⊥) given by equation 3.4.

χ(k⊥) = π∆ f λ |k⊥|2 +
1
2

πCsλ
3|k⊥|4 (3.4)

Where ∆ f is the defocus and Cs is the spherical aberration constant of the imaging lens.
Other than the phase-distortion function the electron wavefunction is also modified by the
coherence of the electron beam and chromatic effects. The effects of this can be included
in the electron wavefunction through multiplication with an envelope function p(k⊥) given
by equation 3.5.

p(k⊥)≈
(πθc∆ f )2

ln2
|k⊥| (3.5)

Where θc is the beam divergence angle defined as the angular half-width of the intensity
distribution of the electron source. Finally, p(k⊥) and χ(k⊥) can be combined with aper-
ture function A(|k⊥|), which has a value of 1 inside an aperture and 0 otherwise to give
the contrast transfer function H(k⊥), which determines how different spatial frequencies
are transferred from the sample to the final image G(k⊥). In reciprocal space, this is rep-
resented mathematically via equation 3.6.

G(k⊥) = Ψ(k⊥)H(k⊥) (3.6)
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Where H(k⊥) has the following form :

H(k⊥) = A(|k⊥|)e−ip(k⊥)e−iχ(k⊥) (3.7)

The projection system then applies an inverse Fourier transform to produce the final image
function - g(r⊥) in the image plane. This is represented mathematically in equation 3.8.

g(r⊥) = ψ(r⊥)⊗h(r⊥) (3.8)

Here the ⊗ sign denotes a convolution of the sample ψ(r⊥) and a point spread function
h(r⊥), which is the inverse Fourier transform of H(k⊥). Finally, detectors in the image
plane of the microscope can record the intensity of the final image function I(r⊥), given
by:

I(r⊥) = g(r⊥)∗g(r⊥) = |g(r⊥)2| (3.9)

Where the g(r⊥)∗ is the complex conjugate of g(r⊥). The mathematical formalism outlined
above is mostly derived from [17][18] and although abstract, it is also useful in understand-
ing and interpreting TEM images. Additionally, it forms the basis of the methods used for
the calculation of simulated experimental images in Chapter 4 and for the quantification of
Fresnel image defocus in Chapter 5. More detail on both is given in the following sections
and chapters.

3.4 Structural imaging

Structural imaging in a TEM refers to obtaining information about the atomic, crystalline
or geometric makeup of the studied material. This can be done by studying the image
or diffraction pattern of the sample in both CTEM and STEM modes of operation. In the
following sections, three different structural imaging techniques are discussed - bright-field
(BF) imaging, dark-field (DF) imaging and electron diffraction. Simplified ray diagrams
for three techniques for CTEM can be seen in Figure 3.6.
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Figure 3.6: Schematics of electron diffraction (a)), BF imaging (b)) and tilted DF imaging
(c)). The solid red lines represent the straight-through, unscattered electron beam while the
brown dotted line represents the diffracted beam.

3.4.1 Diffraction

Diffraction imaging is a technique used for the characterisation of the crystal structure of
a particular sample through the study of its diffraction pattern. In crystalline and poly-
crystalline materials a diffraction pattern is formed when electron waves scattered from
successive atomic planes interfere constructively. This occurs only if the Bragg condition
is satisfied.

nλ = dsin(θ) (3.10)

Where θ is the electron scattering angle, d is the atomic spacing of the material, n is an
integer and λ is the electron wavelength. For a 200 kV TEM with λ=2.51 pm equation
3.10 gives a scattering angle of ≈ 10mrad. The diffraction pattern forms in the back focal
plane of the objective lens and vary based on the crystallinity of the sample. For a single
crystal, the diffraction pattern is a series of symmetric spots, while for polycrystalline
samples in which multiple crystal directions are present, like the ones studied in this thesis,
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the diffraction pattern consists of a central bright spot surrounded by a series of concentric
rings. An example of such a diffraction pattern can be seen in Figure 3.7. Diffraction
imaging is commonly used for structural characterisation and to obtain information about
sample crystallinity like atomic lattice constants and crystal symmetries [19]. For this
thesis diffraction imaging was used to check the structure of the deposited Co and Fe nano
structures and Cu films.

(a) Diffraction pattern (b) BF image

Figure 3.7: Diffraction pattern of a sample area over which a 10nm thick copper film was
deposited a) and the corresponding BF image b).

3.4.2 Bright and dark-field imaging

The two most common modalities of TEM imaging - BF and DF imaging are fundamen-
tally derived from electron diffraction. To form a BF image only the directly transmitted
electrons i.e. the ones in the central spot of the diffraction pattern are projected onto the im-
age plane. An aperture is used to filter out any electrons scattered by sample interactions.
In the diffraction pattern presented in Figure 3.7a this corresponds to the central region of
the image covered by the beam block. A dark field image on the other hand is formed by
only collecting the scattered electrons in a specific diffraction spot or annular range. In the
diffraction pattern shown in 3.7a this corresponds to the concentric rings present in the pat-
tern. This is achieved by tilting the incident beam in such a way that the scattered electrons
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travel along the optic axis of the microscope and through the objective aperture. The con-
trast in BF and DF images arises from the variation of electron scattering in the sample. In
BF images, for example, any electrons that undergo sufficient scattering to meet any of the
Bragg diffraction conditions will not appear in the final image therefore darkening areas
where a lot of elastic scattering can occur. Factors that influence this are sample thickness
and composition with thicker, more dense or higher-atomic number materials resulting in
more scattering and therefore darker regions in the final image. On the other hand, in DF
imaging, areas of high scattering will appear bright as the electrons that form the DF image
are precisely the ones that have undergone scattering and meet the Bragg conditions. DF
imaging is particularly useful for the multilayer systems with different materials because
the different atomic number layers will appear differently in the final image [20]. The
described methods for obtaining BF and DF images are valid only for CTEM mode. In
STEM the microscope is always in diffraction mode and there is no objective aperture to
choose which sections of the beam are transmitted. Instead, information is collected by
detectors placed in the following configuration. A standard detector like a CCD camera
collects the straight-through beam to form the BF image while an annular dark field (ADF)
and a high angle annular dark field (HAADF) ring-shaped detectors collect the scattered
beam. In this project, BF imaging was commonly used to visually inspect new samples,
search for defects and for the measurements of critical dimensions of the nanomagnetic
structures deposited using FEBID.

3.5 Magnetic imaging in the TEM

Within a TEM the electron beam can experience deflections due to the magnetic induction
produced by the sample magnetisation of ferromagnetic material. These deflections can
be used to obtain qualitative and quantitative information about the magnetic structure of a
sample. Their study and imaging within a TEM is referred to as Lorentz microscopy. Both
of the TEMs used for the characterisation of magnetic samples in this thesis is equipped
with the capability to perform Lorentz microscopy and image magnetic structure with a
nanometer-scale resolution. The following subsections first describe the requirements to
achieve magnetic imaging a TEM, then the underlying theory Lorentz TEM and finally the
main Lorentz microscopy imaging techniques used in this thesis.
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3.5.1 Field-free imaging and in-situ experiments

In TEM samples are placed in between the pole pieces of the objective lens. The strong
magnetic field it produces (1-2T) can easily erase any magnetic structure that one would
want to image. This is why in Lorentz microscopy the current in the objective lens is
switched off (or significantly reduced) and its function in the microscope is replaced with
two weaker Lorentz mini lenses. In the JEOL ARM used for this project they are called the
condenser and objective mini lenses and are placed above and below the sample. Switching
off the objective lens has two main consequences. First, a reduction of the achievable
resolution of the microscope. This is because Lorentz lenses exhibit spherical aberrations
that are up to three orders of magnitude greater than those of standard imaging objective
lenses, which have a spherical aberration constant (Cs) of only a few millimetres [21]. This
can be limited with aberration correction and it has been shown that a resolution of 1 nm
is possible for field-free mode in STEM mode for the 200 kV JEOL ARM used in this
thesis [22]. Secondly, even when switched off the objective lens has a remanent field of
80-150 Oe. By applying a degaussing current to the objective lens this residual field can be
reduced to < 1 Oe using a specialised piece of hardware designed especially for the JEOL
ARM - the "Warwick Box" [23]. Despite the strong fields it can produce the objective lens
can still be used in magnetic imaging. It is a very useful tool for in-situ magnetisation
experiments. Because of its position in relation to the sample it can be partially excited to
produce a magnetic field perpendicular to the sample plane and parallel to the optic axis
of the microscope. Then by tilting the stage as illustrated in Figure 3.8, one can utilise the
component of the field that is parallel to the sample plane for a variety of magnetisation
experiments. An expression for the magnitude of the plane-parallel component of the field
in terms of the objective field H and the stage tilt angle αt is given by equation 3.11. It must
be noted that the out-of-plane component of the magnetic field can also affect the samples,
however, the nanowires studied in this thesis have strong in-plane shape anisotropy, which
restricts the sample magnetisation. Additionally, while the sample lies in a tilted position in
order for it to be affected by the external field, for the experiments performed in this thesis,
the external field is always switched off and the sample returned to the zero tilt position for
imaging. This is done to ensure that only stable states of the structures studied are imaged.

H∥ = Hsin(αt) (3.11)
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Figure 3.8: Tilting the sample stage by an angle α in order to apply an in-plane field to
sample. The field is created by exciting the objective lens.

In this thesis, this method of applying an external magnetic field was used to induce differ-
ent magnetisation states in the ferromagnetic nanowires patterned using FEBID. These in-
cluded saturating the nanowires along their long dimension and nucleating magnetic DWs.
Both of these applications along with more detail on their purpose and execution are pro-
vided in Chapter 4. The next sections provide more context on both the physics behind
magnetic imaging in a TEM and specific techniques used in this project.

3.5.2 Theory of Lorentz TEM

The deflections experienced by electrons travelling through a magnetic field can be quan-
tified using two approaches - classical and quantum mechanical. The classical explanation
is based on the Lorentz force FL. For an electron with charge e the expression for it is
given by 3.12:

FL =−e(v×B) (3.12)

Where B is the magnetic induction and v is the electron velocity. At this point, it is impor-
tant to make a distinction between sample magnetisation M and induction B. The quantity
of interest is usually the former, however, it is the latter that can be directly imaged and
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quantified with Lorentz microscopy. The two are related through the equation 3.13 ,

B = µ0(H+M) (3.13)

where H is the demagnetising field. Furthermore due to the cross-product present in the
expression only the components of magnetic induction normal to the direction of the elec-
tron beam will exert the Lorentz force and cause deflections. The angle of these deflections
for a uniform magnetised and with unvarying thickness t can be obtained from equation
3.14 and is displayed graphically in Figure 3.10.

β =
eλBst

h
(3.14)

Here λ is the electron wavelength, h is Planck’s constant and Bs is the saturation induction
of the sample. In the situation described H = 0 and the induction is directly proportional to
the magnetization i.e. B = µ0M. A commonly given example for the scale of deflections
due to Lorentz’s force is that of a uniformly magnetised thin film. For example, a permal-
loy film with Bs = 1 T and t = 20 nm imaged using a 200 kV TEM deflects the beam
by β = 12.7 µrad [12], which is orders of magnitude smaller than the typical deflections
caused by Bragg scattering.
While in the paragraphs above we provided a classical description, it is essential to also
consider a quantum mechanical wave optical approach to quantifying the effect magnetic
induction has on the electron beam, as it provides us with a deeper understanding of the
physical processes behind magnetic imaging. This is done through the Aharomov-Bohm
effect, which describes the influence of an electromagnetic potential (A) on the phase (φ)

of charged particles [24]. To illustrate the Aharomov-Bohm effect the following thought
experiment is often used. Two electrons are travelling on either side of an infinitely long
magnetic element and interfering afterwards. Despite the fact that their paths do not di-
rectly go through an area with magnetic induction the electrons gain a phase difference
because they each experience a different magnetic vector potential. This is illustrated in
Figure 3.9. It should be noted that while in the specific case discussed here, the elec-
trons only encounter a potential the same treatment can be applied to any arbitrary closed
path inside or outside the sample. That being said the phase shift due to magnetic vector
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potential(φm) is given by equation 3.15.

φm =−e
h̄

∮
C

A ·dl (3.15)

Where the integration is along the closed loop (C) defined by the paths of the two electrons
in Figure 3.9. This phase shift can be directly related to the magnetic induction (B) by
using Stokes theorem and substituting B = ∇×A resulting in equation 3.16.[25]

φm =
e
h̄

∫
B ·dS (3.16)

Where the surface integral describes the magnetic flux through the surface enclosed be-
tween the trajectories of the two electrons. Evaluating this integral along the z direction in
the scenario depicted in Figure 3.9, i.e., the sample is within the path traced by the electrons
and has a uniform thickness and saturation induction, gives equation 3.17 [26].

φm =
e
h̄

Bstx (3.17)

Finally, taking the gradient of 3.17 along the x-direction shows the proportional relation-
ship between the gradient of the phase and the Lorentz deflection angle (equation 3.18) thus
reconciling the classical and quantum approaches [27]. It’s worth noting that experimen-
tal image calculations (as the ones described in the final sections of this Chapter) usually
utilise the latter.

∇⊥φ =
2πβ

λ
=

2πeBst
h

(3.18)

In addition to the magnetic phase, and regardless of whether a sample is magnetic or not,
a further phase change occurs when electrons pass through a sample with variations in
thickness (t) and/or in the mean inner potential of the material (V) [28]. This is referred to
as the electrostatic phase and is given by:

φe =
πVt
λE

(3.19)

Where E is the electron accelerating voltage. For samples in this thesis quantifying and
minimizing φe has been a challenging task, as the samples studied have often had consid-
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erable thickness variations.

Figure 3.9: Illustration of the Aharomov-Bohm effect for two electrons taking different
paths around a magnetic element with an associated magnetic vector potential A. Also
included are profiles of the resulting phase and phase gradient.

3.5.3 Fresnel mode Lorentz microscopy

The only perceptible contrast differences in a standard in-focus bright field TEM image are
amplitude (or diffraction) contrast even when imaging magnetic samples. This is because
the phase changes that the electron beam experiences when passing through a magnetic
potential are insufficient to produce visible contrast during in-focus imaging. This is why
in order to obtain magnetic contrast in CTEM mode it is necessary to introduce further
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aberrations to the contrast transfer function (3.7). This is done by using a non-zero de-
focus value - ∆ f of the main imaging lens and in such a way selecting to image a plane
below or above the sample plane (underfocus and overfocus respectively). This method of
imaging is referred to as Fresnel mode Lorentz microscopy and is a simple but powerful
CTEM technique for the imaging of magnetic structures like DWs, magnetic vortexes, or
skyrmions [29] [30][31]. As described at the start of the section this type of imaging is gen-
erally performed with the objective lens off, however, it is possible to utilize the method
of creating in-plane fields by slightly exciting the objective lens described in Section 3.5.1
during Fresnel imaging. In this thesis, Fresnel mode was used to image magnetic struc-
ture during in-situ magnetisation experiments and was one of the main techniques used for
identifying DWs in the Co and Fe nanowires. A schematic of Fresnel mode imaging in
the cases of a multi-domain thin film (a)) and a single-domain nanowire (b)) are shown in
Figure 3.10. There it can be seen that the Lorentz deflections of the electron beam cause
bright or dark fringes in areas where the electrons converge or diverge respectively. In
the multi-domain example such areas are the DWs, while in the case of single-domain
nanowires Fresnel contrast can be seen on the edges of the wire (Figure 3.10 b)). In the
second example this is because of the difference in deflection between electrons passing
through the domains within the wire and the ones passing through free space. Due to the
low magnitude of the Lorentz deflections to the electron beam it is often necessary to use
very high levels of defocus (up to a few mm) to observe clear magnetic contrast during
Fresnel imaging. It must be noted that Fresnel mode is a phase contrast imaging technique
and Fresnel images contain electrostatic contributions to contrast due to the mean inner
potential and thickness of the imaged structures. Additionally, Fresnel mode microscopy
(and other techniques that rely on the phase of the electron beam to extract magnetic in-
formation) are not sensitive to magnetisation components parallel to the electron beam as
mentioned in 3.5.2. components of magnetisation Chapter 4 describes the method that was
used to decouple the magnetic and electrostatic contributions.
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Figure 3.10: Diagram of Fresnel Imaging mode in the case of a multi-domain thin film (a))
and a single domain nanowire (b)). Incoming electrons are deflected resulting in dark areas
when diverging and bright areas when converging.

An example of a Fresnel mode image of several magnetic structures can be seen in Figure
3.11. In the images, flux-closure structures are clearly visible in the squares and as stated
earlier only regions of varying magnetisation (in this case the so-called low-angle DWs and
the flux-closure core) cause Fresnel contrast. The direction of magnetisation in the sample
can be inferred from this contrast and is indicated in the image using the blue arrows. In
areas of constant magnetisation what we can see is simply amplitude or diffraction contrast.
Magnetic contrast is also visible around the edges of the squares and the nanowires. In the
latter the continuity of the bright and dark fringes on either edge of the nanowires indicates
unchanging magnetisation along the length of the structure.
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|

Figure 3.11: Fresnel Images of Co squares and nanowires. One can clearly see the mag-
netic flux closure structure in the squares and the dark contrast on the side of the nanowires
indicating a saturated state. The inferred direction of the magnetisation is indicated using
the blue arrows.

3.5.4 Calculation of Fresnel defocus

In order to interpret and quantify Fresnel mode images it is necessary to be aware of the
image defocus. In the T20 and JEOL ARM microscopes, a defocus figure is provided for
the objective lens. However, this is not the case for the mini (Lorentz) lens. Because of
that, it was necessary to calculate it image post-acquisition using the Fresnel images. The
way to do that is by using the contrast transfer function (CTF) H(k⊥) (3.7) and the phase
distribution function χ(k⊥) (3.4) in reciprocal space. For Fresnel imaging the relationship
between the two can be simplified to the following form [18]:

H(k⊥)≈ sin(χ(k⊥)≈ sin(π∆ f λ |k⊥|2) (3.20)
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To arrive at this expression we have assumed a highly convergent beam (θc ≈ 0) and that
the other aberration contributions to χ(k⊥) are minimal compared to the one from the
defocus ∆ f . This is true for most Fresnel imaging scenarios due to high defocus used. In
the expression above there is clear relationship between defocus and the CTF. By setting
the left hand side of the equation to zero (H(k⊥) = 0) it is possible to analytically solve
the equation and obtain a defocus value. Clearly equation 3.20 evaluates to zero when
the term inside the sin() function is an integer multiple of π i.e when π∆ f λ |k⊥|2 = nπ .
Rearranging allows us to obtain an equation that directly links the defocus ∆ f to the spatial
frequency k⊥ where the CTF equates to zero:

∆ f =
n

λ |k⊥|2
(3.21)

In practice, the zeros of the CTF H(k⊥) correspond to spatial frequencies (k⊥) not being
transferred to the final image. These spatial frequencies can be accessed directly from the
Fourier transform of the Fresnel image, where they appear as dark concentric rings. To
accurately find the spatial frequency of the zeros (k⊥) an average radial profile is taken
of the Fourier image, which is shown in Figure 3.12. There the spatial frequencies corre-
sponding to zeros of the CTF can be seen as local minima and are indicated as red dots.
Finally a measure of the defocus can be obtained by substituting the obtained values for
k⊥ in equation 3.21. This process of quantifying defocus is used in Chapter 4 during the
analysis of Fresnel images of several DWs.

3.5.5 Differential phase contrast

DPC imaging is a technique used in STEM, which provides quantitative information on
the integrated magnetic induction of the sample [32] [33]. The basic principle behind it
is that the electron beam deflections (β ) due to the sample integrated induction (Bst) are
proportional to the gradient of the phase gained by the electrons transmitted through the
sample (∇φ ) due to the Aharomov-Bohm effect shown in equation 3.18. In practice, DPC
imaging is realised by rastering a converging probe onto the sample surface using a pair
of scan coils. The probe is then deflected by the magnetic induction of the sample and
finally directed back to the optic axis by additional de-scan coils located post-specimen.
A specialized detector is used to collect the incoming electrons that form the image. A
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(a) (b)

Figure 3.12: FFT of image 3.11 showing zeros of the CTF H(k⊥) as dark rings (a)) and a
calculated radial profile of 3.12a (b)), where the same zeros are indicated with red dots.

diagram showing the DPC imaging process can be seen in Figure 3.13. In conventional
DPC either a 4 or 8 quadrant segmented detector is used. The deflections in the beam
due to the induction are then measured by summing the electrons incident on each seg-
ment (or the outer segments in the 8-quadrant detector) and taking the difference between
opposing quadrants or halves of the detector. This results in two orthogonal integrated
induction maps. By summing the electron illumination from each quadrant one can also
obtain the equivalent of a bright field image of the sample allowing for the simultaneous
acquisition of magnetic and structural data. This method of imaging is possible only if
the magnetic deflections are small enough compared to the probe convergence angle α i.e
β < 0.1α . Another assumption of segmented detector DPC is that the electron beam inci-
dent on the detector produces a disk of constant intensity. This is not true for crystalline
samples, in which diffraction due to Bragg scattering introduces variations in the contrast
within the disk, making the images difficult to process and interpret. In recent years the
advancement of detector and read-out technology [34] has facilitated the use of pixelated
detectors for magnetic DPC imaging [35] along with other applications [36] [37]. For
this thesis, pixelated DPC was one of the primary tools for quantitative magnetic imaging
of the FEBID deposited nanostructures. The imaging was done on the JEOL ARM and
the detector used was the 256× 256 pixel Medipix3 [38] direct electron detector (DED)
equipped with a Merlin readout system [34]. There are several advantages to using this

83



Chapter 3 Experimental techniques

particular system. First, DEDs boast superior frame rates. The Medipix3 system, for ex-
ample, captures images at up to 1200 frames per second (fps), vastly exceeding the typical
10 fps of conventional CCD cameras. This speed difference stems from the readout mech-
anism. The Medipix3 employs a readout device on each pixel, allowing for immediate
signal processing. CCDs, on the other hand, utilize a charge-shifting system that requires
moving the charge to a dedicated readout register, introducing a bottleneck. Fast readout
speed directly translates to more efficient data acquisition and to fewer artefacts due to mi-
croscope instability and stage drift. An additional advantage of the Medipix3 system is the
better signal-to-noise ratio. DEDs offer better signal-to-noise ratio (SNR) and less noise
compared to CCD cameras mostly due to the absence of a scintillation layer. In CCDs, a
scintillation layer converts electrons to photons, which are then registered by the detector
[12]. This can sometimes lead to signal interference between adjacent pixels during charge
transfer. Conversely, the direct readout mechanism in DEDs significantly reduces the pos-
sibility of charge spreading to neighboring pixels, minimizing crosstalk and noise. For this
project the Medipix3 was used for the collection of 4D STEM DPC data sets, meaning a
2D image of the electron diffraction disk was collected at every point of a 2D scan. These
were very large (up to 35 GB each) but provided the in-depth information necessary for
advanced processing methods like cross-correlation edge filtering which allows for the fil-
tering of unwanted structural information. The technique works by overlaying an image
of an "ideal" disk edge to every disk recorded during the DPC scan and computing the
offset which gives a direct measure of the Lorentz deflection described in Section 3.5.2
[35]. For this project the ideal disk edge is obtained from an average of disk images taken
from points in the scan where the electron beam does not pass through with the sample.
This method was preferred over alternative approaches that utilise the entire disk intensity,
because it computes the shifts of the transmitted beam solely based on the shift of the disk
edge. This filters out most of the unwanted structural information that appears as variation
in intensity within the transmitted disk. This technique was implemented using the Python
based FPD library and the phase_correlation() processing function [39].
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Figure 3.13: DPC imaging - the probe is rastered across the specimen using scan coils,
the beam is deflected by the magnetic induction and the resulting signal is transmitted to a
segmented detector.

Example images obtained using 4D STEM and processed using a cross-correlation
method can be seen in Figure 3.14. The figure displays three images of the same 1 µm ×
µm Co square deposited using FEBID. The first image (a)) is the sum bright field image
which shows the grainy and speckled structure of the sample, while b) and c) show the
maps of the integrated induction in the directions signified by the arrows.
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Figure 3.14: Pixelated DPC images of a 1 µm × 1 µm Co square with a vortex magnetic
structure. a) shows the bright field sum image, b) and c) show the integrated induction in
the directions specified by the arrows.

3.5.6 Simulated Lorentz microscopy images

Correct image interpretation is a key issue in the world of electron microscopy. This is
also true for Lorentz microscopy. As mentioned in the previous chapter a tool that can aid
with that is the micromagnetic simulation. In particular, it is possible to generate accurate
DPC and Fresnel mode images using results from micromagnetic simulations that can help
with the interpretation of images containing complex or obscured by electrostatic contrast
magnetisation configurations. In this thesis, simulated Lorentz microscopy images of Co
and Fe nanowires were generated using the "FPD" software package ([39]), which is a
Python code base providing various tools for the analysis of pixelated detector data. It
was used in the calculation of simulated experimental images in both Chapters 3 and 4.
The formation of these images relies on computing the phase of an electron beam passing
through the simulated magnetic structure. In the "FPD" package, two-dimensional (2D)
datasets of the in-plane magnetization components (mx and my) are utilized to derive this
phase. This is accomplished by employing the method outlined by M. Beleggia et al. ([40])
and the following mathematical relationship:

Φm =
h
2e

iπµ0t
Mxky − Mykx

k2
x + k2

y
(3.22)

Where kx and ky are the x and y components of the reciprocal space vector k⊥ and Φm ,
Mx and My are the numerically calculated Fast Fourier transforms (FFT) of the magnetic
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phase contribution φm and the in-plane magnetisation components mx and my. A 2D image
of the phase due to the magnetisation of the simulated structure can then be obtained sim-
ply by computing an inverse Fourier transform of the result of the above equation. This is
implemented in FPD in the mag_phase() function. Electrostatic contributions to the phase
(φe) can also be included in the calculation to give the total phase change due to the sample
(φt = φe+φm) by simply defining the thickness of the desired structure t(x,y) and the mean
inner potential V0 and computing via equation 3.19. The process of obtaining t(x,y) for the
nanowires that are the subject of this thesis is described in Section 4.8.3. After having ob-
tained an image of the phase (3.15b) it is only required to numerically calculate its gradient
in 2 orthogonal directions in order to derive simulated DPC images (3.15c and 3.15d). This
can be achieved with in-built functions in the FPD package or by using external image and
data processing libraries. Examples of DPC images for a simulation of a 500 nm × 500 nm
× 30 nm permalloy square with cell dimension of 2 nm × 2 nm × 2 nm are shown in Fig-
ure 3.15. In addition to DPC, it is also possible to obtain simulated Fresnel mode images
using the phase from equation 3.22. Figure 3.16 shows Fresnel images calculated using
two different defocus values (∆ f = 10 µm (a)) and ∆ f = 400 µm (b)) of the same square
depicted in 3.15. These were calculated using the mag_tools.fresnel() function in FPD.
The wavelength and beam divergence values used in the image calculation were λ = 2.51
pm θc = 10−6 rad respectively. In order to describe how these are computed we refer back
to Section 3.3.3. There the final image intensity

(
I(r⊥)

)
recorded by a TEM was shown

to be the squared convolution of the microscope transfer function - h(r⊥) and the electron
wave function exiting the sample - (ψ(r⊥) i.e. equation 3.9. In order to avoid calculating
a complex convolution both the wavefunction and contrast transfer function are converted
to reciprocal space using a fast Fourier transform resulting in the following expression:

I(r⊥) = |g(r⊥)2|= F−1∣∣H(k⊥)Ψ(k⊥)
∣∣2 (3.23)

For Fresnel imaging the first term in this equation has the following form :

HFr(k⊥) = e−iπ∆λ |k⊥|2e−
(πθc∆)2

ln(2) |k⊥|2 (3.24)
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(a) (b)

(c) (d)

Figure 3.15: Calculated DPC images showing two orthogonal induction components (3.15c
and 3.15d) and an image of the magnetic phase (3.15b) from simulation of a 500 nm × 500
nm × 30 nm permalloy square in a flux closure magnetisation configuration (3.15a).

In equation 3.24 the spherical aberration
(
Cs
)

contribution to the phase distortion function(
χ(k⊥)

)
in 3.4 has been ignored. This is a valid assumption for most magnetic imaging

scenarios because the magnitude of the Lorentz deflections of the electron beam is typically
too small (∼ 5 - 20 µrad) for spherical aberration to have a negative effect on the images.
The envelope function (3.5) has remained unchanged. The second quantity of interest i.e
the sample wavefunction ψ(r⊥) is described by its amplitude

(
a(r⊥)

)
and phase

(
φ(r⊥)

)
- 3.3. In Fourier space it has the following representation:
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Ψ(k⊥) = F
∣∣ψ(r⊥)

∣∣= F
∣∣a(r⊥)eiφ(r⊥)

∣∣ (3.25)

In the current calculation, only the magnetic phase given by 3.22 is considered. The elec-
trostatic contributions to phase are ignored, as in this scenario they would only introduce
variation in contrast on the edges of the square. For the amplitude function because of the
unchanging thickness of the structure in question, we assume a constant value of 0.8 inside
the square and 1 outside it, which in practice represents 80 % transmission of the electron
beam through the sample. For the simulated Fresnel images in Chapter 4 a custom ampli-
tude function is assigned to each different nanowire based on its geometry and thickness.
This function is constructed in a similar manner to the one for the square above, however
due to the varying thickness of the nanowires the percentage of the transmitted beam is
also varied accordingly across the geometry. The code used to generate it is available in
Appendix A.2. Having obtained expressions for both the contrast transfer function and
the sample wavefunction the final step to obtaining simulated Fresnel images is to plug
them into equation 3.23 and calculate the inverse Fourier transform. The simulated images
presented here show good agreement with the experimental data presented in the Fresnel
imaging section of the chapter in the central areas of the square. However, to properly
describe the contrast on the edges of the square the electrostatic contributions need to be
considered. The following chapters describe how the techniques and methods presented so
far are used to study magnetic DWs in nanowires with curved profiles. Chapter 4 focuses
on micromagnetic simulations of cylindrical segment nanowires and calculation of exper-
imental images, while Chapter 5 presents an empirical study of nanowires with curved
profiles fabricated by FEBID and characterised by Lorentz mode TEM.
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(a) (b)

Figure 3.16: Calculated Fresnel images with ∆ f = 10 µm (a)) and ∆ f = 400 µm (b))
obtained from a simulation of 500 nm × 500 nm × 20 nm permalloy square in a flux
closure magnetisation configuration (3.15a).
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4.1 Introduction

Micromagnetic simulations are an invaluable tool for the study of novel physics in the field
of magnetism. They can be used to explore the magnetisation in complex geometries, pro-
vide insight into experimental results and aid experimental design. They are an invaluable
tool in the study of the magnetic properties of nanowires [1] [2] [3]. As mentioned in Chap-
ter 1, the simulation package used is the finite-difference based mumax3. It has in-built
functionalities that allow for simple geometric shapes to be scaled, rotated, moved and
combined to form complex parametric shapes, for which the resulting magnetisation can
be calculated. All of this is achieved by simple scripting in the Go programming language
developed by Google and allows the user to easily customize and alter the simulation based
on the research requirement. On top of that, mumax3 utilises GPU acceleration to speed up
calculations and reduce the overall simulation time. Recently micromagnetic simulations
have been widely used for the research of curved ferromagnetic structures like toruses [4]
and cylindrical nanowires [5]. The latter are particularly interesting for devices based on
DW propagation because it has been shown that the Walker breakdown phenomenon which
limits DW velocity can be suppressed for some magnetisation configurations within cylin-
drical nanowires [6]. In this chapter, we further explore nanowires with curved edges, but
with the addition of broken cylindrical symmetry, which may favour different DW types.
We do so by performing micromagnetic simulations of cylindrical segment nanowires and
analysing the resulting magnetisation states. The purpose of this is to search for stable and
narrow domain walls (DWs) facilitated by the curvature of the nanowires. The following
sections discuss the initialisation of the simulations, the DWs observed in different cylin-
drical structures, their stability and their size. Finally, we discuss how simulated Lorentz
TEM images of the different magnetisation states are calculated and used in the character-
isation and identification of states within physical nanowires.

4.2 Simulation initialisation

To begin a micromagnetic simulation the user of mumax3 is required to provide a set of
material parameters and a geometry. For this thesis, the selection of those was influenced
by the fact that physical versions of the simulated nanowires would be fabricated using
the FEBID technique described in Section 3.2.2. Because FEBID is a complex deposition
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process, which involves the use of a precursor gas and possible hydrocarbon contamination
in the microscope chamber, the resulting nanostructures have a variable composition [7]
[8]. There were two magnetic precursor materials available for deposition - Co2(CO)8 and
Fe(CO)5 in the University of Glasgow FEBID-equipped PFIB system. For these materials
under standard deposition conditions the resulting nanostructures are polycrystalline and
with a typical metal purity of ∼ 75% [9] [10]. Based on this figure the following two sets of
starting parameters are used for the simulations - Ms1 = 1300×103 A/m, A1 = 1.5×10−11

J/m [11] [12] and Ms2 = 900 × 103 A/m, A2 = 1.3 × 10−11 J/m [13] with the first set
representing 70% pure polycrystalline Co and the second 70% pure polycrystalline Fe.
Because of this no magnetocrystalline anisotropy contribution to the energy of the system
was included in either set of the starting parameters. As stated in Chapter 1 of the thesis,
in micromagnetic simulations the simulated geometry is subdivided into cuboid cells with
each cell being assigned a magnetic moment of fixed magnitude. In a micromagnetic
framework it is assumed that this magnetic moment represents the magnetisation for the
entire volume of the cell. This is why it is important to choose a cell size smaller than
the exchange length (lex) of the simulated material. Typical values for Fe and Co are
lex = 2.3 nm and lex = 3.8 nm respectively [14]. For this thesis, a universal cell size of 2
nm × 2 nm × 2 nm was chosen. With these parameters, several sets of straight and L-
shaped quarter cylinder (QC) and half cylinder (HC) nanowire geometries were initialised.
These geometries were generated using the mumax3 language by manipulating the readily
available basic shapes like cuboids, cylinders and spheres. An example of the code used
to generate nanowire geometries and run the simulations is available in the Appendix.
Figure 4.1 shows 2D cross-sections of the simulated geometries and Figure 4.2 shows the
difference between the L-shape and straight geometries. The reason L-shaped nanowires
were chosen was because the shape naturally allows for the formation of a DW in the
vertex of the L, making DW in L-shaped nanowires easy to produce experimentally. In
contrast, straight nanowires offer a different advantage. Their uniform geometry allows
observation of a wider variety of DW types and provides a platform to study how edge
curvature influences DW formation within cylindrical segment nanowires. Additionally,
by simulating both QC and HC structures, it is possible to see the effect of larger nanowire
curvature and thickness on DW formation. For each combination of nanowire profile and
shape (e.g. straight HC, L-shape QC etc.) a set of simulations with varying sizes was
performed. The length (size in the x-direction) of the simulated nanowires was chosen to
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be 2 µm (each arm of the L-shape geometry was set to 1 µm) and the thickness ranged
from tQC = 10 - 50 nm for the QC nanowires and tHC = 20 - 100 nm for the HC ones with
the width (w) varying proportionally with the thickness. These lengths were chosen in
order to cap the nanowire width at 200 nm for bot the QC and HC geometries. Doing this
ensured reasonable simulation times and an appropriate aspect ratio between the maximum
nanowire width and length.

Figure 4.1: Example cross-sections of the nanowires geometries studied in this thesis - QC
and HC with the nanowire dimensions denoted as thickness (t) and width (w).

Figure 4.2: Simulated nanowire geometries - Straight (a)) vs. L-shape (b)) nanowire. Red
and blue regions represent oppositely oriented domains, while green represents the DW
region.

The goal of the simulations was to map the different DWs that can exist as metastable
structures in the described nanowire geometries. To do that the nanowire simulation was
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set up in a head-to-head magnetisation configuration with two oppositely pointing domains
and a DW region in between. In order to maximise the chances of finding all the possible
DW states for every given simulation, several different starting magnetisation states were
considered in the DW region in the middle of the wire. Figure 4.3 depicts 2D vector rep-
resentations of the various initial states under consideration, with a focus on the central
region of the nanowires. These include an in-plane transverse magnetisation state (a) and
d)), an out-of-plane transverse magnetisation (b) and e)) and a vortex state magnetisation
state (c) and f)) for a straight and an L-shaped nanowire respectively. It should be noted
that the the diagrams in Figure 4.3 display a sub-sampled version of the simulation with in-
creased vector sizes and decreased vector density to aid with the visualisation of the state.
Additionally, while only single slices of the 3D structures are provided, the magnetisa-
tion structure they show is representative for the entire volume. Examples of how the DW
magnetisation varies along the nanowire thickness are shown in Figure 4.5 a)-d) for QC ge-
ometries and 4.9 for HC geometries. For each nanowire size, a simulation was performed
with each of these starting states. In the situations considered in this project, namely look-
ing for equilibrium magnetisation states, the magnetization vector is mainly adjusting to
minimize the system’s free energy. This adjustment happens through the damping term
in the LLG equation, while the spiral motion introduced by the precessional term is less
relevant. Therefore the relax() numerical solver, which allows the effective field to point
towards a state of decreasing energy and disables the precesional term of the LLG equa-
tion, was used. The Gilbert damping parameter was set to an artificially high α = 0.5 in
order to reduce the time it takes for the system to reach a stable state [15]. Similarly high
damping parameters were used in the simulation of Fe and Co spheres - [16] α = 0.1 and
thin films-[17] α = 1. It must be noted that normally finite-difference software is not ideal
for the simulation of curved structures like the ones discussed here. This is due to the
staircase effect which appears when trying to approximate curvature with cuboid cells. In
mumax3 this is corrected by an in-built function (EdgeSmooth = n) that sub-divides cells
on the surface of the geometry n3 times in order to better approximate the curvature of the
shape. For this project, the highest possible subdivision with n = 8 was chosen to achieve
the best possible approximation of a smooth curved edge. Examples of the simulation files
used in this thesis are available in Appendix A.1.
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Figure 4.3: Simulation starting states for straight (a) through c)) and L-shape (d) through
f)) nanowire simulations. a)- straight wire out-of-plane wall state, b)-straight wire in-plane
transverse wall state, c)-straight wire vortex wall state, d)-L-shaped wire Out-of-plane wall
state, e)-L-shaped wire in-plane transverse wall state, f)-L-shaped wire vortex wall state.
Diagrams of L-shaped nanowires are rotated to best display the magnetisation state. The
colour wheel and vectors directions apply to all images. White color represents out-of-
plane magnetisation.
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4.3 Domain walls in quarter cylinder nanowires

The first simulation results presented here are from nanowires with QC profiles. Static,
energy-minimisation simulations were conducted as described in Section 4.2 using the
stated parameters and dimensions for QC nanowires. The QC nanowires were found to
support both states that were similar to ones observed in planar nanowires (described in
Section 2.2) and some unique ones. 2D diagrams of the different DWs observed can be
seen in Figure 4.4.

Figure 4.4: 2D vector diagrams of DW types observed in QC nanowires: a) - TW, b) -
FSW, c) - TDVW, d) - VW. Colours represent longitudinal and transverse magnetisation
components, with white representing out-of-plane magnetisation direction. a), b) and d)
are obtained from a 100 nm × 25 nm QC nanowire, c) is obtained from a 120 nm × 30 nm
QC nanowire.
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The DWs shown in a) and d) strongly resemble the transverse wall (TW) and vortex wall
(VW) described for planar nanowires in Chapter 2, suggesting they are of the same type.
In Figure 4.4 a) (the TW) the magnetisation forms a roughly triangular region oriented
perpendicular to the long axis of the wire. This DW has two degenerate states of equiva-
lent energy cost depending on the transverse direction of the central region. Their profiles,
which show how the DW varies throughout the nanowire thickness, can be seen in Figure
4.5 a) and b). In the VW, pictured in 4.4 d), the magnetisation rotates around a central vor-
tex core pointing out-of-plane of the wire axis. It also has four degenerate states based on
the direction of the core and also the rotation (clockwise or anticlockwise) of the magneti-
sation (Figure 4.5 e)). The flower state wall or FSW (Figure 4.4 b)) is a metastable DW [18]
with a structure that resembles the transverse DWs observed within cylindrical nanowires.
It is characterised by an out-of-plane central region surrounded by two transverse "petals",
which in turn appear as two oppositely pointing TWs. It also has two degenerate states
based on the direction of the out-of-plane region in the centre. Profiles of both are pictured
in Figure 4.5 c) and d). The FSW is a wall of particular interest due to its divergent nature,
relatively simple shape and compact size (compared to the other walls). Finally, Figure 4.5
c) displays the transverse/double-vortex hybrid wall (TDVW). Compared to the other three,
it is the most complex one and is characterised by a triangular transverse central region at
the upper end of which the magnetisation begins to curl on either side forming two vortices.
Much like the regular TW the TDVW also has a degenerate state, in which the direction of
the transverse region is reversed and so is the direction of the vortex rotation - Figure 4.5 f).
It is possible that other degenerate states exist based on the orientation of the vortex cores,
but none were observed in the simulations conducted here. It should be noted that while
the images shown in Figure 4.4 were chosen to be the most representative of the DWs and
clearly show their structure, they fail to fully capture the 3D nature of the DWs and the
slight rotation of magnetisation due to the curvature of the nanowire geometry. This can
be seen in Figure 4.5 a) through d) which display cross-sections through the TW and FSW
degenerate states as described earlier. This presence of curvature in the nanowire profile is
the most likely cause of the stabilisation of the FSW as it reduces the number of axes of
symmetry in the structure and introduces a so-called effective DMI, without the presence
of interfacial DMI-inducing materials [19]. In cylindrical nanowires and nanotubes, this
effect of curvature has been linked to the formation of novel magnetisation states [20] [21].
In the next section, the stability and size of the different DWs are examined with respect to
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the dimensions of the QC nanowires.

Figure 4.5: Degenerate states and profiles of the different DWs observed in QC nanowires:
a) and b) represent vector diagrams of the profiles of a TW, c) and d) are the profiles of the
degenerate states of a FSW, e) shows diagrams of the four equivalent vw configurations
and f) is a vector diagram of the alternative state of the TDV wall. In e) the circle with a
cross and dot represent magnetisation direction into and out of the page respectively.

4.3.1 Stability of domain walls in quarter cylinder nanowires

The total energy density of the simulation was the metric used to represent the stability
of DWs. It is defined as the energy per unit volume and encapsulates the contributions
from the magnetostatic and exchange interactions described in Section 1.3. It was directly
obtained as an output of the simulation and then plotted for various DW types against the
width of the nanowire occupied by each wall. Energy density was chosen because it allows
for a straightforward comparison of stability regardless of nanowire size. The resultant
plots for Co and Fe alloy nanowires can be seen in Fig. 4.6 a) and 4.6 b) respectively.
It is clear from the graphs that the initial material parameters affect the energy density
quite strongly, with the values nearly doubling for the Co alloy nanowires with 1300×103

A/m. Additionally, the results from the simulations showed the relationship between the
simulation starting and relaxed states. When the initial state closely resembled the ground
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state (the most stable configuration), the simulation invariably relaxed to that ground state.
For instance, the starting state depicted in Figure 4.3 b) always converged to a TW (4.4 a) or
a TDVW 4.4 c). A similar behaviour was observed with the out-of-plane (4.3 a)) and vortex
(4.3 c)) starting states relaxing into FSW and VWs respectively. As expected the ground
state configuration for the smaller nanowires for each set of material parameters is the TW,
denoted by a green triangle on the diagrams. However, the transition point at which the
VW becomes more stable differs depending on the material parameters. For the 900×103

A/m wires, the VW was first recorded to have a lower average energy density at wire
dimensions of w = 120 nm (with maximum thickness t = 30) nm, while for the 1300×103

A/m wires, the change in the ground state first occurs at w = 80 nm (t = 20 nm). The
width and thickness figures here refer to the definitions in Figure 4.1. A similar transition
point was observed in permalloy nanostrips in [22]. The simulations predict that the TW
and VW can both form across the full range of nanowire sizes, however, for the Co alloy
nanowire and the VW remains the more energetically favourable one for the remaining
nanowire sizes. In the case of the Fe alloy wires, the simulations show that TW and VW
can only coexist within wires with widths smaller than 100 nm. For any larger size, the TW
no longer stabilised and was replaced by the metastable TDVW described in Section 4.3.
This was surprising despite there being a similarity between the TW and TDVW (the main
component of both is an extended triangular region with parallel magnetisation) as the
presence of two vortices does not intuitively suggest stability. The TDVW, however, only
relaxed in larger wires where it is most likely preferable to the TW because of the combined
effects of nanowire curvature and the reduction of the magnetostatic energy contribution
from the vortices. Interestingly, simulations showed that the TDVW even becomes the
ground state in Fe alloy nanowires above w = 120. The last remaining wall in the diagram,
the FSW, appeared as a metastable state across the entire simulation range for the QC
regardless of material parameters. In the smaller Fe alloy nanowire it was observed to have
lower total energy than the VW, however, still larger than that of the TW. That being said,
the energy density differences between the ground state and least energetically favourable
wall types for all sizes are relatively small, ranging from 9 % to 15 % for the Co alloys
nanowires and 7 % to 12 % for the Fe alloy ones. This implies that the metastable walls
may nucleate in physical nanowires in the presence of additional factors like crystalline
anisotropy, physical imperfections that may cause the pinning of a particular state, field
history or the presence of interfacial DMI. The effect of the latter is discussed in the next
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section.

(a) Total energy density diagram for Co (Ms = 1300× 103 A/m) QC
nanowires

(b) Total energy density diagram for Fe (Ms = 900× 103 A/m) QC
nanowires

Figure 4.6: Total energy density of Co (a)) and Fe (b)) QC nanowires plotted in relation to
nanowire width (size in y-dimension). Different markers represent the different DWs.
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4.3.2 Effect of DMI on quarter cylinder straight nanowires

As mentioned in Chapter 1, iDMI aids in the stabilisation of chiral Néel-like DWs which
have been shown to achieve propagation speeds of up to 700 m/s in Co multi-layers [23].
Here we examine the effect of iDMI on the DW structures in combination with the QC
nanowire curvature. iDMI was implemented in the simulations by adding a single layer
adjacent to the nanowire geometry with no magnetic properties but with an effective in-
terfacial DMI (iDMI) strength of D = 1× 10−3 J/m2 similar to the method employed in
[24]. This value was chosen as it is experimentally achievable with the addition of a 4 nm
Pt layer to thin Co/Al films [25]. [26] further quotes iDMI strength varying between 0.1
and 3.5×10−3 J/m2 for different configuration of Co and Pt thin films. It should be noted
however that the value is only a realistic estimate of what the true iDMI strength would be
in the system studied. A more accurate value would require a further experimental study.
The simulations were then initialised in the same manner as the ones without iDMI. Once
the simulations were completed iDMI was found to have the largest effect on DWs within
the smaller sizes of nanowires (up to 70 nm) - in particular on the ones with an out-of-
plane component - the FSW and the VW. Figure 4.7 shows this effect on the structure of
an FSW, which is completely transformed into the so called one-dimensional wall or 1DW
(a)) and on the VW (b)). The images shown in the figure are from a simulation of a Co
alloy nanowire of w = 60 nm.

Figure 4.7: 2D vector diagrams of QC nanowires of w = 60 nm with a 1DW (a)) and VW
(b)) in the presence of DMI, with D = 1×10−3 J/m2.
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In the case of the VW iDMI had the effect of significantly broadening the vortex core and
introducing a divergent component to the magnetisation rotation. The resulting state is
very similar to the transition state between a circular and radial vortex reported in [27] at
similar values of iDMI. The effect of iDMI on the FSW within Co alloy nanowires with
w < 70 nm is much more pronounced. As can be seen in Figure 4.7 a) the DW structure
is completely transformed with the in-plane triangular regions disappearing and the entire
DW becoming a continuous region of out-of-plane magnetisation. This makes it appear
much more like a one-dimensional structure, hence this particular wall will be referred to
as the 1DW later in the thesis. Additionally, this DW was found to have the smallest extent
out of all the DWs observed during the simulations, a property that is highly desirable in
the field of spintronics. As the size of the simulated nanowire was increased the effect of
iDMI was diminished and within Co alloy nanowire with w > 70 nm the DWs pictured in
Figure 4.7 a) no longer stabilised and was replaced by the FSW pictured in Figure 4.4. An
additional effect of iDMI was the prevention of the formation of the degenerate state of the
FSW described in Section 4.3. Meanwhile, in the Fe alloy nanowires, iDMI was not found
to have such a strong effect on the magnetisation configuration of the FSW. It also did not
lead to the stabilisation of the 1DW. It did, however, result in the same broadening of the
vortex core in VWs.
Similarly to Section 4.3.1 the average energy density of the different magnetisation states
was recorded and plotted for each nanowire size. The resulting plots can be seen in Figure
4.8. The same relationship between starting and final state was also observed with the
starting states shown in 4.3 a), b) and c) converging to DWs they closely resemble i.e.
FSW, TW/TDVW and VW respectively. Over the range of simulations, iDMI was found
to reduce the average density for the different walls by 10 % in both Co and Fe alloy
nanowires. In addition, there are also a couple of other subtle differences. Firstly, one can
see that no vortex state relaxed at the smallest size of nanowire and a TDVW stabilised at
the largest simulated nanowire of w = 180 nm. This state did not stabilise at all in Fe alloy
nanowires without the presence of iDMI. The transition between TW and VW being the
ground state occurred at w = 100 nm. For Fe alloy nanowires transitions between ground
states were recorded at w = 80 nm (from TW to VW) and again at w = 180 nm (from VW
to TDVW). In addition, no FSW was able to stabilise in Fe alloy nanowire in the presence
of iDMI at nanowire widths greater than 140 nm with the only remaining states at that size
being the VW and TDVW.
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(a) Total energy density diagram for Co QC nanowires with iDMI

(b) Total energy density diagram for Fe QC nanowires with iDMI

Figure 4.8: Total energy density of Co (a)) and Fe(b)) QC nanowires with interfacial DMI
plotted in relation to nanowire width (size in y-dimension). Different markers represent
the different DWs.

For both sets of starting material parameters and over the entire simulation range the FSW
remained a metastable state. Overall, the inclusion of iDMI yielded interesting results -
an overall decrease in the energy of cost DWs and in particular the appearance of the DW
pictured in 4.7 a). Its nearly one-dimensional profile, chiral nature and compact size make
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it an interesting candidate for spintronic devices. However, more studies are needed to
quantify its stability and practicality. Examples of such may include static simulations
on materials with favourable crystalline anisotropy [28] and experimentation with higher
values of iDMI strength and dynamical simulations to quantify its propagation [29].

4.4 Domain walls and their stability in half cylinder nanowires

The next set of simulations was performed on straight HC nanowires. In these, the width
and length of the nanowires were kept identical to their QC counterparts, which resulted in
the thickness of the wire and consequently the curved surface area being increased. Overall
the same DWs were observed as in the QC nanowires - TW, VW, FSW, and TDVW (Figure
4.4) albeit with small topological differences to account for the increased curvature. An
example of this is the strengthening of the out-of-plane component of the magnetisation
around the outer surface of the nanowire - this can clearly be seen in Figure 4.9 a) and b)
which display cross-section vector diagrams of the FSW and TW respectively. In addition
to the ones listed above a new type of DW emerged in some of the larger nanowires. It can
be seen in Figure 4.10. It strongly resembles the VW in structure, but the magnetisation is
not symmetrical around the vortex core, therefore, invoking the name for it - asymmetric
vortex wall or AVW. The AVW observed here is also very similar to the so-called Landau
DW found in permalloy nanostrips wider than 200 nm [30], which is also characterised
by magnetisation rotating around an extended vortex core. A notable feature of the AVW
observed here is its size. In the Fe alloy nanowire simulations, as the wire width increased,
the extent of this wall began spanning a big proportion of the nanowire. Co HC nanowires
were simulated up to a width of 180 nm and Fe wires up to 160 nm. Beyond that point, the
resulting magnetisation configurations ceased to be head-to-head with a DW and instead
turned into complex multi-domain configurations. The energy density again was used as
a measure of DW stability. The starting states had a similar effect on the final states as
discussed in Sections 4.3.1 and 4.3.2 with one notable difference. The out-of-plane starting
state (4.3 a)) relaxed into the AVW state for Co nanowires wider than 120 nm and Fe
nanowires larger than 140 nm.
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Figure 4.9: Vector diagrams displaying the profiles of a FSW (a)) and TW (b)) for 100 nm
wide HC Co nanowire.

Figure 4.10: 2D vector diagram of a AVW obtained from a 140 nm wide Fe HC nanowire.

The plots for Co and Fe HC nanowires can be seen in Figure 4.11. The average energy
density across all HC wire sizes was found to be slightly higher than that of their QC
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counterparts. For both sets of material parameters used the TW was found to be the most
favourable DW for the smallest nanowire sizes. As larger nanowires are simulated the first
phase transition occurred at a nanowire width of 80 nm (t = 40 nm) for the Co nanowires
and at 70 nm (t = 35 nm) for the Fe nanowires. At this point, the VW became the ground
state DW. In square permalloy (Ms = 800×103 A/m) nanowires a similar transition between
a TW and BPW was found to occur at a nanowire width of 40 nm [31]. Similarly in
cylindrical nanowires transitions between TW and BPW were reported at diameters of 30
nm for Ms1 = 1300×103 A/m and of 55 nm for Ms2 = 900×103 A/m [32]. In the Co alloy
nanowires the VW remained the ground state for all sizes up to 140nm where the AVW
took its place as the most low-energy state. Interestingly, the VW and AVW were found
to coexist at wires with widths between 120 and 140 nm. This leads to the conclusion that
the AVW is not an "adaptation" of the VW more favourable within larger wire sizes, but
a completely different wall altogether. In the Fe alloy nanowires, the VW remained the
ground state in wires with widths up to 100 nm. Then in wires with width between 100
nm and 140 nm the ground state was found to be the TDVW. In the Fe alloy nanowires,
there was one final phase transition at w = 140 nm. At this point, the AVW became the most
energetically favourable DW. Regardless of the material parameters, the energy differences
between the VW, AVW and TDVW in nanowires with a width greater than 120 nm were
very small, implying that either one may be observed in physical nanowires. In the HC
simulations, the FSW was also found as a metastable wall with the highest energy cost.
Unlike in the QC simulations, it did not appear across the entire simulation range. Instead,
it relaxed in wires with widths up to 100 nm in Co alloy nanowire and 120 nm in Fe alloy
nanowires. A noticeable feature of the FSW is how its energy cost changes with wire
width. In smaller nanowires, its energy density was found to be very close to that of the
ground state wall for the particular wire size. As the wire size increases so does the energy
gap between the FSW and the other DWs. This led to the conclusion that an FSW would
most likely be observed in smaller nanowires with widths smaller than 70 nm. Like in
the case with QC nanowires the effects of iDMI were also examined here. However, the
introduction of iDMI with a strength of D = 1×10−3 J/m2 resulted in no significant change
in the spin structure of the DWs in the HC nanowires and did not affect the ground-state
transition points. This is most likely due to the increased nanowire thickness of the HC as
compared to the QC nanowire and the fact the iDMI strength decays exponentially with
the distance from the inducing layer [33].
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(a) Total energy density diagram for Co HC nanowires

(b) Total energy density diagram for Fe HC nanowires

Figure 4.11: Total energy density of Co alloy (a)) and Fe alloy (b)) HC nanowires plotted in
relation to nanowire width (size in y-dimension). Different markers represent the different
DWs.
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4.5 L-shaped nanowire simulation results

Nucleating DWs in physical straight nanowires is not easily achievable without the intro-
duction of defects like notches or thickness modulation [34][35]. This is why a curved or
L-shaped nanowire design is often used. Here simulations are conducted of L-shaped HC
and QC nanowires to explore the range of DWs that can stabilize in such structures. Again
the material parameters for Co and Fe alloys described in Section 4.2 were used and the
simulated nanowire sizes ranged from w = 60 nm to w = 200 nm. Each simulation was
initialised with the states described in Section 4.2. Figure 4.12 shows 2D vector diagrams
of the two DW observed in both the HC and QC L-shape simulations. In comparison to the
straight nanowire, a much smaller number of unique DWs was observed - only a TW 4.12
a) and an extended VW with a transverse component - Figure 4.12 b). The cause of this
is the strong shape anisotropy associated with the L-shaped nanowire geometry and the
fact that the simulations are initialised in a head-to-head configuration. These factors con-
strain the DWs to the vertex of the "L", where the geometry significantly differs from the
straight nanowire, in which the nanowire edges are parallel. This constraint also resulted
in a different relation between the starting and final state to the one observed in the straight
nanowire simulations. Here each nanowire simulation of a particular size resulted in an
identical final state. Despite the topological differences between the straight and L-shaped
nanowires there are also similarities. In particular the TW in L-shape nanowire is quite
similar to the one observed in the straight nanowire in terms of the overall spin orientation.
The shape, however, is different. Whereas in straight nanowires the TW was found to have
a triangular shape, here the shape of the wall is dictated by the shape of the vertex. The
other VW found during the simulations appeared only in the larger nanowires. Here the
VW is quite asymmetric with an extended core much like the AVW from Section 4.4. In
nanowires where this wall appears the vortex is localised in one of the "arms" of the L,
while in the other the magnetisation is mostly transverse. This is because the geometry of
the VW and the nanowire vertex are not compatible.
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Figure 4.12: 2D vector diagrams of Fe alloy QC L- shape nanowires displaying the TW
(a)) and VW (b)). a) is relaxed from an 80 nm wide nanowire, while b) is obtained from
an 140 nm wide nanowire. The same DW configurations were observed in the Co alloy
nanowires.

The energy density graphs that represent the stability of the different walls for the L-shape
nanowires can be seen in Figure 4.13. There one can see that the TW is the most commonly
occurring DW. In the Co alloy QC simulations, it was the only DW that appeared across
the entire simulation range. In the Fe alloy simulations, the situation was similar with
the exception of the two largest simulated nanowires where it was replaced by the VW.
In the HC L-Shape nanowires, the transition between TW and VW happened at w = 140
nm for Co alloy and 100 nm for Fe alloy. Furthermore, the size range where head-to-head
DWs were able to relax at all was quite limited. Beyond the sizes pictured in Figure 4.13b
and 4.13c, the resulting magnetisation followed the shape of the "L" and was mostly uni-
directional with the exception of a slight rotation at the bent region of the L. Simulations
with included iDMI of value D = 1×10−3J/m2 were performed on the QC and HC L-shape
geometries, the effect of which was a flat decrease in the exchange energy density of the
configuration as can be see in Figure 4.13. In these simulations, no changes were observed
in the ground-state transitions or the overall spin structure of the walls. An interesting
observation about the L-shape simulations that distinguishes them from the straight ones
is the fact that no metastable walls were found to stabilise. Furthermore, the simulation
starting state was not observed to affect the final DW that formed. For each nanowire size
regardless of which starting state was used (Figure 4.3 d)-f) the result was always the same
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- the ground sate DW of that particular nanowire configuration. Again this is most likely
due to constraint imposed by the L-shape geometry.

(a) Total energy density diagram for both Co and Fe QC L-shape nanowires

(b) Total energy density diagram for Co
HC L-shape nanowires

(c) Total energy density diagram for Fe
HC L-shape nanowires

Figure 4.13: Total energy density of QC and HC L-shape nanowires versus nanowires
width. 4.13a shows the results for both QC Co alloy and Fe alloy, while 4.13b and 4.13c
display the results for HC Co alloy and Fe alloy nanowire respectively. Different markers
represent the different DWs. Hollow markers represent results from simulation with iDMI.

115



Chapter 4 Simulations of cylindrical segment nanowires

4.6 Domain wall extent in cylindrical segment nanowires

As mentioned in Chapter 2, an important characteristic for a DW is its width or extent along
the long dimension of the nanowire. Here are presented the extents of the DWs discussed in
Sections 4.3 through to 4.5. The main challenge in obtaining a measurement of the DW ex-
tents for the simulations outlined here is the complex spin structure of some of the DWs in
which the magnetisation can vary across two or even all three dimensions of the nanowire.
Because of this employing conventional methods for calculating DW widths from mag-
netisation, such as fitting the longitudinal component to a hyperbolic tangent function (as
outlined in [36]), which only work effectively on one dimensional DWs, are not applicable
here. Instead, the following approach is used. First, the longitudinal component (mx) of
the magnetisation is extracted from the simulation. The resulting three-dimensional dataset
is then summed and averaged along the nanowire thickness (z-dimension) and normalised
to give a 2D image of the mx component of the nanowire. Line profiles are then taken
across this image to provide measurements of the DW extent. Because the DWs observed
here can vary in across the transverse dimension of the nanowire (the y-dimension) several
profiles 5 nm apart were taken and averaged to give the final DW extent measurement. A
schematic of the process is shown in Figure 4.14, where the red dotted lines indicate where
line profiles are measured.

Figure 4.14: Schematic of how an average DW extent is calculated for a TW. The red
dotted lines indicate the locations where line profiles were taken across the 2D image of
the longitudinal magnetisation of the nanowire.

From the line profiles a measurement of the extent of the DW packet was taken by mea-
suring the region over which the normalised longitudinal magnetisation was in the range
between 0.95 and -0.95. Areas with magnitude outside that range was considered to be
part of domain, rather than part of the DW. This range was chosen as it was found to be the
most representative of the DW. For the L-shape nanowires, a similar approach was used
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with an extra step. Because of the slightly more complex shape, two different profiles were
taken along each arm, meeting in the midpoint of vertex of the L. The two profiles were
then concatenated giving a single continuous line profile. Again several line profiles were
take in this manner with a spacing of 5 nm and the extent measurement method was then
used on the resulting profiles. Images of the profiles of the different DWs along with a
2D image of their normalised mx component can be seen in Figure 4.15. The red line in
the images represents the location where the corresponding profile was taken. It should be
noted that all the "simpler" DWs (FSW, TW and 1DW) had very similar profiles (Figure
4.15a) that closely resembled the hyperbolic tangent profiles in 1D DWs mentioned earlier.
Despite that the same method of DW extent measurement was used in order to preserve
the consistency of the data. The process of DW extent measurement described above was
repeated for the different DWs in each nanowire. The results were then organised by DW
shape and can be seen in Figure 4.16. When looking Figures 4.16 and 4.15 it is important
to note that no direct comparison can be made between some of the different DWs. Good
examples of this are the TW and the TDVW. Although they have some similar characteris-
tics, they are structurally very different with the latter one being more of a composite DW
packet rather than a conventional DW. That being said a few conclusions can be drawn
from examining the graphs. One is that DWs in HC wires are wider than their QC coun-
terparts regardless of nanowire shape or material parameters. This can be attributed to a
combination of the increased thickness and increased curved surface of the nanowire [29]
[30] . In straight nanowires (both in HC and QC) the most compact walls were found to
be the 1DW and FSW with extents ranging from 9 nm to 11 nm for the 1DW and 20 nm
up to 160 nm for the FSW - 4.16 a). Similar sizes were reported for DWs in nanostrips
in the presence of iDMI [24]. Their narrow extent makes them both suitable candidates
for spintronic devices, which require a lot of densely packed spin structures as discussed
in Chapter 2. The 1DW has the additional advantage of a fixed chirality, which is also a
desirable quality. The TW was also one of the more narrow DWs with an extent ranging
from 15 nm to 100 nm 4.16 b). It is also easy to stabilise and was found to be the ground
state in all nanowires smaller than 70 nm.
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(a) TW wall profile (b) TDVW profile

(c) TW profile L shape (d) VW profile L shape

Figure 4.15: Line profiles taken along the longitudinal normalised magnetisation compo-
nent for straight nanowires with TW 4.15a b), TDVW 4.16 and L-shaped nanowires with
TW 4.15c and VW 4.15d. The profiles are plotted along with a 2D image of the corre-
sponding magnetisation component. The red line in the magnetisation image corresponds
to the location where the profile was taken, while the red dotted lines represent the DW
width that was obtained from that profile.
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Figure 4.16: DW extent for various DWs plotted against nanowire width. a) - d) show the
extents of DWs for QC and HC straight nanowires with a) showing FSW extents, b) TW,
c) VW and d) a combination of AVW and TDVW, e) shows the extents of all TW and VW
wall types observed in L-shape geometries.
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Naturally, the more complex DW packets in the larger nanowires were found to occupy a
larger proportion of the nanowire length. In particular, the extent to which the magneti-
sation was found to change in the widest HC nanowires with AVW and TDVW reached
up to 34% of the length of the whole nanowire. Such complex structures while interesting
can be unstable and are also more likely to suffer from Walker breakdown. An interesting
observation can be made on the increase of DW extent of the different DWs with nanowire
size. In the simpler DWs like the FSW and TW, the DW extent seems to increase in a
linear fashion with the corresponding nanowire dimensions, while in the more complex
nanowire, this relationship is closer to exponential - as can be seen for the VW in Figure
4.16 c). The introduction of iDMI also had an effect on the size of some of the DWs in
QC nanowires. Overall it led to a significant decrease in the extent of the TW and FSW. In
L-shape nanowires a similar trend is present. The TW (the simpler wall) is much narrower
and is further contained by the shape of the nanowire. In the nanowire sizes over which it
appears, it spans the bent region of the L and increases linearly with nanowire size. More-
over, there is only a fractional difference in size between DWs in Fe and Co alloy L-shaped
nanowires. On the other hand, the more complex VW "spills" outside the bent region and
into the arms L-shape. Its complex structure and its incompatibility with the L-shape make
it less likely to stabilize. The introduction of iDMI to the L-shaped nanowires had little to
no effect on the DW extent in the studied range. This was also most likely due to shape of
the nanowire and the fact that the DW is constrained to the bent region of the L effectively
forcing its shape and size.

4.7 Simulation results summary

The last few sections presented the results from simulating cylindrical segment nanowires
with different geometries and material parameters. These include images and descriptions
of a variety of DWs that can stabilise in such geometries as well as a record of their stability
and extent. Table 4.1 provides a summary of the different DWs across the simulation space.
The data presented here is organized by nanowire type (e.g. QC Co nanowire) and width,
with the DWs for each entry appearing in descending order by their total energy density.
The table shows a wide variety of DWs across the cylindrical segment parameter space. As
expected simpler and narrower DWs like the FSW, 1DW stabilised in the narrower struc-
tures, while for larger nanowires complex DWs like the TDVW and AVW dominated. For
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the L-shaped nanowire simulations the trend was different with a TW being the only DW
present across almost the entire simulation range. An additional outcome was the iDMI-
aided stabilisation of a one-dimensional chiral DW in Co nanowires. Although it was not
the ground state wall for the particular combination of nanowire dimension and parameters,
its narrow profile and chiral nature do make it a desirable candidate for spintronic appli-
cations. Further studies involving varying the simualtion parameters can be used to search
for a particular configuration where this wall is the ground state. For example, varying the
crystalline anisotropy of the nanowires has been shown to affect the magnetic properties
and reversal processes in Co and CoFe nanowires [1]. A more detailed discussion on po-
tential ways to achieve this is presented in Chapter 6. A limitation of this simulation study
is the fact that all simulations performed here were static. Further studies exploring the
dynamics of the observed walls under external magnetic fields or spin polarised currents
would provide insight into their stability and applicability in spintronics. The dynamic ef-
fects can also be explored in the pressence of DMI, which can also have an effect on the
dynamic behaviour of the DWs [37]. Overall, the results presented here can be used as
a baseline for developing further experimental and simulation studies on nanowires with
curved profiles or as a reference point for further study of any of the unique DWs that are
presented here.
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Chapter 4 Simulations of cylindrical segment nanowires

4.8 Simulated Lorentz microscopy images

For micromagnetic simulations to be more useful and provide better insight into the mag-
netic properties of the simulated structure it is necessary to be able to relate them to ex-
perimental results. Such an approach is widely used in the interpretation of experimental
Lorentz TEM images [38] [39], where DPC and Fresnel mode image simulations are used
to identify and characterise DWs. Simulated Lorentz TEM images have also been applied
in stand-alone studies simulation like [40], where they are used to generate the contrast
produced by magnetic skyrmions at different angles of electron beam illumination. Several
methods have been developed to calculate experimental Lorentz microscopy images from
micromagnetic simulations. An example of this is a method based on the calculation of the
magnetic vector potential (equation 3.15) developed by [41]. Here experimental images
of the straight and L-shaped nanowires were computed using the "FPD" software package
[42] using the mx and my components of magnetisation via the methods described in 3.5.6
. As described there the formation of these simulated experimental images is based on
the phase of an electron beam as it passes through the simulated magnetic structure. This
calculated phase image is then used to obtain simulated DPC and Fresnel mode images of
the different nanowires described in Sections 4.4 and 4.3. For the nanowires studied here
the 2D images of the mx and my components of magnetisation are obtained by summing
along the nanowire thickness (z-direction). This effectively "flattens" the 3D structure to
a 2D representation. The summation is done in this way to retain the magnitude of the
magnetisation for each simulation layer.

4.8.1 Calculated Fresnel Images

First, we present the calculated Fresnel mode images of the different nanowires. For the
images calculated here, the following parameters were chosen to plug into equation 3.24 -
the electron beam wavelength was set to 2.51 pm and the beam divergence θc was set to
10−6 rad [43] in order to simulate a beam from a coherent 200 kV FEG electron source.
The aperture function was set to 1 everywhere to simulate imaging conditions where the
electron beam is not obstructed by apertures. The phase was obtained from a calculation
using the FPD mag_ phase() function from the 2D images of the in-plane magnetisation
components mx and my of the simulation and the amplitude function was obtained from
its geometry. While the magnetisation components are readily available as a result of the
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micromagnetic simulation the amplitude function needs to be calculated separately. The
value of the amplitude function is based on the transmittance of the electron beam through
the sample. For the curved nanowires, we assume a smoothly varying amplitude propor-
tional to the sample thickness. Figure 4.17 shows an example of an amplitude function for
a 20 nm thick QC nanowire, which was assumed to have a value of 0.9 at the maximum
thickness corresponding to 90 % beam transmittance. The surrounding area was assumed
to have no effect on the amplitude of the electron wave and its value was set to 1. A simi-
lar value was reported in [44], however, an accurate estimate would require further Monte
Carlo simulations based on the particular system and material parameter [45].

Figure 4.17: Amplitude function (a)) and profile across it (b)) of an 80 nm wide QC
nanowire used for the calculation of simulated Fresnel mode images. Red dotted line
indicates direction of the profile. The shape and magnitude shown in b) are constant across
the wire.

Common lens defects like spherical and chromatic aberrations were not considered in the
image calculations, because their contribution to the contrast in the final image is dwarfed
by that of the high defocus values. Images were calculated for each of the DWs presented
in Sections 4.3 - 4.5 using three different defocus values - 0.1 mm, 0.5 mm and 2 mm.
These parameters were chosen so that the simulated Fresnel images can be readily used
for comparisons to a variety of experimental images. In them, one can see unique defining
features of the DWs that may be useful in identifying and classifying them in physical
nanowires. The calculated Fresnel mode images for straight nanowires are displayed in
Figure 4.18, while the L-shaped ones can be seen in Figure 4.19.
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(a) 1DW (b) TW (c) FSW

(d) VW (e) AVW (f) TDVW

Figure 4.18: Fresnel images of the different DWs appearing in straight nanowires. The
1DW (4.18a) was from a 60 nm QC simulation, while the TW (4.18b), FSW (4.18c) and
VW (4.18d) stabilised an 80 nm wide QC nanowire. The AVW (4.18e) and TDVW (4.18f)
stabilised in a 120 nm Co QC nanowire. The images were calculated for 3 different defocus
parameters - 0.05 mm, 0.2 mm and 0.5 m. Blue and red dotted lines indicate locations for
profiles displayed in Figure 4.21.
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(a) TW

(b) VW

Figure 4.19: Fresnel images of the different DWs appearing in L-shaped nanowires. The
TW (4.19a) stabilised an 80 nm wide QC nanowire while the VW (4.19b) stabilised in a
100 nm wide Co HC nanowire. The images were calculated for three different defocus
parameters - 0.2 mm, 0.5 mm and 2 mm.

In the images shown, one can clearly see the dark and bright contrast on the wire edges
that switch on either side of the DW which is typical of Fresnel microscopy of head-to-
head or tail-to-tail nanowires. In the FSW and TW, this contrast changes symmetrically
around the centre of the nanowire, while for the VW and AVW, the change of edge contrast
occurs on either end of the DW packet. This may be useful when trying to identify DWs
experimentally. An interesting change in edge contrast can be seen on the TDVW (4.18f).
On the top edge of the nanowire, the contrast changes symmetrically about the centre of
the nanowire, but on the bottom edge, there appear to be two transitions where the contrast
alternates from bright to dark. In the images of the L-shaped nanowires, the edge contrast
is also useful for identifying the DW state. In the TW (4.19a) the dark contrast on the
left-hand side of the nanowire only extent to the beginning of the nanowire bent, while in
the VW state (4.19b) it continues around the bent reaching the edge of the DW packet on
the other side. In addition, the extended vortex core seen in the VW appears to have a very
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similar structure to the AVW seen in straight nanowires. To aid in the visualization of the
DWs and the edge contrast of the nanowire associated with them, simplified schematics
of the Fresnel contrast for the different DWs are presented in Figure 4.20. The images
shown there are simple pictorial representations that clearly display the most unique and
identifiable features of each DW that can be captured using Fresnel mode imaging.

Figure 4.20: Simplified schematics of the Fresnel contrast associated with the different
DW.

In addition to qualitative identification of the walls, Fresnel images can be used in a
semi-quantitative manner to obtain measurements of DW extents. Figure 4.21 shows line
profiles obtained from the Fresnel images of the different DWs shown in Figure 4.19 and
4.18 at a defocus of 2 mm. In the profiles, DWs appear as a series of intensity peaks
which correspond to dark and bright contrast in the image. The domains, however, have
no variation of intensity in the image. For this reason the method for obtaining DW extent
from the magnetisation described in Section 4.6 cannot be applied to the simulated Fresnel
images and the two cannot be directly compared. The commonly used Python scipy.find_
peaks() function was used to detect the peaks and record their width at the half-maximum
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point. This width was then used as a measurement of the DW extent. An example of
that can be seen in Figure 4.21a where the red lines represent the calculated DW extent of
1DW in a 60 nm QC nanowire imaged with a defocus of 2 mm. For the more complex
walls where multiple peaks were present, the extent was taken as the horizontal distance
at FWHM of the first and final peaks that appear in the intensity image. In situations
where the DW varied in width across the wire (e.g. the TW pictured Figure 4.21 c)) this
measurement was repeated across the nanowire and the result averaged.

(a) 1DW (b) FSW (c) TW

(d) VW (e) TDVW (f) AVW

Figure 4.21: Average line profiles across DWs in calculated Fresnel mode images Images
were taken with a defocus value of 0.5 mm. The red lines indicate the extent of the partic-
ular DW.

In the images shown in Figures 4.18 and 4.19 one can clearly see that as the defocus
increases so does the apparent extent of the DW. This correlation is visually represented in
Figure 4.22, where the extent of a VW, as measured from calculated Fresnel images with
defocus ranging from 500 nm to 5 mm, is plotted against the corresponding defocus value.
The values shown here are obtained from images of an 80 nm wide Co QC nanowire,
but a similar relationship was observed for different nanowire sizes and shapes and for
different DW types. The error bars in the figure represent uncertainty obtained from the
peak finding algorithm combined with the pixel spacing (2 nm). There are two distinct
regions in the plot separated by the red line located between defocus values of ∆ f = 400
µm and ∆ f = 500 µm. The region on the left of it represents the so called linear Fresnel
imaging regime, where the Fresnel image intensity can be directly related to the out-of-
plane component of the curl of the magnetisation, pictured in Figure 4.23 [46]. A similar
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result was reported in [47]. The similarity is clear when comparing the VW Fresnel image
presented in Figure 4.18 d) and its corresponding profile (4.21) to the images shown in
4.23. Additionally, the VW extent values measured from simulated Fresnel images in the
linear regime range from 93 nm to 95 nm ± 5 nm, which is in good agreement with the
value of 93 nm obtained from an average line profile across Figure 4.23a, shown in 4.23b.
Beyond defocus values of ∆ f = 500 µm the measured DW extent begins to rapidly increase
and no clear quantitative relation can be made between the contrast in the Fresnel image
and the sample magnetisation for the structures in question. Images obtained with defocus
in the non-linear do still contain the key features of the DW as can be seen in the 2 mm
defocus images shown in Figures 4.18 and 4.19.

Figure 4.22: Relationship between extent of VW, calculated from Fresnel image and defo-
cus (∆ f ). Red line separated linear and non-linear regimes of Fresnel imaging.
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(a) Out-of-plane curl of M

(b) Average profile across a)

Figure 4.23: Out-of-plane component of the curl of magnetisation for a 80 nm wide QC
nanowire with a VW (a)) and an average line profile across it (b)). Blue line in a) represents
the central location of the line profile while the red lines show the extent of the DW and
correspond to the dotted lines in b).

In conclusion, the simulated Fresnel images presented here show a relatively clear picture
of the different DWs with easily distinguishable features. Additionally, the relationship
between defocus and DW extent presented above can be used to semi-quantitatively obtain
a measure of the DW extent for an actual experimental image if the defocus value is known.
The word "semi" is an important distinction, because the simulated Fresnel images shown
here represent an ideal imaging scenario which is not realistically achievable. Additionally,
this section does not include the effects of electrostatic contrast, which is an important issue
when imaging structures with variable thickness. This is addressed in Section 4.8.3, where
an attempt is made to simulate electrostatic contributions to the phase.
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4.8.2 Calculated DPC Images

An alternative way to identify DWs and measure them quantitatively from experimental
images would be using DPC imaging as described in Section 3.5.5. In this technique
quantitative information about the magnetic induction of the sample is extracted directly
from the phase. In particular, the gradient of the phase is proportional to the deflection of
the electron beam caused by the magnetic induction of the sample - Equation 4.1. In the
absence of an external magnetic field (as is the case for the simulated nanowires) this gives
a direct probe into the magnetisation of the sample.

∇φ =
2π

λ
β (4.1)

Where φ is the phase of the electron beam, β is the deflection of the electron beam due to
sample magnetisation and λ is the electron wavelength. To obtain simulated DPC images
of the nanowires simulated in Sections 4.3 through to 4.5 the FPD package is again used
to obtain the 2D gradient of the phase image, which can be selected as an output of the
mag_phase() function, a detailed description of which is available in Section 3.5.6. This
function takes as input 2D images of the mx and my magnetisation components obtained us-
ing the method described in 4.8 and outputs a pair of images that map two orthogonal com-
ponents of the integrated induction of the sample. Example DPC images calculated from
simulations containing all the different DWs observed in L-shaped and straight nanowires
can be seen in Figure 4.25 and 4.24. These include a composite colour phase image along
with two maps of the orthogonal components of the integrated induction of the sample in
the directions indicated by the arrows. The colour images are obtained by combining the
two orthogonal induction component and coloring the resultant image based on its grey-
scale value. Combined with the color wheel, they show a more intuitive representation of
the variation of the sample induction. For comparison 2D representations of the in-plane
magnetisation components are also included.
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(a) TW (b) VW

Figure 4.24: Calculated DPC images of the different DWs appearing in L-shaped
nanowires. The TW (4.19a) stabilised an 80 × 20 nm wide Fe QC nanowire while the
VW(4.19b) stabilised in a 100 × 50 nm wide Co HC nanowire. The images for each DW
display a composite colour phase image (middle) and two orthogonal components of the
integrated induction in directions indicated by the arrows.
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(a) TW (b) FSW (c) 1DW

(d) AVW (e) VW (f) TDVW

Figure 4.25: Calculated DPC images of the different DWs appearing in straight nanowires.
The TW (a)), FSW (b)), and VW (e)) stabilised in an 80x20 nm wide Co QC nanowire,
the 1DW(c)) in a 60 × 15 nm wide Co QC nanowire, while the AVW (d)) and TDVW (f))
stabilised in a 120 × 40 nm Fe QC nanowire w. The images for each DW display a com-
posite colour phase image, the two components of magnetisation and the equivalent two
orthogonal components of the integrated induction in directions indicated by the arrows.
Blue and red dotted lines in b) and e) indicate line profile locations shown in Figure 4.26.
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In the images shown here, there are clear distinctive features of all the different DWs.
As can be seen, there are only subtle differences between the magnetisation from the sim-
ulations and the calculated DPC images. The main one is the presence of stray fields
generated by the DWs outside the geometry of the nanowires. The effect of these is also
visible within the nanowires, where they appear to make the DWs wider. This is most
clearly visible in the images of the TW (4.25 a)), FSW (4.25 b)) and 1DW (4.25 c)). The
similarities and differences between the integrated induction and magnetisation are further
pictured in Figure 4.26, which displays side by side line profiles obtained from DPC and
magnetisation component images for a FSW and VW using the method outlined in 4.6 i.e.
several line profiles were taken from the resultant DPC images along the long dimension of
the nanowire. The location where the line profiles were taken are displayed as red dotted
lines for the magnetisation (M) and blue dotted lines for the integrated Induction (Btx) in
Figure 4.25 b) and e).

(a) VW (b) FSW

Figure 4.26: Average line profiles showing the difference between the in-plane (x and y)
components of magnetisation (M) and integrated Induction (Btx) for a VW (a)) and FSW
(b)).
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Finally, the extent of the DWs (DWs) from the DPC images was measured from these line
profiles and compared to the DW extents obtained directly from magnetisation. Figure
4.27 shows this comparison between VWs and FSWs for both HC and QC nanowires.
Clearly, the extents obtained from the integrated induction are consistently larger across the
different nanowire sizes. This is most likely due to the stray fields caused by the DW, which
are also captured in the DPC images. The average difference in DW extent calculated from
magnetisation and from integrated induction is 9.5% for the QC nanowires and 8.4% for
the HC ones.

(a) QC (b) HC

Figure 4.27: DW extent for FSWs and VWs calculated from Integrated induction im-
ages compared to measurements from the magnetisation. a) shows the comparison for QC
nanowires, while b) shows it for HC nanowires.

4.8.3 Effect of electrostatic contrast

As mentioned in Sections 3.5.2 and 3.5.6, the variable thickness of the nanowire simulated
here gives rise to strong electrostatic contrast that might obscure the desired magnetic
information in Lorentz microscopy. Here an attempt is made to introduce an electrostatic
component to the phase with which the simulated images are calculated in order to better
relate simulated images to future experimental results. The electrostatic phase φe from a
sample is related to its thickness function - t(x,y) (Equation 3.19). For the simulations
performed here, t(x,y) is obtained by calculating the t = 2×10−9

√
m2

x +m2
y +m2

z sum for
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each cell in the simulation and averaging the resulting 3D dataset along the wire thickness
(z-dimension) to obtain a 2D thickness image - t(x,y) - pictured in Figure 4.28. The code
used to achieve this is available in available in Appendix A.2.

Figure 4.28: Thickness function of an 80 × 20 nm QC nanowire used in the calculation of
the electrostatic phase.

This image is then used to calculate the electrostatic phase φe using Equation 3.19 as
discussed in Section 3.5.6. The mean inner potential values used were 21 V for the Co
nanowires and 23 V, obtained from several external sources [48] [49] [50]. The final result
is added to the already calculated magnetic phase (φm) giving the total phase φt = φm +φe

from which a new set of simulated Lorentz microscopy images are obtained. Figure 4.29
shows DPC images with an included electrostatic phase of several L-shaped and straight
nanowires. In Figure 4.29 one can see that the magnetic contrast is considerably obscured
by the electrostatic contributions. The main features of the DWs, however, are still dis-
tinguishable. In addition, Figure 4.30 shows a comparison between images of the longi-
tudinal magnetisation (Mx/Ms), the integrated induction (Btx) and the integrated induction
with electrostatic contributions included. The main difference in the three is the extra
bright/dark contrast on the wire edges that can be seen in the DPC image with included
EC. To better visualise the difference vertical line profiles were taken across the simulated
DPC of a QC and HC nanowire of the same width (100nm) with and without the electro-
static contributions.
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(a) FSW with EC (b) TW with EC (c) TDVW with EC

(d) L-shape TW with EC

Figure 4.29: Calculated DPC images of a FSW (4.29a), VW (4.29b), TDVW (4.29c) and
L-shape TW (4.29d) with included electrostatic phase. Images show a composite colour
phase image (top image) along with two composite integrated induction images.

The profiles were taken across the y-dimensions of the nanowires and in the domain region.
They can be seen in Figure 4.31. There one can see a clear distinction between the profiles
of a QC and HC nanowire by examining the size of the peaks on either end of the profile in
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the images with included electrostatic phase. These are much taller in the case of the HC
because of the higher curvature. On the other hand, the profiles showing only the magnetic
contrast have a shape closely resembling the shape of the nanowire. This observation is
used in the DPC imaging section of Chapter 4 as a way to qualitatively determine whether
decoupling the electrostatic and magnetic contributions to phase has been successful. As
a final remark, it should be noted that while including electrostatic contributions to the
simulated Lorentz microscopy images had an effect on image quality it did not affect the
apparent size of the different DWs. This is because DW extents are measured using a line
profile along the long dimension of the nanowire, which has no variation in thickness.

(a) Normalised Mx (b) Integrated Induction (c) Integrated Induction + EC

Figure 4.30: Comparison between the Mx (a)), Btx Component of a calculated DPC image
(b)) and the same Btx component with electrostatic phase included in the calculation of an
80 nm wide QC nanowire with a TW.

In addition to the DPC images, Fresnel images with included electrostatic phase were cal-
culated for QC and HC nanowires. Example images showing a VW and TW in straight
100 nm wide QC and HC nanowires can be seen in Figure 4.32. These images were calcu-
lated with a defocus value of 1 mm and the same imaging conditions described in Section
4.8.1. A major feature present in all the images is the reduction of magnetic edge contrast
in the domains. Despite that, there are clear identifying features that can be used to label
the different DWs. In the examples given one such feature is the high-intensity central dot
corresponding to the vortex core of the VW pictured in Figures 4.32c and 4.32d. Addition-
ally, as was the case for the simulated DPC images, the electrostatic contrast modelled in
this way had no effect on the measured DW extent calculated from Fresnel images as the
large defocus value strongly overshadowed any variations due to the electrostatic contrast.
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(a) Profile across QC nanowire with EC
(b) Profile across QC nanowire without
EC

(c) Profile across HC nanowire without
EC

(d) Profile across HC nanowire without
EC

Figure 4.31: Profiles taken across calculated DPC images of a QC and HC nanowires with
(4.31a - QC and 4.31c-HC) and without (4.31b - QC and 4.31d - HC) electrostatic phase.

(a) TW in QC (b) TW in HC

(c) VW in QC (d) VW in HC

Figure 4.32: Calculated Fresnel images with defocus of 1 mm of QC (a) and b)) and HC
(c) and d)) Co nanowires with TW and VW with included electrostatic phase.
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4.9 Summary

An extensive series of micromagnetic simulations of cylindrical segment nanowires was
performed. The results demonstrated the formation of a wide variety of different DWs with
unique features. In particular, the metastable FSW and 1DW show potential for spintronic
devices due to their compact size and chirality. A probe was made into the stability of the
different DW by extracting the average density of the different nanowire and several plots
were constructed showing the evolution of the ground state DW in different nanowires. The
effect of iDMI on QC nanowires was examined and was found to have the greatest effect on
thinner and narrower nanowires. iDMI was found to amplify the out-of-plane component of
DWs and also led to the stabilisation of the narrow 1DW. The sizes of different DWs were
calculated and recorded. Several factors were found to affect the DW widths including
nanowire profile (HC vs QC), material parameters and the presence of iDMI. Overall,
significantly more different DWs stabilised in straight nanowires as opposed to L-shaped
ones. However, in physical experiments nucleating a DW in a straight nanowire would
be quite challenging because, in the lowest energy state, the magnetisation in the wire
would simply point along the long dimension of the nanowire or form a flux closure state
if nanowire is wide enough to support it. Creating a head-to-head magnetisation would be
much easier in an L-shaped nanowire due to its geometry. In order to be able to relate the
simulations to experimental results simulated Lorentz microscopy images were calculated
for the different DWs. In these, the effect of the nanowire shape was considered with the
inclusion of a calculation of the electrostatic phase in the image calculation. The results
showed that using Fresnel mode imaging for distinguishing different DWs is possible even
with high defocus imaging and for structures with strong electrostatic contrast. Similarly,
in DPC imaging even with the inclusion of the electrostatic phase most of the distinctive
features of the different DWs remained visible. While the simulations performed here form
a good basis for experimental studies, the parameter space that can be further explored is
vast. For example, a wider range of material parameters (Ms and A) can be examined along
with a more comprehensive study of iDMI in order to look for a set of parameters for which
the most interesting DWs (FSW and 1DW) are also the ground state ones. This topic is
further discussed in Chapter 6, where several avenues of future research are suggested.
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5.1 Chapter Outline

In Chapter 4, a detailed micromagnetic simulation study was used to analyse the differ-
ent magnetic domain walls (DWs) that may exist in cylindrical segment ferromagnetic
nanowires. In this chapter, the examination of DWs in nanowires with a curved profile
is continued by an empirical study of physical nanowires using a variety of electron mi-
croscopy techniques. The first section details the fabrication process of the nanowires
including the patterning using FEBID and preparation for electron microscopy using DC
magnetron sputtering. The chapter continues with a discussion of the structural and mag-
netic properties of the nanowires obtained using a variety of microscopy techniques. These
include bright field, Fresnel mode and DPC mode electron microscopy as well as atomic
force microscopy (AFM). BF imaging and AFM were used to measure the critical sizes
of the nanowires and provide an insight into the quality of the fabrication. Fresnel mode
was used for a qualitative study of their magnetic structure and STEM DPC used to ob-
tain quantitative information about the magnetic properties of the nanowires and the DWs
that they support. Additionally, the chapter presents a method to decouple the electrostatic
and magnetic contributions to the electron phase change in DPC images which leads to
improved and more easy to interpret images.

5.2 Nanowire fabrication

The FEBID technique described in Chapter 3 was chosen to fabricate the nanowires. It
provided flexibility in the nanowire shape prototyping with the possibility of directly cre-
ating nanowire patterns using the in-built microscope tools or importing pre-made patterns
either in bitmap image or textual file form. In addition, it allowed direct control over the
fabrication process and the ability to immediately vary deposition parameters according
to the user’s needs. For this project, the deposition was achieved on a Helios plasma fo-
cused ion beam instrument with the use of either Co2(CO)8 or Fe(CO)5 metal-organic
precursor gases. The nanowires were deposited on 40 nm thick Si3N4 membranes. Be-
fore each deposition, a 10 -15 nm layer of Cu was deposited on the membranes using
DC Magnetron Sputtering at a current of 140 mA with Ar gas pressure of 5×10−2 mbar.
This was done to avoid charging when the sample is imaged in a TEM. Several candidate
materials were considered, but in the end, Cu was chosen because of its consistent and
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pure deposition quality in the particular sputtering setup used. As a result of the stochastic
nature of FEBID, the patterned nanowires had naturally curved (Gaussian-like) profiles,
very similar to the cylindrical segment profiles of the simulated nanowires in Chapter 4 as
shown in Figure 5.2 c). As the main goal of this project is to examine DWs that can occur
in such nanowires their shapes were chosen to promote DW nucleation when an external
magnetic field is applied. For simple straight nanowires, like the ones described in Chapter
4, applying a field would result in a single domain state along the long dimension of the
nanowire. For this reason the straight geometry had to be slightly modified. The closest
approximation to it that would allow for the nucleation of a DW without the introduction
of edge defects is a slightly curved C-shape. In this configuration the edges are kept intact
and approximately parallel over a small portion of the nanowire, while allowing for the nu-
cleation of a DW in the centre of the "C" [1]. In addition to the "C" shape an "S" shape was
also considered with the goal of increasing the likelihood of DW nucleation by doubling
the number of potential pinning locations. The "L" shape geometry was also reproduced
and supplemented by a "Z" shape, which has a similar topology, but an additional DW
pining site. For both of these the goal was to nucleate DWs in the vertices [2][3]. Figure
5.1 displays the different geometries considered along with the intended locations of DW
and domains when an external field is applied.

Figure 5.1: Schematics of the nanowire shapes considered for FEBID including the pro-
posed positions of DWs when an external field is applied.
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In order to best study the parameter space nanowires with a variety of sizes were fabricated
using the method described in Section 3.2.2. Bitmap mask patterns were used for the "C"
and "S" shapes, while the "L" and "Z" shapes were directly constructed using the micro-
scope patterning function. The lengths of the different wires were kept constant - 1.5 µm
for the "C" and "L" shaped nanowires and 2.3 µm for the "S" and "Z" shaped nanowires.
The dimensions of the nanowires that varied were the width and the thickness. For the
width, this was done by altering the pattern used for the deposition. For each different
shape, patterns of different widths ranging from 50 nm to 200 nm were considered. These
values were chosen to comply with the simulations conducted in Chapter 4 and later con-
firmed using measurements from BF TEM images in Section 5.3. The nanowire thickness
was controlled by changing the deposition time with longer deposition times naturally re-
sulting in thicker wires. This was confirmed visually during deposition as thicker wires
appeared to show stronger contrast in the SEM. Subsequent AFM measurements showed
the maximum thickness in the nanowires varied between 18 nm and 30 nm. No thicker
nanowires were considered in order to keep the samples electron-transparent and to avoid
long deposition (>3 minutes) which often resulted in uneven or skewed structures due to
beam drift. Multiple nanowires of the same size were deposited during each session in
order to increase the chances of nucleating a stable DW that retains its position once the
magnetic field used to nucleate is switched off. In Figure 5.2 one can see a typical example
of a nanowire array fabricated by FEBID, where a) shows an SEM image of a set of dif-
ferent nanowires with varying thickness, b) a higher magnification image of a single 120
nm wide L-shaped nanowire and c) an average line profile across a) clearly showing the
curved, Gaussian-like nanowire geometry. It should be noted that while the profiles of the
nanowires presented here differ slightly from the geometries described in Chapter 4, the
thickness variation and curvature that are the properties of interest are still present. Fur-
thermore, because of the dimensions listed above, most of the nanowires produced for this
thesis can be likened to the quarter cylinder (QC) ones described in Chapter 4, due to their
similar width-to-thickness ratio (≈ 4:1). There are, of course, some exceptions, namely
the nanowires that are simultaneously with narrow width (w < 70 nm) and high maximum
thickness (t > 30 nm), which can be approximated to a half cylinder (HC), which corre-
sponds to a width to thickness aspect ratio of 2:1. Additionally, nanowires wider than 170
nm and thinner than 25 nm have profiles which also differ from a QC, as at such high
thickness-to-width ratios curved surface area of the nanowire is significantly reduced.
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(a) Array of various nanowires (b) 120nm wide Co L-shaped
nanowire

(c) Average line profile across b)

Figure 5.2: Typical sample fabricated by FEBID with a) showing array of diversely shaped
Co nanowires, b) - an SEM image of an "L" shaped nanowire and c) - the curved profile of
the nanowire obtained from the SEM image in b). Location where the profile was taken is
marked by a blue dotted line.

The nanowire fabrication process using FEBID was a challenging process due to the many
factors that can affect both the chemical makeup and geometry of the final deposits. These
include the electron beam parameters, the type of precursor used, the substrate material
and also the environmental factors at the time of the deposition (SEM chamber pressure,
temperature and presence of contaminants) [4]. In the past high-quality deposition for Co
(>85 %) and Fe (>70 %) nanowires has been achieved with an electron beam voltage of
5 kV and beam current in the range 0.4 nA to 1.6 nA [5][6]. Higher purity is possible
with higher beam currents (in the range of a few nA) [7] but the higher currents result in a
larger electron beam and therefore bigger structures [8]. Through a trial-and-error method
the following parameters were found to produce the best-defined nanowires in the required
thickness range. The electron accelerating voltage was set to 5 kV and the beam current to
0.69 nA. The distance between the substrate and the electron column was kept at 4.1 mm
and the magnification at x25k which resulted in a working window of 8.2 µm. Nanowires
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were deposited in groups of 4 with a pitch of 1 µm both vertically and horizontally, which
ensured no overlap of deposition between different structures. Patterning duration ranged
from 30s up to 3 min depending on the desired dimension of the nanowire. To avoid un-
wanted deposition after each set of wires was patterned the electron beam was blanked or
moved away from the deposit site until the chamber pressure returned to its original value
indicating that the amount of precursor gas left in the chamber is minimal. In addition to
the nanowires, a set of 1 µm × 1 µm squares with thicknesses ranging from 15 nm to 35
nm was deposited at the beginning of each session. Their purpose was to quickly check
whether the deposition rate and the system vacuum were suitable for patterning by examin-
ing the squares dimensions and morphology directly in the SEM. If deposition quality was
low with undefined structures or very low deposition rates, steps like purging the gas injec-
tion system or improving the vacuum in the SEM chamber were taken. Figure 5.3 shows
an image of 4 Fe squares deposited in the configuration explained above. The squares
were also a useful tool during the nanowire characterisation process. During Fresnel mode
imaging they provided a quick indication that the structures were magnetic due to their eas-
ily recognisable flux-closure structure. In addition, their uniform thickness proved useful
when determining the saturation induction of the FEBID-deposited structures. It’s impor-
tant to note that the conditions used for deposition were rarely the best for SEM imaging.
For this reason, the SEM imaging done to obtain the images shown in 5.3 and 5.2 was per-
formed at the end of a deposition session at which point the microscope parameters were
adjusted to obtain useful images.

Figure 5.3: SEM image of four 1 µm × 1 µm Fe squares deposited with a pitch of 2 µm.
The change, in contrast, represents a different thickness of the squares.
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5.3 Fresnel mode imaging and domain wall nucleation

Initial imaging of the magnetic structure of the nanowires fabricated by FEBID was achieved
using Fresnel mode Lorentz microscopy. The main tool for obtaining Fresnel mode images
was the Tecnai T20, however, some Fresnel images were also acquired on the JEOL ARM.
The choice of microscope depended on factors like uptime and availability, with both being
able to produce high quality Fresnel mode images. A challenging aspect of the imaging
was the high electrostatic contrast resulting from curved profiles of the nanowires, which
obscured the bright/dark Fresnel contrast originating from varying magnetisation. Because
of that initial imaging was performed on a set of squares deposited in identical conditions
to the nanowires. They exhibited an easily recognisable flux closure pattern and due to their
relatively uniform cross-section (except very near the edges), electrostatic contrast was not
an issue. Fresnel mode and BF images showing the flux closure pattern are presented in
Figure 5.4 a) and b) respectively.

(a) (b)

Figure 5.4: Fresnel image of 1 × 1 µm Co squares exhibiting characteristic flux closure
pattern (a))) along with a BF TEM image showing the polycrystalline structure of the
deposits (b).
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Once the squares were confirmed to be magnetic, an experiment was conducted to test the
response of the nanowires to an external magnetic field. The experiment involved applying
an external magnetic field of 1100 Oe along the long dimension of the nanowires by excit-
ing the objective lens of the microscope and tilting the sample stage as described in Section
3.5.1. This resulted in saturating the magnetisation of the nanowire. By tilting the sample
stage in the other direction the magnetisation was reversed. Figure 5.5a and 5.5b show an
example of the procedure using Co "S" shape nanowire whose magnetisation is reversed
using this method. In the images, this magnetisation reversal is clearly indicated by the
reversal of bright and dark contrast on the edges of the nanowire. The main purpose of this
was to determine whether the nanowires would retain any particular magnetic configuration
when the external field is switched off. To that end, the experiment was successful as both
of the images shown here were obtained at zero tilt of the sample stage and in the absence
of an external magnetic field. This method of collecting images of a nanowire saturated in
opposite directions can also be used to filter the electrostatic contribution to the contrast,
however, because at the time of image acquisition Fresnel mode was meant to only provide
qualitative images of the nanowires, not enough images were acquired to perform it. Once
it was clear that the magnetic configuration of the FEBID-deposited nanowires was con-
trollable by an external field attempts were made to nucleate DWs within them . This was
done by applying the magnetic field in a direction perpendicular to their longitudinal di-
mension [9] [10]. Figure 5.5c shows a domain nucleated in this manner in a Co "S" shaped
nanowire. In the image the direction the external field was applied in is indicated with a
blue arrow. The presence is determined by two factors - a discontinuity in the nanowire
contrast that is not present when it is in a single-domain state and a reversal of bright and
dark contrast on each side of the discontinuity. Here the images were also obtained at zero
tilt and no applied field. The following section (5.4) presents different DWs nucleated us-
ing this method. Each of its subsections describe the imaging of a different DW type and
the type of nanowire in which it was observed in and imaged. This is done to highlight the
contrast produced by each DW and how it compares to a simulated one. The Fresnel im-
ages are also accompanied by BF image, which is used to measure the nanowire width and
a simulated Fresnel mode image obtained from a micromagnetic simulation. The results
from all the Fresnel imaging along with the BF image measurements are then summarised
in Table 5.1.
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(a) S-shaped nanowire in a saturated state (b) Same S-shaped Nanowires with re-
versed magnetisation

(c) DW stabilised in S-shape nanowire

Figure 5.5: Fresnel images of S-shaped nanowires in 3 different magnetisation configura-
tions. a) and b) show the wire in two opposite saturated states and c) shows a two-domain
configuration with a DW in between them. The arrows represent the direction of the sam-
ple magnetisation and the direction in which an external field was applied to achieve each
magnetic configuration.
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5.4 Domain wall imaging and identification

Chapter 4 presented simulated Fresnel mode images that show the magnetic contrast that
would be produced by different DW types in nanowires with cylindrical segment geome-
tries. A concise recap of these can be seen in Figure 5.6, where a Fresnel image of each
different wall obtained at ∆ f = 2 mm from QC nanowire simulations is shown. This rela-
tively high defocus value was chosen for easier comparison with the experimental Fresnel
images, which were usually obtained at ∆ f > 1 mm . The other imaging parameters were
the same as the one used in the Chapter 4, namely a 200 keV electron beam with beam
divergence θc = 10−6 rad. Again the effects of lens aberrations were not considered due to
the high defocus. In the following subsections, the simulated Fresnel images will be used
as a tool to identify and label the different DWs observed in the experimental images.

(a) TW (b) VW (c) FSW

(d) TDVW (e) ASW (f) 1DW

(g) L-shape TW (h) L-shape VW

Figure 5.6: Fresnel mode images of the different DWs observed during simulations of
curved nanowires. All images were obtained from QC simulations and calculated with
∆ f = 2 mm and θc = 10−6 rad.
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5.4.1 Transverse Wall in L-shaped nanowire

The first DW that will be discussed can be seen in Figure 5.7. The first panel of Figure 5.7a
shows a Fresnel image of a 1.2 µm long Fe L-shaped nanowire. There the presence of a DW
is strongly indicated by the reversal of bright and dark contrast on each side of the vertex of
the L. Along with the Fresnel image in the figure, one can also see a BF TEM image of the
nanowire (5.7c), which was used to measure its width of 110 nm. This measurement was
based on the edge-to-edge distance of the nanowire as observed on the BF image (indicated
in cyan in 5.7c). The same edge-to-edge measurement was performed on the Fresnel image
in the both of the domain regions of the nanowire and resulted in a nanowire width of
160 nm ± 15 nm . The source of this discrepancy is the "stretched" magnetic contrast
around the nanowire edges. No direct measurement was performed on the thickness of
this particular nanowire, however, based on the aspect ratio between its measured width
and the nanowire thickness range of (15-35 nm) listed in the previous section its shape is
most likely more similar to a QC. Based solely the contrast in the Fresnel image (5.6a) it
is difficult to identify the DW with certainty. There is no evidence of a vortex core, which
would appear as a bright or dark circular region (as pictured in 5.6b and 5.6d), meaning the
magnetisation is mostly uniform. This suggest that the most likely DW imaged here is a
transverse wall (TW). To support this assumption a simulated Fresnel image with included
electrostatic contrast of a 110 nm Co L-shaped nanowire with a TW is displayed in 5.7b.
The image was calculated with a defocus of 1 µm and shows the same reversal of contrast
on either side of the vertex of the L-shape and similar contrast variation in the region of the
DW. Additionally, a similar relationship was found between the actual simulated nanowire
width (110 nm) and the one measured from the calculated Fresnel image (156 ± 15 nm). To
further highlight the similarities between the simulated and experimental Fresnel images,
average line profiles measured using the Digital Micrograph software and plotted along the
central regions of the nanowires in both. These are displayed in panels d) and e) of Figure
5.7. The locations where the profiles were obtained are indicated with a blue dotted line in
5.7 a) and b). It’s important to note that while the profiles pictured in d) and e) are indicated
with a single line in both a) and b) in reality they represent an average line profile covering
most of the nanowire width.
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(a) Fresnel image (b) Simulated Fresnel
Image

(c) BF TEM image

(d) Profile across DW in a) (e) Profile across DW in b) (f) Profile across c)

Figure 5.7: Fresnel mode (a)), simulated Fresnel mode (b)) and TEM BF (c)) images of a
1.2 µm long, 110 nm wide Co L-shaped nanowire with a TW. d) and e) show line profiles
across the DW region of a) and b) respectively , while f) shows a line profile across one
of the arms of the L-shape in c). The red lines in a) and b) represent the boundaries of the
DW and correspond to the red lines in d) and e), while the blue lines in a) and b) show the
location where the line profiles were obtained. The black dotted lines in f) represents the
edge-to-edge width of the nanowire as measured from c).

An additional use of the profiles was to measure the extent of DWs in both the experimental
and simulated images. This was done using the FWHM of the peaks method shown in
Section 4.8.1. This method was also used for all the DW width calculations in subsections
from 5.4.2 to 5.4.4. For the images shown in 5.7 the resulting extents were found to be
163 nm ± 15 nm for the experimental image and 155 ± 10 nm for the simulated one. For
both the error originates from the pixel size of the image (3 nm for a) and 2 nm for b))
of the image combined with the defocus. The locations of the proposed DW start and end
points used to obtain these measurements are indicated with the red lines in the Fresnel
images and their respective profiles. Much like the nanowire width value, the DW extent
value measured here is also inflated due to the defocus. The actual DW extent is likely
similar in size to the vertex of the L, as the DW is confined in that region by the geometry
of the nanowire. This was also the relationship observed for both QC and HC simulations
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of L-shaped nanowires presented in the Chapter 4 and for the simulation presented here.
To better interpret the experimental image presented in Figure 5.7 it is important to know
at what defocus it was obtained. A method to measure that, based on the wave optical
formalism described in Chapter 3, is presented in detail in Section 3.5.4. In short, a value
the defocus is obtained using ∆ f = n

λk2
n

where ∆ f is the defocus λ the electron wavelength
and k2

n is the n-th zero of the contrast transfer function. Figure 5.8 illustrates the process
for the Fresnel image presented in 5.7a. There 5.8a shows the FFT of Figure 5.7a, the
radial profile obtained from it (5.8b) and the plot of λk2

r versus n whose gradient gives
the defocus (∆) value of the image (5.8c). In 5.8a the dark concentric circles are the zeros
of the CTF. Their locations are also indicated as red dots on the average radial profile.
Performing the calculation results in a defocus of 0.95 ± 0.08 µm. The error mostly due
to uncertainty in the measurement of the locations of the zeros from the FFT, but also
represents the statistical error from the fit.

(a) FFT of 5.7a

(b) Average Radial Profile of the
FFT of 5.7a

(c) Plot of k2
r against n

Figure 5.8: Calculation of the defocus (∆ f ) of the Fresnel images in 5.7. Zeros of the
CTF were found by examining the average radial profile obtained from the contrast in the
FFT of the image (5.8b) and indicated in red. The spatial frequencies were plotted against
corresponding integer values giving the defocus (∆ f ) as the gradient of the line- (5.8c).
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5.4.2 Vortex wall

The next DW type was nucleated in an 80 nm wide Co nanowire with a maximum thickness
of 24 nm and is presented in Figure 5.9. Similarly to the nanowire in Figure 5.7 this
one can also be compared to a QC nanowire based on its width-to-thickness ratio. The
Fresnel image shown in Figure 5.9a was obtained using the Tecnai T20 microscope and
unfortunately, at the magnification used, it was not possible to obtain a measurement of
the defocus (∆ f ) as no zeros of the CTF appeared in the FFT of the image. However,
based on similar images obtained using the JEOL ARM it is most likely that the defocus
is in the range between 3-5mm. This is also suggested by the discrepancy between the
actual nanowire width (80 nm) obtained from the BF image (5.9c) and the one measured
from the Fresnel image (134 ± 15 nm ). In the Fresnel image, the DW is characterised
by an extended white "dot", which is indicative of a vortex wall (VW) structure. This is
further supported by comparison with a calculated Fresnel image from a micromagnetic
simulation of a 80 nm QC nanowire pictured in Figure 5.9b. The simulated Fresnel image
presented here was calculated with a defocus of ∆ f = 4 µm and the nanowire edge-to-
edge width measured from it was 128 ± 15 nm. This is in good agreement with the same
measurement from the experimental image. Additionally, the contrast variations in both
the DW and the domain regions of the simulated image are visibly similar to the ones in
the experimental image. The similarities are even more apparent when comparing their
average line profiles pictured in (Figure 5.9d) (5.9e) respectively. In order to quantify the
images presented here measurement of the DW extent were obtained from the average
line profiles of both the experimental (176 ± 15 nm) and simulated Fresnel images (163
± 10 nm). The DW extent measurements were based on the FWHM method presented
in Section 4.8.1. Of course, these values are inflated due to the high defocus, with the
latter representing a true VW extent of 92 nm ± 5 nm . This measurement was obtained
directly from the magnetisation used to generate the simulated Fresnel mode image using
the method presented in Section 4.6. Although the same comparison cannot be made for
the nanowire in the experimental image, the actual extent of the VW in it is likely to be
between 80 nm and 100 nm assuming the contrast around it is stretched similarly to the
contrast around the nanowire edges.
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(a) Fresnel Image (b) Simulated Fresnel Image (c) BF Image

(d) Intensity across 5.9a (e) Intensity across 5.9b (f) Intensity across 5.9c

Figure 5.9: Fresnel mode (a)), simulated Fresnel mode (b)) and a BF (c)) image of a 80 nm
wide C-shaped Co nanowire with a VW. d) and e) show line profiles across the DW region
of a) and b) respectively, while f) shows a line profile across the nanowire width. The blue
lines in a) and b) represent the location where the line profiles were taken, while the red
lines indicate boundaries of the DW region and correspond to the dotted lines in d) and
e). The cyan marked region in c) shows the location where the profile in e) was obtained,
while the black lines in e) show the edge-to-edge width of the nanowire.

5.4.3 Transverse/double vortex wall

In Figure 5.10 one can see a series of images of a 64 nm nm wide Co-S-shape nanowire
with a maximum thickness of 19 nm obtained from AFM measurements. Similarly to the
other two nanowire presented in Sections 5.4.1 and 5.4.2 this one also has a shape closer
to a QC based on its width to thickness ratio. The Fresnel image of it (5.10a) was also
obtained using the Tecnai T20 and similarly to the image shown in 5.9, the exact value of
the defocus is unknown but can be assumed to be in the range between 3 mm and 5 mm.
Again the measurement of the nanowire width from the Fresnel image ( 117 ± 15 nm) was
much larger than the one from the BF image of it shown in Figure 5.10c. The contrast
signature of the DW, seen in Figure 5.10, significantly differs from the ones shown so
far. It is characterised by a peak followed by a dip in the intensity of a similar extent.
This is a pattern characteristic of a double vortex wall, where each of the vortices rotates
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in opposite directions. Again a calculated Fresnel mode image (with ∆ f = 4 µm) from
a micromagnetic simulation of a transverse/double vortex wall (TDVW) is included for
comparison (Figure 5.10b). It shows features very similar to the ones in the actual Fresnel
image with the exception of the ripple-like contrast around the vortices. Additionally,
any contrast due to the transverse component of the TDVW is barely visible due to the
high defocus in both the experimental and simulated images. It should be noted that the
simulation used for comparison was from a 70 nm wide Fe HC nanowire, as the TDVW
was not found to stabilise in QC Co nanowires narrower than 100 nm. Like in the case of
the VW, the extent of the TDVW was measured from the average intensity profile from the
experimental Fresnel image (5.10d) and found to be 237 ± 15 nm. This likely corresponds
to a TDVW extent between 120 nm and 140 nm if the contrast stretching in the DW region
is comparable to the one in the nanowire edges. Similarly the extent of the TDVW from the
simulated Fresnel image was found to be 204 ± 15 nm, which corresponds to an extent of
118 ± 6 nm obtained directly from magnetisation that was used to generate the simulated
image. It should be noted that there is no direct comparison between the extent of the
TDVW from the simulated and experimental Fresnel images due to the differences between
the two listed above.

5.4.4 Transverse wall in C-shaped nanowires

Finally, a third type of wall, observed in another 60 nm wide Fe C-shaped nanowire, is pre-
sented in Figure 5.11. Based on its width measurement obtained from a BF image (5.11c)
and maximum thickness of 27 nm from an AFM measurement the nanowire geometry can
be likened to a HC. A Fresnel mode image of the nanowire can be seen in 5.11a. Similarly
to the images presented in 5.4.2 and 5.4.3 the defocus used here was also in the range be-
tween 3 mm and 5 mm. The nanowire width, measured from the Fresnel image was 112
± 15 nm. Much like the DW observed in the L-shape nanowire this one is also difficult to
identify. Unlike the VW and double vortex walls, which have very distinct features, this
one appears just like a discontinuity between the two domains with only a slight increase in
intensity on the left-hand side of the DW. Comparing these features to the micromagnetic
simulations show that the one it resembles most is the TW.
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(a) Fresnel Image (b) Simulated Fresnel Image (c) BF image

(d) Profile across 5.10a (e) Profile across 5.10b (f) Profile across 5.10c

Figure 5.10: Fresnel mode (a)), simulated Fresnel mode (b)) and a BF (c)) image of a 64
nm wide S-shaped Co nanowire with a TDVW. d) and e) show line profiles across the DW
region of a) and b) respectively, while f) shows a line profile across the nanowire width.
The blue lines in a) and b) represent the location where the line profiles were taken, while
the red lines indicate boundaries of the DW region and correspond to the dotted lines in
d) and e). The cyan marked region in c) shows the location where the profile in e) was
obtained, while the black lines in e) show the edge-to-edge width of the nanowire.

A simulated Fresnel image of one from a 60 nm wide HC Fe nanowire calculated at a
defocus of 3 µm is presented in 5.11b. A similar contrast is present on the left-hand side of
the flower state wall (FSW) (5.6c) and one-dimensional wall (1DW) (5.6f), however, for
those the contrast is symmetrical on either side of the DW, which is not observed in the
experimental image. The DW extent from the experimental Fresnel image was measured
and found to be 140 ± 15 nm, while the one from the simulation - 113 ± 15 nm. The
reason for this large difference is the irregular contrast variation in the experimental image.
This is a problem specific for this DW as it has no strong contrast producing features (i.e.
vortex cores), whose boundaries can be easily determined. For this reason it is also difficult
to estimate the actual DW extent.
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(a) Fresnel Image (b) Simulated Fresnel Image (c) BF image

(d) Profile across DW in
5.11a

(e) Profile across DW in 5.11a (f) Profile across 5.11c

Figure 5.11: Fresnel mode (a)), simulated Fresnel mode (b)) and a BF (c)) image of a 64
nm wide C-shaped Co nanowire with a TW. d) and e) show line profiles across the DW
region of a) and b) respectively, while f) shows a line profile across the nanowire width.
The blue lines in a) and b) represent the location where the line profiles were taken, while
the red lines indicate boundaries of the DW region and correspond to the dotted lines in
d) and e). The cyan marked region in c) shows the location where the profile in e) was
obtained, while the black lines in e) show the edge-to-edge width of the nanowire.

5.5 Fresnel mode summary

By using the methods above DWs were nucleated and classified in a range of nanowire
sizes and shapes. A summary of the results is presented in Table 5.1, which lists the DW
types that were observed in Co and Fe nanowires at different sizes. The QC, HC and
N/A comments after each nanowire width refer to the shape the nanowire most closely
resembles, with N/A referring to nanowires wider than 170 nm that have a significantly
smaller curved surface than a QC. As mentioned in Section 5.2 this is inferred from the
width-to-thickness ratio of the particular nanowire. For nanowires where a direct thickness
measurement is not available the maximum thickness range listed in Section 5.2 is used to
make an educated assumption.
For each of the nanowire width entries in the table above there were multiple occurrences
of the listed DW. This is the case because the nanowires were deposited in arrays and as
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Table 5.1: DW types observed in curved Co and Fe nanowires fabricated using FEBID as
observed by Fresnel imaging

Co Fe

Width (nm) DW type Width (nm) DW type

L-shaped 72 HC TW 220 N/A TW
nanowire 110 QC TW 250 N/A TW

150 QC TW

Z-shaped 60 HC TW 180 N/A TW
nanowire 71 HC TW 200 N/A TW

110 QC TW 251 N/A TW
130 QC TW

C-shaped 50 HC TW 230 N/A VW
nanowire 64 HC TW

72 HC VW
83 QC VW
90 QC TDVW

S-shaped 60 HC TDVW
nanowire 120 QC TW

expected multiple nanowires of the same array acquired the same magnetisation under an
applied field. It should be noted that reaching a stage where the Fresnel imaging of a DW
was successful was dependent on multiple factors. Even after the FEBID deposition pa-
rameters were optimised sometimes the deposition rate and purity were insufficient to build
samples that show magnetic contrast in the TEM. Additionally, since DWs in nanowires
of the dimensions studied here are inherently metastable they often disappeared when the
external field used to generate them was switched off or when the sample was returned to
the zero tilt position. That being said all of the entries in Table 5.1 represent DWs that
were stable at zero tilt and zero external field. A clear limitation of the study was the
high values of defocus used. On one hand, using high defocus values was necessary to
provide a clear contrast, facilitating the DW classification. On the other hand, such high
defocus values clearly fall into the non-linear imaging regime [11], likely causing the DW
extent figures to be inflated. An additional difficulty while imaging was the curvature of
the nanowires, which is a source of electrostatic contrast. While it is possible to correct
that during post-processing by acquiring multiple images of the same structure in opposite
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magnetisation states, this was not performed for the images shown due to the time con-
straints of the project. An attempt to decouple magnetic and electrostatic phases, however,
is presented for DPC data in the next section. There we provide information about the
magnetic properties of the nanowires and a more clear look into the structure of some of
the DWs that they can support.

5.6 Quantitative DPC imaging

So far in Sections 5.3 and 5.4, Fresnel imaging was shown to be an effective tool employed
during the nucleation of DWs and for identifying different DW types. Additionally, it
was used to obtain semi-quantitative measurements of the extent of the DWs. But since
it is an out-of-focus technique it is not ideal for quantitative measurements and obtaining
detailed information about the magnetic structure of the nanowires. For that purpose DPC
is a much better candidate as it provides a direct probe into the sample induction. Here
DPC images of several DWs in both Co and Fe nanowires are presented. Furthermore
the DPC data is used to obtain a direct measurement of the saturation induction of the
FEBID fabricated nanowires. The data sets were obtained using a JEOL ARM equipped
with a Merlin detector using a 5 µm aperture at a magnification of x150k and a camera
length of 800 cm. This resulted in a probe semi-angle of 2.15 mrad. Due to the high
level of diffraction contrast present in the nanowires, (nanocrystalline cobalt and layers of
crystalline copper) pixelated DPC was the chosen imaging technique. The data processing
was done using the FPD package using an edge cross-correlation method [12], a short
description of which, is available in Section 3.5.5 of Chapter 3.

5.6.1 Removal of electrostatic contrast

Before performing any quantitative analysis on the magnetic structure of the nanowires
using DPC images, the electrostatic contribution to the phase must be removed leaving be-
hind only the deflections due to magnetic induction. The following method was employed
to achieve this. First the nanowire is saturated in either direction using the methodology
described in Section 3.5.1. For both saturated states a DPC dataset is collected. Once the
datasets are processed and calibrated, the resulting pair of DPC images (I1 and I2) can be
said to have the following contributions from magnetic and electrostatic phases, provided
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the magnetisation of the nanowire was successfully reversed.

I1 = ∇(φe +φm) (5.1)

I2 = ∇(φe −φm) (5.2)

By carefully aligning I1 and I2, it is then possible to separate the electrostatic (∇φe =

(I1 + I2)/2) and magnetic (∇φm = (I1 − I2)/2) contributions to the phase. This is a com-
monly used method to separate the magnetic phase that can also be applied for Fresnel
mode imaging [13] [14]. Figure 5.12 shows an example of the process for DPC images of
a 110 nm wide Co L-shaped nanowire. For simplicity only one of the DPC components
is shown. In 5.12a and 5.12b one can see the same nanowire in two opposite magneti-
sation configurations, which correspond to I1 and I2. Panel 5.12c shows the electrostatic
contribution to phase obtained from the average sum of 5.12a and 5.12b, while panel 5.12d
shows the magnetic contribution given by their average difference. Additionally, a line
profile which shows the magnitude of the deflections in radians is plotted with each image.
The red arrows in 5.12a, 5.12b and 5.12d indicate the direction of magnetisation in the
nanowire, while the dotted lines in all images show the region where the line profile was
obtained and the black double-headed arrows indicate the field mapping directions. An
useful outcome of this procedure is that once calculated the electrostatic contributions can
be subtracted from any DPC image of the same nanowire (as long as the imaging condi-
tions are the same and the images are properly aligned) to leave behind only the magnetic
information. The effect of subtracting the electrostatic contribution from datasets of the
same nanowire where a TW is nucleated can be seen in Figure 5.13. Panel 5.13a of the
figure shows the original DPC image, while 5.13c shows an induction map of the nanowire
where the electrostatic contrast has been removed. The difference between the two images
is highlighted in 5.13b, which shows line profiles across the top and bottom domain re-
gions of both 5.13a (red line) and 5.13c (blue filled area). The locations where the profiles
were taken are indicated with red dotted lines in both images. The most significant effect
is near the edges of the nanowire. There the high-magnitude deflections due to the rounded
geometry of the nanowire have been filtered out. Upon closer examination of the line pro-
files in 5.12c it can be seen that their shape is similar to the shape of the cross-section of
the nanowire. The same result was observed in calculated DPC images in Section 4.8.3
indicating that the process of filtering out the electrostatic contribution was successful.
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(a) DPC image of "up" saturated
L-shaped nanowire (I1)

(b) DPC image of "down" saturated
L-shaped nanowire (I2)

(c) ∇φe = (I1 + I2)/2 (d) ∇φm = (I1 − I2)/2

Figure 5.12: DPC images showing a 110 nm Co L-shaped nanowire nanowire. In a) and
b) the magnetisation of the nanowire points in opposite directions. c) shows a map of the
electrostatic contrast obtained the average sum of a) and b), while d) shows the magnetic
induction obtained from their average difference. Average line profiles showing the magni-
tude of the deflections is plotted beside each DPC image. Red arrows indicate the proposed
direction of the magnetisation, while black double sided arrows show the magnetic induc-
tion mapping directions.
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(a) L-shape nanowire with EC (b) Overlaid line profiles of
a) and c)

(c) L-shape nanowire without EC

Figure 5.13: DPC images of a 110 Co nanowire with a TW, where the EC is still present (a)
and filtered out (c). The DPC images are accompanied by average line profiles (b)) showing
the difference between the originally obtained (red) and purely magnetic deflections(blue).

This particular technique is used in Section 5.6.2 to obtain an accurate quantitative
value of the saturation induction of the FEBID fabricated nanowires.

5.6.2 Saturation induction of the FEBID patterned structures

As mentioned in Section 3.5.2, the deflections of the electron beam that are recorded using
DPC are due not only to the magnetic induction of the sample but also due to its thickness
and mean inner potential. One of the ways to decouple the two was presented in Section
5.6.1. Here that process is applied to an 82 nm wide Fe nanowire with a maximum thick-
ness of 26 nm. The AFM profile, from which the thickness was measured, along with a BF
image of the nanowire can be seen in Figure 5.14.
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(a) AFM image and profiles (b) BF image

Figure 5.14: Images used for the measurement of the dimensions of a C-shaped Fe
nanowire. a) shows an AFM micrograph with several lines profiles across different po-
sitions in the nanowire. b) is a BF image used to measure the nanowire width.

For this particular nanowire, only two datasets of different magnetisation configurations
were available. In the first one, the nanowire was in a saturated state and in the second
in a head-to-head magnetisation state with a VW. Figures 5.15a and 5.15b show one of
the DPC image components for both datasets. In the images, it can clearly be seen that
the magnetisation below the DW in the head-to-head state is in the same direction as the
magnetisation in the saturated state. This means that using the method described in the
previous section it is only possible to obtain the electrostatic contrast for the top section
of the nanowire (above the DW), where the magnetisations of the different datasets are
opposite. This is reflected in the final deflection image in Figure 5.15d.
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(a) β ty of saturated nanowire (b) β ty of nanowire with VW (c) β ty of nanowire without
EC

(d) Average line profile across C

Figure 5.15: DPC images and a profile across a C-shaped 82 nm wide nanowire used to
calculate its saturation induction. a) and b) show said nanowire in saturated and head-to-
head magnetisation states, while c) shows the nanowire in the same configuration as b),
but with electrostatic contrast contributions to the phase removed. d) is an average line
profile across the nanowire in c) quantifying the deflections of the electron beam due to the
sample’s magnetic induction.

There we see that on the bottom section of the nanowire, where the induction direction
of both datasets is the same, any contrast due to the nanowire has been removed. On the
other hand, in the top section of the nanowire, where the magnetisation was opposite, what
remains is a clear image of deflections purely due to the induction. Their magnitude is
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shown in the line profile in (5.15d). To obtain the saturation induction (Bs) the maximum
values of the deflections (β ) from the DPC image and thickness (t) from the AFM profile
were plugged into equation 5.3.

Bs =
hβ

eλ t
(5.3)

This resulted in a value of 1.5 ± 0.1 T for the nanowire saturation induction, which
corresponds to 68% of the bulk Fe value of 2.1 T [15]. From this measurement, a Fe ele-
mental purity of 68% can be estimated. Similar deposit purity is also reported in [16][17]
[18]. In order to consolidate this finding a further measurement of the saturation induction
is obtained from a 1 µm × 1 µm × 32 nm Fe square from the same sample. Similarly to
Figure 5.14 Figure 5.16 also displays an AFM profile of the square along with a BF image.

(a) AFM image and profiles (b) BF image

Figure 5.16: Images used for the measurement of the dimensions of a 1 µm × 1 µm ×
32 nm thick Fe square. a) shows an AFM micrograph with several lines profiles across
different positions in the square. b) is a BF image.

In the AFM profile, one can see that even in the square deposits a light curvature and
thickness variation are present around the edges of the structure. This can also be inferred
from the bright fringes on the edges of the square that can be seen in the DPC image in
Figure 5.17.
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(a) DPC component 1 (b) Line profile across a)

Figure 5.17: DPC induction map (a)) and a line profile showing the magnitude of deflec-
tions due to magnetic induction (b)) of a 1 µm × 1 µm × 32 nm Fe square. The blue line
indicated in a) indicates the location of the line profile.

On the other hand, an examination of the central region of the square in both the DPC
and AFM images reveals that it has a mostly uniform thickness, meaning the electrostatic
contributions to the contrast in the DPC image are minimal. This allows us to directly
obtain a measure of the saturation induction from the line profile across the square pictured
in Figure 5.17b by substituting the average values in the equation 5.3. The "jagged" peaks
in the profile are most likely due to diffraction contrast from Cu crystallites that were not
filtered by the cross-correlation algorithm. For the thickness, the average measurement
from the AFM profile of 32 nm is used. This results in an average Bs value of 1.5 ± 0.13
T, which is in good agreement with the value recorded from the nanowire shown in Figure
5.15. Having obtained a measurement for the saturation induction of a Fe square the same
method was repeated for a Co square with an average thickness of 24 nm. The AFM profile
along with one of the DPC components and average line profile showing the deflections is
pictured in Figure 5.18.
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(a) AFM image and profiles

(b) BF image (c) BF image

Figure 5.18: Images used for the measurement of the dimensions of a 1 µm × 1 µm × 24
nm Co square. a) shows an AFM micrograph with several lines profiles across different
positions in the square. b) is the y - component DPC image of the same square and c)
shows the average line profile across b).

Repeating the calculation results with the values presented in Figure 5.18 c) results in a Bs

value of 1.2 T ± 0.1 for the Co square which corresponds to ∼ 70% of the bulk Co value of
1.7 T [19]. Much like for the Fe deposits, this value is within the expected elemental purity
range for similar FEBID fabricated structures [20] [21]. Unfortunately, it is not possible
to provide a direct secondary measurement of the Bs value from an nanowire. This is
because although an EC-corrected induction map of a Co nanowire is available (Figure
5.13c) its thickness is unknown as no AFM was performed on that sample. However, using
the limits of nanowire thickness described in Section 5.2 - (18-35 nm) would give a Bs

value ranging from 0.7 to 1.4 T corresponding to 51 % to 79 % of the bulk Co value.
Having demonstrated a method to remove EC from nanowires and used it to quantitatively
determine the saturation induction of the FEBID nanowires and squares, the next sections
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present some DPC images of different DWs and attempt to classify their type.

5.6.3 Vortex wall in C-shaped nanowire

The first DW and the easiest to identify is a VW. Figure 5.19 shows the EC corrected DPC
images of one nucleated in a 210 nm wide Fe nanowire with a maximum thickness of 26
nm in a head-to-head magnetisation state. Panels 5.19 (a) and b)) of the figure display two
orthogonal components of the magnetic induction with the mapping directions indicated
by the white arrows. The third panel displays a composite colour image calculated from a)
and b), which clearly shows the variation of induction across the nanowire. In d) one can
see a virtual bright field image of the nanowire and the area around it obtained from the
summed signal from of all points in the DPC scan. There the polycrystalline copper grains
that cause the bulk of diffraction contrast in DPC are easily visible. The final image (e)), is
an average line profile across the DW, which was obtained from the induction component
pictured in b). In this plot the region between the two dotted lines shows the variation of
the electron beam deflections due to the magnetisation in the DW and the measurement
of 295 ± 15 nm shows its extent. The locations of the start and end of the DW are also
displayed in b) with the help of the cyan dotted lines. The contrast in the DPC images
and the DW profile shape presented in e) closely resemble ones obtained from calculated
DPC images of micromagnetic simulation - Figure 5.19 f) and g). The only difference is
the irregularly sized peaks present in the plot. These are most likely caused by the upper-
mentioned copper crystallites. The simulation used for comparison here is of a 80 nm wide
QC Fe nanowire and comparing the line profiles of the experimental and simulated images
shows good agreement between the deflection variations in the two. In addition to the one
shown here, DPC datasets of VWs were also collected for 84 nm and 103 nm wide Fe
nanowires. Their extents were measured to be 111 ± 11 nm and 126 ± 11 nm respectively.
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(a) DPC component 1 (b) DPC component 2 (c) Composite color image

(d) DPC sum image (e) Profile across DW in 5.19b

(f) Simulated DPC component
1

(g) Simulated DPC compo-
nent 2

(h) Profile across DW in
5.19g

Figure 5.19: DPC images of a VW nucleated in a 210 nm wide Fe nanowire. a) and b) show
the two induction components with the white arrows representing the induction mapping
directions. c) shows a composite image of the a) and b) and is used to clearly visualise
the change of induction within the nanowire. d) shows the DPC sum image and e) is line
profile measurement across the DW used to measure its extent. f) and g) show simulated
DPC images of a VW from 80 nm × 20 nm FE nanowire. h) shows the line profile across
g).
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5.6.4 Asymmetric vortex wall in C-shaped nanowire

A different type of DW was also observed in two of the other Fe nanowires (82 nm and
90 nm wide). Figure 5.20 shows an image of one nucleated in a 90 nm wide C-shaped
nanowire. The images in the figure are organised in the same way as the ones in Figure
5.19. The DPC images presented there have not been EC corrected as there are no addi-
tional datasets of the nanowire in different magnetisation states and no direct measurements
of its thickness. Unfortunately, this makes the images more difficult to interpret. Despite
that, some identifying characteristic of the DW are still visible. The first ones are the bright
and dark contrast regions on either end of the DW that can be seen in 5.20b. These indicate
induction in either a parallel or anti parallel orientation to the transverse dimension of the
nanowire and the mapping direction of the DPC scan marked by the white arrow. They also
somewhat resemble similar regions in the VW pictured in 5.19b. Here, however, they are
not symmetric around the centre of the nanowire, with the dark region being closer to the
bottom edge and the bright region closer to the top one. Additionally, the bright and dark
regions appear further from each other than would be expected for a VW in a nanowire of
this size. Another feature that is helpful in identifying the DW is the extended region over
which the induction appears to change in the centre of nanowire pictured in 5.20a. There
the induction again appears to be separated in 2 regions with parallel and anti parallel ori-
entation to the longitudinal dimension of the nanowire. These two observations indicate
that the DW pictured likely has an asymmetric vortex structure. Such an asymmetric vor-
tex wall (AVW) was observed in the HC nanowire simulations and was discussed in 4.4.
A simulated DPC images of an AVW can be seen in Figure 5.20 f) and g). There one can
see clear similarities between the contrast in both of the DPC components. The extent of
the AVW pictured here was measured from the average line profile across it (5.20e) and
found to be 251 ± 15 nm. This is in agreement with the extents of AVW observed in simu-
lation (4.16 d), which often spanned areas more than twice the nanowire width. It must be
pointed out that the nucleation of this wall was surprising both because of its complicated
extended nature and the fact that in the simulation it relaxed exclusively in HC nanowires
wider than 130 nm. Its appearance in the smaller physical nanowires here implies that it
is a stable structure and that not only size but also nanowire shape and curvature play a
critical role in its formation.
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(a) DPC Component 1 (b) DPC Component 2 (c) Composite color image

(d) DPC sum image (e) Profile across DW

(f) Simulated βx image of AVW (g) Simulated βy image of
AVW

(h) Profile across DW in Fig-
ure 5.20g

Figure 5.20: DPC images of an AVW nucleated in a 90 nm wide Fe nanowire. a) and
b) show the two induction components with the white arrows representing the induction
mapping directions. c) shows a composite image of the a) and b) and is used to clearly
visualise the change of magnetisation within the nanowire. d) shows the DPC sum image
and e) is line profile measurement across the DW used to measure its extent.f) and g) show
simulated DPC images of a AVW from a 130 nm × 65 nm HC nanowire. h) shows the line
profile across g).
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5.6.5 Transverse wall in L-shaped nanowire

The final DW that is discussed here was nucleated in the vertex of a 110 nm wide L-
shaped Co nanowire and presented in 5.21. Again no direct thickness measurements are
available for this nanowire, but based solely on the width value its geometry can be likened
to a QC. By examining 5.21a, 5.21b and 5.21c, one can see that the region of the DW is
relatively uniform with no specific variation in contrast. This suggest that the nanowire
imaged there is most likely a TW. Additionally, comparison to the calculated DPC images
of a micromagnetic simulation of a similar 110 nm wide L-shaped QC nanowire (5.21f
and 5.21f) shows that the DW pictured in 5.21a and 5.21b is consistent with the stable TW
structure consistently observed in the simulations described in Section 4.5. Similarly to the
nanowires above a profile was taken across the DW from one of the induction components
and used to display the variation of the deflections and measure the extent of the DW, which
was found to be 124±12 nm. This value compares favourably with the 110±10 nm value
obtained from the simulation.

5.7 Summary

This chapter presents an empirical study of nanowires with curved geometry and vari-
able thickness fabricated using FEBID. Several qualitative and quantitative microscopy
techniques were used to image them, measure their critical dimensions and obtain insight
into the different DWs that they can support. These include DPC and and Fresnel mode
imaging, which were used to identify a variety of different DWs in both the Co and Fe
nanowires. Table 5.2 summarises the DW types observed in different Co and Fe nanowireS
using both of these techniques. C-shaped nanowires were found to support a wider variety
of unique DWs than their L and Z-shaped counterparts, in which only a TW was observed.
A similar trend was observed in the simulation study presented in Chapter 3. Additionally,
nucleation of DWs was found to be more difficult in S-shaped than in C- shaped nanowires
as only two DWs were observed in Co-S-shaped nanowires, with none in the Fe ones. The
intended formation of two DWs in the S-shaped nanowires was not observed. A possible
explanation is a quick expulsion of the DWs after the external field is switched off [22]. Al-
ternatively it is possible that a pair of DWs forming in such a structure would have opposite
"charges" causing them to attract an annihilate each other if not pinned [22].
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(a) DPC component 1 (b) DPC component 2 (c) Composite color image

(d) DPC sum image (e) Profile across 5.21b

(f) Simulated DPC compo-
nent 1

(g) Simulated DPC compo-
nent 2

(h) Profile across5.21f

Figure 5.21: DPC images of a TW nucleated in a 110 nm wide Co nanowire. a) and b)
show the two induction components with the white arrows representing the field mapping
directions. c) shows a composite image of the a) and b) and is used to clearly visualise the
change of magnetisation within the nanowire. d) shows the DPC sum image and e) is line
profile measurement across the DW.
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Table 5.2: DW types observed in curved Co and Fe nanowires fabricated using FEBID as
observed by Fresnel and DPC imaging

Co Fe

Width (nm) DW type Width (nm) DW type

L-shaped 72 HC TW 220 N/A TW
nanowire 110 QC TW 250 N/A TW

150 QC TW

Z-shaped 60 HC TW 180 N/A TW
nanowire 71 HC TW 200 N/A TW

110 QC TW 251 N/A TW
130 QC TW

C-shaped 50 HC TW 82 QC AVW
nanowire 64 HC TW 84 QC VW

72 HC VW 90 QC AVW
83 QC VW 103 QC VW
90 QC TDVW 210 N/A VW

230 N/A VW

S-shaped 60 HC TDVW
nanowire 120 QC TW

A surprising result was the successful nucleation of an AVW in the sub-100 nm wide C-
shaped FE nanowire and a TDVW in the 60 nm Co S-shaped nanowire. Both of these
DWs have a complex three-dimensional structure and an extent reaching up to three times
the width of the nanowire they occupy. Furthermore, the AVW only stabilised in HC
nanowires wider than 140 nm than in the simulations and while the TDVW stabilised in
HC nanowires as narrow as 70 nm it was the ground state wall in nanowires wider than 110
nms. As the material parameters in the simulation closely match the ones measured in the
physical nanowires it is most likely that the nanowire geometry is the main contributing
factor to the nucleation of these DWs. In particular, the combination of a curved Gaussian
profile and the in-plane curvature of the S and C-shape [23].
In addition to the Fresnel data images observations using DPC were made of a VW, an
AVW and a TW in the C and L-shaped nanowires respectively. Measurements of the
extent of the different DWs showed that as expected the VW and TW extended to sizes
comparable to the width of the nanowires they occupy, while the AVW and TDVW were

181



Chapter 5 Lorentz Microscopy of curved nanowires fabricated using FEBID

significantly larger. Unfortunately, the more compact and desirable chiral walls discussed
in Chapter 3, like the 1D wall and the FSW, were not observed. Despite that, the results
presented here show that multiple DWs of varying extent and structure can be nucleated
in curved Co and Fe nanowires of similar sizes in the sub - 100 nm range. In addition
to the characterisation of DWs, a calculation of the saturation induction (Bs) of both the
Co and Fe deposits was performed using the DPC data sets. This was achieved via two
methods. The first was a more conventional method, using a Co square with minimal
thickness variation.For the second method, before the Bs calculation was performed, the
electrostatic contribution to the phase was separated and removed from the DPC image.
From the saturation induction calculations, a deposit purity of 68 % for the Fe deposits and
73 % for the Co deposits was estimated. It must be noted that while both of these results are
within the expected range they were obtained from limited data and even though every care
was taken to make the deposition conditions consistent during each session small variations
in the deposition environment were unavoidable.

5.8 Discussion

This research presents a unique contribution to the field of magnetic nanowires by explor-
ing a previously unexamined geometry and directly classifying the observed DWs. This
is significant because it is believed no prior studies have addressed DWs within this spe-
cific geometry. While numerous methods exist for characterizing magnetic and structural
properties of nanowires [24], current literature on DWs in magnetic nanowires often lacks
direct characterization of the DW type in the size studied in this thesis [25, 26]. [27], for
instance, presents TEM images of the magnetic structure of FEBID fabricated nanowires
with widths ranging from 70 to 100 nm, without classifying the DW types. Additionally,
much of the research that does characterize DW types typically discusses nanowire ge-
ometries different from the one presented here. For example, planar nanostrips studied in
[28][29] show Fresnel mode imaging of TWs and VWs in arched nanowires, similar to
the C-shaped ones studied here. However, the discrepancy lies in the nanowire dimensions
and shape, with both studies focusing on nanostrips that are 500-600 nm wide and 10-30
nm thick. Similarly sized L-shaped CoFeSi alloy nanostrips are also studied in [30], where
TWs similar to the ones presented in Section 5.6.5 are observed at nanowire widths of
400 nm and thickness of approximately 30 nm. While many studies involving DPC imag-
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ing of magnetic materials exist, they often focus on thin films [31] or skyrmions [32][33]
rather than on nanowires. Unfortunately the 1DW or FSW described in the Chapter 4
were not successfully nucleated in the FEBID nanowires. This could be due to several
factors including the external field application protocol, or even the bent geometry of the
experimental structures. A more detailed discussion on this is presented in Chapter 6.
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6
Conclusions and Future Work

This thesis presented a micromagnetic and experimental exploration of the differen do-
main walls (DWs) that can stabilise in ferromagnetic nanowires with curved profiles in a
head-to-head magnetisation configuration. The tools used to achieve this included finite-
difference micromagnetic simulation coupled with experimental image generation, FEBID
for physical nanowire fabrication and Lorentz microscopy for imaging and quantitative
characterisation of the nanowire’s magnetic properties. This chapter outlines the main re-
search outcomes of the thesis and proposes opportunities for further research.
The subject of Chapter 4 was the micromagnetic exploration of the different DWs that can
stabilise in cylindrical segment nanowires. The main goal was to explore the parameter
space of half and quarter cylinder (QC and HC) nanowires and map the DWs that stabilise,
while noting any unique DWs with properties suitable for spintronic applications. To that
end half and quarter-cylinder nanowires were simulated with varying thickness, width and
material parameters in a head-to-head magnetisation configuration. Various DWs, such as
the vortex wall (VW), transverse wall (TW), asymmetric vortex wall (AVW), and trans-
verse/double vortex wall (TDVW), were observed in the cylindrical segment nanowires,
exhibiting a structure similar to their planar nanowires counterparts. Furthermore, the im-
pact of varying nanowire shape was investigated by simulating an L-shaped nanowire, a
geometry commonly used for facilitating the nucleation of DWs in physical nanowires.
This resulted in a smaller number of unique DWs observed with only a TW and VW sta-
bilising across the entire simulation space. The results from all the simulations were used
to produce phase diagrams and tables that display the expected DWs across the above-listed
parameter space. Additionally, for each individual simulation, the extent of the resulting
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DW was measured and plotted. Some of the DWs were found to have extents comparable
to nanowire width, namely the VW and TW, while other were found to extend much more
- the TDVW and AVW. Possibly the most interesting outcome of the chapter was the nu-
cleation of the flower state wall (FSW) and one dimensional wall (1DW). This is because
their chiral nature and compact size are properties sought after in the field of spintronics.
The FSW was found to stabilise as a metastable state in both QC and HC nanowires in a
wide range of sizes and to have a smaller extent than other DWs in the same nanowire size,
save for the 1DW. To further study this unique DW the effect of iDMI was considered on
nanowires where it would stabilise. It was observed that iDMI of strength (1×10−3 J/m2),
which is comparable to a thin platinum layer, while affecting the total exchange energy of
the system showed no effect on the DW types observed in nanowires thicker than 20 nm
except for a slight broadening of the vortex cores in the VW and AVW. In thinner QC
nanowires (< 20 nm) it did however lead to the stabilisation of the other metastable chiral
wall - the 1DW, whose name is derived from its simple, almost one-dimensional profile.
Much like the FSW the 1DW was also found to be significantly narrower than other DWs.
The rest of the chapter explored the generation of Fresnel mode and DPC images from
the magnetisation data obtained from micromagnetic simulations. For the Fresnel mode
images, different values of defocus were considered to show the effect of distortion in the
imaging and to measure the effect of defocus on nanowire extent. As expected, the mea-
sured DW extent was found to be comparable to an extent value obtained from the curl of
magnetisation for low defocus values (< 400 µm) and to increase with increasing defocus
beyond that. A measure of the extent of the different DWs was also obtained from the sim-
ulated DPC images. There the DW extent measured from magnetic induction was found to
be on average 10 % larger than the one measured directly from magnetisation. The most
likely origin of which is the stray field generated by the DWs. Finally, the effect of mean
inner potential and sample thickness (electrostatic contrast) was included in the calculation
of the experimental images. This resulted in simulated images, where the contrast is domi-
nated by the electrostatic contribution. More careful examination showed that the defining
features of DWs are still discernible in the images and that electrostatic contrast had no
significant effect on the DW extent measured from experimental images.
As the parameter space for simulation of cylindrical segment nanowires is quite vast the
simulations performed in this chapter can be supplemented in many ways. In order to
narrow down the options we can consider further simulations that might lead to a more
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consistent stabilisation of the DWs of interest - that is the flower state wall (FSW) and one-
dimensional wall (1DW). As mentioned before the parameter that was found to affect these
greatly was the presence of iDMI. Therefore a more robust study of the effect of iDMI in-
cluding a variation of the DMI interaction strength and the thickness of the nanowire could
potentially lead to the discovery of nanowires where these walls are the ground-state.[1]
and [2] show such studies for thin magnetic films, where larger values of the iDMI pa-
rameter contribute to the stability of the chiral DWs under an applied field. Additionally,
other effects that contribute to the formation of chiral structures like crystalline anisotropy
can be included in the simulation [3][4]. It should be noted that the simulations performed
in this chapter were only static and contained no temperature effects. Therefore a natural
continuation of the simulation research is to study the effect temperature has on DW for-
mation in the structures presented here. This would make the simulations more comparable
to the experimental results. Unfortunately, this is not a parameter that is present in most
micromagnetic simulation packages. However, it was shown in [5] that temperature effects
can be successfully included in some micromagnetic calculations with good agreement to
theory. Finally, once the static simulation parameter space has been sufficiently explored,
a dynamical study of the different DWs can be performed in order to determine their mo-
bility under an applied field or a spin-polarised current. Many studies have been conducted
on this topic - both for thin films and nanowires. In particular [6] and [7] demonstrate
DW propagation speeds larger than 600 m/s and 300 m/s respectively for simulations of
cylindrical nanowires.

Chapter 5 presented an empirical study of the DWs in curved nanowires. The first step
in that was the fabrication of Co and Fe ferromagnetic nanowires and squares using FEBID.
The deposition was a challenging and time-consuming process which involved the search
for the best possible deposition parameters that result in defined nanowires with high con-
tent of magnetic material (Co or Fe). The resulting final nanowire deposits had maximum
thicknesses varying between 20-35 nm and widths varying between 50 nm and 200 nm.
They had curved Gaussian-like profiles and depending on the thickness-to-width ratio of
the particular nanowire resembled either the half or quarter-cylinder nanowires that were
studied using the simulations. The nanowires were then characterised in a TEM, where an
external magnetic field was used to nucleate DWs, which were subsequently imaged using
Fresnel and DPC mode Lorentz microscopy. With the help of micromagnetic simulations,
several different DW types were identified in the physical nanowires. These include the
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TW in both the L and C-shaped nanowires, and the AVW, VW and DVW in C and S-
shaped nanowires. Where possible also their extent was measured. This was mostly done
for the DPC images, because large the defocus used during Fresnel imaging (1 - 5 mm)
caused significant "stretching" of the magnetic contrast. A combination of DPC, BF imag-
ing and AFM was used to obtain a measure of the material purity of the nanowires- ∼ 70
% for the Co and ∼ 68 % for the Fe nanowires. To achieve this electrostatic contributions
were subtracted from DPC images resulting in accurate induction maps. Unfortunately, the
most interesting DWs, namely the FSW and 1DW, were not observed during the magnetic
imaging. However, because of the presence of many different DWs in the nanowires, it
may be possible to find a nanowire that supports them by carefully varying the geometry
and material parameters.
A shortcoming of the research described in Chapter 5 is the lack of a direct measurement
of the chemical composition of the nanowires. Other recent studies of FEBID structures
utilise energy dispersive x-ray mapping (EDX) [8] for that purpose. EDX was attempted
on the structures described here inside the SEM after fabrication, however, the prolonged
exposure to the low kV e-beam resulted in significant carbon contamination [9] which
could not be distinguished from the already present carbon in the deposits. For this rea-
son no EDX results were presented. Another option that could have provided the desired
chemical map is STEM-EELS. Performing this technique was part of the original research
plans as it is a great tool that can provide information both on the magnetic material con-
tent and on the thickness of the nanowires.[10] [11]. Unfortunately due to a combination
of extremely limited laboratory access due to COVID and instrument downtime, it was
not possible to perform it. Similar difficulties were encountered when performing AFM,
which is the reason why not all the nanowires studied have direct thickness measurements.
Additionally, while the section describing Fresnel imaging mentions electrostatic contrast,
it does not provide a way to correct for it. This can be done by employing the same method
described in the DPC section, which required the acquisition of multiple Fresnel images
of the same nanowire. This was not performed as in the early stages of the project Fresnel
imaging was intended to be a means for DW nucleation, quick initial DW identification
and for preparation for DPC imaging.
Since the most interesting DWs were not successfully imaged steps could be undertaken
to increase the chances of nucleating them. Firstly an alternative deposition method can
be employed to fabricate nanowires in which the 1DW and FSW are more likely to sta-
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bilise. Better control of the deposition resulting in narrower nanowires and more control
of the nanowire shape can be achieved by using bespoke stream files for each structure as
described in [12]. Another method for better control of nanowire structure and dimensions
can be to include annealing. This step has been shown to reduce the content of carbon
contamination in FEBID nanoparticles by 50 % in [13]. Including an annealing step in the
deposition process would allow for the use of lower beam current and voltage, which would
increase the achievable resolution of the structures and therefore give greater control over
the final deposit. Typically, this would result in low-purity deposits, but the inclusion of
annealing can effectively address this issue. Alternatively, different fabrication techniques
could be explored. An example of one is two-photon lithography which allows for the
fabrication of custom 3D magnetic structures [14][15]. It must be noted that the structures
described in these papers are significantly larger than the ones deposited using FEBID, but
optimisation of the technique can lead to deposition in the required sizes. Finally, since
iDMI was found to affect the DWs stabilised in the nanowire simulations its effect can also
be explored in the physical nanowires. [16] presents the results of several different studies
that report DMI strength of 0.2-2.3 mJ/m2 in thin Co films with surface and capping layers
of either Pt, Ir or Ta. To achieve this however, the thickness of the non-magnetic layer was
often on the same scale as that of the magnetic layer and for the higher end of the range
up to 5 times larger. It is also unclear how these values would translate to the FEBID de-
posited structures. An extensive experimental study coupled with further micromagnetic
simulations would be required to fully explore this topic.
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A
Appendix

A.1 Micromagnetic simulation initialisation

The code in Figure A.1 shows an example of how a simulation for a QC straight nanowire
is initialized. The geometry is achieved by manipulating Cylinder and Cuboid basic shapes
available directly in the MuMax3 interface. The cylindrical segment geometry (QC in the
example presented) is achieved by a Boolean subtraction operation between a cylinder and
a cuboid structure. The starting state is head-to-head with transverse magnetization (in
the y-direction) in the domain wall region. The size of the domains and domain walls is
defined by the defregion() and m.setregion() functions.

A similar method is used to generate the L-shape geometry. Code is shown in Figure
A.2. The geometry initialisation is done by placing two straight nanowires at a right angle
with each other and filling the gap with a section of a sphere. Translation operations are
applied to to keep the structures aligned. The domains and domain walls are generated by
the same functions as in A.1.

195



Chapter A Appendix

Figure A.1: Simulation of a QC straight nanowire with the different sections highlighted
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Figure A.2: Simulation of a HC L-shaped nanowire with the different sections highlighted.

A.2 Generating thickness and amplidude images

Figure A.3 shows Python code for generating the thickness and amplitude functions used to
calculate Lorentz microscopy images in Chapter 4. The function takes several parameters
as input, including the simulation output file containing the normalized magnetization, the
dimensions and cell size of the simulation, the mean inner potential of the material, and
the desired electron beam transmission (for the amplitude function). The function also
provides options to rotate the images and add padding (empty space around the simulation
geometry) to ease visualization. To check the results, the function offers an option to plot
the resulting images. Comments in the code show what functions the different segments
perform.
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Figure A.3: Python code used to generate thickness function, amplitude function and elec-
trostatic phase image for a given simulation.
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