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Abstract

The leishmaniases are a group of devastating diseases which affect around 350 million

people, predominantly in developing countries. These diseases are caused by infection with

the protozoan parasite Leishmania, yet despite its prevalence, much of the fundamental

biology of these parasites is still unknown. One such area of research is the cell cycle, a

process which is essential for the replication and survival of this parasite. This process has

shown promise as a target for new therapeutic drugs, however, studying the cell cycle to

identify such targets is made difficult by the high heterogeneity of cultures of these cells.

Cultures contain cells in all stages of the cell cycle, making it difficult to understand and

identify molecules controlling this process. While tools are available for synchronising cells at

a single stage in the cell cycle, they are often sub-optimal, requiring lengthy processing times

or introducing artefacts into the cells and affecting their molecular composition.

This thesis therefore explores inertial microfluidics as an alternative method for cell cycle

synchronisation, relying purely on the morphological and mechanical characteristics of the

cells to drive separation. Protocols using imaging flow cytometry were developed to provide

high-throughput morphological information about the cells. As well as providing insight into the

dynamics of the cell cycle, this enabled a deeper understanding of the behaviour of

non-spherical cells within inertial microfluidic devices and subsequently an enrichment of

desired cell populations. Finally, novel tools for the portable and high-speed imaging of

particles within inertial microfluidic devices were demonstrated. As such, this work contributes

both protocols and fundamental understanding to both the fields of Leishmania and inertial

microfluidic research in the hope that these will prove beneficial to future work.
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Chapter 1

Introduction

1.1 Project motivation

Throughout over 90 countries, the protozoan parasite Leishmania is transmitted by the bite of

a female phlebotomine sand fly [1]. Infection with the parasite can develop into various

diseases, with around 350 million people being at risk, around 1 million new cases and 30,000

deaths each year. These numbers are also expected to be underestimated due to

misdiagnosis, asymptomatic infection and underreporting [2]. In humans, the three main

clinical manifestations are cutaneous (CL), mucocutaneous (MCL), and visceral leishmaniasis

(VL) although a wide spectrum of symptoms and presentations have been documented. CL is

the most common form if the disease, presenting as lesions and ulceration of the skin. These

can be self-healing or can take years, resulting in secondary infections, functional impairment

and permanent scarring [3]. MCL occurs as a relapse, sometimes years after the initial

cutaneous infections have apparently healed. Parasite migration to the nasal and oral cavities

leads to facial disfigurement, vocal cord damage and destruction of the mucous membranes.

Treatment is essential in MCL, with secondary infections incurring life threatening

complications. VL is the most severe form of the disease, with a lack of treatment proving fatal

in around 95% of cases [1]. This systemic infection is characterised by a swelling of the

abdomen as a consequence of hepatomegaly and splenomegaly, with other symptoms

including prolonged fever, weight loss and pancytopenia. In addition to the three main

diseases described, asymptomatic infection is thought to represent the highest proportion of

infections. While there is debate over whether asymptomatic infection can result in

transmission, asymptomatic to symptomatic expression can occur due to various contributing
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factors and thus remains an important area of research [4]–[6]. On the other hand, zoonotic

infections, particularly in domestic animals, are known to act as reservoirs and hinder

eradication efforts [7], [8].

Despite its prevalence, leishmaniasis is classed as a neglected tropical disease, having

significant health and social impact particularly in developing countries [9]. This is in part due

to a lack of suitable treatment options or an approved human vaccine. Current methods of

treating leishmaniasis, while effective, have various disadvantages: treatment options are

often expensive and thus can be difficult for impoverish areas to obtain; all available drugs

have a wide range of toxic side effects, which have resulted in fatalities in their own right; and

an increase in drug resistance in some areas reduces their efficacy. There is thus an evident

need for the development of new drugs to combat these devastating diseases. One area of

research which shows particular promise for providing potential drug targets is the cell cycle –

an essential process by which the cell replicates itself within its sandfly vector and mammalian

host. However, the cell cycle of Leishmania is divergent from typical eukaryotes, with the

proteins controlling this process being mostly unknown. Further research into the fundamental

understanding of the Leishmania’s cell cycle control is thus needed. These divergent

processes also make studying the cell cycle challenging, as traditional methods of analysis

are rendered ineffective. Therefore, this study aims to address the lack of tools available for

the cell cycle analysis of Leishmania, as analysed using the species L. mexicana.

1.2 Leishmania

Leishmania transmission

There are over 20 species of Leishmania parasites which cause disease in humans,

transmitted by over 90 different species of sandfly [1]. These parasites are classified into

either New World species (Viannia subgenus) or Old World species (Leishmania subgenus),

with their geographical distribution being determined by their sand fly vector. 90% of all CL

cases are found in Afghanistan, Algeria, Brazil, Iran, Peru, Saudi Arabia and Syria, while 90%

of VL are found in Bangladesh, Brazil, India, Nepal and Sudan [10]. Furthermore, different

species of the parasites are associated with different disease progressions. All species of

Leishmania are able to cause CL while New World parasites (L. (V.) braziliensis, L. (V.)

panamensis, and L. (V.) guyanensis) have a higher tendency to disseminate and cause MCL

2



[11]. On the other hand, only select species such as L. donovani, L. infantum, L. tropicana and

L. amazonensis are able to cause VL [12], [13].

The polysymptomatic manifestations of the leishmaniasis are a result of the complex

interplay between the host’s immune response and the species of parasite. On the host’s side,

a strong cellular response is generally associated with better parasites control and low

parasitaemia; however, over simulation can lead to MCL. On the other hand, a more

humoral-based response is related to parasite dissemination and disease progression.

Leishmania parasites are also able to modulate the hosts immune response by deactivating

macrophages and preventing the production of proinflammatory mediators [14].

Epidemiology

Historically, leishmaniasis has been thought of as a disease of developing countries.

Overcrowding, poor housing and unhygienic conditions can provide a breeding ground for

sandflies [15], [16]. In addition, low-income households have an increased likelihood of

working and sleeping outdoors with no access to bed netting, increasing the risk of exposure

to infected animals and sandflies. Malnutrition has also been shown to increase the risk of

developing VL [17]. This problem is further exacerbated in the financial cost of acquiring

treatment; while treatment may be free due to funding programs, costs can be incurred

through travel to hospitals, unfunded stays overnight for treatment, time off work for such

treatment or to care for ill individuals. In Nepal, it has been reported that that average cost of

treatment for VL is greater than the annual household income [18]. Such costs have been

reported to be paid for through the use of savings, the sale or rental or properties, the

acquisition of high-interest loans or community aid, causing further financial and iatrogenic

devastation to communities [19]. This in turn leads to poorer communities, exacerbating

migration, urbanisation, displacement and conflict, increasing the risk of individuals

contracting leishmaniasis [19]–[21].

In more recent times, leishmaniasis is emerging in developed countries; both

autochthonously and imported by holiday makers, deployed military and immigration [22], [23].

In the U.S., an increase in the number and distribution of cases has been noted since the first

recorded autochthonous case in Texas in 1903 [22]. Initially isolated to Texas, human cases

have now been reported in Oklahoma, Arizona and North Dakota [24]–[26]. Non-imported

zoonotic infections of horses and dogs have also been reported in Florida, Kansas and Ohio
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[27], [28]. In 2015, Leishmania was classed as endemic in the US, while mandatory reporting

still only applies to Texas [22]. However, the issue may be more widespread, with numbers

being underrepresented due to lack of awareness, spontaneous healing of lesions and

non-mandatory reporting. In Europe, all countries in the Mediterranean basin have been

reported to be endemic for leishmaniasis, with the majority of cases being VL (69% compared

to CL at 31%) [29], [30]. According to a recent review, Leishmania is re-emerging in various

countries across Europe as well as migrating into previously unaffected areas [31]. Within

many of these countries, domestic dogs act as a reservoir for L. infantum, with as many as

30% of dogs being seropositive.

Imported and/or non-endemic leishmaniasis is a growing concern for both for the affected

individuals and for the introduction of leishmaniasis to previously unaffected areas [32]. This

concern coincides with the increase in international travel which has been steadily growing to

reach a peak of 1.46 billion people 2019 [33]. Imported cases of leishmaniasis from travel are

generally highest from South America and the Middle East as a result of tourism and migration

respectively [34], [35]. Tourism generally sees younger individuals contracting CL in areas

such as Brazil and Costa Rica, while VL is more likely to be acquired from travelling in Europe.

Younger travellers are more likely to contract CL during time spend outdoors or visiting forests

where sandfly populations are high. In contrast, infants, children and the elderly are more

likely to contract VL, hypothesised to be due to these individuals having weakened immune

systems [35]. A lack of awareness contributes to the likelihood of contracting leishmaniasis as

various precautions can be taken to reduce the chances of sandfly bite, such as using insect

repellent, covering bare skin, and sleeping under bed nets [36]. For migration, a high number

of cases are reported from the Middle East as a result of conflict among other things. CL has

been endemic in Syria since before 1960 and up until the civil war in 2011 cases were reported

to be 23,000 cases/year [37], [38]. This more than doubled in the early years after the onset

of conflict, owing to an increase in impoverished conditions and the collapse in health services

and vector control. Migration of over 4 million Syrian refugees additionally saw an increase in

cases in neighbouring countries, causing local outbreaks within Syrian communities as well as

introducing new species of Leishmania to areas [39], [40]. This is particularly true for Turkey,

who accepted over 3 million refugees [40]. The increase in cases within Turkey are concerned

to have direct implications for Leishmania transmission across Europe.

A contributing factor to the growing concern is climate change, with warmer temperatures
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increasing the suitability of areas for vector and reservoir habitation [41]. Sandflies are

generally limited to areas which are above 15.6°C for at least 3 months of the year and will

become dormant in winter at temperatures below 10°C. Research has also shown that sandfly

activity favours warmer and drier conditions, with increased rates of proliferation and longer

breeding seasons [42], [43]. In Europe, countries such as Germany are already seeing an

increase in areas inhabited with sandflies, with recently studies suggesting new

autochthonous transmission [41], [44]. Climate change modelling has shown that vectors will

be able to reach areas as far north as England and Scandinavia [45], [46]. In the U.S., with

increasing temperatures, different sand fly species are expected to be capable of migrating

east and west, as well as far north as the Canadian border [22]. By 2080, it is predicted that

the number of Americans at risk of infection will at least double [47]. In Morocco, climate

change brings with it an increase in economic problems [48]. An increased frequency of

drought and arid areas in the south has decreased access to water, affected food supplies and

lead to uncontrolled migration, corresponding to higher cases of leishmaniasis and the

migration into more northern areas [49].

Diagnosis

There is very little standardisation of the diagnosis of leishmaniasis as all of the methods

available have pros and cons. Typically, diagnosis is made through a combination of clinical,

parasitological, molecular, and serological tests. Initial diagnosis is performed using the

symptoms of the patient, as well as taking into consideration location (i.e. if in a region

endemic for CL) and/or travel history. There are a plethora of clinical signs of leishmaniasis

although most manifestations start with a small itchy papule developing between 2 weeks and

3 months after infection. After this point, the lesion can spontaneously heal or develop

different characteristics [50]. Lesions are painless (unless infected), can ulcerate, vary in

number (up to 300), with or without surrounding satellite lesions (multiple mini lesions in close

proximity to the primary lesion) [5]. With developed lesions, the mucosal linings such as the

nose and mouth should be examined to assess for MCL; initial symptoms include stuffiness

and nasal inflammation but left untreated can develop into disfiguring lesions.

From clinical symptoms alone, CL and MCL can often be misdiagnosed and mistreated

as bacterial infections, dermatitis, haemorrhoidal masses and even cancer due to the

similarities in presentation [51]–[53]. This is more common in regions where leishmaniasis is
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not endemic. VL on the other hand has very different symptoms including a fever, swollen

lymph nodes, swollen abdomen, weight loss, fatigue and discoloured patches of skin [54].

Diagnosis of VL relies purely on parasitological and molecular methods due to the non-specific

nature of the symptoms. In developing countries, VL can often be misdiagnosed as malaria or

enteric fever while in developed countries cancer is similarly suspected [52], [55].

With a suspected infection of CL or MCL, a biopsy sample is taken from a lesion. The

confirmation of diagnosis requires the identification of whole parasites or/and parasite DNA

from the samples, depending on the tests available [56]. Historically, detection of whole

parasites (parasitological diagnosis) was viewed as the gold standard for diagnosis due to its

high specificity, though the sensitivity depends on the species of Leishmania, where the

biopsy was taken, the method it was acquired, and the skill of the medical professional [50],

[55], [57]. Various methods are used to visualise the infecting parasites, including

histopathology, microscopy of press-imprint-smears stained with Giemsa, or through cell

culture [50], [58]. PCR now is the primary method of detection, identifying Leishmania-specific

ribosomal or kinetoplast DNA. However, expensive equipment and the requirement of

experienced staff limit its accessibility in developing countries. PCR has the added benefit of

determining the specific species and strain of Leishmania, which has implications for disease

development, treatment, and prognosis [59]. Commonly, the mini-exon gene is used for

genotyping, with different strains having variations in both sequences and length [60].

The methods of diagnosis of VL are similar for that of CL and MCL, with some additional

considerations. Diagnosis via direct visualisation is more invasive as the parasite proliferates

within the internal organs. Tissue samples are usually collected from the spleen, bone marrow

or lymph nodes, which each give varying degrees of sensitivity. Splenic samples have the

highest sensitivity at up to 98.7%; however, sample collection is painful and can result in

fatality from severe bleeding if complications arise [55]. Once the sample is collected,

visualisation of the parasites is carried out via histopathology, microscopy or culture. PCR

based diagnosis can be much less invasive than tissue samples as blood are often analysed;

however, if blood samples are negative then splenic or bone marrow samples are used. There

are various gene targets which have been suggested for PCR-based diagnosis of VL, with

sensitivity generally being reported to be between 82.3-100%. As with above, PCR diagnosis

is limited to facilities which have suitable equipment and trained personnel. As such, attempts

are being made to develop serological test to diagnose VL from the presence of host
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antibodies against Leishmania parasites, or parasite antigens. Anti-Leishmania antibodies are

present in the blood during infection, with a variety of tests currently available. However, using

antibodies gives rise to two main issues: antibody tests can remain positive for months or even

years after cure of the disease; and up to 32% of asymptomatic individuals can be positive for

antibodies [61]. Furthermore, many of the antibody tests have drawbacks which limits their

accessibility, particularly in developing countries such as requiring specialised equipment (e.g.

enzyme linked immunosorbent assays), skilled personnel (e.g. immunoblotting), and are

expensive (e.g. direct agglutination test). Another downside to all aforementioned tests (with

the exception of the direct agglutination test) is the requirement for electricity or laboratory

equipment, which delays the diagnosis of patients, particularly those in rural areas.

To combat this issue, immunochromatographic (ICT) strip tests have been designed as

rapid diagnostic tests for diagnosing VL in the field. Using a recombinant K39 protein, these

single use tests take only 15 minutes and a drop of blood from a finger stick. In addition, they

are reported to be highly sensitive and specific making them widely accessible [62].

Unfortunately, these tests still occasionally test positive in healthy individuals and remain

positive in patients cured of their VL for long periods of time. The sensitivity of different

antibody tests has also been shown to be variable in different regions, thought to be due to

different ethnic backgrounds and antibody responses [63]. Finally, antigen detection may

prove to be a better method of diagnosis than antibody, with various tests showing high

sensitivity as well as a reduction in the number of positive cases after patients were cured of

VL [64]–[66].

Treatment and prevention

Current methods of treating leishmaniasis primarily rely on pentavalent antimonials (PA),

which has been the first line of treatment for CL, MCL and VL for over 70 years [67], [68].

While treatment with this family of drugs is effective at clearing the pathogens, there are

various disadvantages, with the drug being expensive, having a wide range of toxic side

effects and an emergence of drug resistance. For mild cases of CL with little chance of

progression to MCL, often no treatment is given to avoid unnecessary exposure to the toxic

compounds, which have been reported to induce cardiotoxicity and sudden death in a very low

number of patients [68], [69]. In contrast, treatment for MCL and VL is essential, a lack of

which can result in permanent disfigurement and death. In India, it has been documented that
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over 60% of patients do not respond to PA treatment due to microbial resistance [59].

Alternatives to PA are miltefosine, paromomycin, and liposomal amphotericin B, which, despite

have varying degrees of efficiencies, treatment durations, and side effects are becoming more

widespread [70]. Even with the more recent introduction of these drugs, resistance resulting in

disease relapse is already beginning to emerge [71]. There are currently no drug treatment

options which are both highly effective and toxin free, emphasising the need for new treatment

methods [72]. Various drugs are currently undergoing development in clinical trials and are

showing good potential as effective and safer anti-leishmanial compounds, but the regional

variation in responses and the concern for resistance maintains a driving force for the

continual development of new treatment options [73], [74].

While treatment is essential for the remedy of active cases of disease, prevention is

always better than cure. For leishmaniasis, naturally acquired immunity is achieved after

successfully fighting an infection, preventing the likelihood of secondary infections [75]. Thus

far, despite a wide range of methods being tested (and four vaccines available for canine

leishmaniasis), no vaccines are currently available for human use [76]. For many infections,

the injection of killed, attenuated or inactivated pathogens (or their proteins), with or without

immune system-stimulating agents (adjuvants) is sufficient to confer protection [77]. This is

not the case for leishmaniasis, which have seen many prospective vaccines fail. The only

artificial method to induce robust and long-lasting protection has been with leishmanization;

the intentional inoculation of individuals with live parasites [78]. While this method still

produces the formation of lesions, the pathology is reduced compared to naturally acquired

infection and confers immunity for life. Leishmanization is licensed in some high-risk regions

to prevent more serious manifestations of the disease; however, it is unsuitable for vaccination

in lower-risk areas. One area of vaccine development using similar methodology is the use of

genetically altered live-attenuated Leishmania. By knocking out genes which are important to

the parasite’s replication in vivo, immunity can be induced while limiting parasite load and

disease severity [79]. Another vaccine candidate of particular interest is an

adenoviral-vectored leishmaniasis vaccine which has been proven to be safe in humans and

induce a potent cell mediated immune response [80], [81].
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Structure of a Leishmania cell

The parasite itself belongs to the diverse family of parasitic protozoa called Kinetoplastida,

characterised by the presence of a DNA containing organelle called the kinetoplast (Fig. 1.1).

Of these organisms, Trypanosoma and Leishmania are the only two families which cause

disease in humans. While the members of this group undergo various morphological changes

during the course of their life cycles and cell cycles, their ultrastructure remains highly

conserved [82]. Unlike in typical eukaryotes which have multiple mitochondria throughout the

cell, kinetoplastids have one very large mitochondrion and a single site of mitochondrial DNA,

known as the kinetoplast. The kinetoplast DNA consists of a network of mini- and maxicircles

of mitochondrial DNA which encode guide RNAs, the role of which are still unclear [83]–[85].

As with all eukaryotes, the genomic DNA is contained within the nucleus which, in Leishmania,

is positioned posterior to the kinetoplast. One of the most visible differences between typical

eukaryotic cells and trypanosomes is the presence of a flagellum, which contributes to cellular

motility as well as playing a role in intracellular environment sensing [86], [87]. At the base of

the cell, the flagellum exits the cell body at the flagella pocket; an invagination of the cell

membrane acting as a site of endo/exocytosis within the parasite and serves as a key feature

in development and pathogenicity [88]–[90]. The flagellum connects to the body’s cytoskeleton

at the flagella attachment zone (FAZ). In Trypanosomes, the FAZ has been demonstrated to

contribute to cell division, affecting both the size of the cell and organelle organisation.

However, for Leishmania this is not the case, with FAZ disruption instead affecting cell size but

not replication [91], [92]. The basal body caps the end of the flagellum and is connected to the

kinetoplast membrane via a collection of filaments [93], [94]. Finally the shape and length of

the cell body is determined by microtubules which are modified throughout the life cycle and

cell cycle contributing to the heterogeneity seen in morphology [89].

Figure 1.1: Structure of a Leishmania promastigote
Graphical representation of a Leishmania cell, denoting the single mitochondrion, nucleus (N),
kinetoplast (K), basal body (BB), flagellar pocket and the flagellum (F). Image is not to scale.
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Leishmania mexicana’s life cycle

To be able to survive in both mammals and sand flies, Leishmania has a complex life cycle

with two distinct life cycle stages: the promastigote stage within sandflies and amastigote form

in their mammalian hosts (Fig. 1.2). Within sand flies, there are 4 generally accepted stages,

primarily defined by cell morphology due to a lack of molecular markers [89]. When a sandfly

takes a blood meal, a peritrophic matrix forms from digestive secretions to encase the blood.

The peritrophic matrix has been described to act as a physical and chemical barrier to protect

the midgut endothelium from damage via physical particulates or pathogens ingested with the

blood [95]. When amastigotes are ingested, the change in environment induces their

differentiation into replicative procyclic promastigotes (Fig. 1.2A); the early promastigote stage

[96], [97]. At this stage, if the sandfly is incompatible with the species of Leishmania then the

parasites will be killed via the digestive secretions. In compatible species, after a couple of

days the cells become longer and more motile, differentiating into nectomonad promastigotes

[97], [98]. These cells are capable of escaping the peritrophic matrix and migrate to the

sandfly’s anterior midgut where they bind to the epithelium via their lipophosphoglycan (LPG)

coat. Attachment to the midgut via these glycolipids establishes the infection; loss of which

renders the cells susceptible to toxic compounds released during blood digestion, as well as

excretion as faeces [99], [100]. These nectomonads are described as being non-replicative,

thus evidence suggests the presence of a third promastigote form: leptomonads [97], [101],

[102]. Further differentiation into short replicative leptomonad promastigotes enables the

secretion of promastigote secretory gel (PSG); a major factor in Leishmania transmission [97],

[103], [104]. PSG forms a plug in the sandfly’s digestive tract and serves a variety of functions

to increase transmission. Firstly, this PSG plug harbours a large proportion of leptomonads

which subsequent differentiation into metacyclic promastigotes; the only mammalian infective

stage of the parasite. The PSG is therefore the primary site for metacyclogenesis. Secondly,

the plug modifies sandflies feeding behaviour by increasing feeding times and probing. Finally,

the blockage has been hypothesised to induce regurgitation and the subsequent deposition of

large numbers of metacyclic promastigotes into the dermis (Fig. 1.2B); however, this theory is

still under debate [96]. In addition to being transmissible, this stage has also been shown to

de-differentiate into a retroleptomonad [105]. Unlike metacyclic promastigotes, these cells are

replicative and are thought to conserve untransmitted cells, subsequently increasing parasite
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load in the sand fly and higher levels of transmissible metacyclic promastigotes.

Once transmitted to a mammal, the hosts immune system responds to the invasion and

migrates to the site of damage. Interestingly, while macrophages are the primary host for

Leishmania replication, neutrophils have been demonstrated to be the first cell to be recruited

and phagocytose the pathogens; a response which has been shown to benefit the survival of

the parasites. Zandbergen et al. showed that Leishmania are able to survive within

neutrophils for ∼ 48 hours before the neutrophils undergo apoptosis [106]. Recruited

macrophages then ingest the infected, apoptotic neutrophils which modifies the macrophage

to release anti-inflammatory cytokines, dampening the immune response. The macrophages

are subsequently unable to produce IFN-γ, a crucial cytokine in the killing of Leishmania

parasites [107]. Thus, the parasite within the engulfed neutrophil is able to infect the

unsuspecting macrophage, for a “silent” infection (Fig. 1.2C). A metacyclic promastigote

established within a parasitophorous vacuole will differentiate into a small, aflagellate, obligate

intracellular amastigote within 72 hours [108] (Fig. 1.2D). Within this compartment,

amastigotes scavenge nutrients from the macrophage facilitating their proliferation [109].

These can survive within macrophages for weeks, from which they erupt and are released into

the blood and tissues to infect other cells (Fig. 1.2E), or are taken up by sandflies during a

blood meal to repeat the cycle (Fig. 1.2F).
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Figure 1.2: Life cycle of Leishmania (Leishmania) spp.
Graphical representation of the dixenous life cycle of Leishmania. (A) Leishmania promastig-
otes live in the midgut of the female sandflies. Promastigotes differentiate into infective meta-
cyclic promastigotes, which reside in the sandflies stomodeal valve (a valve between the
sandfy’s foregut and midgut). (B) When the infected sandfly takes a blood meal, these meta-
cyclic promastigotes are injected into the skin of a mammal such as a human. (C) Within the
skin, the metacyclic promastigotes are phagocytosed by immune cells, such as macrophages
and neutrophils but are adapted to avoid degradation (D) Within the phagolysosome, the meta-
cyclic promastigotes differentiate into amastigotes, which replicate within these parasitophorous
vacuoles. (E) The amastigotes replicate until the host cell ruptures, releasing more amastigotes
into the surrounding environment. These can either be re-engulfed by immune cells to undergo
more replication (D) or get taken up by a sandfly during a blood meal (F). Within the sandfly, the
amastigotes differentiate back into amastigotes to restart the life cycle. Image is not to scale.
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The cell cycle

In order for Leishmania to establish itself within both the sandfly and the mammalian host, it

must be able to replicate itself. Replication is an essential process throughout the eukaryotic

kingdom, resulting in the division of one cell into (for the most part) an exact copy of itself by a

process called the cell cycle. In typical eukaryotes, the cell cycle consists of the phases gap 1

(G1), synthesis (S), gap 2 (G2), mitosis (M) and finally cytokinesis (C) (Fig. 1.3). During G1,

cells assess their internal and external environments ensuing that conditions are met (i.e.

sufficient nutrients and a lack of stress markers) [110]–[112]. This corresponds with cell growth

and preparation for cell cycle progression. S phase sees the replication of DNA after which a

second growth phase (G2) results in the synthesis of proteins required for mitosis. During

these stages, detection of damaged DNA during checkpoints causes the cell cycle to be

temporarily arrested to enable its repair by DNA repair machinery [113]–[115]. Mitosis is a

highly dynamic stage, in which cells divide the replicated chromosomes between two nuclei,

requiring processes such as the breakdown of the nuclear envelope, the condensing of DNA

and the formation of a spindle [116]. Finally, cytokinesis results in the division of the cytoplasm

to form two daughter cells. This is a highly conserved and tightly controlled process as

improper division is costly, resulting in cell aberrations, loss of function and cell death [114].

Thus, for somatic cells which are not differentiating, the order and the timings of these

changes is the same every time.

In typical eukaryotic cells, the cell cycle is controlled at a transcriptional level, with the

synthesis of cell cycle related proteins occurring at specific points within the cycle [117], [118].

On a protein level, progression is controlled by protein kinases; enzymes that phosphorylate

their substrate. Cyclin-dependent kinases (CDKs) are the major regulators of cell cycle

progression, in conjunction with their corresponding cyclins [119]. In humans, the role and the

timings of these CDKs, cyclins and associated proteins (e.g., CDK inhibitors, transcription

factors and checkpoint kinases) in the cell cycle is well defined. For example, CDK4 and 6

associate with cyclin D inducing entry into the cell cycle, while the action of cyclin A and CDK2

causes progression through S phase (Fig. 1.3) [120]–[122]. The specific timings of these

proteins and their corresponding transcription therefore acts as markers of cell cycle

progression [118], [123].
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Figure 1.3: Typical eukaryotic cell cycle.
Schematic of the eukaryotic cell cycle, demonstrating progression through G1, S, G2, mitosis
(M) and cytokinesis phases, and the corresponding cyclin and cyclin-dependent kinase (CDK)
complexes regulating progression.

On the other hand, understanding of cell cycle progression in Leishmania is lacking, with

most of our understanding coming from work in promastigotes. Early work by Chakraborty and

Gupta in 1962 reported on the timings of the mitotic phases; however, it wasn’t until 2011 that

the full cell cycle was described [124]. By analysing the number of nuclei, kinetoplasts and

flagella by microscopy; the quantity of DNA with flow cytometry; and the length of DNA

synthesis with BrdU, the timings and morphological characteristics of G1, S and mitotic

phases were resolved. The authors allude to the presence of a G2 stage; however, it was

shown to be very short and thus described alongside the mitotic phase [125]. Wheeler et al.

demonstrated that over the course of its 7.1 hr cell cycle, L. mexicana cells undergo precise

and distinct size and shape changes (Fig. 1.4) [125]. Briefly, cells at the beginning of G1 are

short and narrow. As they progress through G1, they increase in length, but not width. Cells

maintain this elongated morphology throughout the course of S phase, where they

simultaneously replicate both their nuclear and kinetoplast DNA, doubling the cell’s DNA

content [125], [126]. At the end of S phase, a second flagellum is seen to emerge from the cell
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body. Post-S phase, the authors speculated at a very short G2 phase, which is expected to

see cells shrink in length and widen. Cells rapidly enter into mitosis where they appear short

and wide. Unlike eukaryotic cells, the DNA doesn’t condense and the nuclear envelope

doesn’t break down and over the course of an hour DNA segregation occurs. In Leishmania,

the order of division of the nucleus and kinetoplast seems to vary between species, between

reports, and even within a single species. In L. mexicana, traditionally it was thought that the

nucleus divided before the kinetoplast, as is visualised by light microscopy and DNA staining

[125]. More recent evidence using scanning electron microscopy suggests that, like in L.

major, L. tarentolae and T. brucei, the kinetoplast divides first [126]–[128]. There are two

possible explanations for the discrepancy in results for L. mexicana. Firstly, it is possible that

the resolution of light microscopy is not high enough to be able to differentiate between two

separated kinetoplasts when in close proximity. The second explanation is that, like L.

donovani, a proportion of L. mexicana cells may divide their kinetoplast first, and due to the

low numbers of cells analysed in this report (n = 56), a true representation of the population as

a whole was not achieved. Therefore, to coincide with the work done later with DNA staining

and light microscopy the kinetoplast is represented to divide after the nucleus. Work in L.

major also demonstrated that the flagellar pocket begins to divide prior to mitosis and ends

part way though. After the organelles have divided, a membrane extends through the centre

of the cell, before a furrow forms at the anterior end of the cell, diving the cytoplasm between

two daughter cells during cytokinesis. The two cells are joined only by their posterior ends (a

doublet cell) before scission finally separates the two replicated cells.

In terms of cell cycle control, Trypanosomatids display a divergent method of protein

regulation. Where typical eukaryotes use transcription to modulate the presence and quantity

of cell cycle associated proteins, Leishmania instead rely on post-transcriptional modifications

[129], [130]. This means that the majority of proteins are constitutively expressed, limiting the

use of traditional transcriptomic studies. This therefore makes identifying cell cycle related

proteins and assessing their function more of a challenge. One of the major works carried out

in this regard was by Baker et al., who attempted to use the clustered regularly interspaced

short palindromic repeats (CRISPR) Cas9 system to knock out 208 protein kinases in the

Leishmania genome and assessed their localisation through fluorescent fusion proteins [131].

Protein kinases are a diverse group of proteins which are characterised by a conserved

catalytic domain. These proteins are of particular interest in anti-leishmanial drug
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Figure 1.4: Morphological changes throughout cell cycle progression in L. mexicana.
Throughout t he course of L. mexicana’s cell cycle, cells progress through G1, S phase (S), a
very short G2 phase, mitosis (M) and cytokinesis (C). During this progress, cells double their
DNA content within their nucleus (N) and kinetoplast (K) (represented by a darkening of their
colouring), undergo changes to their length and width and double the numbers of organelles,
including the N, K and flagellum (F). During cytokinesis, cells may have a membrane and/or a
furrow.

development studies due to having key roles in cellular control and often being indispensable,

with many having been shown to have roles in the cell cycle [132]. In the study by Baker, of

the 11 CDK orthologues (named cdc2-related kinases, or CRKs), 6 were shown to be

essential for cell survival, with their knockout failing to create a null mutant. These included

CRK1, CRK3 and CRK12 which have previously been assessed in other work [131],

[133]–[135]. Unlike CRK1, both CRK3 and CRK12 have been shown to regulate cell cycle

progression [133], [136]. CRK3 is the most well studied CDK in Leishmania and is shown to

be a functional orthologue of human CDK1, regulating the G2/M phase transition during the

cell cycle [122], [133], [137]–[141]. It’s knock down with the diCre system and its inhibition with

flavopiridol resulted in cell cycle arrest at G2/M phase and caused cell death with higher doses

[133], [139]. Similarly, chemical inhibition of CRK12, along with its corresponding cyclin CYC9,

was achieved using a modified version a diaminothiazole compound which was originally

identified to act against TbGSK3; a kinase with a plethora of functions in humans including

intracellular signalling, apoptosis and cell division [10], [135]. In L. donovani, treatment of

promastigotes with the modified drug resulted in the accumulation of cells in both G1 and
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G2/M, with a decrease in S phase cells. In contrast, in T. brucei CRK12 has not been shown

to affect the cell cycle, instead elucidating a role in endocytosis [136]. The additional three

CRKs (CRK2, CRK9 and CRK11) have yet to be demonstrated to be cell cycle related. Five

additional protein kinases were shown to be both essential and localise to the nucleus: AUK1,

TLK, PKAC1, KKT2 and KKT3. AUK1 has previously been shown to affect cytokinesis in

Leishmania, while in T. brucei AUK1 and TLK have been associated with mitosis [142], [143].

Similarly in T. brucei, PKAC1 affects basal body segregation [144]. Finally, KKT2 and KKT3

are kinetochore proteins, and are postulated to have roles in kinetochore function and

assembly [145], [146]. Additional studies have demonstrated roles for AUK1, GSK and

DYRK1 in cell cycle progression [142], [147].

The cell cycle as target for drug treatment

In recent years, the cell cycle has emerged as a promising target for drug treatment due to its

essential nature for disease progression, particularly for cancer therapeutics as well as

neurological and parasite-driven diseases [148]–[151]. For cancer, cell cycle dysregulation is

a requirement for its development, with breast cancer, gliomas, cervical carcinoma and

sarcomas often showing mutations in CDK4/6 signalling pathway [150]. Initial drug

development targeting this pathway proved efficient for halting breast cancer growth; however,

their clinical action was shown to be non-specific with off target effects, gave low clinical

response and had a lack of predictive biomarkers [121]. With non-specific targets, drugs can

affect both the proliferating cancer cells as well as healthy cells, resulting in adverse effects

[152]. Learning from these trials, subsequent development of compounds specifically

targeting the CDK4/6 signalling pathway proved much more effective, with three such

treatments being approved by the FDA as of 2018 [121], [153]. Since these successes,

research into the role of other cell cycle signalling pathways, methods of synergising drug

effects and treating side effects has led to the development of many novel drugs for various

cancer types, with many currently in clinical trials [150], [154].

The cell cycle has also been indicated as a potential target for the treatment of

leishmaniasis. Interestingly, CDK inhibitors developed for cancer treatment have similarly

been trialled for use against Leishmania. The ability to repurpose drugs already approved for

human use massively reduces the cost and times compared to new drug development.

Flavopiridol was developed as a first-generation cancer treatment which is currently approved

17



by the FDA for human use; however, it also inhibits Leishmania’s CRK3 and induces cell death

at high concentrations [133], [155]. Here, its use for Leishmania provides proof of concept that

cell cycle inhibitors can act as therapeutic targets. Similarly, CRK12 inhibition with

pyrazolopyrimidine compounds has shown good therapeutic potential, having minimal effects

on human cells while have comparable anti-leishmanial properties similar to that of drugs

currently used for treating leishmaniasis [135]. Another target which has been proposed for

both cancer and Leishmania treatment is aurora kinase for which its inhibition with hesperadin

in Leishmania has been postulated to have a role in cytokinesis and chromosomal segregation

[142], [152]. Despite these targets showing a good potential for treatment, many questions still

remain regarding their action, such as what the specific roles of these proteins are, the

substrates of these kinases and how do these proteins regulate cell cycle progression. A lot of

work is still needed to have a good understanding of the cell cycle to make informed decisions

on developing drug targets.

Current limitations of studying Leishmania’s cell cycle

While the cell cycle provides promising targets for drug development, studying the cell cycle to

both identify these targets and assess the effect of drugs is complicated by Leishmania diving

asynchronously; cultures of cells have all stages of the cell cycle present simultaneously. One

of the techniques commonly employed to circumnavigate this problem is through cell cycle

synchronisation. Cell synchronisation is generally defined as a method of isolating a

population of cells which are at the same stage in the cell cycle [156], [157]. After a single cell

cycle stage has been isolated (from either parental cells or genetically modified cell lines), the

resulting population can be subjected to molecular or cell cycle analysis [158], [159].

One of the most common methods employed in the literature for cell cycle

synchronisation is through chemical treatment. By treating a culture with a cell cycle arresting

drug, progression through the cell cycle is halted and the resulting population of cells

accumulate at a single cell cycle stages. For Leishmania, flavopiridol and taxol are reported to

block cell cycle progression at G2/M while hydroxyurea synchronises cells at the G1/S phase

transition [139], [158], [160], [161]. Despite their widespread use, chemical treatment in this

way provides a variety of challenges and caveats. Firstly, drug-based synchronisation is a

lengthy procedure, with initial treatment times ranging from 8 – 24 hours and additional

drug-release experiments to obtain other cell cycle stages requires sampling for hours
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afterwards [133], [145], [158]–[160], [162], [163]. Secondly, the lengthy treatment times have

also been shown to induce artifacts such as DNA damage and cell stress responses, for

example, which may bias proteomic experiments [164]. Thirdly, bulk treating cultures in this

way is debated to result in biologically relevant populations of cells. While chemical arrest may

block the progression of cells at a single cell cycle stage, it does not arrest all the other

processes within the cells, i.e cell growth. Thus, synchronised cultures may maintain a high

level of heterogeneity which is not indicative of the ”true” cell cycle [156]. Finally, efficiency of

chemical-based synchronisation can vary depending on the drug used and the treatment

times, with purities of between 21% and 95% being reported [133], [161].

Fluorescent activated cell sorting (FACS) is an alternate method of cell cycle

synchronisation. Typically, this is carried out using a quantitative DNA stain to sort cells with

different DNA contents (i.e. 2C, intermediate and 4C content of DNA) [165]. However, the

resolution of FACS-based sorting is low as the fluorescence profiles generated from DNA

staining only differentiate cells based on the quantity of DNA, providing no morphological or

fluorescence localisation information. Therefore, late G1 cells cannot be distinguished from S

phase cells, and mitotic cells stain similarly to cells in cytokinesis. Alternatively, size

discrimination using the forward and side scatter is used to identify G1 cells; however, the

yield is low, and other stages cannot be identified [166]. Furthermore, the sorting of rarer cell

populations can also result in lengthy sorting times. Centrifugal counter-flow elutriation has

been used to purify G1 phase T. brucei to > 95% based off cell size although this technique is

yet to be reported with Leishmania [167].

While cell cycle synchronisation is fairly commonplace, there is much still debate over

what classifies as a truly synchronised culture, what is only a population with a common

feature (e.g. cells with 2C of DNA) and whether such populations can provide robust

information into the molecular mechanisms of the cell cycle [156], [168]. Cooper (2003)

argued that the following three criteria should be met in order for a population to be classed as

synchronised: 1) that DNA content and/or pattern (e.g. the number of DNA containing

organelles) is the same in all cells, 2) that the population progresses through the cell cycle in a

synchronous manner and 3) the size distribution of the synchronised population should be

narrower than the original asynchronous culture.

For Leishmania, generally criteria 1 and 2 are achieved using flow cytometery; through PI

staining, the DNA is quantified to determine the proportions of cells in each of the different cell
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cycle stages. This is commonly carried out at various intervals after release from cell cycle

arrest to track the synchrony through cell cycle progression. [133], [159], [169]. While

synchrony generally is maintained for the duration of a single cell cycle, this can vary. Hassan

et al (2001) showed that cells released from flavopiridol treatment only progressed in a

semi-synchronous manner, while Simpson and Braly (1970) demonstrated that synchrony of

hydroxyurea-treated L. amazonensis started to degrade after two cell cycles. The fairly rapid

degradation of synchrony may be a result of incomplete cell cycle arrest, or the cells being

arrested within a large temporal window. For example, L. mexicana cells were shown to spend

almost 3 hours of a 7.1 hour cell cycle in G1. Therefore, cells arrested at the beginning of G1

vs the end of G1 will complete their cell cycle at very different times.

In addition to flow cytometery, criterion 1 has also been achieved using fluorescence

microscopy to quantify the number of organelles. For example, da Silva et al. counted the

number of kinetoplasts in L. amazonensis [159], while in T. brucei, the number of basal bodies

were counted and the presence of mitotic/post-mitotic markers were assessed [167]. In

contrast, criterion 3, as far as I am aware, had not yet been used to assess the quality of cell

cycle synchronisation in Leishmania, presumably due to the labour-intensity nature of such

analysis.

1.3 Microfluidic-based methods of cell separation

In recent years, microfluidics has emerged as a highly diverse area of research, relating to the

study and application of small volumes of fluid within channels in the micrometer range. In

diagnostic assays the use of low volumes of fluids is beneficial; for example, finger pricks can

be used instead of invasive venous blood draws, and lower volume enables more

difficult-to-collect samples to be used, such as tears and sweat. It also enables less reagents

to be used per experiment, for example when using expensive antibodies. Of particular

interest is its application in biological systems for the manipulation of cells. The small channels

of microfluidic systems enable a heightened level of control and manipulation of individual

cells such that cells can be ordered with even spacings in a line, isolated into a single well or

trapped with reagents or other cell types within a single capsule. Furthermore, microfluidic

based systems are often compact in size, lending to both portability and multiplexing, as well

as maintaining cell viability and integrity [170]. One of the growing areas of microfluidics is its

application for cell sorting. A plethora of techniques have been developed to take advantage
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of cells’ physical properties, which are typically classified into label-based or label-free, and

active or passive methods of sorting. While detailed reviews have been published elsewhere

[171]–[173], an overview of these different techniques is given here (Fig. 1.5).

Label-based methods of sorting require the use of chemicals or molecules (such as

fluorescent antibodies, dyes or fusion proteins) to identify cells of interest. The gold standard

for label-based sorting is fluorescence activated cell sorting (FACS). FACS was developed in

1973, with current instruments being capable of analysing multiple fluorescent markers

simultaneously to sort thousands of cells a second to a high level of purity, while typically

maintaining cell viability [174]–[176]. It has been used to sort a wide range of cell types;

however, its primary application is for the sorting of immune cells and cancer cells, taking

advantage of the many biomarkers available for immunophenotyping [177]–[179]. One of the

drawbacks of FACS; however, is its long processing times, particularly where high numbers of

rare cell types are needed. Magnetic activated cell sorting (MACS) on the other hand similarly

relies on the use of antibodies to identify cells of interest, although these antibodies are bound

to magnetic beads. Thus, cells bound to these beads via the antibodies can be removed from

the sample via magnetism. While only capable of targeting a single biomarker, it is

high-throughput as sorts are performed in bulk rather than as single cells, and requires

minimal equipment [176]. While FACS and MACS are both powerful tools for cell sorting, a

fundamental limitation of these methods is the requirement for chemical or antibody labelling.

The addition of dyes can affect normal cellular function, while the use of antibodies requires

the presence of preidentified biomarkers to identify cells of interest, as well as increasing

experimental costs.

Label-free approaches have therefore been developed to circumnavigate these caveats.

These techniques rely purely on physical differences (such as differences in cell size, shape,

deformability, density, refractive index, or polarizability), to identify cells of interest [172], [173],

[180]. As a cell’s properties are inherently linked to its function, environment and state,

changes in one instance affecting the other [181]. This leads to cells with unique

characteristics which can be exploited through active or passive methods of sorting.

Active sorting techniques apply an external force to physically move cell of interest

towards a collection outlet. Such forces are generated by acoustic waves (e.g.

acoustophoresis), an electrical field (e.g. dielectrophoresis; DEP), or light (optical techniques)

[172], [182]–[187]. The strength of these forces can be finely tuned by the user and will act
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differentially based on particle size as well as particle density, polarizability, and refractive

index respectively. While having precise control, active sorting often requires more complex

set-ups with detectors, transducers, amplifiers and actuators. Furthermore, throughputs are

often low due to the time needed for the forces to act on the cells, imposing limitations on their

applications. In 2018, a new method of active cell sorting was described, using brightfield

images (BF) of cells along with machine learning to automatically select cells of interest for

acoustic based sorting [188]. Since then, various techniques using images, reconstructed

images from electrical signals, and Raman spectroscopy have been described [189]–[192].

While this technique offers a high level of specificity and control, the required equipment is

very expensive and flow rates are still very low in the range of µl.hour-1.

In contrast passive methods rely on naturally occurring forces or processes for

separation, such as hydrodynamic forces, cell motility and cell adhesion. While cell motility

and adhesion are cell type specific (i.e. healthy sperm swim against the flow; neutrophils, but

not red blood cells (RBCs), will adhere to a surface), the application of hydrodynamic forces

has been used for a range of cell types as, most commonly, a size-based methods of

separation [173], [193]. Deterministic lateral displacement (DLD) uses pillars to obstruct cells

in flow, inducing migration across a channel in a size dependent manner. While DLD is high

throughput, the inherent nature of using obstacles increases the risk of clogging the device,

reducing its accessibility [194]. Expansion-contraction channels use repeating sections of

narrow then wide channel dimensions to modify the fluid flow. This has been employed to trap

large particles within the wide regions, or to focus larger cells towards the centre of the

channel and smaller cells to the outer wall for particle separation [195]. The final label-free

technique mentioned here is inertial microfluidics. Inertial microfluidics relies on the inertial

forces generated in a fluid in a confined flow to induce separation. Depending on the geometry

of the channel and the fluid flow rate, these forces can be manipulated to act differentially on

particles of different sizes, shapes and deformabilities, resulting particles with different

morphologies focusing to different positions along the channel’s width, for collection at

channel outlets [196]. These devices typically work in the range of ml.min-1 and are thus

relatively high throughput. Interestingly, due to the highly customisable nature of these

devices and their small footprint, they are compatible with multiplexing and parallelisation with

flow rates up to 500 ml.min-1 while maintaining purities of > 90% for various cell lines [170],

[197]. In addition, inertial microfluidic focusing has been shown to have minimal effects on cell
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viability and gene expression [198].
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Figure 1.5: Overview of microfluidic-based sorting techniques
A plethora of microfluidic sorting techniques exist which can be divided into label-based (re-
quiring the use of antibodies of dyes) or label-free (relying on inherent morphological and me-
chanical properties). These can be further classified into active or passive techniques which
use the application of external forces vs inertial forces respectively to induce separation. An
up-and-coming technique of label-free sorting employs the use of machine learning to identify
differences in cell types based on predefined cell classifications. Such methods are not yet
widely available.

Requirements for the microfluidic-based separation of L. mexicana’s cell cycle

In order to develop a morphology-based method of cell cycle synchronisation for L. mexicana,

the following limitations were considered. Firstly, a label-based method of cell cycle separation

was unsuitable as there are currently no molecular biomarkers to identify the different cell

cycle stages of L. mexicana. Additionally, as has been discussed, FACS based sorting using a

DNA dye is insufficient to isolate different cell cycle stages and is achieved using fixed cells

stained with PI. Thus, a label-free method was required. Secondly, the sorting of live cells is

advantageous as it provides more opportunities for cell cycle analysis post-synchronisation,
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such as: tracking fluorescence localisation throughout cell cycle progression; analysing the

effects of potential cell cycle drugs; and analysing cell cycle aberrations due to knockouts.

Furthermore, the use of live cells better preserves cell morphology which is important for

identifying a cell’s stage in the cell cycle [125]. The sorting of live cells must subsequently be

high-throughput in order to reduce processing times. As live cells are still capable of

progressing through the cell cycle, rapid sorting is required to maintain the purity of the sorted

samples. In order use live cells for such downstream analysis, the sorted cells must remain

uncontaminated. Additionally, microfluidic sorting often requires the uses of pressurised

pumps for injecting the sample into the chip, increasing the risk of leaks and sample

aerosolization. This is particularly true for high-throughput methods of separation, with

increased flow rates, thus, subsequently increasing the risk of infection from this human

infected pathogen. Therefore, sorting using a small and portable system was sought which

would fit within a standard microbiological safety cabinet (MSC), such that active methods of

sorting were avoided. Inertial microfluidics on the other hand has been used to sort a variety of

difference cell types, achieving purities of over 90%. With those considerations in mind, inertial

microfluidics was chosen to be developed as a method of cell cycle separation of L. mexicana.

Inertial microfluidics

Initial focusing was first observed by Segré and Silberberg in the 1960s in a ∼ 1 cm circular

tube; in this experiment, it was shown that ∼ 1 mm particles distributed evenly within the tube’s

cross-section at low fluid velocity while higher velocities led to particles aligning in an annular

configuration [199]. It wasn’t until 2007 that this observation was translated to a microfluidic

channel. In this work, Di Carlo demonstrated that in a serpentine channel with a square cross

section, particles, independent of their shape and density, focused precisely and reproducibly

towards the centre of each of the four walls [200]. Using this theory, many channel designs

have been developed to study its effect on particle behaviour. From these works, it is now

generally accepted that particle focusing within a straight channel occurs as a result of the

interactions between: a particle suspended in flow; the size of the channel; and the properties

of the fluid [201]. By varying one or multiple of these parameters, particles can be manipulated

in a reproducible way to align particles at particular positions within a channel. While particles

focus in an annular formation within a round tube, quadrilateral channels are more common

due to their easy of fabrication. In a square channel (aspect ratio (AR) = channel height
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(h)/channel width (w) = 1) there are four equilibrium positions; one at the centre face of each

wall [202]. By changing the aspect ratio so that h/w ≠ 1, the two focusing positions towards

the shorter walls disappear, leaving the two focusing positions at the centreline of the longest

channel wall (Fig. 1.6) [200], [203], [204]. While this is the most typical behaviour, alternate

focusing patterns have been observed, with up to eight focusing positions being observed in

both square and rectangular channels, and Bhagat et al. documenting particles spread across

the width of the longest walls in rectangular channels [205], [206].

Figure 1.6: Inertial focusing in different channel geometries
Typical focusing positions of beads (orange) in straight channels with a circular (left), square
(middle left), low aspect ratio (middle right) and high aspect ratio (right) cross section. The fluid
direction is demonstrated with the light blue arrows.
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These focusing behaviours arise due to the presence of hydrodynamic forces which act

on particles suspended in the fluid. In order for focusing to occur, two conditions must be met.

Firstly, there must be sufficient fluid inertia within the laminar flow regime [207]. This occurs

when ∼ 1 < Reynolds number (Re) < ∼ 1000. The Reynolds number is a dimensionless

number that describes the relationship between the fluid’s inertial and viscosity,

Re =
Inertial forces

V iscous forces
=

ρUmDh

µ
(1.1)

where ρ = fluid density, Um = average fluid velocity, µ is the fluid viscosity and Dh = hydraulic

diameter

Dh =
2hw

(h + w)
(1.2)

which, in a rectangular channel, relates the channel height (h) to its width (w). Where fluid

inertial is too low (Stokes flow, or creeping flow) the forces acting on a particle are negligible

and thus particles will follow the direction of the fluid [208]. Where the Reynolds number is too

high, the turbulent regime is dominant and particle behaviour is unstable. Secondly, the

particle must be of sufficient size within the channel: too small and the particle will remain

distributed throughout the width of the channel instead of focusing to a single position. As a

general rule, focusing will occur where λ > 0.07, where λ is the particle confinement ratio,

calculated as:

λ = a/Dh (1.3)

where a = particle diameter. On fulfilment of these conditions, particle migration to a focusing

position occurs in two stages. First, the shear-induced lift force and the wall-induced lift force

act in opposition to guide particles to equilibrium positions towards the wall [209]. The

shear-induced lift force (FS )arises due to the parabolic flow profile of the fluid and is directed

towards the wall while the wall-induced lift force (FW ) repels particles away from the wall. The

subsequent net lift force (FL) is given as:

FL = fc
ρUm

2a4

D2
h

(1.4)

where fc = lift force coefficient [200], [205], [210]. The second stage of particle migration is
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caused by the rotation-induced lift force (FΩ) which acts more slowly to move particles towards

the centreline of the channel (Fig. 1.7) [211]. While much work has been carried out in straight

channels to understand the effect of fluid dynamics on particle focusing, their applications are

predominantly limited to the focusing of particles in a line for particle detection, or for filtration

to remove particles from the suspending liquid [212], [213]. In a straight channel without any

modifications (i.e. such as expanding regions), it is difficult to achieve separation of differently

sizes particles due to the high overlap in particle focusing position [201], [212]. However, as

the channel dimensions, particle size, and fluid velocity are fundamentally linked to the

strength of the forces within the channel, modifying one or all of these parameters has a

marked effect on the focusing position of particles [200], [201], [214]–[220]. As such, a wide

variety of experimental parameters have been assessed for their ability to improve particle

separation.
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Figure 1.7: Stages of inertial focusing in a straight channel
Particle focusing within a low aspect ratio microfluidic channel occurs in two stages: in stage I,
the shear-gradient (FS) lift force and the wall-induced lift (FW ) force act on dispersed particles
to rapidly migrate particles to their vertical equilibrium position within the flow. In stage II, the
rotation-induced lift force (FΩ) results in a slow migration towards the centreline of the chan-
nel where particles remain in an stable equilibrium position. Reproduced from Zhou, J. and
I. Papautsky “Fundamentals of inertial focusing in microchannels”, Lab Chip, 2013. 13(6): p.
1121-32.[91], with permission from the Royal Society of Chemistry (license: 1492089-1).

One of the most well utilised design features for particle separation is the introduction of

channel curvature, such as using serpentine and spiral channels [221]. This results in an

asymmetric fluid flow due to centrifugal forces; the fluid is directed along the middle of the

channel towards the outer wall, where it bifurcates to recirculate along the top and bottom of

the channel, forming Dean vortices (Fig.1.8). These vortices result in particles experiencing a

drag force (FD),

FD = 3πµUDeana (1.5)

where UDean is the average Dean velocity (UDean = 1.8 × 10−4 De1.63) and the Dean number
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(De) is another nondimensional number which describes the force of the fluid recirculation

[222]. This is given as:

De = Re

√
Dh

2R
(1.6)

where R = radius of the curvature [221]. The FD generated by the secondary flow has three

effects. Firstly, it reduces the focusing position of the same sized particles to a single lateral

position while also increasing the speed of which particles reach their focusing position [200],

[201], [223]. Finally, the FD acts concurrently with the FL to influence a particle’s position

within the channel. The strength of FL and FD are both dependent on particle size; however,

as they scale differentially (FL ∝ a4 and FD ∝ a) the equilibrium of these forces is different for

particles of varying sizes. In a spiral channel, small particles with a λ < 0.07 tend to follow the

fluid direction and recirculate within the Dean vortices. For particles above this threshold,

typically FL > FD resulting in focusing towards the inner wall [201]. Larger particles

experience a greater FL and thus are found closer to the inner wall than smaller particles

[201], [203], [224]. While FL scales faster with particle size, FD on the other hand scales

faster with fluid velocity [223]. Therefore, by increasing the flow rate FD is capable of

becoming the dominant force. In this scenario, smaller particles experience a higher FD and

are the first particles to move away from the inner wall. Thus, through the modulation of

channel geometry and flow rate, the focusing position of different sized particles can be finely

tuned to achieve particle separation.

Figure 1.8: Flow profile of a straight channel vs a curved channel
A graphical representation of the velocity profile within a straight channel (left) vs that of a
curved channel (right). The colours indicate the velocity within a channel, with red showing
areas within the channel with the highest velocity, while dark blue areas demonstrate the areas
with the lowest velocity. The purple arrows demonstrate the recirculation of fluid (Dean vortices)
within the channel, with the size or the arrow representative of the strength of the FD.
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The nature of inertial microfluidics means that it is in theory, capable of sorting any cells

with a sufficient difference in size. It has therefore been applied to many cell types and

applications, including both parasite and cell cycle research. The most prominent application

for inertial microfluidics in parasite research is for the detection and isolation of malaria

infected RBCs to improve diagnosis via PCR. To this end, straight channels and expansion

contraction arrays have been applied to remove large nucleated white blood cells or to take

advantage of the increased deformability of RBCs [225], [226]. Straight channels and spiral

channels have been used for the detection of Giardia spp., and Cryptosporidium parvum from

food and water [227]–[229]. Spiral channels have also been employed to diagnose Giardia

infection from faecal samples [230].

Its application for cell cycle synchronisation has also been documented. In 2011, Lee et

al. used a spiral channel for the synchronisation of four different mammalian cell types; the

cancer cell lines HeLa cells and KKU-100, human mesenchymal stem cells and Chinese

hamster ovarian cells [231]. In this work, the efficiency of synchronisation was assessed using

PI-based DNA quantification. Each sorted population was analysed using flow cytometry to

identify the proportion of cells in each of the cell cycle stages. In addition, the average

diameter of the cells in each population was calculated from microscopy-based measurements

to give an indication of cell size. The greatest enrichment was seen for hMSCs in G2/M from

27% to 50.6%, a near twofold increase. The highest purity was achieved for KKU-100 cells at

96.4%, a 1.3X increase from the control at 74.2%. In a similar experiment, Warkiani et al.

used a spiral channel with a trapezoidal cross section, also for the cell cycle synchronisation of

Chinese hamster ovarian cells [170]. Here, the authors used flow cytometry to quantify cell

cycle enrichment, demonstrating that G2/M phase cells were enriched threefold and G1 cells

increased from 60% to 80% [170]. Masaeli on the other hand used a straight channel to

separate the different budding stages of yeast based on cell shape. Microscopy analysis was

used to show that longer budding yeast were enriched from a purity of 6.6% to 31% while ≥

90% of singlet cells were collected between two outlets [232].

1.4 Thesis aims and overview

As previously discussed, the tools currently available for synchronising Leishmania’s cell cycle

are inadequate, primarily relying on the addition of chemicals which disrupts cells’

physiological state. This thesis therefore aims to develop new tools for the analysis of L.
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mexicana’s cell cycle through the following objectives:

1. Explore the use of imaging flow cytometry (IFC) as a method of high-throughput cell

cycle analysis for L. mexicana to improve the understanding of how the parasites

morphology relates to its stage in the cell cycle,

2. Use objective 1 to inform how the morphology of non-spherical cells affects inertial

microfluidic focusing in order to design such a system for synchronising L. mexicana’s

cell cycle,

3. Develop portable sensing techniques for the high-speed detection of inert particles and

live parasites within inertial microfluidic devices.

As such Chapter 2 provides details of the experimental procedures which were both

developed and carried out throughout the course of this project. In pursuit of objective 1,

Chapter 3 outlines the first application of imaging flow cytometry for cell cycle analysis of L.

mexicana; an imaging technique for the high-throughput analysis of particles in both brightfield

and fluorescence mode. Using this technology, a method was developed to achieve

quantitative DNA staining in live cells using the DNA dye Vybrant™ DyeCycle™ Orange.

This protocol was used in Chapter 4 to analyse the relationship between the morphology

of L. mexicana cells and their stage in the cell cycle. It was demonstrated that of the cell cycle

stages, M/C phase cells had the most distinct morphology which could be used as a marker of

their cell cycle stage. This enabled a high-throughput and automated method of cell cycle

classification with a higher resolution than either microscopy or flow cytometry analysis alone.

This analysis was taken a step further and by identifying the spindle using a fluorescent fusion

protein, the timings of L. mexicana’s cell cycle were defined, including the elusive G2 stage

and a very early stage in the cell cycle which accounted for only 12 minutes of a 12.4 hour cell

cycle.

In Chapter 5, inertial microfluidic spiral channels were explored for their potential as a

method of cell cycle synchronisation. It was demonstrated that the elongated shape of L.

mexicana caused an unusual focusing behaviour; all the cells, regardless of their shape,

focused to the outer wall of the channel at intermediate Reynolds numbers (Re = 116.7). The

flagellum was shown to have no effect on the equilibrium position of these cells while the

particle confinement ratio was deemed to be an important factor for whether cells first focus to

the inner wall, prior to migration to the outer wall at higher flow rates. Enrichment of
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morphologies associated with M/C were seen; however, the purity of the sample was lower

than desired.

During this work, it was found that the techniques for analysing particle focusing were

inadequate. While high-speed cameras provide high-resolution information on particle

focusing, the bulky equipment associated with its setup prevented the analysis of live cells. In

addition, the analysis of live cells post-sort was time consuming and introduced caveats into

the process. Therefore, in Chapter 6 event-based cameras were tested as a low cost, low

latency, portable method of high-speed particle tracking. Proof of principal experiments were

carried out using a standard fluorescence microscope. The event-based camera

demonstrated particle focusing positions comparable to that of a standard high-speed camera

up to particle velocities of ∼ 4.9 m.s-1 (Re = 250.0) for fluorescent particles and particles in

brightfield up to 0.15 m.s-1. Unfortunately, its application for the high-speed particle tracking of

live L. mexicana was not achieved due to the low contrast of these cells.

Finally, Chapter 7 gives a general overview of the work carried out, outlining the main

conclusions, caveats and proposals for future research.
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Chapter 2

Materials and methods

2.1 Leishmania culturing

2.1.1 Culture

General handling

Leishmania mexicana (strain MNYC/BZ/62/M379) promastigotes containing the Cas9 T7

(C9T7) cassette were cultured according to [233]. Cultures were grown in M199 (Gibco)

supplemented with 10% foetal bovine serum (FBS); 26.2 mM sodium bicarbonate; 0.005%

haemin; and 40 mM 4-(2-hydroxyethyl)piperazine-1-ethanesulfonic acid (HEPES) pH 7.4. 32

µg.ml-1 hygromycin B (Roche), 50 µg.ml-1 nourseothricin sulphate (Jena Bioscience) and 10

µg.ml-1 blasticidin S hydrochloride (InvivoGen) were added to cultures where needed (see

Table 2.1 for details). Cultures of promastigotes were incubated at 27°C and experiments

were performed on cells in their log phase of growth (cell densities between 1 x 106 cells.ml-1

and 7 x 106 cells.ml-1). Growth curves were performed on cell lines by seeding cells at 5 x 105

cells.ml-1 and calculating the cell density at 24-hour intervals. Cell densities were calculated

using a haemocytometer; 10 µl of cell culture was resuspended in between 10 – 200 µl of

PBS/5% glycerol depending on visual inspection of the density of the culture. At least 100

cells were counted across the four corner quadrants of the haemocytometer and the cell

density was calculated using Equation 2.1. The doubling time of a cell line was calculated

using Equation 2.2,

Cell density =
Number of cells counted

Number of quadrants analysed
× dilution factor × 1 × 104 (2.1)
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Doubling time =
Duration · ln(2)

ln( Final concentration
Initial concentration )

(2.2)

Table 2.1: Details of cell lines used

Generation and revival of stabilates

Stabilates of each cell line used were generated and kept in liquid nitrogen for long term

storage. Stabilates were generated by resuspending mid-log cell cultures in a solution of 70%

FBS/30% glycerol to a 1:1 ratio. 1 ml of the resulting mixture was transferred into cryovial

tubes, frozen for at least 12 hours at -80°C before being transferred to liquid nitrogen. To

revive stabilates, cryovials were removed from liquid nitrogen and thawed in a gloved hand.

Once thawed, the content of the vial was transferred to 9 ml M199 prepared as previously

outlined, containing the appropriate antibiotics.

2.1.2 Generation of different cell populations

Promastigote form L. mexicana were differentiated into the amastigote form by resuspending

late-log phase cells (∼ 1 x 107 cells.ml-1) in Schneider’s Drosophila insect medium (Invitrogen)

supplemented with 20% FBS and adjusted to pH 5.5 [234]. Cultures were incubated at 32°C

for at least 72 hours prior to the collection of amastigote-like cells. Differentiation was

confirmed via microscopy-based inspection of morphological changes.

Treatment with flavopiridol and hydroxyurea

Cell cycle synchronisation was carried out by Sulochana Omwenga through the addition of

either 5 μM flavopiridol (Selleck Chemicals) or 5 mM hydroxyurea (Sigma) to mid-log phase
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cultures. The resulting cultures were incubated at 27°C for 10 hours prior to collection.

Deflagellation of L. mexicana cells

Deflagellation of PFA-fixed or live cells was carried out by resuspending the cells in 5 ml of a

solution containing 10 mM 1,4-piperazinediethanesulfonic acid (PIPES), 1 mM CaCl2, 1 mM

MgCl2 and 0.32 M sucrose adjusted to pH 7.2, as outlined in [235]. Finally, 0.375 ml 0.075 M

CaCl2 was added before the sample was drawn into and expelled out of a 10 ml syringe 200

times. The syringe was fitted with a gel loading pipette, and the sample was kept on ice where

possible. The resulting sample contained a mixture of isolated cell bodies, sheared flagella,

intact cells (where shearing of the flagella did not occur), and cell fragments from ruptured

cells. Either the mixture was used for the generation of flagellated beads (Section 2.3.1) or the

cell bodies were fractioned out from the mixture by sucrose gradient centrifugation [235]. 3 ml

of each of the sucrose solutions outlined in Table 2.2 were layered in a 15 ml falcon tube, with

the 63% solution being the bottom fraction, the 53% solution being the middle fraction and the

33% solution being on top. The sheared cell sample was placed on top and the falcon tube

was centrifuged at 800 g for 15 minutes at 4°C. The upper layers of the gradient were

disposed of, while 10 ml 10 mM PIPES was added to the bottom 63% sucrose layer and

centrifuged at 800 g for 10 minutes at 4°C. The sample was washed 1X in 1 ml PBS before

being stored in 1 ml PBS at 4°C until needed.

Table 2.2: Sucrose solutions

Three sucrose concentrations were prepared for sucrose gradient centrifugation using the de-
fined volumes of 2 M sucrose, ddH2O and 1.66 M PIPES adjusted to pH7.2. Each concentration
was layered in a falcon tube in the specified order.
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Generation of transfected cell lines

Various cell lines (outlined in Table 2.1) were generated through clustered regularly

interspaced short palindromic repeats (CRISPR)/Cas9 gene editing, as described in [236].

Firstly, PCR was carried out to amplify the donor DNA and single guide RNA (sgRNA)

templates prior to transfection. This consisted of preparing dilutions of the appropopriate

primers (Table 2.3; a 4 μM mixture was prepared for the sgRNA primer, and a mixture

containing 5 μM each of the forward and reverse primers was prepared for donor DNA

amplification. 10 µl and 8 µl of the respective primer dilutions were added to PCR tubes and

frozen at -80°C for 30 minutes. After this time, 10 µl or 32 µl of the appropriate PCR master

mix (see Table 2.4) was added to the frozen primer dilutions for the sgRNA template and

donor DNA amplifications, respectively. The resulting mixtures were added to a pre-heated

thermocycler and amplified using the settings outlined in Table 2.5. Once completed,

amplification of the PCR products was confirmed by gel electrophoresis and the PCR products

were stored at -20°C until needed. For gel electrophoresis, 1% (w/v) and 2% (w/v) gels were

prepared by adding the required amount of agarose to 50 ml 0.5X of Tris-acetate-EDTA (TAE)

buffer (0.5 mM EDTA, 20 mM Tris, 10 mM acetic acid). The mixture was heated in a

microwave until vigorously bubbling and left to cool until warm to touch. 2.5 µl of SYBR® Safe

(Invitrogen) was added and the solution was poured into a mould with a gel comb and left to

set for 30 minutes. The 1% gel was used for analysing donor DNA PCR products, while the

2% gel being used for sgRNA PCR products. Gel tanks were filled with 0.5X TAE, to which the

gels were added. 1 µl of each PCR product was added to 19 µl of loading dye (New England

Biolabs), 10 µl of which was added a single of the gel. Additionally, a well was loaded with 10

µl of 1 Kb Plus DNA ladder (Invitrogen) and the 1% and 2% gels were run at 120 V for 45

minutes and 20 minutes, respectively.
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Table 2.3: Primer details for transfections

Description of the primers used for gene editing, designed using LeishGEdit [236].

Table 2.4: Details of PCR master mix solutions

The volumes given are for a single PCR reaction for the amplification of sgRNA and donor
DNA. Volumes were scaled up as necessary. The reagents used were from the Expand™ High
Fidelity PCRSystem (Roche). HiFi = high fidelity DNA polymerase, dNTP = deoxyribonucleotide
triphosphate mixes, DMSO = dimethylsulfoxide.

Table 2.5: Details of PCR reactions

The temperatures, timings and number of cycles through steps 2-4 are given for the amplification
of sgRNA and donor DNA.

Transfections were carried out by pooling the amplified sgRNA and donor DNA PCR

products, and the resulting mixtures were sterilised by heating at 95°C for 5 minutes. A
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transfection buffer was prepared by firstly making a solution of 200 mM Na2HPO4, 70 mM

NaH2PO4, 15 mM KCL and 150 mM HEPES, which was adjusted to pH 7.4. 4.15 ml of this

was then added to 1.25 ml 1.5 mM CaCl2 and 4.6 ml ddH2O which was sterile filtered. This

solution was the transfection buffer. 1 x 107 cells per transfection were collected via

centrifugation at 800 g for 10 minutes and washed 1X in 1 ml of transfection buffer. The cells

were centrifuged again as above and resuspended in 200 µl of transfection buffer per

transfection. In an electroporation cuvette, the sterilised PCR products were added along with

the 200 µl of cells and electroporated using an Amaxa Nucleofector 2b using the X-001

program. The contents of the cuvette was transferred to 5 ml prewarmed M199, aliquoted into

five 24 well plates and incubated at 27°C for between 8 and 12 hours. After this time, 1 ml

M199 containing double concentrations of the appropriate drugs was added to each of the

wells. Clonal populations were generated by diluting the cultures by 1:10, 1:50 and 1:100, and

each dilution was added to at least 48 wells of a 96 well plate and incubated at 27°C. These

plates were checked periodically for growth, and wells containing cells were cultured. Cell

lines containing fluorescent fusion proteins were checked for fluorescence via microscopy or

IFC (as outlined in Section 2.2.4).

2.2 Morphological and fluorescence analysis

2.2.1 Fixation

Where needed, fixation was carried out on cells prior to analysis by IFC, flow cytometry and

inertial microfluidic sorting, either using paraformaldehyde (PFA) or methanol. Cell cultures

were centrifuged at 1,000 g for 5 minutes and the supernatant was removed. For PFA fixation,

cells were resuspended in phosphate buffered saline (PBS)/4% PFA to a density of ∼ 2 x 107

cells.ml-1. Cell suspensions were incubated for 15 minutes at 4°C unless otherwise stated,

after which they were washed 3X times with PBS and resuspended in PBS until analysis. For

methanol fixation, two methods were used. If cells were to be stained with propidium iodide

(PI; Invitrogen), then the cells were washed 1X in PBS/5 mM ethylenediaminetetraacetic acid

(EDTA), centrifuged at 1,000 g for 5 minutes and resuspended in 300 µl PBS/5 mM EDTA. 700

µl of ice cold 100% methanol was added to the suspension prior to incubation in the dark at

4°C for at least 12 hours. Samples were centrifuged at 1000 g for 10 minutes, washed once in

PBS/5 mM EDTA and resuspended in 500 µl of PBS/5mM EDTA. If PI staining was not carried
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out, then cells were washed 1X in PBS and resuspended in 300 µl PBS to which 700 µl ice

cold 100% methanol was added. Samples were incubated at 4°C in the dark for at least 12

hours until needed.

2.2.2 Immunofluorescence

Immunofluorescence analysis (IFA) was performed by Sulochana Omwenga to confirm

mNG:KINF localisation to the spindle. 1 x 107 L. mexicana promastigotes were washed 1X in

PBS prior to fixing with 4% PFA. Here, the cells were incubated in 4% PFA at RT for 15

minutes (as opposed to the usual protocol with an incubation at 4°C). The cells were washed

1X in PBS and permeabilised using 4% bovine serum albumin (BSA)/0.075% Tween-20 for 10

minutes at RT. Once permeabilised, the cells were stained sequentially with four antibodies

diluted 1:500 in 4% BSA/0.075% Tween-20. Each of the antibodies: mouse anti-mNeonGreen

(IgG2c; Chromotek); rat anti-mouse IgG(H+L)- AlexaFluor488 (ThermoFisher); mouse

anti-KMX-1 (IgG2b; Millipore Merck); and goat anti-mouse IgG2b(Fcγ)-AlexaFluor594

(ThermoFisher) were added to the cells, incubated for 2 hours at RT before being washed 2X

with PBS. Cells were resuspended in PBS after the final wash and stored at 4°C until needed.

The cells were additionally stained with DAPI (Fluoroshield™; Sigma) prior to microscopy

analysis. The Fluoroshield™ was added directly to the sample, which was seeded onto

poly-L-lysine-coated glass slides. Microscopy analysis was performed as outlined in Section

2.2.4.

2.2.3 Staining with fluorescent dyes

Various fluorescent dyes were used throughout this study for analysis by microscopy, flow

cytometry, imaging flow cytometry or inertial microfluidics. Six different dyes were used to stain

the DNA of live L. mexicana promastigotes: DAPI (4′,6-diamidino-2-phenylindole), Hoechst

33342 (Invitrogen), Vybrant™ DyeCycle™ Violet (DCV; Invitrogen), Vybrant™ DyeCycle™

Ruby (DCR; Invitrogen), Vybrant™ DyeCycle™ Orange (DCO; Invitrogen), and DRAQ5

(1,5-bis((2-(di-methylamino) ethyl)amino)-4, 8-dihydroxyanthracene-9,10-dione; BioLegend).

These were all analysed by IFC, in addition to the Hoechst-stained cells being analysed by

microscopy; cells were prepared using the same method for both IFC and microscopy

analysis. Propidium iodide (PI) was used to stain the DNA of MeOH fixed L. mexicana cells

which were analysed by flow cytometry and IFC. Staining of the cell body/membrane was
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achieved using MemGlow™ 640 (Cytoskeleton, Inc.) and MitoTracker™ Deep Red FM

(Invitrogen). MemGlow™ stained-cells were analysed by IFC, while MitoTracker™-stained

cells were analysed by microscopy, IFC and inertial microfluidic analysis.

For each DNA dye, 6 x 106 live L. mexicana parasites were collected by centrifuging

logarithmically growing cultures at 1000 g for 5 minutes. For staining with DAPI and Hoechst,

the cells were resuspended in 60 µl PBS and either 5 µg.ml-1 or 1 µg.ml-1 of each respective

dye was added. The cells were incubated at RT for 10 minutes prior to analysis. For the

remaining DNA dyes, cells were resuspended in 1 ml of M199 medium to which the

appropriate amount of dye was added. While at least three concentrations were trialled per

dye, only the final concentration used for analysis is given here. DCV and DCR were added to

the suspended cells at 40 µM and 12.5 µM, respectively, and incubated for 15 minutes at

27°C. DCO was added at 0.625 µM and incubated for 30 minutes at RT and DRAQ5™

(Invitrogen) was added at a concentration of 25 µM with an incubation of 15 minutes at RT.

Cells stained with DCV, DCR or DRAQ5 were resuspended in 60 µl of PBS prior to analysis,

while DCO-stained cells were centrifuged as above and the supernatant was aspirated to

leave approximately 60 µl M199/DCO for resuspension. Live amastigote form L. mexicana

were also stained as above with DCV or DCO.

For staining with PI, 10 µg.ml-1 propidium iodide and 20 µg.ml-1 RNAse A (Thermo

Scientific) were added to methanol fixed cells (as previously outlined) prior to incubation at

37°C for 45 minutes in the dark. For flow cytometric analysis, the samples were transferred to

a FACS tube. For IFC analysis, the PI-stained cells were centrifuged at 800 g for 10 minutes

and the majority of the supernatant was aspirated to leave ∼ 60 µl which was used to

resuspend the cells prior to analysis. All analysis was performed immediately after samples

were prepared.

For staining with MemGlow™, 6 x 106 live L. mexicana parasites were resuspended in

500 µl PBS, 2.5 μM MemGlow™ was added and the solution was incubated for 10 minutes in

the dark at RT. Cells were washed 3X in PBS and resuspended in 60 µl PBS for IFC analysis.

For staining with MitoTracker™, 6 μM dye was added to 1 x 107 live L. mexicana

promastigotes, resuspended in 1 ml PBS and incubated in the dark at 27°C for 15 minutes.

Cells were washed 3X after incubation and resuspended in 60 µl PBS for live cell analysis via

IFC. For microscopy or inertial microfluidic analysis, cells were fixed in 4% PFA as outlined

above, before being washed 3X in PBS. After the final wash, the cells were resuspended in 1
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ml PBS. 3 µl of this was added to a slide for microscopy analysis (see below), while the rest

was resuspended in PBS to a concentration of 1x106 cells.ml-1.

2.2.4 Microscopy of L. mexicana

Microscopy images were taken of live unstained L. mexicana, fluorescently labelled cell lines

or cells stained with Hoechst or MitoTracker™. 3 µl of the desired sample was seeded onto a

glass slide, a cover slip applied, and imaged using an Axio Observer 3 using a

Plan-Apochromat 63X/1.4 Oil Ph3 objective lens or a Plan-Neofluar 20X/0.5 objective. Images

were taken using an Axiocam 305 mono camera and analysed using ZEN Blue software

(Zeiss, version 3.3) or ImageJ/Fiji (version 2.9.0).

2.2.5 Imaging flow cytometry (IFC)

Acquisition

All live, fixed, and/or stained samples (unless otherwise stated) were resuspended in 60 µl

PBS prior to acquisition by IFC. The samples were loaded into an Amnis® ImageStream®X Mk

II imaging flow cytometer (Cytek Biosciences) and analysed using INSPIRE™ acquisition

software (version 2.0). The appropriate lasers and laser powers were selected as required for

the fluorescent dyes/tags being analysed. The laser was set to the highest power capable,

without the raw max pixel (the highest pixel intensity measured in each image) of the

fluorescent dye/tag exceeding 2%. During acquisition, SpeedBeads® (Cytek) were

automatically added to the sample via sheath fluid to calibrate the focus and speed of the

imaging. At least 10,000 events were captured in brightfield (BF) and fluorescence modes at

60X magnification, with all events being recorded.

Analysis - masks

Analysis of ImageStream data files was carried out in IDEAS™ software (version 6.2.187) as

outlined in [237]. The first step of the analysis was to apply any appropriate masks. Masks are

either user defined or automatically generated by the software to identify a region of interest

(ROI) within each image from which all features (i.e. cell area, number of objects,

fluorescence intensity) are calculated. Here, two user defined masks were generated. A cell

body mask was developed to identify the cell body as a ROI and to exclude the flagellum.

From this mask, any morphological measurements regarding the size or shape of L. mexicana
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cells were calculated. This comprised of the pre-defined BF mask in IDEAS™ to which an

adaptive erosion coefficient of 71 was applied and subsequently filtered so that the mask had

an area of > 50 pixels (equivalent to 5.56 μm2). A mask was also developed for identification

of the mNG:KINF fusion protein; this identified pixels from the mNG:KINF fluorescence images

that had an intensity of > 100.

Analysis – standardised gating strategy

Once the masks were generated, analysis strategies were applied to extract the populations of

interest from the data. Three such strategies were developed for the work carried out in this

thesis and outlined in [237]: a standardised gating strategy applied to all ImageStream files, a

strategy for DCO-based cell cycle analysis, and an analysis template for mNG:KINF-based

cell cycle analysis. The standardised gating strategy was used to identify a “processed”

population from which morphological or further population analysis could be carried out. The

aim of this strategy was to identify single, in-focus cells and gate out images containing

doublets, debris and/or artefacts (e.g. images containing SpeedBeads®, out-of-focus cells,

cells with incorrect masking, cell rosettes or images containing more than one cell). First,

Leishmania cells were distinguished from SpeedBeads® and small debris (i.e. sheared

flagella) by gating cells on the area of the cell body mask vs the intensity of side scatter (SSC).

The area was calculated as the number of pixels in the cell body mask while intensity is

calculated as the sum of the intensity of the pixels within the mask (here the default SSC

mask) subtracted from the background. Singlet cells were identified next by gating cells on the

area vs the aspect ratio of the cell body mask, with the aspect ratio being calculated by

IDEAS™ by applying an ellipse of best fit around the mask and dividing the shortest

dimensions (minor axis) by the longest dimension (major axis). Out-of-focus images were

excluded from analysis by gating on cells with a gradient root mean square (RMS; a measure

of pixel contrast) ≥ 55. Images containing a single mask (and thus a single cell) were selected

using the spot count feature. Finally, images containing overlapping cells were excluded from

analysis by gating on the cell body area vs cell body compactness. Compactness measures

the degree of variation when measuring the radius of a cell at various points, considering all

pixels and is intensity weighted. This resulted in the aforementioned “processed” population.

From this population, either morphological analysis was carried out directly or further

gating was carried out to identify sub-populations of interest. This was achieved using either
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the DCO or mNG:KINF gating strategies to identify the different cell cycle stages of L.

mexicana. For morphological analysis, parameters of interest were exported from IDEAS™ for

each cell and imported into R (version 4.3.1). The following morphological parameters (as

calculated from the cell body mask) were used throughout this work: area, aspect ratio,

intensity of the BF image, circularity (measures how different a mask is from a circle),

compactness (a measurement relating to the circularity while accounting for pixels intensity),

height and width (the longest and shortest measurement of a bounding box around the mask,

respectively), elongatedness (height/width), thickness_min and thickness_max (measure from

the centreline of the cell to its narrowest and widest point, respectively), length, shape ratio

(thickness_min/length), diameter (creates a circle from the area of the mask and measures the

diameter) and the perimeter. Before plotting the resulting data points, data smoothing was

carried out for length, thickness_max and thickness_min measurements. For these

parameters, the resolution was relatively low, resulting in measurements calculated in

increments of 0.33 µm for length and 0.66 µm for thickness_min and thickness_max. This was

due to length being measured as the number of pixels along the midline of a mask multiplied

by the pixel size (1 pixel = 0.33 μm) while the thickness_min and thickness_max (henceforth

named width) features measured from the midline of the mask to the narrowest or widest point

respectively, doubled and then multiplied by the pixel size. To smooth the data, a randomised

value between -0.33 and 0.33 µm for each length measurement, or between -0.66 and 0.66

µm for each width and thickness_min measurement was added to each data point. For some

data files, further morphological analysis was carried out to understand the distribution of cell

sizes within a population. This consisted of classifying cells based on their dimension into

either short (S; ≤ 10 μm in length) or long (L; > 10 μm in length) and narrow (N; < 4 μm wide)

or wide (W; ≥ 4 μm wide). This resulted in the four following classifications: SN, SW, LN and

LW. Data was plotted using R (version 4.3.1) in RStudio (version 2023.06.1 Build 524).

Analysis – DCO gating strategy

For analysis of DCO stained cells, the standardised gating strategy outlined above was first

applied to the data files to identify the “processed” population. From this population, further

gating was carried out. Cells which had taken up the dye were identified by gating on the area

of the cell body vs the intensity of DCO staining and images with in focus DCO staining were

selected for by gating on a gradient RMS > 34. Analysis was carried out on the resulting
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“DCO_processed” population to classify cells into the different cell cycle stages. Gates were

manually drawn on the intensity of DCO staining to identify cells with 2C, intermediate content

(Int.) or 4C of DNA. From these three populations, morphological analysis was first carried out

to identify features associated with each of the cell cycle stages – the thirteen morphological

parameters outlined above were calculated, data smoothing was applied, and the resulting

measurements were plotted in R. From this analysis, the length and width measurements

were identified as defining features of cell cycle stage and were subsequently used to subset

the gated populations into different stages of the cell cycle (see Section 4.2.2 for details).

Once the gating strategy and classification system was developed and validated in IDEAS™,

analysis of the “DCO_processed” population was subsequently performed in R using the

same gating thresholds after data smoothing had been carried out as previously described.

Analysis – mNG:KINF gating strategy

For cell cycle analysis using the mNG:KINF cell line, as with the DCO stained cells, the

standardised gating strategy was first applied to the acquired ImageStream files. Next, mNG

negative (mNG-) cells were identified. This population was determined by acquiring

ImageStream files of the parental C9T7 cells under the same illumination conditions as used

for the mNG:KINF cells. The parental cells were then gated on the area of the cell body vs

intensity of fluorescence to determine the standard level of autofluorescence in these L.

mexicana parasites. This same gate was then applied to the mNG:KINF cells, thus identifying

the mNG- population. Cells with a higher level of mNG expression were subsequently gated

as mNG positive (mNG+) cells. Both of these populations were then categorised by their

morphology into the four populations previously defined (SN, SW, LN and LW). Gates were

drawn using the spot count feature on the mNG+ population to cells with either a single focus

or two circular foci (2CF) of mNG:KINF fluorescence. The population with one focus was

further divided based on a threshold on the aspect ratio intensity (ARI) of the focus such that

cells with an ARI < 0.62 were named one circular focus (1CF) while cells with an ARI ≥ 0.62

were shown to have an elongated focus (predominantly corresponding to cells with a spindle).

This resulted in 16 populations classified both on their morphology (SN, SW, LN and LW) and

their mNG:KINF expression (mNG-, 1CF, elongated focus, and 2CF). Once gated, the cells

within each of these populations were visually inspected, and various populations containing

artefacts were removed from the analysis (see Section 4.2.5 for details). The remaining
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populations were classified into the different cell cycle stages, based on their morphology and

mNG:KING localisation. The analysis was performed in excel in combination with visual

inspection of the populations in IDEAS™. The proportions of cells in each population was

used to calculate the timings of the cell cycle, using the equation shown in Equation 2.3,

where t is the duration of the cell cycle in hours and y is the cumulative proportion of cells up

to and including that stage in the cell cycle [125]). In order to calculate the time of progression

t was set to 12.4 hours (the population doubling time), while to calculate the units of

progression through the cell cycle t was set to 1.

x = t
ln(1− 1

2y)

−ln(2)
(2.3)

2.2.6 Flow cytometry

Flow cytometry was performed with the assistance of the Glasgow Flow Core facility.

MeOH-fixed and PI-stained cells (as outlined previously) were analysed in triplicate using a

BD FACSCelesta™. 30,000 events were acquired per each of three replicates in the

PE-CF594 channel. Cell cycle analysis was performed on the data as outlined below.

2.2.7 Cell cycle analysis

Automatic cell cycle analysis was performed in FCS Express™ (version 7.10.0007; DeNovo

software by Dotmatics) in order to extract the percentages of cells in each of G1, S and

G2/M/C phases. Triplicate samples stained with either PI or DCO were analysed by either flow

cytometry or IFC. Debris removal was performed prior to cell cycle analysis. For IFC, this was

performed in IDEAS™ by gating on the area of the cell body mask vs the intensity of the SSC.

The resulting population was imported into FCS Express™. Flow cytometry data on the other

hand was analysed directly in FCS Express™. Debris was removed via gating on the width vs

the area of the fluorescence intensity. From the resulting populations the fluorescence

intensity profiles were analysed using the multicycle feature which applied Rabinovitch &

Bagwell debris subtraction [238], [239] and Dean/Jett/Fox cell cycle modelling [240]. The

modelled data along with the calculated proportions of each of the cell cycle stages were

extracted and plotted in R.
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2.3 Generation of flagellated beads

2.3.1 Generation of flagellated beads

Mid-log MiniTurbo:ASC cells were incubated at 27°C in M199 (see Section 2.1.1)

supplemented with either 10 μM biotin for at least 12 hours, or 600 μM of biotin for 10 minutes.

After incubation, 4 x 108 cells.ml-1 were collected, washed twice in 10 ml PBS and were

deflagellated as outlined above. The resulting mixture was centrifuged at 800 g for 15 minutes

and resuspended in 3 ml PBS. 3 μl of magnetic streptavidin coated beads (ReSyn

Biosciences) were added to 200 μl of the resulting sample and incubated at RT for 30 minutes

with intermittent agitation. The resulting sample was added directly onto a glass slide and

imaged via microscopy.

2.4 Spiral channel

2.4.1 Spiral channel

The spiral channel devices used throughout this work were manufactured by lithography in

polymethyl methacrylate (PMMA, Epigem, UK) and consisted of a channel in an Archimedean

spiral with 6 loops, an inlet and four outlets. Two different channel sizes were tested, the first

with a rectangular cross section of 30 x 170 μm2 (channel height x width) and a radius of 325

– 1950 μm (as measured from the centre to the inner wall of a loop) and the second design

with a cross section of 60 x 360 μm2 and a radius of 515 - 3805 μm (Table 2.6). A

mid-pressure syringe pump (neMESYS 1000N, Cetoni, Germany) was used to inject samples

into the inlet through 1/16” PTFE tubing with an internal diameter of 0.5 mm. For experiments

requiring two pumps (i.e. fluid flow analysis), a second neMESYS M (Cetoni, Germany) pump

was used. Both pumps were controlled using CETONI Elements (version 20210616) software

to inject fluid into the channels at Reynolds numbers between 3.8 and 317.5, corresponding to

pressures between 0.8 and 58.8 bar (Table 2.7). The pressure in each channel, for each flow

rate was calculated using the Hagen-Poiseuille Equation, where the length of the spiral

channel was 0.082 m. Live cells, PFA-fixed cells and polystyrene bead samples were

prepared at a concentration of 5 x 105 particles.ml-1 in filtered PBS prior to injection into the

microfluidic devices. Details of the bead sizes and shapes can be found in Table 2.8. Analysis

of microfluidic sorting was carried out either by analysing the contents from the outlets
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post-sort or by imaging the channel during sorting.

For analysis post-sort, 60 ml live cells were sorted at both 0.7 and 1.5 ml.min-1 (Re =

116.7 and 250, respectively). The density of cells in each of the outlets was determined (as

outlined in Section 2.1.1 prior to microscopy imaging and IFC-based morphological analysis.

The imaging of particles within the device was carried out using high-speed imaging,

microscopy-based streak imaging, portable Dino-Lite-based streak imaging, confocal imaging

and event-based imaging (as outlined below).

In an attempt to visualise the fluid flow within the channel, 1 – 26.5 μM fluorescein dye

(fluorescein sodium salt, Sigma-Aldrich) was pumped into the outlet at the inner wall of the 30

x 170 μm2 device while PBS was pumped into the middle outer outlet. The fluid was pumped

at a range of flow rates between 0.2 and 1.5 ml.min-1, with the fluorescein dye being pumped

at ¼ rate of the PBS. Images were taken using standard microscopy as outlined in Section

2.4.2 at each turn of the channel and the images were analysed in MATLAB. Images were

plotted as mesh plots with a contour plot underneath.

Table 2.6: Radii measurements for each channel

The radius for each rotation of the channel (loop) was measured from the centre of the channel
inlet to the middle of the channel for each rotation.
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Table 2.7: Numerical description of the fluid flow within each channel

From each flow rate, the velocity, Reynolds number (Re), Dean number (De) and pressure was
calculated for each channel. The De was calculated using the radii for the sixth rotation of each
channel.

Table 2.8: Beads used for inertial microfluidic sorting.

2.4.2 Imaging of inertial microfluidic sorting

Streak imaging

Two methods of streak imaging were performed: one method using a standard

complementary metal-oxide-semiconductor (CMOS) camera (AxioCam 305 mono) and the

other using a portable Dino-Lite (AnMo Electronics Corporation) microscope. Both imaging
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systems were used to capture long exposure images of fluorescent particles during

microfluidic sorting. The CMOS camera was attached to an Axio Observer 3 and the channel

was visualised using a Plan-Neofluar 20X/0.5 objective lens. Images were recorded using the

software ZEN Blue (version 3.3) in triplicate using an exposure time of 4 s. The contrast of the

images was adjusted in ZEN Blue prior to analysis (outlined below). On the other hand, in the

software DinoCapture (version 2.0), 15 s videos were recorded using the Dino-Lite

microscope at a magnification of ∼ 50X and a frame rate of 30 fps. For each 15 s video

captured using the Dino-Lite, every frame was extracted in MATLAB and the average value of

each pixel was calculated to produce a single representative image.

The images acquired from both the CMOS camera and the Dino-Lite were subsequently

analysed in MATLAB to extract the corresponding intensities across the width of the channel.

First, the sum of the three replicate images was calculated, thus resulting in a single image per

flow rate. A ROI 50 pixels wide within the channel wall was extracted, averaged, and the

resulting intensities were plotted as a violin plot.

High-speed imaging

High-speed imaging of particle focusing within the microfluidic channels was performed using

an AcCellerator cell analyser (Zellmechanik). This consisted of a high-speed camera, an

AcCellerator L1 high powered LED, and an inverted microscope. Imaging of the channel width

was performed at a ROI prior to where the channel expanded into the outlets, using a frame

rate of 100 fps with a Plan-Neofluar 20X/0.5 or EC Plan-Neofluar 10X/0.30 M27 objective lens

for the smaller or larger device, respectively. Data was acquired using Shape-In software

(version 2.5.5.815) and the position of the particles within the channel was extracted using the

software Shape-Out 2 (version 2.13.6) before being plotted in R.

Event-based imaging

Two event-based cameras purchased from Prophesee (France) were used in this work, an

EVK1 with a QVGA CD+EM sensor module, and a next generation EVK3 with a Gen3.1 VGA

sensor. The EVK1 was fitted to an Axioskope and videos were recorded using Prophesee

player software (version 1.4.1). Particles on a slide were imaged using a Plan-Neofluar

63x/1.25 Oil objective lens while the 60 x 360 μm2 microfluidic channel was visualised using a

Plan-Apochromat 10X/0.5 objective lens. In contrast, the EVK3 was attached to an Axio
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Observer 3 and data was recorded using Metavision® studio (version 4.0.0). Particles both on

a slide and within the 30 x 170 μm2 channel were imaged using a Plan-Neofluar 20X/0.5

objective lens. For both sensors, particle sorting within the microfluidic devices was recorded

for a variety of Reynolds numbers at the defined ROI. 15 s videos were recorded in triplicate in

both BF and fluorescence mode. Due to the event-based cameras only capturing moving

data, the position of the channel walls was not recorded. In order to know the location of the

channel within an image, and thus the relative distance of each particle from the inner wall, a

reference image of the channel was taken using a typical CMOS camera (AxioCam MRm or

an AxioCam 305 mono). Data analysis was carried out in MATLAB to perform advanced

particle tracking (carried out by Dr Yoann Altmann) or to extract the positive events within the

channel (corresponding to moving particles). To extract the positive events, an appropriate

frame rate and accumulation time was first selected for each video based on visual inspection

of the recordings in Metavision® studio. MATLAB scripts to read, open and view the recorded

data files using the selected frame rate and accumulation times were accessed from [241]. A

MATLAB script was subsequently written to extract and plot the x coordinate of each positive

event within the channel walls as a function of time. The three replicates for each flow rate

were concatenated based on time (i.e. the events captured in each of the three 15 s videos

were plotted sequentially over 45 s) in order to plot the events in a continuum.

Confocal imaging

Confocal imaging was performed in an attempt to visualise the vertical position of focusing

particles within the 30 x 170 μm2 channel. 5 μm red fluorescent beads were pumped into the

channel at 0.5, 1.0 and 1.5 ml.min-1 (Re = 83.3, 166.7 and 250.0 respectively) according to

Section 2.4.1. Particle focusing was imaged using a spinning disk confocal microscope, an EC

Plan-Neofluar 10X/0.30 M27 objective and a PvCam camera. 15 z-stack images were taken in

ZEN Blue over a depth of 50.54 μm (each image at 3.36 μm intervals) to ensure the entire 30

μm depth of the channel was captured, with both BF and fluorescence images being captured

at each interval. The individual images were exported and further analysed in MATLAB.

Firstly, the position of the channel walls was determined from a BF image. This enabled a ROI

50 pixels wide from being extracted from within the channel walls from the fluorescence

images. The background was calculated as the average pixel intensity for each image and

subtracted from each pixel. From the resulting images, the coronal plane (the cross section of
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the channel) was generated, consisting of a stack of 50 images. The average pixel intensity

across these 50 stacks was taken, and the resulting image was plotted as an image with

scaled colours.
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Chapter 3

Quantitative cell cycle analysis of live

L. mexicana parasites using imaging

flow cytometry
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Highlights

• Imaging flow cytometry has been used for the first time to study the cell cycle of L.

mexicana, demonstrating a high-throughput method of analysis of both the morphology

and fluorescence signal in thousands of cells.

• A protocol was developed to achieve quantitative DNA staining in live L. mexicana

promastigote cells without affecting cell morphology.

• Amastigote form L. mexicana were shown to stain differently to the promastigote form of

the parasite

Published work:

J. Howell, S. Omwenga, M. Jimenez, and T. C. Hammarton, The use of imaging flow

cytometry for rapid, high-throughput and automated analysis of the Leishmania

mexicana promastigote cell cycle provides new insights into cell cycle events of short

duration. bioRxiv. (2023). 2023.07.24.550259. [237]

Data was partially presented at conferences:

1. J. Howell, M. Jimenez, T. C. Hammarton. Imaging flow cytometric analysis of

Leishmania’s cell cycle. (September 2022), SPPIRIT, Penicuik, UK.

2. J. Howell, M. Jimenez, T. C. Hammarton. Imaging flow cytometric analysis of

Leishmania’s cell cycle. (June 2022), CYTO22, Philadelphia, USA.
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3.1 Introduction

Due to Leishmania parasites replicating asynchronously, it is important to be able to pinpoint a

cell’s stage in the cell cycle, for example, to be able to identify when a particular cell

cycle-related protein is acting. As such, either microscopy or flow cytometry is employed for

cell cycle analysis to identify morphological hallmarks and/or DNA contents associated with

each stage in the cell cycle [89], [126], [142], [162], [242], [243].

Microscopy-based cell cycle analysis primarily relies on counting the numbers of nuclei

and kinetoplasts, visualised using a DNA dye, within individual cells. While many dyes have

been developed for the staining of DNA, in Leishmania DAPI and Hoechst staining are the

primary dyes used for microscopy-based cell cycle analysis. DAPI staining is predominantly

carried out in fixed cells and provides a stable fluorescence over time while cell fixation

prevents cells from moving during imaging as well as “freezes” the cells at a particular moment

in time. Hoechst on the other hand stains the DNA of live cells and is typically used in

conjunction with transgenic fluorescent tags which might otherwise lose fluorescence during

fixation [244]–[246]. While propidium iodide (PI), SYTO16, and DRAQ5 have been used

during microscopy analysis of Leishmania, their use is uncommon [247], [248]. DNA dyes

enable the visualisation of the DNA containing organelles within individual cells, and

subsequently their classification into the cell cycle stages: with one nucleus and kinetoplast

(1N1K) denoting cells in G1 and S phases; and both two nuclei and one kinetoplast (2N1K),

and two nuclei and two kinetoplasts (2N2K) showing cells that have completed mitosis (Fig.

3.1). This analysis can further be supplemented with information on the size of the cell, the

number of flagella (the second flagellum emerges at the end of S phase), progression through

cytokinesis (formation of a membrane, furrow or cytoplasmic bridge) and the presence of

markers such as spindle formation [126], [242].
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Figure 3.1: Microscopy-based cell cycle analysis
Examples of live L. mexicana cells stained with Hoechst and imaged at different stages of the
cell cycle using microscopy. The top row shows the BF images, the middle row shows the
corresponding fluorescence images while the bottom row shows a composite image of the two
imaging modes. The number of nuclei (N), kinetoplasts (K) and flagella (F) in each cell are
shown above each image, with examples of the different organelles being identified with white
arrowheads (m; membrane). Scale bars; 10 µm.

While microscopy is a powerful tool, there are various limitations to its use for cell cycle

analysis. For example, through such morphological assessment alone, late G1 and S phases

cannot be differentiated as these cells have a similar morphology (both demonstrate

elongated cell bodies with 1N1K1F) (Fig. 3.2), while the use of fixatives has been shown to

introduce artefacts and alter cells’ morphological and mechanical properties [249]–[251].

Microscopy-based analysis is time consuming, low throughput and labour intensive, often

requiring lengthy processes for slide preparation, acquisition setting adjustments, imaging,

and data processing. Image processing to extract relevant information (e.g. size

measurements, spatial distribution of fluorescence, number of organelles) in sufficient

quantities can often be the most time-consuming process in microscopy. For Leishmania,

traditionally this must be done manually for each cell, resulting in low n numbers [127], [242],

[252]–[254]. While their atypical morphology can provide a wealth of information, it can also

lead to additional challenges with their flagella and often curved vermiform shape making

automated cell body segmentation very difficult [255]. Despite tools having been specifically

developed for kinetoplastid analysis, their applications are still limited to image cropping and

contrast manipulation, fluorescence colocalization, and DNA spot counting, with morphometric

analysis and fluorescent features only being automated in Trypanosomes and not Leishmania

[256], [257].

56



DNA quantification, on the other hand, is traditionally achieved using flow cytometry; a

high-throughput and sensitive tool for the detection and quantification of fluorescence in

individual cells [258]. Unlike microscopy, flow cytometry only provides information on the

strength of fluorescent signals, and while forward scatter measurements give an

approximation of cell size, information regarding the spatial arrangement of organelles is not

acquired. Instead, flow cytometry-based cell cycle analysis measures the strength of

fluorescence of a quantitative DNA dye, which is thus proportional to the amount of DNA

within a cell (assuming the DNA dye binds proportionally to both nuclear and mitochondrial

DNA) [259]. Dividing cells start the cell cycle in G1 as diploid, having 2 sets of chromatids (2C)

[120]. Throughout S phase, cells increase their DNA content through replication, resulting in 4

sets of chromatids (4C). The 4C DNA content is maintained throughout mitosis and cytokinesis

until the two daughter cells fully segregate and complete the cell cycle. As such, the quantity

of DNA (and thus the fluorescent signal) of a cell relates to its stage in the cell cycle.

As far as I am aware, PI is the only dye which has been used for DNA quantification for

flow cytometry in Leishmania, despite DAPI being reportedly quantitative when analysed by

microscopy [162], [242], [260]. However, Vybrant™ DyeCycle™ Violet (DCV) and Vybrant™

DyeCycle™ Orange (DCO) have been used in bloodstream form and procyclic form

trypanosomes, respectively [261]. The intensity of PI fluorescence is analysed using a flow

cytometer and plotted to give a DNA profile from which the proportions of cells with DNA

contents of 2C, intermediate content (Int.), and 4C can be estimated (Fig. 3.2). A typical DNA

profile shows a bimodal distribution with a peak for cells with 2C DNA content, a second

smaller peak (at twice the intensity of the first) for cells with 4C DNA content, and with S phase

cells falling between the two peaks having Int. DNA content. There are two ways in which the

proportion at each stage of the cell cycle can be calculated: either through manual gating to

identify the peaks by eye (Fig. 3.3A), or through the implementation of a cell cycle modelling

algorithm (Fig. 3.3B). Manual gating is generally not recommended as it introduces bias and

reduces reproducibility. Furthermore, the cell cycle is a continuous process with biological

variation, resulting in an overlap in DNA quantity between cells in G1 and S phases, and S

and G2/M/C phases. Manual gating therefore draws gates with sharp cut offs and does not

take into consideration any amount of overlap. Computational modelling, on the other hand, is

available through the programmes such as FCS Express™, ModFit LT™ and FlowJo ™.

These use different algorithms to model the cell cycle stages based on the distributions of the
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data and are designed to take the overlap between the stages into consideration. While

algorithms may provide unbiased and reproducible results internally, each software package

uses different algorithms for calculating the proportion of cells in each of the cell cycle stages,

giving varying proportions between methods [240], [262], [263]. Additionally, cell cycle models

are unable to classify individual cells based on their cell cycle stage as these models only

define the distributions of cells in the cell cycle within a population. Due to the lack of

morphological measurements taken by flow cytometry, no more resolution in terms of cell

cycle stage can be achieved (i.e. distinguishing M and cytokinesis phase cells, both with 4C

DNA content) and thus, only the three populations outlined (G1, S and G2/M/C) are able to be

approximated. While in mammalian cells, the different stages of the cell cycle can be identified

via additional temporally specific biological markers (such as Cdt1 and CyclinB1 only being

present during G1 and G2 respectively) [126], [163], [244], [264]–[267], no such cell cycle

specific markers are available for Leishmania without knowing their localisation within the cell.
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Figure 3.2: Cell cycle analysis as carried out via microscopy and flow cytometry.
A comparison of morphology-based cell cycle analysis (1) vs DNA quantification-based cell
cycle analysis (2). The blue box in the middle represents the “true” cell cycle classification, with
the correspondingmorphologies for each cell cycle stage falling within the dashed lines. The cell
cycle stage and corresponding DNA content is given above and below the images, respectively.
The contents of the black box in (1) demonstrates how microscopy analysis is used to classify
cells based on the numbers of nuclei (N) kinetoplasts (K) and flagella (F), and/or the presence
of an elongated (e) nucleus, a membrane or a furrow. The black box labelled (2) shows how
cells are classified using DNA-quantification. From a DNA fluorescence profile, the cell cycle
stages can be identified by applying a cell cycle modelling algorithm to identify the peaks of data
corresponding to cells with 2C, Int. and 4C DNA content, which are associated with cells in G1,
S and G2/M/C phases respectively. Overlap in seen between the different classifications, with
early S and G1 phases and late S and G2/M/C phases having the same quantity of DNA.
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Figure 3.3: Analysis of DNA fluorescence profiles can be manual or modelled
Illustration of different methods of quantifying the cell cycle stages from flow cytometry data.
(A) Manual gating uses gates drawn on the peaks of the data to identify populations with 2C,
Int., and 4C content of DNA. (B) Modelling of the cell cycle stages was carried out using the
multicycle feature in FCS Express™.

As outlined in Section 1.4, the aim of this thesis was to use inertial microfluidics, a

morphology-based method of separation, to isolate the different stages of L. mexicana’s cell

cycle. In order to achieve this, it was necessary to better understand how a cell’s morphology

relates to its cell cycle stage for a large number of cells, especially in flow. As discussed,

microscopy provides a high level of morphological information; however, the throughput for

morphological and cell cycle analysis is extremely low, particularly for the analysis of multiple

conditions. On the other hand, cytometry does not provide morphological information.

Furthermore, both methods of cell cycle analysis primarily rely on the use of fixed cells which

has implications for cell morphology and mechanical properties and subsequently for how they

behave within microfluidic devices. Therefore, the aim of this Chapter was to explore whether

imaging flow cytometry (IFC) enabled morphological and cell cycle analysis of live cells at in

high-throughput inform microfluidic design.

Combining the morphological analysis capabilities of microscopy with the high-throughput

in-flow nature of flow cytometry, IFC analysis (carried out here using an ImageStream®X Mk

II, Cytek) uses a charge-coupled device (CCD) camera to capture images of individual cells in

flow in both brightfield (BF) and fluorescence mode. From these images, a wide range of

morphological and fluorescence information can be obtained, providing both spatial and

quantitative information for each cell. One of the major benefits of ImageStream® analysis is

the ability to identify regions of particular interest in both BF and fluorescence images, using

masks. Masks are preset or user defined and are automatically applied to the images and
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adapted to fit every single object analysed. From these masks, a plethora of size, shape,

texture, location and signal strength features can be analysed. IFC has been shown to be an

effective tool for a wide range of applications such as cell morphological assessment,

fluorescence localisation, and for assessing population dynamics [15-17]. In terms of cell

cycle analysis, IFC has been applied to study: the effect of chemotherapeutic agents and

gene knockouts on cell cycle progression; automated cell cycle classification and

quantification; and assessment of asymmetrical nuclear division [268]–[272]. Its application

has also been documented in Leishmania research, particularly for the study of host-pathogen

interactions but also for the identification of amastigotes in blood and differentiation analysis

[273]–[279]. To the best of my knowledge, it had yet to be used to study the cell cycle in

Leishmania. This Chapter describes the methods developed for high-throughput cell cycle

analysis of live L. mexicana, enabling both morphological and quantitative DNA analysis. The

work described here is also outlined in Howell et al., (2023) [237].

3.2 Results and discussion

3.2.1 IFC as a method of morphological and fluorescence quantification analy-

sis for L. mexicana

Due to the novelty in application of IFC for cell cycle analysis in Leishmania, IFC was verified

in its ability to perform DNA quantification and morphological measurements. First, DNA

quantification was compared between the ImageStream® and a conventional flow cytometer

(BD FACSCanto™ II). Methanol (MeOH)-fixed cells were prepared with PI as outlined in

Sections 2.2.1 and 2.2.3. Each of three replicates was divided into two for analysis by IFC and

conventional flow cytometry, with the help of the Glasgow Flow Core facility. The data were

acquired according to Sections 2.2.5 and 2.2.6. The data from both cytometers were initially

analysed in IDEAS® (the ImageStream’s data analysis software) in order to remove debris –

this was performed by only gating on the width vs the area of fluorescence for the flow

cytometry data, and the area vs intensity of the side scatter (SSC) for IFC data (Fig. 3.4A and

B, respectively). As the aim here was to compare the ability of both machines to quantify

fluorescence, minimal gating was carried out in order to preserve the populations being

analysed and not introduce any artefacts into the analysis as a result of differences in gating.

Once the debris was removed, the intensity of fluorescence, as analysed by both cytometers,
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was extracted from IDEAS® and the cell cycle profiles from each cytometer were compared in

FCS Express™ to give unbiased cell cycle analysis. Here, the multicycle function was used to

calculate the proportions of cells in each of the stages of the cell cycle. The multicycle function

applied the Dean/Jett/Fox method of cell cycle modelling and Rabinovitch and Bagwell’s

method for debris subtraction to give the fitted models plotted in figures 3.4C and D

[238]–[240], with the calculated proportions being plotted in figure 3.4E [238], [239], [262].

While the flow cytometer gave slightly lower percentages of cells in G1 (42.7% vs 43.8% ),

and higher numbers of G2/M/C (24.9% vs 26.3%) and S phases (32.4% vs 29.9%), the

differences were shown to be non-significant (p-values of 0.38, 0.21 and 0.38 for G1, S and

G2/M/C phases, respectively, as calculated by a t-test). Overall, both methods of fluorescence

quantification were shown to be highly comparable in both the fluorescence profiles produced

and the distribution of cell cycle stages, confirming IFC as a suitable method of fluorescence

quantification analysis in L. mexicana.
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Figure 3.4: IFC quantified DNA comparably to flow cytometry.
MeOH-fixed and PI-stained L. mexicana were analysed via flow cytometry (Flow) and IFC ac-
cording to Sections 2.2.6 and 2.2.5. The subsequent data files were analysed in IDEAS® to
remove debris (black data points in the scatter plots). (A) For the flow cytometry data, this was
performed by gating on the area vs width of the PI fluorescence. (B) For the IFC data, the cells
were identified by gating on the area of the BF images vs the intensity of the SSC. The resulting
“cell” populations (teal) were extracted from IDEAS® and imported into FCS Express™ (n >
28,314 per replicate). (C-D) Cell cycle modelling was performed using the multicycle feature
which applied a line of best fit (dark grey) to the raw data (light grey) and calculated the dis-
tribution of cells in G1 (blue), S (pink) and G2/M/C phases (red). A single replicate of three is
displayed. (E) The percentage of cells in each cell cycle stage was extracted from the modelled
fit. The error bars show the standard deviations of the three replicates. The statistical signif-
icance was calculated using a t-test, comparing the means of each cell cycle stage between
both methods of analysis. ns = non-significant.

With DNA quantification by IFC giving comparable results to traditional methods of analysis,

attention was turned to extracting relevant morphological information from IFC data. During

data acquisition, any object that passes the camera (if sufficiently large or bright in BF or

fluorescence mode), will be recorded as an event. Thus, the raw data acquired contained cell

debris (i.e. sheared flagella, cell fragments, cell aggregates and cell rosettes) as well as

SpeedBeads® (beads added to the sample during acquisition to calibrate the machine’s flow

speed and focus). Additionally, while a flow cell is used within IFCs to order cells in single file

for detection, it is not 100% precise and thus images containing two cells (overlapping or

separated) does occur. In order to eliminate these undesired events to reduce bias within the

data, a robust pipeline was developed for L. mexicana morphological analysis. This pipeline
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consisted of four stages: 1) Identifying the cell body using a mask. 2) Applying a

“standardised” gating strategy to identify individual, in-focus cells. 3) Performing any additional

gating and masking to identify populations and features of interest. 4) Extracting the relevant

information for further data analysis and plotting (Fig. 3.5A).

In IDEAS®, the first stage of this pipeline applied a user-defined mask to identify the cell body

and exclude the flagellum (Fig. 3.5B and C). Details of the cell body mask can be found in

Section 2.2.5. In the second step of the pipeline, features calculated from the cell body mask

(i.e. area, spot count, compactness) were used to generate a “standardised” hierarchical

gating strategy (Fig. 3.5D-H). This gating strategy was applied to all subsequent IFC carried

out throughout this thesis, unless stated otherwise. The gates were drawn and validated by

visually inspecting cells both within and outside the gate to ensure correct placement, and

where needed, were adjusted accordingly. A detailed description of the gating strategy and

the features used can be found in Section 2.2.5, but briefly, debris, cell rosettes, cell clumps

and speed beads were gated out by plotting the area of the cell body mask vs intensity of the

SSC (Fig. 3.5D). From the subsequent population, the area vs aspect ratio identified images

where the size and shape were outwith the normal range for a single cell (Fig. 3.5E). In-focus

cells were selected as images having a gradient root mean squared (gradient RMS) values ≥

55 (Fig. 3.5F). Images with a single mask were identified using the spot count feature to

exclude images containing multiple objects (Fig. 3.5G). Finally, images with overlapping cells

were excluded using the compactness feature; objects with low compactness displayed an

uneven outline which was unusual for a single cell (Fig. 3.5H).

The result of the outlined gating strategy was a “processed” population containing

high-quality images of individual cells. Typically, this gating strategy removed between

30-50% of events initially collected during acquisition, depending on the quality of both the

sample and the imaging. The vast majority of these were lost during gating for in-focus cells –

due to the elongated nature of L. mexicana, any rotation of the cell within the flow caused the

cell to pass through multiple focal planes and appear out of focus. While this loss is large, it

was deemed necessary in order to acquire robust morphological measurements. From the

“processed” population, the third step of analysis could be carried out as necessary to classify

cells into sub-populations of interest, i.e. cells only in mitosis. Additional gating strategies are

outlined elsewhere for such analysis. The final stage of the pipeline was to extract feature
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values of interest, such as area, length and width measurements for plotting graphs using the

programming language R. This served various purposes: to smooth the data where image

resolution affected the cell measurements, to directly compare the characteristics of different

populations or conditions, and to enable statistical tests to be performed. Smoothing of the

data was carried out for certain measurements (such as length and width), where large “steps”

were present in the data (Fig. 3.5I). These steps occurred as a result of the low image

resolution, with a pixel measuring 0.33 x 0.33 µm2 when using the ImageStream’s 60X

objective. As the length feature measures the number of pixels along the midpoint of a mask’s

longest axis, and the width (measured using a featured called thickness_max) calculates the

number of pixels from the midpoint of a mask to its widest point and then doubles it, these

parameters are thus measured in increments of 0.33 µm and 0.66 µm, respectively. Details on

how the data smoothing was performed can be found in Section 2.2.5. The generation of this

pipeline enabled morphological features of L. mexicana to be extracted from ImageStream®

data in a consistent and reliable manner.
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Figure 3.5: ImageStream® data analysis pipeline.
(A) Diagram representing the pipeline developed for analysing ImageStream® data. After data
acquisition, the four steps in the blue boxed could be applied to the data, with step three being
an optional step. (B) A graphical representation of a L. mexicana parasite (left), overlaid with a
user defined cell bodymask (middle). From themask, morphological features such as the length
and width were calculated (right), where length is the number of pixels down the midpoint of the
mask, and the width (using the thickness max feature) measures from the midline of the mask to
its widest point and doubles it. (C) Example of an IFC image of a live L. mexicana parasite (top)
with an overlaid cell body mask (bottom). Scale bar: 7 µm. (D-H) The “standardised” gating
strategy applied to all (unless otherwise stated) IFC data files. Each data point represents an
event which was recorded by the ImageStream®, with each event consisting of images in both
BF and fluorescence mode of a detected object in flow. (D) The area of the cell body mask was
plotted against the intensity of the SSC for all events acquired, from which a population named
“cells” was gated. (E) From the “cells” population (teal), the area of the cell body mask was
plotted against the aspect ratio of the cell body mask. Gated cells were named “singlets” (dark
blue). (F) The “singlets” population was plotted as a histogram using the gradient root mean
squared

66



(RMS) feature. A gate was drawn to select cells with a gradient RMS value ≥ 55 (orange),
identifying the best in focus images from the BF channel (BIF_BF). (G) From these in-focus
images, images with a single mask (pink) were identified using the spot count feature. (H) Of
these cells, the area of the cell body mask was plotted against the compactness of the cell
body mask to exclude images containing overlapping cells, resulting in a population named
“processed” cells (light blue). (I) Example of the raw width measurements of L. mexicana cells
(as analysed by IFC) compared to the same data with smoothing applied.

With the analysis pipeline in place, the ImageStream® was subsequently tested for its ability

to measure the morphology of L. mexicana promastigotes. As outlined earlier in this chapter,

both DNA quantification and cell morphology are used for cell cycle analysis. Traditionally,

these techniques are carried out on MeOH- or paraformaldehyde (PFA)-fixed cells to preserve

their state at a single point in time as well as to prevent them from moving. The morphology of

live and fixed cells was therefore analysed via IFC for two purposes: firstly, to validate that IFC

was capable of analysing the unusual shape of L. mexicana, as well as to compare the

differences in morphology between fixed and live cells. L. mexicana promastigotes were

prepared, fixed, acquired on the ImageStream® and the data analysed as outlined in Sections

2.2.1 and 2.2.5, respectively. Example images for each of the different treatments are shown

in figure 3.6A. Live cells were calculated to be on average 11.0 µm in length, with 95% of cells

having a length of between 4.9 µm and 17.6 µm. Similarly, the average width was shown to be

3.6 µm, with 95% of cells being between 2.4 µm and 5.0 µm wide. This is comparable to the

measurements obtained by Wheeler et al. (2011) using microscopy, where 980 fixed cells

were measured to be between ∼ 5 µm to ∼ 15 µm in length and ∼ 2 µm and ∼ 6 µm in width

[125]. While the ImageStream® measured cells as slightly longer and narrower than as in the

literature, variation is expected due to different processing of samples, potential differences in

cell cultures between research groups, and biological variation. In the samples fixed with PFA,

cells were on average 9.8% shorter and 7.3% wider than their live counterparts (Fig. 3.6B and

C). MeOH-fixed cells, on the other hand, appeared shorter and wider (40.0% and 6.7%,

respectively). This resulted in 93.3% of MeOH fixed cells having a length of ≤ 10 µm

compared to only 39.3% of live cells. As both methods of fixation altering morphology, live

cells were therefore the preferred option for testing.
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Figure 3.6: ImageStream® analysis of L. mexicana promastigote morphology.
(A) Example IFC images of live, PFA- and MeOH-fixed L. mexicana promastigotes. Scale bars:
7 µm. Density plots of the length (B) and width (C) of live, PFA- and MeOH-fixed cells as
measured by IFC. A single replicate of three is shown (n > 26,499 for each condition).

3.2.2 Typical DNA dyes are non-quantitative in live L. mexicana promastigotes

While using live cells maintained cell morphology at physiological levels, this required a DNA

dye which is quantitative in live cells and could stain both the nucleus and kinetoplast. As

mentioned earlier in this chapter, PI is the only dye which has been used for DNA quantitation

for cytometric analysis in L. mexicana; however, as PI requires permeabilisation (which is

achieved during fixation with MeOH and not PFA), it is thus unsuitable for this application.

Therefore, various DNA dyes were tested (using at least three different concentrations) in their

ability to provide both spatial and quantitative DNA information while maintaining cell

morphology. Live L. mexicana promastigotes were stained with Hoechst, DAPI, Vybrant™

DyeCycle™ Ruby (DCR), DCV and DRAQ5, analysed by IFC and the subsequent DNA

profiles compared to that of to a typical DNA profile obtained from MeOH-fixed cells stained

with PI (Fig. 3.7). All dyes tested in live cells gave variable results, both in terms of their DNA

profile and their fluorescence localisation within the cells. Firstly, none of the DNA dyes tested

here proved to be quantitative, failing to produce a DNA profile with two distinct peaks.

Instead, all dyes displayed a positively skewed distribution; an asymmetric distribution where
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there is a higher range of data points to the right of the distribution’s peak, compared to the left

side. The tested DNA dyes also showed variability in their fluorescence localisation within the

stained cells, as seen in the example IFC images for each dye. Interestingly, despite Hoechst

being most commonly used in live cells for microscopy analysis, for IFC analysis, DAPI and

DCV provided the clearest staining of both nuclei and kinetoplasts, with Hoechst and DCR

showing non-specific staining of the cytoplasm. Non-specific staining has been has previously

been reported for DCR but not for Hoechst [280]. Finally, in accordance with the literature,

DRAQ5 only stained nuclear DNA (Fig. 3.7F) [281].

Figure 3.7: Traditional DNA dyes for staining live cells are non-quantitative in L. mexi-
cana.
Various fluorescent DNA dyes were tested for their ability to quantitatively stain the nucleus
and kinetoplast of live L. mexicana promastigotes. (A) A control showing a typical DNA profile
obtained from a quantitative DNA dye, achieved using MeOH-fixed cells stained with PI. An
IFC image corresponding to the fluorescence localisation of the reported dye is given below
the DNA profile, with the BF image on the left and the fluorescence image on the right. (B-F)
Equivalent DNA profiles obtained from staining live L. mexicanawith Hoechst, DAPI, DCR, DCV
and DRAQ5, respectively, with corresponding IFC images shown below each profile. A single
representative replicate of three is given and ∼ 30,000 events were acquired for each replicate
for each dye. Scale bars: 7 µm.
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3.2.3 DCO as a robust cell cycle dye in live L. mexicana promastigotes

Finally, Vybrant™ DyeCycle™ Orange (DCO) was tested for its suitability as a quantitative

DNA dye for live L. mexicana. Two initial tests were performed at a concentration of 10 µM

dye and incubated at either 27°C for 30 minutes or at room temperature (RT) for 60 minutes

(conditions 1 and 7 in Table 3.1), as pre the manufacturers recommendation. For both

conditions, analysis with IFC showed aberrant cell morphologies (Fig. 3.8A) suggesting that

the concentration of the dye was too high and potentially having cytotoxic effects. For both

incubation conditions, serial dilutions were performed in addition to reducing the incubation

times by half; an overview of the conditions tested is shown in Table 3.1. A variety of artefacts

were observed for many of the conditions, either affecting cell morphology or showing

suboptimal staining of DNA (Fig. 3.8). For example, these included suboptimal staining of the

kinetoplast (Fig. 3.8B), the formation of a vacuole within the cell body (Fig. 3.8C), and

fluorescence localising to outside of the nucleus and kinetoplast, even within the flagellum

(Fig. 3.8D). From these results, it was observed that at a concentration of 0.63 µM, DCO was

capable of providing a typical DNA profile (condition 6 and 12 in Table 3.1) (Fig. 3.8E). In

contrast, a concentration of 1.25 µM DCO did not show two distinct peaks and resulted in a

positively skewed distribution similar to that seen for the other DNA dyes tested (Fig. 3.8F).

Concentrations of >1.25 µM were too bright for analysis by IFC and resulted in the

fluorescence saturating pixels of the ImageStream’s camera in > 2% of cells when using the

lowest laser power of 1 mW. As outlined in Section 2.2.5, an arbitrary cut off of 2% was set as

a threshold for acceptable levels of pixel saturation. As well as dye concentration, incubation

times were also seen to play a role in DCO staining (Table 3.1) – incubating the cells with DCO

at 27°C for 10 minutes resulted in only the nucleus and not the kinetoplast being visible in a

large proportion of cells. In contrast, an incubation of 30 minutes at RT resulted in sufficient

staining of both the nucleus and kinetoplast. Thus, a concentration of 0.63 µM with an

incubation time of 30 minutes at RT was selected for further testing.
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Table 3.1: Conditions of DCO staining tested during protocol optimisation

To optimise the staining protocol of DCO, the concentration of DCO, and the incubation tem-
perature and time were modified from the manufacturers recommended protocols (rows 1 and
7), and the morphology and DNA staining of the resulting cells was noted. Procedure result-
ing in aberrant cell morphologies (i.e. ruptured cells or cells seen with an enlarged vacuole)
or suboptimal DNA staining (i.e. faint kinetoplast staining, staining outside the the nucleus and
kinetoplast, or a DNA profile lacking two distinct peaks) were marked with “-“. In contrast, pro-
tocols maintaining a typical morphology or showing both clear nucleus and kinetoplast staining
and a typical DNA profile were marked with a “✓”. The row highlighted in bold and green in-
dicates the protocol selected for further analysis. A single replicate was carried out for each
condition.
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Figure 3.8: DCO causes artefacts when suboptimal staining protocols are used.
Different DCO staining protocols (as analysed by IFC) affected cell morphologies or showed
variation in DCO localisation. Example BF and DCO fluorescence images show cells where:
cell morphology was affected with cells seeming to expel a dark matter (A), the kinetoplast
stains faintly (B), cells form a vacuole (C) or DCO staining is non-specific, staining outside of he
nucleus and kinetoplast (D). White arrowheads highlight the issue in each image. Scale bars:
7 µm. Quantification of the fluorescence from cells stained with either 0.63 μM (E) or 1.25 μM
(F) of DCO resulted in typical and abnormal DNA profiles, respectively. ∼ 30,000 events were
recorded per replicate. A singe replicate was performed for each condition.

Once the experimental conditions were established for DCO staining, it was tested whether

staining live cells with DCO enabled the quantitation of DNA in a manner comparable to that of

PI. L. mexicana promastigotes were stained with either DCO or PI and analysed using IFC

according to Sections 2.2.3 and 2.2.5, respectively. Once acquired, the data were analysed

using FCS Express™ (as outlined in Section 2.2.7), with the raw data plotted as a histogram

and the modelled fit and cell cycle stages overlaid (Fig. 3.9A and B). From the modelled

distributions, the percentages of cells in G1, S and G2/M/C phases were calculated (Fig.

3.9C). On initial inspection, the fluorescence profiles between DCO and PI looked slightly

different with DCO having wider peaks for G1 and G2/M/C phases and with seemingly a

higher overlap between the three cell cycle stages, as compared with PI (Fig. 3.9A and B).
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However, when quantified with FCS Express™, the different staining methods were shown to

be highly comparable, with a maximum difference of 1.8% between PI and DCO stained

samples. A t-test confirmed that the differences between the cell cycle stage proportions, as

measured by DCO and PI, were non-significant (p-values of 0.94, 0.63 and 0.57 for G1, S and

G2/M/C phases, respectively), showing for the first time that DCO stains DNA quantitatively in

live L. mexicana promastigotes.

Figure 3.9: DCO staining provides similar cell cycle quantitation as PI staining.
L. mexicana promastigotes were either stained live with Vybrant™ DyeCycle™ Orange (DCO)
(A) or fixed with MeOH and stained with PI (B) according to Sections 2.2.3 and 2.2.1. The sam-
ples were analysed by IFC, for which the intensity of fluorescence was extracted from IDEAS®
and imported into FCS Express™. Cell cycle modelling was applied to measured DNA pro-
files (light grey) to extract the distributions of G1 (blue), S (pink) and G2/M/C (red) phases (n ≥
13,920 per condition, per replicate). (C) The percentage of cells in G1, S and G2/M/C phases
calculated from the fitted model for three replicates per DNA stain. The error bars show the
standard deviation between the three replicates with a t-test being performed for each cell cycle
stage, comparing the means between the different stains. ns = p > 0.05.

Thus far it has been shown that DCO staining is quantitative in live cells and can be analysed

using IFC and FCS Express™ to perform cell cycle analysis and extract the proportions of

cells in G1, S and G2/M/C phases. As mentioned previously, the novelty of IFC is that it

simultaneously provides spatial and morphological information alongside fluorescence

quantitation, and therefore can combine typical microscopy-based cell cycle analysis of

counting the numbers of DNA-containing organelles with high-throughput cytometry-based

DNA quantification. In order to confirm that DCO was a suitable DNA dye for organelle-based

cell cycle analysis, the localisation of DCO fluorescence (using the optimised staining

protocol) was analysed (Fig. 3.10). Both the nucleus and kinetoplast were clearly stained with

the dye exhibiting a preference for mitochondrial DNA since the kinetoplast stained more

brightly than the nucleus. By counting the numbers of nuclei, kinetoplasts and flagella per cell,

cells were classified into the different stages of the cell cycle. All arrangements of nuclei,
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kinetoplasts and flagella, which were previously identified by Wheeler et al. (2011) using

microscopy [125], were identified here via IFC-based analysis of DCO staining. This consisted

of cells with 1N1K1F, corresponding to cells in either G1 or S phases, 1N1K2F cells in either S

or G2 phases and 2N1K2F and 2N2K2F cells which were in mitosis or cytokinesis. Thus, DCO

staining was shown to stain the nucleus and kinetoplast clearly, enabling classification of cells

into the different stages of the cell cycle based on their number of organelles.

Figure 3.10: DCO staining enabled the classification of cells into their cell cycle stages.
L. mexicana stained with DCO were were analysed by IFC. From the corresponding BF and
fluorescence images, cells were manually classified based on their numbers of nuclei (N), kine-
toplasts (K), and flagella (F). White arrowheads identify examples of a nucleus, a kinetoplast
and two flagella. Scale bar: 7 µm.

3.2.4 Stability of DCO is time dependent

As previously described, maintaining the morphology of L. mexicana is essential for cell cycle

analysis and for guiding microfluidic chip design. It has also been demonstrated that DNA

dyes can have a wide range of effects, affecting both cell morphology (Fig. 3.7 and 3.8), cell

proliferation [282] and viability [283], [284]. Therefore, the reproducibility of the staining and

morphology of DCO-stained cells was assessed. Live L. mexicana were stained with DCO in

triplicate, with each replicate being analysed repeatedly every ∼ 7 minutes over the course of

46 minutes (Fig. 3.11). The ImageStream® uses a very small quantity of sample during data

acquisition, which is discarded post-analysis. Thus, there is no possibility of measuring the

same cells twice, reducing the likelihood of artefacts arising from this analysis. It was seen

that over time the intensity profile of DCO changes (Fig. 3.11A); the G2/M/C peak decreases

in fluorescence intensity while the G1 peak remains consistent. This specific decrease in

fluorescence in late cell cycle stages was unusual; photobleaching or dye degradation are the
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main causes of a decrease in fluorescence intensity; however, this typically occurs at the

same rate in all cells. After ∼ 21 minutes, it was seen that multicycle modelling was no longer

capable of distinguishing the G2/M/C peak from the S peak. Care was therefore taken to

analyse the cells within 20 minutes of completing their incubation with DCO. Within this time,

there were minimal impacts on the cell cycle profile (as determined by cell cycle modelling

using FCS Express™) in addition to staining with DCO having negligible effects on cell

morphology, with length and width measurements remaining comparable to unstained cells

(Fig. 3.11B). Similarly, morphology was maintained between replicates (Fig. 3.11C). Finally,

culturing cells in cell medium after incubation with DCO showed that the staining protocol had

no effect on cell viability (Fig 3.11D), validating DCO as a robust DNA dye for live cell cycle

analysis in L. mexicana.
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Figure 3.11: DCO staining was stable and robust for 20 minutes post-incubation.
(A) Three replicates of live L. mexicana C9T7 promastigotes were stained with DCO using
the optimised protocol and repeatedly analysed by IFC 10, 16, 21 28 36 and 46 minutes after
incubation. The fluorescence profiles were extracted, analysed with FCS Express’™ multicycle
feature, and the resulting distributions of the cell cycle stages were plotted. ∼ 30,000 events
were collected per replicate. (B) The length and the width features of the DCO-stained cells
were analysed at the time points up to 21 minutes post-incubation. An unstained sample was
washed, centrifuged, resuspended in PBS and analysed by IFC immediately as a control. A
single replicate of three is shown for each condition. (C) The length and width of DCO-stained
cells at the first time point (10 minutes post-incubation) for the three replicates were compared
to the unstained control. (D) Comparison of cell viability between cells stained with DCO then
washed vs unstained and washed L. mexicana C9T7 promastigotes. Following washing, cells
were resuspended in M199 medium at a density of 5 x 105 cells.ml-1 and cell densities were
calculated after 8 hours and subsequently 24-hour intervals. Error bars show the standard
deviation between three replicates.

3.2.5 Axenic amastigotes show different staining properties

The developed cell cycle staining protocol was also tested in its ability to stain axenic

amastigotes, as cell cycle analysis has not previously been performed on this life cycle stage

due to a variety of factors such as their small size making organelles difficult to identify, and

lack of cell cycle specific morphological features (i.e. minimal changes to cell size and no

visible flagella). Therefore, it was tested whether DCO staining and IFC analysis would

provide insight into the morphological changes of amastigotes throughout the cell cycle.

Unfortunately, incubation with DCO using the same protocol as optimised for promastigote
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cells did not seem to provide quantitative staining in amastigotes. Instead, a single peak of

fluorescence was seen in the DNA profile (Fig. 3.12A) and examination of the fluorescence

only showed staining of one DNA containing organelle. It was hypothesised that like in T.

brucei, the mammalian form of the parasite would instead stain with DCV [261]. For the

conditions tested neither DCO nor DCV provided quantitative staining in L. mexicana

amastigotes (Fig. 3.12B). Further optimisation of the protocols for DNA staining may be

required to achieved cell cycle analysis in these cells; however, this work was outside the

scope of this study and was therefore discontinued.

Figure 3.12: DCO was unsuitable for cell cycle analysis in axenic amastigotes.
DNA profiles of L. mexicana axenic amastigotes stained with DCO (A) or DCV (B), with corre-
sponding IFC images (left: BF images; right: fluorescence images) for each dye (n ≥ 27,664
per replicate). Scale bars: 7 µm.

3.3 Discussion and conclusions

Cell cycle analysis is an important area of analysis in Leishmania, in order to understand the

fundamentals of the parasite’s biology, determine the function of individual proteins, and for

potential targets for drug development studies. However, the tools currently available for

assessing Leishmania’s cell cycle are insufficient for providing an overview of the population

as a whole. Often, morphological aberrations from cell cycle-related studies are identified;

however, frequently, either no quantification is carried out or only a low number of cells are

examined [252], [253], [285], [286]. Alternatively, flow cytometry is carried out to quantify

changes in the proportions of large numbers of cells at each stage in the cell cycle; however,
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the lack of morphological information makes it difficult to, for example, identify the specific

point of cell cycle arrest [286]–[288]. In this Chapter, the first use of IFC to overcome these

limitations in L. mexicana is reported, offering a tool to provide both high-throughput

morphological and cell cycle information.

This technology was demonstrated to be particularly well suited for kinetoplastid research;

cells are analysed in suspension, which is analogous to their physiological state in culture as

opposed to being seeded onto a slide, and IFC is capable of analysing ∼ 1000 cells/s. The

lack of motion blur within the images enables live analysis of these highly motile cells without

the addition of chemicals or fixatives, and the application of masks for ROI identification and

morphological measurements decreases analysis times from hours to < 10 minutes (where

gating strategies have been previously defined). Furthermore, the batch analysis of data files

with the same gating strategy enabled multiple samples and conditions to be analysed in

parallel, increasing throughput while reducing processing times and user bias (e.g. instances

where a cell’s organelle classification is uncertain can be subject to operator inconsistencies).

Here, a protocol was developed in order to achieve cell cycle analysis in live L. mexicana.

The first step in developing this protocol was to find a DNA dye which maintained cell

morphology, clearly stained the nucleus and kinetoplast and provided quantitative staining.

Five dyes were selected for testing which have previously been reported to quantify DNA in

mammalian cells [289]–[293]; however, as was shown here, were not quantitative for L.

mexicana. The lack of dyes which stain DNA quantitatively in Leishmania has been hinted at

in that only PI has been used for this purpose, and only in fixed cells, but this not been

explicitly documented. I have demonstrated that in live L. mexicana, the suitability of DNA

dyes for cell cycle analysis are highly variable, both in terms of fluorescence localisation,

specificity of binding and ability to quantify DNA. Of the dyes tested here, only DCO was

shown to be quantitative in live promastigote cells providing highly comparable results to DNA

quantification with PI and clearly staining the nucleus and kinetoplast. For the first time, it has

been demonstrated that both morphological and quantitative cell cycle information could be

extracted from live cells in a high-throughput manner.

One of the considerations of the outlined protocol is that DCO was shown to be

quantitative for only 20 minutes post-incubation, and after this time, the fluorescence intensity

of the G2/M/C peak was shown to decrease. As the G1 peak did not decrease in

fluorescence, this suggests that the change in the G2/M/C DNA intensity was not due to
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photobleaching of the dye, as this would affect all cells. Instead, this suggested that the

change in fluorescence intensity was due to the cells themselves altering the levels of the dye

within the cell (i.e. exporting the dye) or the intensity of the fluorescence (i.e. degrading or

quenching the fluorescence or a reduced level of binding DNA). One possible explanation for

this is that the dye was actively transported out of the cells, which occurred faster in cells in

later cell cycle stages. In mammalian lymphoblast cells it has been reported that both Hoechst

and DCV were extruded from the through ATP binding cassette (ABC) transporter proteins

[294]. While the authors were unable to obtain a direct measurement, it was speculated that

DCV was extruded out of cells faster than Hoechst, and in a dose dependent manner.

Interestingly, this same class of transporter proteins are found in Leishmania and have been

similarly shown to transport antileishmanial drugs out of the cells leading to drug resistance

[295]–[297]. Life cycle dependent expression of these proteins has also been shown in

Leishmania, with cell cycle dependent expression not yet having been analysed [298]. It is

therefore possible that these ABC proteins are similarly responsible for the transport of DCO

out of the cells. If this hypothesis is correct, then the variability in activity and expression of

these transporters may also be an explanation for different DNA profiles seen for both different

dyes and different life cycle stages.

While the optimised DCO-staining protocol was suitable for staining live L. mexicana

promastigotes, the same was not the case for live L. mexicana axenic amastigotes. As was

demonstrated in this work, slight differences in the conditions of DCO staining resulted in very

different fluorescence presentations in the promastigote cells. It is highly possibly that,

similarly to T. brucei [261], differences in cell composition between different life cycle stages

affects the binding of dyes to DNA. For example, differences in the surface glycoconjugates

may affect permeabilisation of the dye across the cell membrane [299]. In order to achieve cell

cycle analysis of live amastigotes, the testing of various DNA dyes and optimisation of a

staining protocol, as carried out here for promastigotes, is likely needed.
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Chapter 4

Morphological analysis of the cell

cycle of Leishmania

80



Highlights

• IFC-based cell cycle analysis is improved through classifying cells using both their DNA

content and morphology.

• Tagging the spindle associated protein KINF with a fluorescent marker enabled

automatic identification of cells undergoing mitosis.

• Using the developed methods for high-throughput cell cycle analysis, the G2 phase of L.

mexicana’s cell cycle was quantified for the first time and deduced to last 38 minutes in a

12.4 hour cell cycle.
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4.1 Introduction

Morphological analysis is a key tool in kinetoplastid research due to these cells’ high

heterogeneity and their poor compatibility with traditional methods of analysis (such as single

cell sequencing and flow cytometric analysis of biomarkers). As Leishmania regulates its

molecular processes though post-translational modifications of proteins (as opposed to gene

transcription), most proteins are present at all cell or life cycle stages [300]. As such,

morphological assessment of these parasites remains a primary indicator of cell health,

differentiation status, protein function and cell cycle stage [125], [131], [235], [253], [301].

Analysing cell health through morphology is commonly used for assessing the toxicity of

potential drug treatments, with cytotoxic drugs causing aberrations in cell shape [302], [303].

Such work is often supplemented with the use of fluorescent dyes to show DNA damage, and

alterations in cell ultrastructure and membrane potential [304]–[307]. Along with the

promastigote’s location within the sandfly, morphological analysis is the gold standard for

classifying cells based on their life cycle stage due to a lack of distinct and widely accepted

biomarkers [97], [101], [102], [275], [301], [308]–[310].

The recent improvements and widespread accessibility of CRISPR in Leishmania has

enabled the functional analysis of individual proteins [236]. The knockout of genes often result

in phenotype changes which alludes to the function of the encoding protein. On the other

hand, the fusion of proteins with fluorescent tags provides information on their localisation

and/or translocation within a cell [131], [145], [233], [235], [311], [312]. A prime example of this

is the work done by Baker et al. who carried out a functional screen of protein kinases,

systematically tagging and knocking out 204 genes from L. mexicana’s genome [131]. For

each cell line successfully generated, the authors demonstrated fluorescence localisation to

one (or more) of 11 locations, such as the nucleus, the mitochondria, or the cytoplasm. A few

proteins were also described to have cell cycle dependent localisations such as PKAC1 which

localised to the nucleus early in the cell cycle, and the cytoplasm and flagellum in the later

stages. Finally, as discussed in Section 1.2, the shape of Leishmania is intrinsically linked to

its stage in the cell cycle with cells experiencing changes to their length and width throughout

this process.

Despite the wide range of applications requiring morphological analysis, there is a

paucity in tools available for morphological characterisation, relying predominantly on

82



microscopy. While it is indisputable that microscopy can provide information in a stunning

amount of depth and resolution, its labour intensive and low throughput nature limits the

number of cells that can be analysed and the types of studies which can be carried out. For

example, the morphology of cells with induced gene knockouts commonly results in

morphological changes [235], [313], [314], yet for high content studies such as that done by

Baker et al., minimal information was provided on the effect of the knockouts on the size or

shape of the resulting cell lines, presumably due to the lengthy times associated with carrying

out manual measurements. Another example where morphological assessment is often

lacking is cell cycle analysis, which sees cells progress through many morphological changes

at varying rates, resulting in large proportions of cells in G1 and S phases which obscure rarer

populations such as G2. Therefore, building on the work which was carried out in Chapter 3,

the aim here was to combine the developed DNA-quantification protocols with IFC-based

morphological analysis to improve cell cycle analysis.

While IFC has previously been used to analyse the morphology of many cell types, the vast

majority of work has been carried out on spherical cells, such as for analysing the prevalence

of fluorescent spots, the automatic classification of sub-populations of cells and for the

identification/characterisation of unreported cell types. Analysis of fluorescent spots has been

used in cytotoxicity assays for the identification of micronuclei [315]–[317], visualisation of

chromosomal defects with fluorescence in situ hybridization (FISH) assays [318]–[320], and

particle internalisation assays such as analysing the infection of phagocytes [321], [322]. On

the other hand, identification of sub-populations of cells often uses a combination of stains and

morphological features as physical biomarkers. McGrath et al. discussed the use of IFC for

identifying the maturation stage of haematopoietic cells based on the intensity of both BF and

fluorescence images and dye localisation [323]. Johnson describes previously unidentified

populations of platelets in cryopreserved samples [324], while various studies have used the

high-throughput nature of IFC to identify rare populations of cells such as circulating

endothelial cells or very small embryonic-like stem cells [325]–[327].

In contrast, the application IFC to analyse cell shape is less well documented. A study

using stallion sperm showed that there was a relationship between reactive oxygen species

production, and the prevalence of morphological defects. While this study analysed identified

populations of cells by their morphology, the analysis was carried out manually with only 900
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cells being analysed in total for 5 different stallions [328]. The morphology of the

apicomplexan parasite Eimeria tenella was analysed under different incubation temperatures,

having an increased aspect ratio at higher temperatures [329]. Aspect ratio has also been

shown to be an identifier of pseudopod formation [330]. Classification of algae and

phytoplankton has been attempted based on their morphologies to various degrees of

success; however, such studies have proved to be difficult due to the high number of species

and the heterogeneity associated with these organisms [331]–[333]. In such scenarios,

machine learning and/or AI has been employed to assist with the automatic classification of

cells based on their corresponding images. However, this often leads to issues, such as

requiring training the model on known cell types, or having low levels of certainty during

classification [334]. The differentiation of Leishmania donovanii has been tracked over time,

analysing cells based on their symmetry vs their aspect ratio for classification into “round”,

“oval” and “elongated”. Finally, the most relevant to this thesis is the work done in yeast. Here,

the authors use cell morphology and DNA staining (using SYTOX) to identify different cells in

G1, S and G2/M. They further demonstrate that by knocking out or overexpressing nap1 the

proportions of cells in G2/M were altered, along with the proportions of budding yeast [269].

In this chapter, the morphology of live L. mexicana with different DNA content was assessed

using IFC to understand the relationship between the parasite’s shape and its stage in the cell

cycle. It was demonstrated that by combining morphological analysis and DNA content that a

higher level of resolution can be achieved than either by flow cytometry or microscopy alone,

in a high-throughput manner. This understanding of morphology was then applied to cells

expression a fluorescent tag on the spindle-associated kinase KINF, which enabled, for the

first time, the quantification of the elusive G2 phase of the cell cycle in L. mexicana cells.

4.2 Results and discussion

4.2.1 There is high overlap in morphological parameters between populations

classified using DNA content alone

Once a suitable protocol had been developed for the quantitative staining of DNA (Section

3.2.3), it was used to identify each individual cells’ stage in the cell cycle. As previously

mentioned (Section 3.1), there are traditionally two ways in which this is achieved: by counting
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the number of nuclei and kinetoplasts; and through DNA quantification to identify 2C, Int. and

4C populations. As the ImageStream® uses both images and DNA quantification, it has the

potential to classify cells using both methods, providing a higher level of resolution than either

method in isolation. Initially, an attempt was made to mask nuclei and kinetoplasts to

automate the counting of these organelles. While masks could be made to separately identify

nuclei and kinetoplasts (Fig. 4.1A), they were not robust enough to provide accurate

quantification on the number of organelles (Fig. 4.1B). The primary complications were the

heterogeneity in presentation of the DCO fluorescence (differences in the brightness of nuclei

due to e.g. differences in focus) and cell orientation; during ImageSteam analysis cells

occasionally rotated and aligned in such a manner that their nuclei and kinetoplast

overlapped. The resulting variation in the images resulted in inconsistent masking, for

example, a mask was developed to identify just the kinetoplast; however, in a proportion of

cells it identified both the nucleus and the kinetoplast (Fig. 4.1A and B).

While accurate quantification of the dots was difficult, the application of masks on the

DNA was still able to provide insight into the dynamics of the cell cycle. It has previously been

shown that the distance between the nucleus and the kinetoplast is linked to a cells stage in

the cell cycle, with a higher distance being seen for longer cells [125]. The “delta centroid XY”

feature calculates the centre position of two separate masks. Thus, here, the delta centroid

XY feature was used to calculate the distance between the nucleus and the kinetoplast mask

(Fig. 4.1C). In a situation where there are two nuclei in one cell, the average location between

the two nuclei is taken. In agreement with the literature, a positive correlation was seen

between the length of cells and the distance between their nucleus and kinetoplast; however,

instead of analysing only 980 cells [125], here, 13,920 cells were analysed.

As masking on DNA proved to be unsuitable for automated cell cycle classification, instead,

manual gates were drawn on the DCO intensity profiles to identify 2C, Int. and 4C peaks (Fig.

4.2A). The percentage of cells in each of these gates was plotted in figure 4.2B. However,

gating on the DNA fluorescence intensity alone is known to be inadequate for cell cycle

classification in that it does not account for the overlap seen between the stages [335]. Thus,

it was hypothesised that cell morphology, instead of nucleus and kinetoplast analysis, may

provide a means to further improve classification from the knowledge that the length and the

width of cells change in a predictable manner during the course of the cell cycle. To take

advantage of the ImageStream’s capabilities, thirteen different morphological parameters were
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Figure 4.1: Masks were unable to robustly distinguish the nuclei and kinetoplasts.
DCO-stained mid-log L. mexicana C9T7 cells were acquired by IFC and analysed in IDEAS™.
Brightfield images are shown with their corresponding DCO fluorescence. Two masks are dis-
played, developed to identify either nuclei (N; black arrowheads with white outlines) or kineto-
plasts (K; yellow arrowheads). Example images are shown where the mask accurately (A) or
incorrectly (B) identifies the organelles of interest. The first row in (B) have a N mask which
includes the kinetoplast. The second row shows a cell where both the N and K is identified as
K, as well as the N and the K being identified by the K mask. The mask in the final row identi-
fies both the N and K as N. White arrowheads indicate incorrect masking. (C) Using the delta
centroid XY feature, the centre point of both the N and the K mask was identified (the centre
point between two masks was calculated if the cell had e.g. two N) and the distance between
the two centre points was measured. This was plotted as a function of cell length. Example
images of cells with different organelle distances are shown on the right, and the region of the
dot plot where they are located is marked with black circles.

calculated for each gated population. Details of how the parameters were calculated can be

found in Section 2.2.5. Receiver operating characteristic (ROC) curves (Fig. 4.2C-E) were

used to assess how well a particular parameter was able to distinguish an individual cell cycle

stage – the further away the parameter from the central dotted line, the higher the correlation

between that parameter and the defined cell cycle stage. Note that area and diameter

measurements are so similar in their calculation that their curves overlap completely,

appearing as only the diameter line. The ability of a parameter to identify a cell cycle stage

was then quantified by calculating the area under the curve (AUC). From the ROC curves and

the AUC values, it can be seen that all parameters varied in their ability to distinguish different

86



cell cycle stages (Fig. 4.2C-F). For cells with 2C DNA content, area and diameter seem to be

the best identifying features (AUC values of 0.23); for Int. DNA content cells area, diameter,

height, and length all have AUC values of 0.68; while the width has the highest potential for

distinguishing 4C DNA content cells from the other cell cycle stages, with an AUC of 0.74.

However, the AUC values with the highest deviation from 0.5 were 0.23, 0.68 and 0.74 for 2C,

Int. and 4C DNA content cells, respectively, indicating still a relatively high overlap in

morphologies between all cell cycle stages.
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Figure 4.2: When using manual gating alone, the cell cycle stages are morphologically
similar.
(A) Manual gating was carried out on the DNA profile acquired by IFC analysis of DCO-stained
mid-log L. mexicana C9T7 cells. Gating identified the 2C, Int. and 4C peaks from the DNA
profile, with (B) showing the percentage of cells in each gate. The error bars show the stan-
dard error across three replicates. (C-E) Receiver operating characteristic (ROC) curves of 13
morphological parameters were plotted for 2C-, Int.- and 4C-gated populations. For each pa-
rameter, the true positive rate (TPR) was defined as the probability that a cell, at a particular
measurement, would be in the defined population (i.e. the 2C gated population). The false
positive rate (FPR) was thus the probability that a cell, at a particular measurement, would in
a different population (i.e. the rest). The dashed grey lines indicate a curve where there is no
distinction in morphology between the defined cell cycle stage and the other cell cycle stages.
(F) A heatmap of the area under the curve (AUC) values as calculated from the ROC curves for
each cell cycle stage, for each morphological parameter. A value close to 0.5 (white) demon-
strates parameters with a high overlap in the measured distributions between the defined cell
cycle stage and the rest. In contrast, a value closer to 1 (black) or 0 (peach) identify parameters
with a high deviation in distribution between the defined cell cycle stage and the rest, where the
defined cell cycle stage measures higher or lower than the rest of the cells, respectively (n =
13,920)
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4.2.2 Cell cycle analysis is improved when including morphological measure-

ments

When looking at the distribution of the individual morphological parameters, it was noted that

elongatedness, length and perimeter showed a bimodal distribution for the 4C-gated

population (Fig. 4.3A-C). Interestingly, for all three plotted parameters, the second peak of this

distribution overlaps with the peak of the Int.-gated cells. As length has previously been shown

to be related to cell cycle stage [125], this parameter was selected for further analysis. Visual

inspection of cells within peak 2 (Fig. 4.3D) showed that longer 4C-gated cells had a

morphology associated with that of S phase (elongated cells with 1N1K1F), consistent with

cells in the Int. gate. In contrast, the majority (∼ 80%) of the shorter 4C DNA content cells

(peak 1, Fig. 4.3D) were in mitosis (2N1K1F) and cytokinesis (2N2K2F). From these data and

visual inspection of the cells, a threshold of 10 μm was defined to separate the 4C-gated

population into short (≤ 10 μm) M/C cells and long (> 10 μm) S phase cells. At this stage, it

was difficult to determine which population(s) contained G2 cells, as in L. mexicana this stage

had yet to be precisely defined with its presence still mainly being inferred from studies in

other organisms [125], [133], [162], [336], [337]. The classification of G2 is discussed later in

Section 4.2.6. The resulting M/C population accounted for 9.6% of the population, in line with

results previously obtained via microscopy [125]. The same 10 μm threshold was also applied

to the Int. population (Fig. 4.3E). As S phase cells are known to be the longest cells, and in

view of overlap between cells in the Int. gates and both the 2C and 4C gates, it was postulated

that the short Int. gated cells in reality corresponded to cells in G1 and M/C cells. As

previously described (Section 4.2.2), a higher width measurement is indicative of M/C cells

and thus gating on the width was used to differentiate the narrow (< 4 μm) G1 cells from the

wide (≥ 4 μm) M/C, which was confirmed by visual inspection of cells (Fig. 4.3F).

While no means could be used to differentiate S phase cells from similarly long G1 cells

in the 2C gate, length and width measurements proved to be highly useful parameters for

resolving the overlap between cell cycle stages caused by manual gating. This was

particularly beneficial for differentiating M/C cells from S phase cells within the 4C gate.
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Figure 4.3: Morphology increases the resolution of cell cycle analysis.
Elongatedness (A), length (B) and perimeter (C) measurements were calculated for the 2C-, Int.-
and 4C-gated populations. The red arrowheads indicate the two peaks within the 4C population
that were identified for further analysis. (D-E) The 4C and Int. populations were gated on their
length – short (≤ 10 μm in length) 4C cells were classified as M/C cells (solid red line gate),
and both the long (> 10 μm in length) 4C cells and long Int. cells were classified as S phase
(pink dashed line gate). (F) The remaining short Int. population (orange dotted and dashed line
gate) was further divided based on their width, with narrow (< 4 μm) cells being classified as
G1 (dotted blue line gate) and the wide (≥ 4 μm) cells as M/C (textitn = 13,920) .

4.2.3 Morphology is an indicator of cell cycle stage

The outlined gating strategy was hence used to classify cells into G1 (53.6%), S/G2 (36.8%)

and G2/M/C (9.6%) phases (Fig. 4.4A and B). There is still inherent overlap between the cell

cycle stages; however, compared with the distributions seen when cell cycle modelling is

applied (Fig. 3.6A), the method of analysis outlined here achieved individual cell cycle
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classification in a biologically relevant manner. By taking into consideration the morphology of

cells for cell cycle classification, a truer representation of the biological variation was achieved,

emphasising that intensity alone is indeed insufficient for the classification of individual cells.

From the resulting populations, the thirteen morphological parameters previously reported

(Fig. 4.2) were reassessed for their ability to act as an indicator of cell cycle stage, and thus as

the basis for inertial microfluidic sorting. From the ROC curves in figure 4.4C-E, it can be seen

that various morphological parameters are further away from the centreline, indicating a high

correlation between that parameter and the defined cell cycle stage. While the G1 population

did not see much change (the highest deviation in AUC from 0.5 remained the area and

diameter measurements at 0.23), due to the low numbers of cells reclassified from the Int.

population into the G1 gate, S and M/C cells increased in their maximum AUC from 0.68 to

0.91 area/diameter and 0.74 to 0.95 respectively (Fig. 4.4F). M/C cells are of particular

interest in this study; this is a highly dynamic stage of the cell cycle where cells separate their

replicated organelles, alluding to highly specific temporal and spatial control mechanisms

which are yet to be defined. For these cells, aspect ratio, circularity, elongatedness and width

(AUC values of 0.94, 0.95, 0.07 and 0.9, respectively) all gave AUC values with a difference of

≥ 0.4 from 0.5, suggesting distinct morphological parameters potentially exploitable for inertial

microfluidic-based sorting (Fig. 4.4G-I). In addition to having an AUC geq 0.9, the width and

aspect ratio measurements show good separation of of M/C phase cells (compared to G1 and

S phase cells) when looking at the morphological distributions (Fig. 4.4H and I). Thus, width

and aspect ratio were selected for further analysis, as outlined in Section 4.2.7.

Here, a robust method of cell cycle analysis is provided, giving biologically relevant cell

cycle classification in a high-throughput and automated manner, in line with traditional

methods of analysis. Additionally, this was taken a step further and improved analysis for the

later stages in the cell cycle by defining G2 in L. mexicana.
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Figure 4.4: Morphology as an indicator of cell cycle stage.
(A) DCO intensity profile showing cell cycle stage classification based on gating for both DCO
intensity, cell length and cell width. (B) The percentages of cells in each of the cell cycle stages
when classified based on DCO, and cell length and width. The error bars show the standard
error across three replicates. (C-E) Receiver operating characteristic (ROC) curves of 13 mor-
phological parameters for the populations identified in the 2C, Int. and 4C gates. For each
parameter, the true positive rate (TPR) was defined as the probability that a cell, at a particular
measurement, would be at the defined cell cycle stage. The false positive rate (FPR) was thus
the probability that a cell, at a particular measurement, would be classified as a different cell
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cycle stage (i.e. the rest). The dashed grey line indicates the ROC curve where no correlation
between cell cycle stage and morphology is seen. (F) A heat map of the area under the curve
(AUC) values as calculated from the ROC curves for each cell cycle stage. A value close to
0.5 (white) shows a high overlap in the measured distributions between the defined cell cycle
stage and the rest, while a value closer to 1 (black) or 0 (peach) identify parameters where the
defined cell cycle stage measures higher or lower than the rest of the cells, respectively. The
aspect ratio (G), circularity (H) and width (I) of the classified G1, S/G2 and G2/M/C populations
were plotted as density plots (n = 13,920).

4.2.4 mNG:KINF-based cell cycle analysis in L. mexicana

As previously mentioned, G2 is an elusive stage in the cell cycle of Leishmania spp., owing to

its rapid nature and paucity of defining features. However, its position between S and M

phases serves as a tool for identification, as achieved by da Silva in L. amazonensis [337]. In

this work, da Silva used BrdU, EdU and DAPI staining to identify cells both at the end of DNA

replication and at the end of mitosis. By subtracting the known timings of mitosis (0.59 hours),

the duration of G2 was deduced (0.09 units of the cell cycle). In contrast, here the emergence

of a second flagellum was used to mark the end of S phase and the formation of a spindle as

the beginning of mitosis [125], [126], [337]. This resulted in three criterion which had to be

fulfilled for G2 identification: have one nucleus; the presence of a second flagellum; and no

spindle. Therefore, in order to identify cells in G2, the spindle first had to be identified. This

was achieved by CRISPR-based tagging of KINF, a known spindle-associated marker in L.

mexicana [244], [338]. The fluorescent marker mNeonGreen (mNG) was inserted upstream of

the KINF gene to provide stable fluorescence expression in live cells (Fig. 4.5). The

generation of the mNG:KINF cell line and its corresponding growth curves were performed by

Sulochana Omwenga, details of which can be found in Section 2.1.2. From the growth curves

of the parental C9T7 and mNG:KINF cell lines (Fig. 4.5B), it can be seen that both populations

have a fairly comparable growth profile; the densities increase to around 2 x 107 cells.ml-1 over

the first 48 hours and where they plateau for the next 48 hours. However, it is also seen that in

the first 24 hours, the mNG:KINF cells grow faster than the C9T7 cells (with doubling times of

7.1 h and 11.5 h, respectively, as calculated using Equation 2.2). At this stages, the mNG:KINF

cells having a highly comparable doubling time to what has been reported in the literature

[125]. While this was the case, the time period between 24 and 48 hours was selected for

calculating the doubling time as this is where the parental line grows the fastest, resulting in

doubling times of 8.5 h and 12.4 h for the parental C9T7 and mNG:KINF cells, respectively. In
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order to confirm that the differences in growth rates did not affect cell cycle progression, the

proportions of cells in each of the different cell cycle stages was compared between the

parental C9T7 and mNG:KINF cell lines using DCO staining. More information regarding the

staining of the mNG:KINF cells with DCO is given in Section 4.2.6. If the mNG:KINF tag

affected cell cycle progression, then this would be reflected in the relative proportions of cells

in each of the cell cycle stages. For example, if the synthesis of DNA was affected, then this

may prevent cells from progressing to G2/M/C phases and would thus result in an increase in

the proportion of cells in S phase, and a decrease of cells in G2/M/C. From figure 4.5C it can

be seen that while there is a fairly high amount of variations between replicates (potentially

due to slight differences in the quantity of DCO added to each sample), the proportions of cells

in each of the peaks are comparable between the parental C9T7 cells and the mNG:KINF line,

suggesting that the mNG:KINF tag has minimal effects on cell cycle progression.
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Figure 4.5: Generation and growth of the mNG:KINF cell line.
(A) Diagram representing the insertion of the mNG gene into the genome of the L. mexicana
C9T7 cell line. The DNA sequence between the forward (1) and reverse (2) primers (details
of which can be found in Section 2.1.1) was amplified during the PCR reaction of the donor
DNA. This contained a gene for conferring blasticidin resistance (BlastR), an untranslated re-
gion (UTR) and a gene for encoding the mNG fusion protein. During transfection, the amplified
single guide RNA (sgRNA) directed the Cas9 complex to create a double stranded break into
the genome of L. mexicana C9T7 cells upstream (5’) of the KINF gene. Cells that successfully
integrated into the donor DNA at the location of the double stranded DNA break were sub-
sequently blasticidin resistant, and expressed mNG:KINF. Image adapted from Beneke et al.
(2017). (B) The growth of a single clone of the subsequent L. mexicana C9T7:mNG:KINF cell
line (green dashed line) was compared to that of the parental C9T7 cell line (black solid line).
Three flasks were prepared for each cell line and their corresponding densities were calculated
every 24 hours and plotted as a growth curve. The error bars show the standard error for three
replicates. (C) Both the parental C9T7 cells and the mNG:KINF cells were stained with DCO,
analysed by IFC, and the DNA profiles manually gated to identify the percentages of cells in the
2C, Int. and 4C peaks. The error bars show the standard error for three replicates (n ≥ 8,624).

In order to use mNG:KINF as a proxy for the spindle, Omwenga first confirmed by

immunofluorescence analysis (IFA) that mNG:KINF co-localised with the spindle (Fig. 4.6).

Similarly to the work done by Ambit et al., the β-tubulin antibody KMX was used as a positive

control to stain the spindle during mitosis, while an anti-mNG antibody was used for mNG:KINF
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identification. The parental C9T7 cell line was used as a control for background staining (Fig.

4.6A); staining with KMX and anti-mNG antibodies resulted in diffuse staining throughout the

cytoplasm/cytoskeleton. As KMX stains β-tubulin (which is found soluble in the cytoplasm and

comprises the cytoskeleton as well as the spindle), staining can be seen in all images.

Similarly to the literature [244], mNG:KINF expression was seen in cells in cell cycle stages

outwith just mitosis, with a single spot of fluorescence localisation being seen in early G1, late

S and G2 phases (Fig, 4.6B, E and F, respectively). This focus of mNG:KINF expression in the

nucleus was seemingly lost in cells later in G1 and/or S phases. The initial formation of the

spindle can be seen in figure 4.6G, as identified via KMX staining in a cell with 1N1K2F. In

cells further through mitosis with 2K, the spindle had an elongated shape, spanning the

dividing nucleus (Fig. 4.6H). In all cells with elongated KMX staining, an elongated focus of

mNG:KINF was also seen. During cytokinesis in cells with a 2N2K configuration (Fig. 4.6I),

KMX staining of the spindle was no longer visible and instead an invaginating furrow can be

seen cleaving the cell in two. In contrast, the mNG:KINF fluorescence was still clearly visible

in these cells undergoing cytokinesis, localising to both daughter nuclei (Fig. 4.6I).

From these data, it was confirmed that mNG:KINF localised to, and thus acted as a proxy

for, spindle identification. Additionally, four different presentations of mNG:KINF expression

were deduced: no mNG:KINF fluorescence (mNG-), one single circular focus (1CF), an

elongated focus corresponding to the spindle and two circular foci (2CF). The identification of

the spindle in this way this acts as a marker for mitosis, with mNG:KINF foci localising to the

nucleus at various points in the cell cycle.
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Figure 4.6: mNG:KINF co-localises with the spindle .
IFA of MeOH-fixed L. mexicana promastigote C9T7 cells (A) and C9T7 mNG:KINF cells (B-I)
Panels from left to right: brightfield images; DNA stained with DAPI; β-tubulin stained with KMX;
mNG:KINF stained with anti-mNG and a composite fluorescence image. The mNG:KINF cells
were classified into their cell cycle stage as defined by their number of nuclei (N), kinetoplasts
(K) flagella (F) (identified with white arrowheads) and mNG:KINF presentation (mNG:KINF pos-
itive; mNG+, no mNG:KINF fluorescence; mNG-, and the presence of a spindle). Spindles, as
identified via KMX staining (dashed white boxes), have been enlarged in G and H (solid white
box), with the ends of the spindle being marked with *. The green arrowheads show the locali-
sation of mNG:KINF. Scale bar: 5 μm.
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Generally, fluorescent proteins with a cell-cycle dependent expression are time consuming to

analyse. With microscopy, hundreds if not thousands of cells have to be scored based on their

fluorescence to identify the cells of interest. In flow cytometry analysing heterogenous

fluorescence is unachievable as there is no spatial information to distinguish the different

types of presentation. In contrast, this same cell cycle-dependent presentation can be taken

advantage of using IFC; automatic classification of cell types based on fluorescence

localisation reduces the need for additional markers of cell cycle stage. Thus, using

mNG:KINF and morphological information, automatic classification of cells into early G1, late

G1/S, late S, mitosis and cytokinesis was achieved, which subsequently enabled the manual

identification and quantification of G2 cells.

Live mNG:KINF promastigotes were analysed with IFC (Fig. 4.7A). From the images the

contrast with IFA is apparent, with cells having clear nuclear localisation without background

fluorescence and cell morphology remaining intact. Manual inspection of the mNG:KINF

fluorescent images confirmed the presence of all four previously identified cell

cycle-dependent expressions. A mask was subsequently developed to identify the mNG:KINF

fluorescence, capable of distinguishing all four localisation patterns (see Section 2.2.5 for

details). This mask was much more robust than masking on DNA staining due to the

homogeneity of fluorescence in a single image, as opposed to differentiating the nucleus and

kinetoplast based on intensity of fluorescence. Prior to cell classification being carried out,

analysis of cell morphology of the C9T7 mNG:KINF cell line revealed that the tagging of KINF

had not affected morphology, as compared to the parental control, suggesting that the

previously identified morphological thresholds (thresholds of 10 μm on length and 4 μm on

width) indicative of cell cycle stage were still applicable (Fig. 4.7B).
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Figure 4.7: ImageStream® based validation of mNG:KINF presentation.
(A) Example ImageStream® images of the C9T7 mNG:KINF cell line, showing the four different
presentations of fluorescence: no mNG:KINF fluorescence (mNG-), one circular focus (1CF),
an elongated focus (spindle), and two circular foci (2CF). The panels from left to right show the
BF image, mNG:KINF expression, mNG:KINF expression with the applied mNG:KINFmask and
composite images overlaying the BF and mNG:KINF images. (B) Length and width measure-
ments of mid-log cultures of L. mexicana C9T7:mNG:KINF cells were taken in triplicate (1-3),
and compared to the dimensions of a control population of the parental L. mexicana C9T7 cells
(n ≤14,245). The length and width measurements were analysed by IFC, and the data was
smoothed and plotted in R (see Section 2.2.5 for details). Scale bar: 7 μm.

4.2.5 Cell cycle classification using mNG:KINF and morphology

Using the mNG:KINF fluorescence mask, a gating strategy was developed to automatically

classify the C9T7 mNG:KINF cells into the predefined expression patters of no mNG:KINF,

1CF, spindle, and 2CF. A schematic outlining the classification system is shown in figure 4.8A

– initial preprocessing of the data was carried out as described in Section 2.2.5. From the

“processed” population, a threshold on fluorescence intensity was set using parental C9T7 to

identify mNG:KINF positive cells vs cells with no mNG:KINF fluorescence. From the

mNG:KINF expressing cells, the spot count function was applied to identify cells with two

mNG:KINF masks (the 2CF population) or one mask (one focus). Cells with one focus were

further gated on their aspect ratio intensity (ARI). This measures the difference in intensity

between the mask’s major and minor axis, with elongated signals having a lower ARI; after
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visual inspection, cells with an ARI < 0.62 were classed as having a spindle. Values above this

were considered as having 1CF. The distribution of these four populations can be seen in

figure 4.8B. Each of these populations were further classified by morphology using the

thresholds previously identified in Section 4.2.2. Each cell was assigned one of four

morphological categories – short and narrow (SN), short and wide (SW), long and narrow

(LN), and long and wide (LW), with short being ≤ 10 μm, long as > 10 μm, narrow being < 4

μm and wide being ≥ 4 μm. Each population was visually inspected and with mNG:KINF

tagging acting as a proxy for nuclear staining and spindle formation and was assigned a cell

cycle stage (Fig. 4.8C). All populations were classified into a single cell cycle stage with the

exception of the four populations: no mNG:KINF SW, 2CF SN, 2CF LN and 2CF LW. The

largest of these was no mNG:KINF SW at 5.9% of the total population, consisting of a mixture

of cells in early G1, mitosis, post-mitotic cells, debris and aberrant/dead cells. The 2CF SN

and 2CF LN populations possessed a small extra-nuclear dot of mNG:KINF fluorescence in

the region of the kinetoplast while 2CF LW images predominantly contained two cells which

were masked incorrectly. These four populations were subsequently removed from analysis.
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Figure 4.8: ImageStream® based classification of mNG:KINF presentation.
(A) Flow diagram of cell classification based on the four patterns of mNG:KINF expression, as
analysed by IFC. The standardised and KINF gating strategies outlined in Section 2.2.5 were
applied to the data files. From the mNG:KINF “processed” population, cells were classified
based on their mNG:KINF expression. The populations were first gated based on their inten-
sity of mNG:KINF fluorescence into having no mNG:KINF (mNG-) or expressing mNG:KINF
(mNG+). The number of fluorescent spots of the mNG population was analysed using the spot
count feature, identifying cells with one focus of mNG:KINF fluorescence or two (2CF). Finally,
the aspect ratio intensity (ARI) of the fluorescence focus was analysed in cells with one focus,
with cells with an ARI ≥ 0.62 being classified as having one circular focus (1CF), and cells with
an ARI < 0.62 being noted as having an elongated focus or a spindle. Dark outlined boxes (grey
and green) represent the four classifications of the mNG:KINF cells. (B) The percentage of cells
in each of the four resulting populations was calculated (n ≥ 14,245 per replicate). Error bars
show the standard error across three replicates. (C) The four populations of cells classified
based on their mNG:KINF expression were each gated based on their length and width into
short (S; ≤ 10 μm in length) or long (L; > 10 μm in length) and narrow (N; < 4 μm in width) or
wide (W; ≥ 4 μm in width).
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Left: an example of this classification is given using cells with 1CF. The four populations were
identified in IDEAs. Middle: corresponding brightfield and mNG:KINF fluorescence images are
given for each morphological category. From the resulting populations, cells were classified into
the different cell cycle stages based on their mNG:KINF fluorescence and their morphology. G2
cells were manually identified as outlined in Section 2.2.5 as having two flagella and 1CF of
mNG:KINF fluorescence. Right: the percentage of cells classified into each cell cycle stage are
given for 1CF cells (n ≥ 2,492 per replicate). Error bars show the standard error across three
replicates.

4.2.6 Defining G2 in L. mexicana

Once all the L. mexicana C9T7:mNG:KINF cells had been classified, an attempt was made to

identify the G2 population, consisting of cells with 1CF expression (i.e. no spindle) and the

presence of a second flagellum. Firstly, the 1CF SW population was analysed; due to a lack of

a spindle and only 1CF of fluorescence, these cells had not yet progressed to mitosis or

cytokinesis. As previously shown in figure 4.3, a SW morphology was indicative of cells later

in the cell cycle with a 4C DNA content, thus it was hypothesised that the 1CF SW cells were

in G2. On visual inspection of this population, the majority (average of 79.9%) of the 1CF SW

population had two flagella, confirming that they were indeed G2 cells. In addition, a small

proportion of 1CF SW cells were either in early G1 (average of 11.7%; SW but one flagellum)

or cytokinesis (average of 8.4%; displaying 2CF but which had been misclassified due to

incorrect masking) (Fig. 4.9A). These early G1 and 2CF cells were manually identified within

the 1CF SW population and reclassified accordingly, with the remaining 1CF SW cells with two

flagella being classified as G2. G2 cells were also manually identified from the 1CF SN, LN

and LW populations as having 1CF and two flagella, indicating that G2 cells accounted for

3.9% of the total population. As expected, G2 cells spanned a range of morphologies (Fig.

4.9B) but were predominantly (74.5%) short and wide, suggesting that G2 cells would be

included in a sorted population with a threshold of ≥ 4 μm. Furthermore, these results

indicated that the G2 cells were associated with both the S and M/C populations during

DCO-based cell cycle analysis.
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Figure 4.9: Identification of G2 cells.
A) Example IFC images of cells within the short and wide (SW) population with one circular
focus (1CF) of mNG:KINF fluorescence. While the majority of these cells demonstrated 1CF
and had two flagella (classed as G2 cells), this population also contained a subset of SW cells
with incorrect masking of the mNG:KINF fluorescence, with only one focus being masked, as
well as a population of SW 1CF cells with one flagella (early G1). The white arrowhead indicates
the mNG:KINF focus which has failed to be identified by the mask. Scale bar: 7 μm. (B) The
percentage of G2 cells classified as short (S; ≤ 10 μm in length) or long (L; > 10 μm in length)
and narrow (N; < 4 μm in width) or wide (W; ≥ 4 μm in width) was plotted, with the error bars
showing the standard error across three replicates (n ≥ 455).

The resulting cell cycle classification gave detailed information about the later stages of the

cell cycle; however, this method of classification resulted in poor segregation of cells in G1 and

S phases; both of these cell types presented as > 10 μm in length, have no mNG:KINF

fluorescence and one flagellum, with no visibly distinguishing characteristics. Here, this

population accounted for ∼ 55% of cells. Therefore the DCO-based method of cell cycle

analysis outlined earlier in this chapter was applied to the mNG:KINF cell line to better

determine the proportions of cells in G1 and S phases. As the ImageStream® is capable of

analysing both orange and green fluorescent tags, an attempt was made to simultaneously

analyse the DCO staining and the mNG:KINF fluorescence. However, both fluorescent

markers required excitation with the 488 nm laser with incompatible laser powers. The

mNG:KINF fusion protein required a high laser power at 120 mW while DCO only required 3

mW. An attempt was made to tag KINF with mCherry which would instead use the 561 nm

laser, thereby avoiding this issue; however, the mCherry tag displayed low fluorescence

emission and thus was poorly detected by the ImageStream. Therefore, using the 488 nm

laser at 3 mW, DCO staining was analysed in the mNG:KINF cell line in isolation. Omwenga

prepared and analysed the samples on the ImageStream, while I carried out all of the data
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analysis. Firstly, the mNG:KINF cells were shown to have a similarly low level of fluorescence

to unstained parental C9T7 cells, with a raw max pixel close to 0 (Fig. 4.10A and B). DCO

staining of the mNG:KINF cells on the other hand averaged a raw max pixel value of ∼ 1,000

(Fig. 4.10C). Thus, the illumination of mNG:KINF cells with a laser power of 3 mW had

minimal effects on the intensity of DCO fluorescence. The DCO-stained mNG:KINF cells were

subsequently classified based on their DNA staining and morphology into populations of G1,

S/G2 and G2/M/C (as outlined in figure 4.3), comprising 49.3, 39.8 and 10.9% of cells,

respectively (Fig. 4.10D). Subsequently, by knowing the total percentage of mNG:KINF cells

in G1 from the DCO-based cell cycle analysis (49.3%) and subtracting the number of known

G1 cells from mNG:KINF tagging (1.8% of 1CF SN very early G1 cells and 18.1% SN no mNG

early G1), 29.4% of the long no mNG:KINF cells were calculated to be in G1, while 25.6%

were in S phase.
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Figure 4.10: DCO-based analysis of the mNG:KINF cell line.
The fluorescence intensity of unstained control parental C9T7 cells (A) and the mNG:KINF cell
line (B) was analysed using IFC with a 488 nm laser at a power of 3 mW as measured in channel
3. The raw max pixel was plotted; this measures the fluorescence intensity of the pixel with the
highest value in each image. The fluorescence intensity of DCO-stained mNG:KINF cells were
analysed for their fluorescence intensity by IFC using a 488 nm laser at 3 mW (C) and the
percentage of cells in each of the cell cycle stages was determined based on gating on both
their DCO intensity and their morphology (D). The error bars give the standard error of three
replicates (n ≥ 9,261).

From the resulting proportions of the cell cycle stages, as defined by mNG:KINF tagging and

morphology, the timings of each stage were calculated using the equation outlined by Wheeler

et al. [125] (Equation 2.3) and are presented in Table 4.1. From a 12 hour and 24 minute

doubling time, G1 takes ∼ 5 hours (0.40 u) and S takes ∼ 5 hours and 30 minutes (0.45 u).

Within that time, mNG:KINF expression is seen to be lost at around 10 minutes into the cell

cycle and re-expressed after 10 h and 25 mins. G2 lasts ∼ 40 minutes (0.05 u), mitosis an

hour (0.08 u) and cytokinesis only ∼ 20 minutes (0.03 u). The calculated units of the cell cycle

are consistent with the results obtained by Wheeler et al., who calculated G1 as between 0.37

and 0.4 u, S as between 0.4 and 0.6 u and post-S as between 0.14 and 0.18 u. The timings of

the cell cycle as defined here are also in the same region as that of L. amazonensis, as
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defined by da Silva, with their G2 calculation being 0.09 u [337]. Overall, our results give good

correlation with the literature, validating our outlined methods and the defined timings of G2.

Thus, an updated view of L. mexicana’s cell cycle can be found in figure 4.11.

Table 4.1: Defined cell cycle timings as determined by mNG:KINF tagging.

A summary of the classification and duration of L. mexicana’s mNG:KINF cell cycle progres-
sion. Cells’ DNA configuration, DNA content, cell body morphology (length and width) and
mNG:KINF expression (mNG:KINF state and mNG:KINF pattern) were used to classify cells
into the different stages of the cell cycle. The percentage of cells in each of the cell cycle
stages was calculated from the number of cells falling within each category. The duration of the
cell cycle was calculated in time (minutes and hours) and in units (u). These were calculated
from the percentage population using the equation outlined by Wheeler et al. (2011), using a
doubling time of 1 u and 12.4 hours, respectively. The cumulative time and units through cell
cycle describes the time it takes to reach the end of the defined stage of the cell cycle in hours
and units, respectively.
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Figure 4.11: Progression of L. mexicana mNG:KINF cells through the cell cycle.
A schematic representing the cell cycle of L. mexicana mNG:KINF cells, demonstrating the
morphology, DNA content (2C, 2C-4C and 4C) and mNG:KINF expression at different stages.
Changes to the length and width of cells, the number of nuclei (N), kinetoplasts (K) and flagella
(F) and the presence or absence of mNG:KINF expression in nuclei is shown. The inner circle
shows the progression of cells through G1 (blue), S (pink), G2 (purple), mitosis (red) and post-
mitotic (lilac) phases. The outer circle (green) shows the expression of mNG:KINF in relation
to a cells stage in the cycle, with “0”, “1” and “2” showing cells with no mNG:KINF, one circular
focus and two circular foci of fluorescence, and “spindle” showing cells with an elongated focus
of mNG:KINF. The segments of the circles are to scale, indicating the timings of progression
through the different stages of cell replication.

4.2.7 Best case scenario for sorting L. mexicana

With the cell cycle now well defined in terms of the timings of progression and the morphology

relating to a cells stage, this understanding was used to guide the design of inertial microfluidic

systems for cell sorting. As previously described in Section 1.2, there are a lack of robust

methods of separating the cell cycle stages of L. mexicana, particularly procedures which do

not introduce artefacts into the cells. Inertial microfluidics therefore serves as a passive

method of sorting based on particle size, shape, and deformability. Sorting based on size can
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frequently reach purities of > 90% and can achieve separation of particles with differences in

the nm range [339]–[342]. Inertial sorting of cell types where morphologies are closely related,

particularly for the study of continuous processes like the cell cycle, circadian rhythm, and

ageing are few [170], [231], [343], [344]. This is especially true for non-spherical cell types.

Here, the aim was to apply inertial microfluidics to the sorting of L. mexicana’s cell cycle

stages. As has been demonstrated, L. mexicana promastigotes undergo a range of

morphological changes, with earlier cell cycle stages appearing as prolate-like (elongated

ellipsoids) with different aspect ratios, cells becoming more rounded in later cell cycle stages,

having a single or two flagella, and having varying DNA content. While various morphological

parameters have been modelled using beads, few studies have addressed the role of cell

morphology and the interplay between these parameters for inertial microfluidic cell

separation. Therefore, while simultaneous sorting of all stages of the cell cycle was the end

goal, due to the lack of information on the contribution that these parameters have during

inertial focusing, attention was first set to sorting mitotic and cytokinetic cells – these are the

most heterogeneous and understudied population, as well as showing the most distinct

morphology for sorting based on cell shape (Fig. 4.4). In Table 4.2, the morphological features

most associated with M/C cells are outlined.

Based on these parameters, the theoretical sorting efficiencies (i.e. if sorting based on

the morphological threshold defined was achieved with 100% efficiency) were calculated from

thresholds guided by the data in figure 4.4 relating to M/C phase-associated morphologies

(Table 4.3). A sorting threshold of ≥ 4 μm (i.e. an experiment designed to focus cells with a

width of ≥ 4 μm) was calculated to give the highest yield of M/C cells, with 90.5% being

collected at 100% sorting efficiency. However, this threshold on width also gave the lowest

purity (48.4%) of M/C cells, including a large amount of short and wide early G1 cells. A

sorting threshold of an aspect ratio of ≥ 0.4 gave a slightly higher purity at 53.9%; however,

this compromised the yield, seeing a decrease to 87.1%. A more severe threshold on AR

continued these trends. In all sorting scenarios based on a single morphological parameter

alone, a low purity and/or enrichment would be achieved. This was unexpected, as from figure

4.4, M/C cells were shown to have a distinct morphology, particularly for width and aspect ratio

measurements. The discrepancy in results is likely due to the low proportions of M/C cells

(9.7%) within the sample, compared to G1 (53.6%) and S (36.8%) phases. Thus, while a low

proportion of G1 and S phase cells may have a morphology similar to M/C cells, this may still
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represent a significant number of cells.

Therefore in Chapter 5 the role of a variety of morphological parameters were assessed

for their contribution to cell sorting, in order to improve the understanding of factors

contributing to inertial focusing with the aim of improving sorting efficiencies.

Table 4.2: Morphological components differentiating M/C cells.

Summary of the averagemorphological features related to G1, S andM/C phases of cells. A low
and high aspect ratio correspond to an aspect ratio of < 0.5 or ≥ 0.5 respectively while short
and narrow correspond to lengths of ≤ 10 μm and > 10 μm, respectively. Wide and narrow
morphologies correspond to an average width of < 4 μm and ≥ 4 μm respectively. The general
shape, number of flagella and DNA content associated with each cell cycle stage is also given.

Table 4.3: Hypothetical sorting efficiencies of M/C cells.
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4.3 Discussion and conclusion

The cell cycle remains a key area of Leishmania research, in improving the fundamental

understanding of the parasite’s biology, as well as for its potential as a target for novel drugs.

Throughout Leishmania’s cell cycle, while the cells are highly heterogeneous, the changes

which are seen are highly predictable. Thus, as drugs targeting cell cycle regulatory proteins

often cause morphological changes, and/or changes to the proportions of cells at each of the

cell cycle stages, morphological analysis remains an important aspect of many drug and

functional studies [139], [142]. Despite this, these studies are often limited in the type of

morphological information which they extract due to lengthy analysis times, with studies often

carrying out manual counts on the numbers of nuclei and kinetoplasts, and visually inspecting

obvious changes to cell size and shape and all in low numbers of cells. In studies which take a

more in-depth view of morphological changes, < 1,500 cells were analysed in total [60]. In the

work carried out in this thesis, a wealth of information was acquired both in terms of cell cycle

analysis and morphological measurements using IFC, requiring minimal preparation of cells.

Firstly, it was tested whether IFC could be used to analyse the numbers of nuclei and

kinetoplasts per cell. Automatic spot detection has been used successfully in a wide range of

cells, dramatically reducing the time taken for manual imaging and processing. Unfortunately,

this was unfeasible for counting nuclei and kinetoplasts as the variation in fluorescence

presentation between images caused issues in mask development. This was primarily the

case where the signals overlapped and were only identified as one spot, thus leading to an

underestimation of the number of nuclei or kinetoplasts per cell. While quantifying true

numbers of spots was ineffective, information could still be gleaned from spot analysis which

was demonstrated by the observed correlation between cell length and the distance between

the spots, corresponding with work that has been reported in the literature; however, the

throughput which was achieved using IFC was massively increased compared to microscopy

[125].

While spot count analysis failed for DNA staining, instead, a detailed view of the cell cycle

was provided by combining both morphological measurements with markers of the cell cycle.

By using morphology and DNA staining, quantification of the different cell cycle stages was

improved to a level that was comparable with manual microscopy measurements. With DNA

content alone, cell cycle distributions of 53.6, 19.9 and 26.5% were measured for the 2C-, Int.-
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and 4C-gated populations, respectively; however, by including morphological measurements,

these were improved to 53.6, 36.8 and 9.7%, which closely corresponded with data generated

by Wheeler et al. with microscopy measurements [125]. Importantly, the throughput of the

analysis was significantly increased using IFC, in addition to being able to analyse live cells,

which preserved the cells’ morphologies. The use of live cells also enabled the analysis of

fluorescent fusion proteins, which can get denatured during fixation, particularly during longer

processing times. Here, the analysis of the fusion protein mNG:KINF was used to identify the

spindle and provided a higher resolution of the cell cycle. By identifying cells with a single,

circular focus of mNG:KINF and two flagella, elusive G2 cells were quantified and the timings

of this stage were defined (38 minutes in a 12.4 hour cell cycle). The G2 population was

shown to exhibit a range of lengths and widths, in line with what was expected. Additionally,

using IFC and the method of analysis outlined, rare cell cycle stages were capable of being

analysed such that a population of newly divided cells and a population of post-mitotic cells

were identified, accounting for 2.2% and 1.7% of the total population, respectively. Such

resolution which would be difficult to acquire with current microscopy and analysis techniques.

From these data, exploratory backtracking was also used to understand how different

morphological parameters changed throughout the course of the cell cycle (Fig. 4.4). From

such analysis, the M/C population came back as being the most morphologically distinct cell

cycle stage, with AR, circularity, elongatedness and width parameters having the highest

correlation with M/C morphologies from the thirteen parameters tested. These data have

helped to improve the understanding of the role morphology plays in the cell cycle with the aim

of guiding the development of morphology-based sorting.
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Chapter 5

Inertial microfluidic focusing of L.

mexicana in curved channels
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Highlights

• If an elongated morphology is conserved, then a cell’s flagellation status does not affect

inertial microfluidic focusing in curved channels.

• L. mexicana displayed highly different focusing behaviours to model rigid beads,

providing evidence for the contribution of shape to sorting.

• A highly conserved focusing position at the outer wall was shown for L. mexicana cells,

regardless of changes in cell size at high flow rates.

• Enrichment is achieved for short and wide cells at the inner wall, and long and narrow

cells at the outer wall.

Published work:

J. Howell, N. Hall, S. Omwenga, T. Hammarton and M. Jimenez Impact of flagellated and

elongated morphological phenotypes on the focusing behaviours of biological cells in

inertial microfluidic devices. bioRxiv. (2024). 2024.05.16.594321. [345]

Data was partially presented at the conference:

1. J. Howell, N. Hall, S. Omwenga, T. Hammarton and M. Jimenez. The use of imaging

flow cytometry to inform label-free, high-throughput, microfluidic-based

separation of non-spherical cells. (May 2024), CYTO24, Edinburgh, Scotland.
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5.1 Introduction

Inertial microfluidics is an attractive method for the sorting of particles, offering a

high-throughput, label-free and passive method of separation. While it is commonly described

for sorting based on particle size, shape and deformability, size is the most widely utilised

factor for driving inertial microfluidic separation [208], [210], [346]. The role of particle size has

been well documented for rigid spherical particles in curved channels. As outlined in Section

1.3, for particles of different sizes above a particle confinement ratio (λ) of 0.07, beads will

align at varying distances away from the inner wall [201]. Smaller particles tend to align

towards the inner wall at lower Reynolds numbers, before migrating towards the channel

centreline with increasing flow rates or channel curvature. As particle size increases, a higher

Reynolds number is required to achieve similar focusing at the inner wall; however, once

focused, larger particles are more resistant to additional changes in fluid velocity and maintain

a more stable focusing position [201], [347]. Generally, the focusing positions of spherical cells

show a good correlation to those of similarly sized rigid beads, and thus beads are often used

for modelling particle behaviour prior to the sorting of cells [200], [231]. Most commonly, this

has been shown for cancer cell isolation, taking advantage of the larger size of these rare cells

for sorting [340], [348]–[354].

Deformability has also been shown to be an effective tool for sorting particles, where the

presence of a deformability-induced lift force causes the migration of deformable particles

away from more rigid particles [198], [355], [356]. While the reason for this migration is still not

well characterised, this theory has been successfully applied to the separation of deformable

cancer cells from blood, diagnosis of malaria through identification of infected red blood cells

(RBCs) and the purification of manufactured RBCs [198], [357], [358].

In contrast, the contribution of shape in sorting is less well documented. Initial work on

spheroid particles in straight channels (i.e. without the presence of Dean forces) documented

complex rotational behaviours of the non-spherical particles; prolate particles (elongated

ellipsoid particles) and oblate particles (disc-like ellipsoid particles) showed rotations

described as “kayaking”, “log-rolling” and “tumbling”, depending on their position in the flow

and the strength of the inertial forces. When these particles focus within the flow, they tend to

exhibit a stable rotation with prolate particles “tumbling” and oblate particles “log-rolling” [209],

[359], [360]. By increasing the Reynolds number further, particles have been shown to align
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with the flow and rotate periodically or stop rotating altogether, though this behaviour has not

been observed in all studies [209], [361]. Despite their rotational behaviour, it was

documented that the longest dimension of a particle (rotational diameter) could be taken as a

measurement equivalent to the diameter of a spherical particle [232]. Thus, by ignoring the

shortest dimension, the behaviour of non-spherical and spherical particles showed a high

correlation independent of their shape [232], [360], [362]. An exception to this behaviour has

been shown for “h” shaped particles due to the lack of symmetry [196].

While the behaviour of rigid non-spherical beads has been extensively studied in straight

channels, a distinct contrast is seen for that of curved channels. In a study testing four

different shapes of beads, Roth confirmed the equivalent particle diameter could also be used

in curved channels to give an indication of focusing position [363]. However, the study also

mentioned that shape may play more of a role in curved channels as peanut-shaped beads

and ellipsoidal particles of the same dimensions and volumes demonstrated different focusing

positions [363]. Hafemann on the other hand, simulated the effects of particle shape in a

curved channel [364]. In agreement with previous work, the authors demonstrate that prolate

particles tumble in the flow while oblate particles log-roll around their shortest axis. As a result

of this difference in rotational behaviour, the prolate particles were demonstrated to have a

more stable focusing position than the oblate particles due to their alignment with the flow. In

addition, an important point addressed in this work is the effect of the particles on the fluid

velocity profile. For larger particles, simulation of the fluid profile was shown to be altered quite

dramatically by the presence of particles, with spherical, oblate and prolate particles inducing

the formation of secondary vortices towards the inner wall. For spherical particles, these

vortices were suggested to stabilise the focusing at the inner wall. Both the large prolate and

oblate particles also induced the formation of secondary vortices at the inner wall; however,

these vortices were much larger and spanned a greater distance ranging over 1/4 of the

channel width. The non-spherical particles subsequently focused further away from the inner

wall, with the prolate particles being closest to the centreline. Both of these publications

suggest that in Dean flow, particle shape has a larger contribution to the focusing position of

particles within spiral channels.

Inertial microfluidics has also been successfully applied to a variety of non-spherical

cells. Using a spiral channel with a trapezoidal shaped cross section, small and round

Caenorhabditis elegans eggs were isolated from later development stages with a vermiform
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shape [365]. Keinan showed that sorting of budding yeast in serpentine channels could be

used to identify different populations based on cell ages. In this work, characterisation was

carried out using microscopy to analyse cell size and the number of budding scars – an

indicator of cell age [343]. Yeast has also been separated based on shape into the different

stages of the cell cycle, obtaining up to 94% purity for singlet cells and 31% purity for budding

stages [232]. Of particular interest to this study are the works done on sperm and algae;

organisms demonstrating elongated cell bodies with the presence of a flagellum. Interestingly,

sperm are consistently shown to focus to the outer wall within spiral channel devices, showing

good separation from deformable RBCs at a Reynolds number as low as 119.0 [366]–[369].

Feng hypothesised that this migration to the outer wall was a result of the flagellum affecting

particle rotation within the flow and demonstrated that through the removal of the flagellum via

sonication, deflagellated sperm heads focused closer to the inner wall. Microalgae on the

other hand are highly heterogenous organisms, demonstrating both intra-strain and

inter-species morphological differences. These morphological differences have been taken

advantage of with trapezoidal and spiral channels to isolate different strains of microalgae,

while a straight channel was used to sort different life cycle stages of flagellated Euglena

gracilis [342], [344], [370]. In the latter study, Li demonstrated that within a high aspect ratio

straight channel, longer and narrower cells focused towards the centreline of the channel,

while rounder cells located to the walls. While inertial microfluidics has been applied to the

sorting of non-spherical cells, often the role of shape is not addressed, or the equivalent

particle diameter is used as a proxy for shape. Thus, the role of shape has not been

addressed in isolation, i.e. for cells with similar rotational diameters but different aspect ratios.

With inertial microfluidics thus showing potential for both cell cycle analysis and the

separation of heterogenous cell types, its application for separating the different cell cycle

stages of L. mexicana was tested. As discussed in Section 4.2.7, a fairly high amount of

overlap is seen between the morphologies of the different cell cycle stages, as a result of

biological variation and it being a continuous process. It was also discussed that the best

option for sorting was determined to be an aspect ratio cut off at 0.5; a 100% sorting rate

would achieve 65.2% purity and a 5.8X enrichment of M/C cells. However, it is still uncertain

as to what role aspect ratio plays in sorting. For this application, sorting based on the

rotational diameter alone would be unable to isolate an individual cell cycle stage as early G1

and M/C cells have similar lengths, as do cells in later G1 and S phases. As curved channels
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have been suggested to result in different focusing patterns for different particle shapes, it was

first sought to understand the behaviour of L. mexicana within flow, and the contribution of

different morphological parameters to sorting. To achieve this, the morphology of L. mexicana

was varied through chemical treatment (with flavopiridol, hydroxyurea and for deflagellation),

and cell differentiation (Fig. 5.1), in an attempt to isolate the role of the flagellum, cell size, and

cell shape in sorting. In this Chapter, all cell populations analysed were fixed with 4% PFA

(see Section 2.2.1 for details) prior to inertial microfluidic analysis, unless explicitly stated

otherwise. While fixation has been shown to affect the morphology of cells, the pressurisation

of the microfluidic system increased the risk of both leaks and aerosolisation of the parasites,

thereby increasing the risk of exposure. Due to the portable size of the microfluidic setup,

sorting could be carried out within a class II microbiological safety cabinet (MSC); however,

methods for analysing particle focusing behaviour are limited to bulky and expensive

equipment which could not be used in this study in an MSC. Therefore, the focusing behaviour

of fixed parasites was first analysed with a high-speed camera prior to work with live cells. The

application of alternative techniques for analysing particle focusing behaviour is discussed

more in Chapter 6.
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Figure 5.1: Modified morphologies of L. mexicana.
Graphical representation of the different morphologies of L. mexicana achieved through chem-
ical treatment and differentiation (see Section 2.1.2 for details). Variations in cell length, width
and flagellum presence have been demonstrated. It should be noted that all populations demon-
strated a certain amount of variation in terms of their dimensions, and that the average mea-
surements of the parasite populations were represented. Image not to scale.

5.2 Results

5.2.1 Inertial microfluidics set up

The device that was first tested was a 6-turn Archimedean spiral with a height of 30 μm and a

width of 170 μm (Fig. 5.2). This device has been validated in previous work, demonstrating

that rigid 10 μm beads focus towards the inner wall at Reynolds numbers between 33 and

169, showing good separation with highly deformable RBCs focusing closer towards the outer

wall of the channel [356]. For this channel, Equation 1.3 was used to calculate a λ of 0.07 for a

4 μm spherical particle. As 99.2% of parental parasites are above this length, this would mean

that, in theory, if sorting was driven by the rotational diameter, almost all cells in the parental

population would have focused, like spherical beads, to the inner wall. In contrast, if particle

width contributed to particle focusing, then this may have enabled wider M/C cells to focus

while narrower cells would recirculate potentially enabling enrichment of M/C cells.
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Figure 5.2: Microfluidic design used for the separation of L. mexicana.
(A) An image of the microfluidic device used for sorting. The channel consisted of a 6 turn
Archimedean spiral with one inlet and four outlets labelled as: the “outer” channel (the channel
the furthest from the centre of the spiral), the “middle outer” channel, the “middle inner” channel
and the “inner” channel (the outlet closest to the centre of the spiral). High-speed imaging
of particle sorting was performed at the region of interest (ROI), prior to where the channel
expanded into the outlets. (B) The channel cross section had a low aspect ratio (channel height
< width) with a height of 30 μm and a width of 170 μm. The direction of the fluid as well as
the Dean vortices (dashed lines) are shown. The height of the channel is marked as the z-
direction (green), the width of the channel is on the x-axis (blue) while the length of the channel
corresponds to the y-axis (red), as shown using the 3D axis.

5.2.2 L.mexicana displayed unusual focusing behaviours in comparison to spher-

ical rigid particles.

As previously described, the rotational diameter (in this case a cell’s length) has been shown

to be equivalent to the diameter of a spherical bead in determining a particle’s focusing

position within a channel [232], [360]. In order to test whether this theory stands for L.

mexicana, the focusing position of these cells was compared to that of similarly sized beads.

IFC was first carried out on fixed L. mexicana as described in Section 2.2.5, which determined

the average length of these cells to be 9.5 μm (Fig. 5.3A). The focusing position of these

same cells was then compared to spherical beads with a diameter of 10 μm over a range of

flow rates (see Section 2.4.1 for details). From these data, it was seen that L. mexicana

behaved very differently from 10 μm beads (Fig. 5.3B and C). At Re = 33.3, the parasites

recirculated across the entirety of the channel width. Increasing the Reynolds number to 83.3

resulted in a bimodal distribution with parasites aligning around 40 μm away from both the
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inner wall and outer wall. At Reynolds numbers ≥ 116.7, the vast majority of cells migrated to

the outer wall, with a higher flow rate correlating to a tighter focusing band and a position

closer to the outer wall. In contrast, 10 μm beads initially focused closer to the centreline of

the channel, moving towards the inner wall with increasing Re. At both Re = 166.7 and 250.0

two focusing positions can be seen, which has been described as step wise focusing to a

more stable equilibrium position [347], [371]. While the behaviour of the beads is in line with

previous studies, the focusing behaviour of L. mexicana is unusual for two reasons. Firstly,

considering the high heterogeneity in L. mexicana’s morphology, a single focusing position

was not expected, suggesting completely dominating forces acting independently of

size/shape. Secondly, a focusing position at the outer wall is unusual as similarly sized 10 μm

beads only focused towards the inner half of the channel.

Figure 5.3: The rotational diameter of fixed L. mexicana parasites is not equivalent to a
sphere’s diameter.
(A) Fixed L. mexicana cells were analysed using IFC and their length measured. The red dot
shows the mean (9.5 μm) and the black bar gives the 25th to 75th quartile range. The parental
L. mexicana cells (B) or 10 μm beads (C) were analysed using a high-speed camera to assess
the focusing position of individual particles within the 30 x 170 μm2 channel over a range of
Reynolds numbers (Re). Each point of the graph represents a single particle within the channel
(n ≥ 965). Red dashed reference lines indicate a distance of 30 μm from both the inner and
outer wall.
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To ensure that this unusual focusing behaviour was not an artefact of cell fixation, and that

using fixed cells was a true representation of the behaviour during sorting, the focusing of live

L. mexicana parasites was tested. Live cells could not be analysed using the high-speed

camera for safety reasons, therefore: sorting at Re = 250.0 was carried out in a class II MSC;

the output from the four outlets were collected; cell counts were performed using a

haemocytometer; and the samples analysed via microscopy. No cells were detected at either

of the inner channel outlets (Fig. 5.4), a small proportion (9.8%) were found at the middle

outer outlet, while the vast majority of cells focused to the outer wall (94.1%). From these

data, three conclusions were inferred: i) the focusing position at the outer wall is stable and

not an artefact of cell fixation, ii) live and fixed cells behave similarly in the tested channel

design at Re = 250.0 and iii) something about the morphology and/or mechanical properties of

L. mexicana is inducing migration to the outer wall, which is not seen for rigid spherical beads.

Figure 5.4: Live L. mexicana focus to the outer wall at high Reynolds numbers.
Sorting of live parasites at Re = 250.0 was carried out in the 30 x 170 μm2 channel in a class
II microbiological safety cabinet. (A) The percentage of cells sorted into each outlet was calcu-
lated. The error bars show the standard deviation from the mean for two replicates. (B) The
output from each of the four outlets was collected and imaged using microscopy. Scale bars:
20 μm.
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5.2.3 Generation of flagellated beads

As previously mentioned, the presence of a flagellum has been described to cause particle

focusing at the outer wall, in a spiral channel similar to the one used here [366], [367]. The

authors showed that on removal of the flagellum, the cell bodies changed their behaviour and

focused to the inner wall. If the focusing position of L. mexicana was similarly driven solely by

the presence of a flagellum and thus resulted in all L. mexicana morphologies having the

same equilibrium position at the outer wall, then separation of the different cell cycle stages of

L. mexicana using only morphology would not be possible. Therefore, the role of the flagellum

in the focusing position of fixed L. mexicana parasites was explored.

To isolate the role of the flagellum in sorting, an attempt was first made to flagellate a

bead. This would have enabled a direct comparison between a particle with a known

behaviour vs that of the same particle but with an added flagellum. Artificial flagellation of a

bead has been achieved by Mori, who removed the flagella of Chlamydomonas reinhardtii

using dibucaine HCl [372]. By adding polystyrene beads to the isolated flagella, spontaneous

binding resulted in beads with a single flagellum in the majority of cases. For this work, using

Chlamydomonas reinhardtii was unfeasible, thus it was tested whether the flagellum of L.

mexicana could instead be isolated and bound to a bead. While protocols for flagellum

isolation have previously been described for trypanosomes, freed flagella have not been

reported to spontaneously bind to surfaces [373], [374]. However, it has been shown that

through the interaction between biotin and streptavidin, full organelles could be pulled out of a

lysate using streptavidin-coated beads [375]. By combining these two methods, it was

hypothesised that an isolated flagellum with a biotinylated tip would bind to a

streptavidin-coated bead.

To test this hypothesis, L. mexicana first had to be genetically modified to enable biotin

expression on the flagellum tip. The axoneme capping structure (ACS) was identified as a

protein localising solely to the flagellar tip [244], [376], which was confirmed though

mNeonGreen tagging (Fig. 5.5A). As the TwinStrep II tag used in the organelle pull down

experiment wasn’t readily available, tagging of the ACS was instead carried out with MiniTurbo

(see Section 2.1.2 for details). This proximity labelling enzyme is traditionally used in

proteomic experiments to identify proteins interacting with the labelled target [145]. Here,

however, it was hoped that by tagging the ACS, both the ACS and nearby proteins would be
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biotinylated, thereby increasing the total area expressing biotin for more robust binding to

streptavidin-coated beads. Biotinylation of MiniTurbo expressing cells was carried out as

explained in Section 2.3.1, after which the cells were washed ready for deflagellation. Two

methods of deflagellation were trialled, either to maintain or to remove the cell membrane as it

was unknown whether the membrane would act as a physical barrier and prevent the binding

between the biotinylated ACS and the streptavidin-coated beads. After deflagellation using

both methods, the resulting suspension (containing both the cell bodies and the removed

flagella) was incubated with the beads for half an hour, with occasional agitation. Microscopy

was used to assess the binding of the beads to flagella. While occasionally a bead and a

flagellum would be positioned together (Fig 5.5B), the rarity of this event was concluded to be

due to overlapping positions as opposed to true binding. In no scenario tested were the

flagella shown to be bound to beads. While various parameters could have been adjusted to

try and induce binding (such as obtaining a TwinStrepII tag, tagging a different protein, or

optimising the deflagellation protocols), the time required to troubleshoot, and the uncertainty

of the outcome instead encouraged a different approach to be taken to study the role of the

flagellum in sorting.
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Figure 5.5: Attempted flagellation of beads
(A) An example of mNeonGreen fluorescence in the ACS:mNG cell line. A single cell was im-
aged by microscopy in BF (top) and fluorescence mode (middle), from which the corresponding
composite image was generated (bottom). Scale bars: 10 μm. (B) The ACS:MiniTurbo cell
line was incubated in biotin and deflagellated following the protocols outlined in Sections 2.1.2
and 2.3.1. The resulting suspension (containing a mixture of flagellated cells, cell bodies with
sheared flagella and the separated flagella (blue arrowheads)), was incubated with streptavidin-
coated beads (red arrowheads) and imaged by microscopy. A flagellum and a bead positioned
in close proximity is identified with a gold arrowhead. Scale bar: 20 μm.

5.2.4 Focusing of non-flagellated L. mexicana

The next approach taken to assess the role of the flagellum was to remove the flagellum from

the cell body and thus compare the focusing position of flagellated untreated L. mexicana

C9T7 promastigotes (henceforth called the parental population) with the resulting

deflagellated cells. Both chemical deflagellation (which maintained the cell membrane) and

cell differentiation were carried out (see Section 2.1.2). Differentiation of promastigotes was

used to generate axenic amastigotes, which are the mammalian infective form of the parasite.

They are known to be smaller and naturally have a vestigial flagellum with only a small

bulbous end protruding from a small cell body [301]. Due to the flagellum not being visible and

thus presumed to have no effects on sorting, for convenience, this population is subsequently

referred to as being non-flagellated. Details of cell population generation are found in Section

2.1.2.

Morphological characterisation was subsequently carried out by IFC on the resulting cell

populations and compared to that of the parental cells. All cell populations were fixed with 4%

PFA prior to IFC analysis (the chemically treated line was fixed prior to deflagellation) to
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ensure consistency with the inertial microfluidic analysis. This demonstrated that the

deflagellated cell line had a morphology similar to the parental line when measuring the area,

aspect ratio, length and width (Fig. 5.6). On average the parental cells were less than 0.5 μm

longer and 0.3 μm narrower than the deflagellated line (lengths of 9.5 μm and 9.1 μm and

widths of 3.3 μm and 3.6 μm, respectively). The high similarity in morphology is demonstrated

by the receiver operating characteristic (ROC) curves and the corresponding area under the

curve (AUC) values (Fig. 5.6iv and v); all the morphological parameters analysed using the

ROC curves are close to the reference line, with the highest deviation in AUC values from 0.5

being width measurements at 0.62. In contrast, the amastigote cells were much smaller than

the parental line (as demonstrated by an AUC of 0.11) at only 5.6 μm long, and had the

highest aspect ratio at 0.63, which was almost twice that of the parental cells (0.35) (Fig.

5.6iii). Despite being shorter, these cells had a width comparable to that of parental cells with

an AUC of 0.55 (Fig. 5.6iv and v).

In order to better understand the distribution of sizes within each cell population, cells

were classified into short or wide and long or narrow, as previously carried out in Section

4.2.3. It can be seen in figure 5.6ii that the parental line and the deflagellated line had

relatively similar proportions of each of the classifications, with deflagellated cells having an

increase in the number of short and wide cells (9.5% vs 18.2%), and a decrease in the number

of long and narrow cells (40.6% vs 30.6%). Amastigotes on the other hand were rarely long,

with 80.0% being short and narrow and 18.4% being short and wide.
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Figure 5.6: Morphology of fixed and non-flagellated L. mexicana.
The morphology of fixed parental (P), chemically deflagellated (D), and axenic amastigote (A)
form parasites were analysed via IFC. (i.) Example BF images of the different populations, with
flagella being identified with white arrowheads. Scale bars: 7 μm. (ii.) Morphological measure-
ments were calculated for each cell population in IDEAS®, and the cells were subsequently
classified based on their length and width measurements into short (≤ 10 μm) and narrow (< 4
μm) (SN), short and wide (≥ 4 μm) (SW), long (> 10 μm) and narrow (LN) and long and wide
(LW) (n ≥ 12,962). (iii.) The area, aspect ratio, length and width measurements were calcu-
lated for each population and plotted as a violin plot. The thresholds of 10 μm and 4 μm set on
length and width are shown with dotted grey lines. The black bars show the 25th – 75th quartile
range with the red dot showing the mean. (iv.) The distributions of morphological parameters of
the deflagellated and amastigote populations (positive populations); were compared to that of
the parental line (negative population). The grey dashed line indicates where the true positive
rate (TPR) is equal to the false positive rate (FPR) and thus where there is no distinction in the
distribution of measurements between the parental cell and the corresponding non-flagellated
population. A curve close to the reference line indicates a similar distribution in measurements
while the further the curve is from the reference line, the higher the deviation in distributions.
(v.) From the ROC curves, the area under the curve (AUC) values were calculated and plotted
as a heatmap. A score close to 0.5 (white) represents a distribution with a high similarity to the
parental cell population, while a score closer to 0 (peach) or 1 (black) denotes a high deviation
in the distribution of measurements. A value < 0.5 or > 0.5 indicates that the morphological
measurements are smaller or larger than the parental cells, respectively.
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Once characterised, the focusing behaviour of the non-flagellated parasites was then

compared to that of the parental cells. The parental and the deflagellated populations had

very similar focusing profiles, recirculating at lower Reynolds numbers and focusing to the

outer wall with increasing Re. The deflagellated line showed slight differences at Re = 83.3

and 166.7 compared to the parental popuation, with no bimodal distribution and a wider

focusing distribution, respectively; however, overall, the deflagellated population showed good

correlation with the parental. The change in focusing positions may reflect the slight changes

in width measurements between the two cell populations. In contrast, the smaller and rounder

amastigotes showed a higher level of divergence compared to the parental population. At Re

≤ 166.7, these cells had a more typical focusing profile compared to beads; focusing close to

the inner wall and moving slightly further away with increasing flow rates [201]. Interestingly,

despite this typical focusing behaviour at intermediate Reynolds numbers, at Re = 250.0,

amastigotes demonstrated a large shift in focusing position with > 50% of cells having

migrated to the outer wall. This is the lowest proportion of cells focusing to the outer wall at Re

= 250.0, suggesting that smaller and higher aspect ratio cells required a higher Reynolds

number to migrate to the outer wall.

Additionally, a trend can be seen in the “minimum” and “maximum” focusing positions

between the different flow rates - unfocused particles at Re = 33.3 (the parental and

deflagellated populations) are found across almost the entire channel width, with the exception

of ∼ 15 μm from either channel wall. By increasing the flow rate, this repulsion from the walls

seemed to be at its maximum at a distance of 30 μm which is shown in figure 5.7 by the

presence of red dashed lines. Focused cells which formed tight bands were able to cross this

“barrier” to localise within ∼ 30 μm of either the inner or the outer wall. The presence of this

“barrier” is also seen for 10 μm beads, which demonstrated two focusing positions – one

within 30 μm of the inner wall, and the other at 30 μm away from the inner wall (Fig. 5.3C).

Such a barrier force has been previously observed in high aspect ratio channels at the inner

wall, but not reported for the outer wall [377].

From the data presented in figure 5.7, the following observations were made: 1) the presence

of a flagellum had little effect on the focusing position of L. mexicana. 2) Instead, the size or

shape of cells seemed to have a larger effect on focusing positions at Re ≤ 116.7. 3) Cells

migrated to the outer wall in a size/shape-dependent manner, with smaller and less elongated
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cells requiring a higher Reynolds number to move to the outer wall. 4) At high flow rates (Re =

250.0), > 80% of parental and deflagellated cells and > 40% of amastigotes focused within the

same 17 μm region ∼ 25 μm from the wall, overcoming differences in morphology. 5) Cells

experienced a repulsion from the walls at intermediate Re which was overcome during particle

focusing.

Figure 5.7: Non-flagellated L. mexicana focus to the outer wall.
Fixed deflagellated and amastigote populations were analysed for their focusing position within
a 30 x 170 μm2 channel using a high-speed camera and compared to the parental population
(data for the parental population is replotted from figure 5.3). A single representative replicate
of three is shown (n ≥ 965 per flow rate, per replicate). (Left) Each dot corresponds to a the
focusing position of a single cell at a variety of Reynolds numbers (Re). The red dashed lines
indicate a position 30 μm away from both the inner and outer wall. (Right) The percentage of
parasites focusing at a given distance from the inner wall was calculated (channel width was
divided into 10 sections), with red zones highlighting a high focusing concentration with > 70%
of cells found within a tenth of the channel width.
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5.2.5 Role of shape on focusing

After demonstrating that the flagellum had minimal effects on the focusing position of L.

mexicana, attention was turned to the role of shape. There is a lack of research regarding the

role of cell shape in curved channels; thus, to be able to sort L. mexicana based on their width

or aspect ratio, a better understanding of the role of shape is first needed. As is typically

carried out in the literature, rigid beads were first analysed to understand the behaviour of

model particles, with non-spherical beads being compared to spherical beads with equivalent

diameters (Fig. 5.8). The aspect ratios of the non-spherical beads were calculated from the

given dimensions and were in the range of 0.63 – 0.81; outwith the range of the cells analysed

(0.35 - 0.63). A wider range of aspect ratios would have been tested but a limitation was

imposed by the sizes of beads commercially available. Thus, three different sizes of both

pear-shaped beads and peanut-shaped beads were tested for their focusing position. The

pear-shaped beads generally showed good correlation with spherical beads – focusing was

first seen towards the inner wall at lower flow rates, the increase of which caused lateral

migration away from the wall. At higher flow rates, non-spherical beads migrated further away

from the inner wall than spherical beads. When looking at the spherical beads, an increase in

the particle size (from 3 μm to 5 μm in diameter) resulted in a focusing position closer to the

inner wall. This was also seen for pear-shaped beads until Re = 250.0 where all sizes

demonstrated the same focusing position (a median of 56.4 μm away from the inner wall ± 2.6

μm).

For peanut-shaped beads, a similar behaviour was seen for particles ≤ 6.3 μm in length;

at lower Reynolds numbers peanut-shaped beads behaved similarly to size matched spherical

beads until Re = 250.0 where the peanut-shaped beads migrated further away from the inner

wall. Again, both sizes of peanut-shaped beads had highly similar focusing positions, with a

median of 99.15 μm away from the inner wall ± 1.65 μm. Interestingly, at Re = 250.0, despite

having as little as 0.3 μm difference in size, 85% of the peanut-shaped beads ≤ 6.3 μm in

length moved past the centreline of the channel in comparison to < 1% of pear-shaped beads.

Finally for the largest spherical and peanut-shaped beads of 8 μm and 5.1 x 7.7 μm2,

respectively (with particle confinement ratios of 0.16 and 0.15, as calculated using Equation

1.3), a critical threshold seemed to have been reached in terms of size, where the particles

were unable to move away from the inner wall. It can be noted that both the diameter of the 8
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μm beads and the length of the 5.1 x 7.7 μm2 beads exceeded ¼ (7.5 μm) of the channel

height.

From these results, it was demonstrated that both particle shape and size contributed to the

focusing position of beads. Particularly at higher flow rates, non-spherical particles migrated

further from the inner wall than spherical beads at equivalent flow rates. It can also be seen

that shape, outwith just length and width measurements, contributed to inertial focusing with

both pear- and peanut-shaped beads having similar dimensions but different focusing

positions, in line with the work of Roth [363]. Finally, the role of shape was seen to overcome

differences in size, with similarly shaped, but differently sized particles aligning to highly

similar positions within the channel.
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Figure 5.8: Non-spherical beads undergo a higher level of lateral migration compared to
spherical beads
The focusing position of spherical beads was compared to that of non-spherical beads, where
the longest measurement of the non-spherical bead matched that of the diameter of the spher-
ical bead. Beads were analysed at various Reynolds numbers (Re) in a 30 x 170 μm2 spiral
channel using a high-speed camera, with each dot on the graphs representing an individual
particle. (Left) Pear-shaped beads (green) with sizes of 2.6 x 3.2 μm2, 2.5 x 4.0 μm2, and 3.8
x 5.1 μm2 were compared to that of spherical beads (grey) with diameters of 3, 4 and 5 μm,
respectively. (Right) Peanut-shaped beads (orange) with sizes of 2.8 x 4.0 μm2, 4.5 x 6.4 μm2,
and 5.1 x 7.7 μm2 were compared to spherical beads with diameters of 4, 6 and 8 μm beads,
respectively. Red dashed reference lines indicate positions 30 μm away from both the inner
and outer wall.
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While rigid, non-spherical beads were shown to migrate further away from the inner wall than

their spherical counterparts, no beads tested were shown to behave similarly to L. mexicana

with focusing positions at the outer wall. Therefore, in order to understand the role of shape in

the focusing behaviour of L. mexicana, parental cells were chemically treated with the cell

cycle synchronising drugs flavopiridol and hydroxyurea to produce populations with modified

morphologies (Fig. 5.9). Traditionally, flavopiridol and hydroxyurea are used to synchronise

different Leishmania spp. at G2/M and G1/S, respectively [133], [139], [160], [378]; however,

cells continue to produce proteins while arrested, thus growing in size resulting in the

morphological changes seen. The data were collected with the assistance of Sulochana

Omwenga who both prepared and fixed the flavopiridol- and hydroxyurea-treated cells and

quantified their DNA using IFC, while I carried out all data analysis (see Sections 2.1.2 and

2.2.5 for details).

DNA quantification showed that flavopiridol-treated cells had an increased percentage of

cells with 4C DNA (G2/M/C in figure 5.9C) while the hydroxyurea-treated cells showed similar

proportions in all cell cycle stages compared to control cells, indicating that synchronisation

was not achieved. Despite this, morphological changes were still seen for both methods of

treatments (Fig. 5.9D-F). Flavopiridol-treated cells were shown to be the largest cells by area

(AUC of 0.89 compared to the parental cells), with a similar average length to the parental

parasites (10.0 μm vs 9.5 μm, respectively, with an AUC of 0.54) but an increased width (4.9

μm vs 3.3 μm and an AUC of 0.92) and subsequently higher aspect ratio (0.51 vs 0.35 and an

AUC of 0.74) (Fig 5.9D-F). Hydroxyurea-treated cells on the other hand, were longer (at 11.8

μm; AUC of 0.69) and wider (4.0 μm; AUC of 0.79) than the parental population, but as

demonstrated by the ROC curve, had an almost indistinguishable distribution for their aspect

ratios, with an AUC of 0.48 (Fig. 5.9D-F). Similarly to the deflagellated cells, the flavopiridol-

and hydroxyurea treated cells were also classified based on their size distributions into SN,

SW, LN and LW (Fig. 5.9B). The flavopiridol-treated cells were shown to be predominantly

wide (48.8% as SW and 33.5% as LW), and thus had a reduced proportion of narrow cells

(6.2% as SN and 11.5% as LN). In comparison, hydroxyurea-treated cells were predominantly

long (40.0% LN and 28.9% LW) with only a total of 31.1% being short compared to 54.2% of

parental cells. Thus, through chemical treatment, cell populations that were a similar length

but wider (flavopiridol-treated cells), and the same aspect ratio but longer and wider

(hydroxyurea-treated cells) were generated.
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Figure 5.9: Modified morphologies of L. mexicana
(A) Example IFC images of fixed parental (P), flavopiridol-treated (FP) and hydroxyurea-treated
(HU) cells. Scale bars: 7 μm. (B) The populations were classified based on their length and
width measurements into short (S; ≤ 10 μm) or long (L; > 10 μm), and narrow (N; < 4 μm) or
wide (W; ≥ 4 μm). The proportion of cells in each size classification was then calculated for
each cell population. (C) DNA quantification was carried out for each cell population through
propidium iodide staining. The DNA intensity profiles were analysed using IFC and the per-
centages of cells in each stage of the cell cycle were calculated using FCS Express’s multicycle
feature. (D) The measured area, aspect ratio, length, and width distributions of the P, FP, or HU
populations. The black bars show the 25th - 75th percentile, and the mean is shown as the red
dot. (E) Receiver operating characteristic curves were calculated from the distributions of each
size measurement. The FP and HU populations were classified as the positive population and
compared to the parental cells (the negative population). The grey dashed lines indicate where
the true positive rate (TPR) is equal to the false positive rate (FPR), and thus morphological
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parameters which lie close to the dashed line show little differences in distribution between
the parental and drug-treated populations. The further the curves lie from the grey dashed
line, the more different the distributions. (F) From the ROC curves, the area under the curve
(AUC) values were calculated. An AUC value close to 0.5 indicates that there is little deviation
in distributions between the drug treated cells and the parental cells. Values closer to 0 or 1
denote distributions with a high deviation from the parental population, with values > 0.5 (grey)
indicating that the measurement is higher for the drug treated cells than for parental cells, while
a value < 0.5 (peach) shows that the drug treated cells measured less than the parental cells.
n > 12,962.

The flavopiridol- and hydroxyurea-treated cells were analysed for their focusing position within

the 30 x 170 μm2 channel and compared to the data from the parental line (Fig. 5.10). At low

Reynolds numbers (Re ≤ 116.7), the wider flavopiridol-treated cells recirculated within the

channel and did not have a definitive focusing position. At Re = 166.7, > 80% of the

flavopiridol-treated population were located at the outer half of the channel; however,

compared to both the parental, fewer hydroxyurea-treated cells were found within 30 µm of the

outer wall. At the highest flow rate (Re = 250.0), these wider and higher aspect ratio cells

reached the same focusing position of the parental cells, within 30 µm of the outer wall. For

these cells, very little focusing was seen at the inner wall, with a focusing pattern more similar

to that of deflagellated cells (Fig. 5.7). Hydroxyurea-treated cells on the other hand showed a

distribution more similar to that of the parental cells: cells recirculated at Re = 33.3, had a

bimodal distribution at Re = 83.3 and 116.7, and moved to the outer wall at ≥ 166.7.

The data presented thus far in Chapter 5 suggest that shape plays a large role in the

focusing of L. mexicana; none of the morphologies tested had the typical focusing profile of

beads, even for the roundest cells (amastigotes) tested which still focussed to the outer wall at

Re = 250.0. Below a certain size threshold (∼ 7.5 μm), at lower flow rates particles were able

to focus towards the inner wall. Above that threshold, more elongated cells (i.e. with a lower

aspect ratio) such as hydroxyurea-treated and parental cells (both with an aspect ratio of 0.35)

were able to focus to both the inner and outer wall, while particles with a higher aspect ratio

such as deflagellated and flavopiridol-treated cells (aspect ratios of 0.41 and 0.51,

respectively) were unable to focus towards the inner wall. Instead these longer cells were

found more evenly spread throughout the channel at a lower flow rates before focusing to the

outer wall at higher Reynolds numbers.
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Figure 5.10: Different shapes of L. mexicana focus to the outer wall
Fixed, flavopiridol-treated (FP) and hydroxyurea-treated (HU) cells were analysed for their fo-
cusing position and compared to the focusing data of the parental population replotted from
figure 5.3. (Left) The focusing position of individual cells within the 30 x 170 μm2 channel was
analysed using high-speed imaging at a variety of Reynolds numbers (Re). A single representa-
tive replicate of three is shown (n > 1065 per flow rate, per replicate). The red dashed reference
lines indicate a position 30 µm away from both the inner and outer wall. (Right) The data from
the dot plots was quantified to show the percentage of cells distributed across the channel width.
For each flow rate, the channel was divided into 10 sections corresponding to a width of 17 µm.
Each section was colour-coded (on a scale of 0-100 ) according to the percentage of cells falling
within that section.

From figure 5.7, it was demonstrated that smaller and rounder amastigotes that focused

predominantly located to the inner wall while focused cells with longer morphologies mainly

located to the outer wall. It was therefore unexpected that at Re = 83.3, a higher proportion (>

50%) of the hydroxyurea-treated cells (a population with very few small and round cells) would
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have a focusing position at the inner wall (Fig. 5.10). Hundreds of high-speed images of each

cell population were subsequently analysed to better understand the focusing behaviour of

these different morphologies. From these images, elongated cells (in both the parental and

hydroxyurea-treated populations) were shown to have two different orientations within the

channel; cells at the inner wall predominantly orientated perpendicular to the channel wall,

while cells focusing to the outer wall had an orientation aligned with the flow (Fig. 5.11A and

C). Wider flavopiridol-treated cells on the other hand showed a variety of orientations, making

patterns much more difficult to identify (Fig. 5.11B). It was therefore concluded that cell

orientation was directly related to a cell’s focusing position, and that cells with both a high

confinement and a low aspect ratio were capable of focusing to both the inner and outer wall.

Figure 5.11: L. mexicana will align in different orientations in different lateral positions
within the channel.
Fixed parental (A), flavopiridol-treated (B) and hydroxyurea-treated (C) L. mexicana parasites
were imaged with a high-speed camera during sorting at Re = 83.3 within a 30 x 170 μm2

channel. White arrowheads indicate cells which focused to the outer wall in an orientation
aligned with the flow, white arrows with a black outline indicate cells which focused to the inner
wall and are orientated perpendicular to the wall, while black arrows indicate cells with undefined
orientations.

From the results shown in figure 5.7, it was demonstrated that short (both SW and SN)

amastigotes focused to the inner wall at Re = 83.3 and 116.7. However, it was also shown

through high-speed imaging that at a Reynolds number of 83.3, elongated cells were also able

to focus to the inner wall. These contradicting results, along with the high heterogeneity seen

within each population therefore made it difficult to understand how the morphology of

individual cells related to their focusing position. Therefore, live parental cells were sorted into

each of the four outlets and the morphology of each sorted population was measured via IFC,

thus enabling the morphology of cells focusing within each ¼ of the channels width to be

analysed. For this, a Reynolds number of 116.7 was selected: here, the parasites showed a

bimodal distribution, with the majority of cells focusing to the outer wall. It was thus

hypothesised that the high proportion of elongated cells would have migrated to the outer wall,

and short cells (similar to amastigotes) would focus to the inner wall, thereby enriching for
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short and wide cells (as well as short and narrow cells), indicative of cells in the M/C stage of

the cell cycle.

Thus, parental cells were sorted at Re = 116.7, the outlets were collected, and counts

performed to obtain the distribution of cells across the channel (see Section 2.4.1 for details).

From figure 5.12A, it can be seen that, like the data from the high-speed camera, the highest

proportion of cells (37.8%) focus to the outer wall. However, the other 62.2% is spread more

evenly across the other outlets. This variation in results may be due to differences in the cells

size or shape, or changes in their mechanical properties (i.e. deformability) as a result of cell

fixation. Looking at the cells within the channels, it was first assessed whether sorting at this

Reynolds number had any effect on morphology. To achieve this, the data from all of the

outlets were pooled to analyse the entire population of sorted cells. The area, aspect ratio,

length and width of the sorted cells was then compared to the unsorted control cells. Visual

inspection of the cells within each of the populations showed no obvious aberrations in

morphology (e.g. an enlarged vacuole which is indicative of cell stress, such as was seen in

Section 3.2.3 on the addition of cell dyes) (Fig. 5.12B). Morphological analysis demonstrated

that the control cells and sorted cells had highly similar morphologies, with the sorted cells

being slightly shorter and wider, as demonstrated by AUC values of 0.47 and 0.53,

respectively, resulting in a higher aspect ratio (AUC of 0.54) (Fig. 5.12C and D). However,

these values are still very close to 0.5, indicating that sorting had minimal effect on

morphology.
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Figure 5.12: Inertial sorting of live L. mexicana at Re = 116.7 had minimal effects of cell
morphology.
Live parental L. mexicana were sorted at a flow rate of 0.7 ml.min-1 (Re = 116.7) using a 30
x 170 μm2 spiral channel, and the cells from the outlets were collected. (A) Cell counts were
performed on the sorted populations to obtain the percentage of cells found at the inner (I),
middle inner (MI), middle outer (MO) and outer (O) outlets. The cells within the unsorted control
population and each of the outlets were analysed by IFC, with (B) showing example images from
each population. Scale bars: 7 μm. (C) The analysed data from each of the outlets were pooled
to comprise the “sorted” population. The area, aspect ratio (AR), length and width of the sorted
cells was then compared to the unsorted control population. The black bars show the 25th - 75th
quartile ranges, and the red dots shows the mean values (n > 18,539). (D) The distributions of
the control and sorted populations were compared, and the area under the curve (AUC) values
were calculated and plotted as a heatmap. An AUC value close to 0.5 (white) indicates that
there was little deviation in distributions between the sorted cells and the unsorted control cells.
Values closer to 0 (peach) or 1 (black) denote distributions with a high deviation from the control
population, with values > 0.5 indicating that the measurement is higher for the sorted cells than
for control cells, while a value < 0.5 shows that the sorted cells measured less than the control
cells.

When the morphology of cells in each of the sorted outlets was analysed, trends were seen

that indicated shape-based sorting. Both the area and length of cells increased with

increasing distance from the inner channel, while aspect ratio decreased (Fig. 5.13i and ii).

Interestingly, the largest change in the distribution of morphologies (when compared to the

control population) was seen for aspect ratio at the inner wall (AUC of 0.63), adding to the

evidence that aspect ratio plays a role in sorting. This corresponds to SW cells seeing the
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largest enrichment from 14.1% to 24.8% (75.4% increase compared to the control) (Fig.

5.13iii). Additionally, an enrichment of long cells was seen at the outer wall, with 52% of all LN

and 48% of all LW cells being collected in the outer channel (Fig. 5.13iv). While enrichment of

the different sizes was seen across the channel, the purity of the enriched populations was still

low, with the highest purity being for SN cells at the inner wall (purity of 57.0% compared to the

control cells at 49.7%). For SW cells, the purity was low, with 75.2% of cells at the inner wall

having alternative morphologies. This suggests that while SW cells may have a predilection for

the inner wall, all morphologies were still able to recirculate and distribute across the channel.

Thus, while these data give further evidence that shape, along with size are contributing to the

focusing position of cells in curved channels, further aspects of cell composition are likely

affecting cell rotation and causing particles to recirculate across the channel.
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Figure 5.13: Sorting of live L. mexicana enriches for short and wide cells.
Live parental L. mexicana parasites were sorted at a flow rate of 0.7 ml.min-1 (Re = 116.7) in a 30
x 170 μm2 spiral channel. The unsorted control (C) and the sorted populations were collected at
the inner (I), middle inner (MI), middle outer (MO) and outer (O) outlets and their morphologies
analysed by IFC. (i.) The area, aspect ratio, length, and width distributions were plotted for each
population. The black bars show the 25th – 75th percentile ranges of the data while the red dots
show the means (n ≥ 18,539). (ii.) The distributions in area, aspect ratio (AR), length and width
measurements were then compared for the cells in each outlet to the unsorted control, and the
corresponding area under the curve (AUC) was plotted. An AUC value close to 0.5 indicates
that there is little deviation in distributions between the sorted and control cells. Values closer
to 0 or 1 denote distributions with a high deviation from the control population, with values > 0.5
(grey) indicating that the measurement is higher for the sorted cells than for control cells, while
a value < 0.5 (peach) shows that the sorted cells measured less than the control cells. (iii.)
Using the cell length and width measurements obtained from IFC, cells were classified based
on their size into short (S; ≤ 10 μm in length) or long (L; > 10 μm in length) and narrow (N; < 4
μm in width) or wide (W; ≥ 4 μm in width). The proportion of cells in each category was plotted
for each outlet. (iv.) The percentage of each size category found in each outlet was calculated
(n ≥ 18,539).

When considering all particles tested, various conclusions regarding the role of shape in

focusing can be drawn from the data (Fig. 5.14). Firstly, within this device, all beads behaved

as expected showing focusing positions towards the inner wall, with peanut-shaped beads

having a focusing position further away from the inner wall than any other bead shape or size

(Fig. 5.8) [201], [363]. Additionally, in the literature it has been demonstrated that in straight

channels, beads and cells with similar rotational diameters behave similarly [200], [231].

However, here it is evident that in curved channels, this is not the case. While cell populations

of similar sizes had similar focusing patterns within the channel (e.g. parental vs deflagellated

populations), the cells did not behave like beads. Flavopiridol-treated cells and spherical
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beads both had lengths of 10 μm, but different widths (5 μm vs 10 μm, respectively); however,

the flavopiridol-treated cells were unable to localise to an equilibrium position at the inner wall,

and instead displayed a tight focusing position to the outer wall at higher flow rates. 10 μm

beads, on the other hand, showed the opposite behaviour, focusing to the inner wall at all flow

rates tested, with no focusing to the outer wall. A similar deviation in behaviour was seen

between beads and cells with equivalent lengths and widths. Amastigotes (with a width of 3.4

μm and a length of 5.5 μm) focused to the inner wall at low flow rates (Fig. 5.7), as did 3.8 x

5.1 μm2 pear-shaped beads (Fig. 5.8); however, at high flow rates, the amastigotes were able

to migrate to the outer wall, unlike the equivalently sized beads. The amastigote cells were the

only cells tested which showed a predominant focusing position at the inner wall at the flow

rates tested. This may be due to their increased aspect ratio, or due to their smaller length

(corresponding to a particle confinement ratio of 0.11 vs 0.19 for parental cells). Additionally,

they were the only cell type tested which had a length of < ¼ of the channel height. This was

shown to be an important threshold as both spherical and non-spherical beads > ¼ of the

channel height were unable to move away from the inner wall, even at the highest flow rates

tested (Fig. 5.3 and 5.8).

Figure 5.14: Summary of focusing behaviour of L. mexicana populations and beads.
The average length (μm), width (μm), and aspect ratio (AR) of parental (P), deflagellated (D),
amastigote (A), flavopiridol-treated (FP) and hydroxyurea-treated (HU) parasites, along with
spherical and non-spherical beads are given. A green yes (Y) or a red no (N) demonstrates
whether > 70% of particles did or did not focus within 34 μm of the inner (IW) or outer wall
(OW) at at least one Reynolds number. A light green Y demonstrates where > 70% of particles
located within the inner or outer half of the channel but further than 34 μm from either wall. A
graphical representation is given to demonstrate the sizes of the different particles analysed, in
relation to ¼ of the height of the channel. The arrows identify particles with equivalent length
measurements, including parental and deflagellated cells (black arrows); amastigotes and pear-
shaped beads (red arrows); flavopiridol-treated cells and 10 μm beads (white arrows); and pear-
shaped and peanut-shaped beads (blue arrows).
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5.2.6 Role of confinement on focusing

To test the relationship between particle size within the channel (confinement) and focusing

position within the channel, the parental population was analysed within a channel with a

larger cross section (60 x 360 μm2). By maintaining the proportions of the channel, the

Reynolds number and the Dean number could be matched between the smaller and larger

devices. Thus, within the larger channel design, the only parameter which was changed was

the confinement of the particle, enabling a direct comparison between devices. From figure

5.15, it can be seen that at a Reynolds number of 79.4, focusing occurred solely at the inner

wall, which was never seen for parental cells in the 30 x 170 μm2 channel (at the closest

Reynolds number at 83.3). At Re = 119.0 and 158.7, particles had bimodal distributions, with

cells focusing to both the inner and outer wall, and at Re ≥ 261.9, the focusing at the inner

wall was lost with > 80% of particles being found within a 36 μm wide region at the outer wall.

Interestingly, the parental cells demonstrated a focusing pattern most similar to amastigote

cells within the 30 x 170 μm2 device, being able to focus to the inner wall at Re ≤ 166.7 and

with a sharp focusing position at the outer wall at Re = 250.0 (Fig. 5.7). However, in contrast,

the parental cells were able to start focusing towards the outer wall at Reynolds numbers as

low as 119.0 for the 60 x 360 μm2 channel (occurred at Re = 83.3 in the smaller device). The

ability to focus to the inner wall is thus most likely a result of the low particle confinement, with

parental and amastigote cells having similar particle confinement ratios of 0.09 vs 0.1,

respectively. Similarly, both the amastigotes and the parental cells are < ¼ of the channel

height in the corresponding devices, suggesting that a lower particle confinement and a length

< ¼ channel height is required for particles to focus to the inner wall. As with all the cell lines

tested, the parental cells in the 60 x 360 μm2 device focused to the outer wall, conserving the

theory that a low aspect ratio aids in particle migration to the outer wall. Additionally, the same

“barrier” force is seen between both devices, which is positioned around ∼ 60 μm away from

the channel walls in the larger device (Fig. 5.15A). Again, this also happens to be the height of

the channel.

These data thus conform with the hypothesis that there is a critical threshold on the

length, below which particles are able to focus towards the inner wall, as well as with the

hypothesis that a low aspect ratio assists particle migration to the outer wall.
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Figure 5.15: Fixed parental L. mexicana focus to the outer channel in a larger device.
Fixed L. mexicana cells were analysed for their focusing position in a channel with a cross
section 60 x 360 μm2. (A) The focusing position of individual cells over a range of Renolds
numbers (Re) within the microfluidic channel as analysed using a high-speed camera. The red
dashed lines indicate a position 60 μm away from both the inner and outer wall (n > 1,500). (B)
The data from (A) was quantified to show the distribution of cells along the channel width. For
each flow rate, the channel width was divided into 10 sections; each section corresponds to a
distance of 36 μm and was colour-coded (on a scale of 0-100) according to the percentage of
cells falling within that section. Red boxes indicate a region with > 70% of particles focusing
within a 36 μm region.

5.2.7 Analysis of fluid behaviour within the microfluidic chip

As has been demonstrated in the literature, non-spherical particles are able to affect the fluid

flow profile, thought to result in particles moving further away from the inner wall [364]. It has

also been shown that in curved channels at De ≥ 30.2, the formation of secondary Dean

vortices are able to trap both rigid spherical beads and deformable RBCs at the outer wall

[379]. Therefore, it was hypothesised that the low aspect ratio of these parasites (all cell

populations tested had an average aspect ratio ≤ 0.63) altered their rotation within the flow,

deforming the fluid profile to induce the formation of secondary Dean vortices, thus causing an

equilibrium position at the outer wall. According to the work done by Nivedita [379], a higher

Dean number must be achieved in channels with lower aspect ratios (as opposed to channels

with higher aspect ratios) before secondary vortices are able to form. Nivedita demonstrated

that in a channel with an aspect ratio of 1:5, secondary Dean vortices were first detected at De

> 39. In the 30 x 170 μm2 channel (aspect ratio of 1:6), the highest Reynolds number used was

Re = 250.0, corresponding to a Dean number of 28.6 which is below the theoretical threshold

for the formation of secondary Dean vortices. Thus, if the parasites are capable of deforming

the flow, this may explain why parasites and not rigid spherical beads focus to the outer wall.

In order to test this hypothesis, an attempt was made to replicate the experiments carried
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out by Nivedita to visualise the flow profile within the 30 x 170 μm2 channel [379]. Fluorescein

dye in concentrations between 1 μm and 26.6 μm was pumped into the channel in the reverse

direction; by adding fluorescein in through the inner channel outlet and PBS through the

middle inner outlet, the recirculation of the fluorescein dye across the channel could be

imaged (Fig. 5.16; see Section 2.4.1 for details).

Figure 5.16: Representation of fluorescein injection into channel.
A graphical representation of injecting fluorescein dye (green) and PBS (blue) into the 30 x 170
μm2 channel, from a top-down view of the channel (top) and an example from the cross section
(bottom). Fluorescein was added into the inner most outlet (inner) as represented with the green
arrowhead, while PBS was injected into the middle outer outlet (middle outer) as shown with
the blue arrowhead. The other two outlets were sealed off to prevent back flow of the fluid. The
Dean vortices are represented by the dashed grey lines.

Here, prior to using confocal microscopy (as was carried out in the literature to image the

z-plane), the setup was first tested and optimised with an inverted fluorescence microscope.

Figure 5.17 shows example images of the fluorescein dye within each of the 6 turns of the

spiral channel at Re = 83.3 along with their corresponding intensity profiles. From these data,

the flow can be seen to change throughout each rotation of the channel. In the first rotation, a

sharp streak of fluorescence was seen at the inner wall (Fig. 5.17A). In the second and third

rotations (Fig. 5.17B and C, respectively), the fluorescence had moved into the centre of the

channel before shifting almost entirely to the outer wall. At the fourth and fifth rotation, the

intensity was strongest again at the inner wall and then redistributed throughout the channel.

At the final turn, the fluorescein was strongest at the outer wall; however, from these data the

fluid profile is unable to be discerned due to the bottom-up view of a single focal plane of the

channel.
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Thus, in order to analyse the flow in the channel cross section, the experiment was

repeated but analysed using a confocal microscope to image through the z-plane of the

device. To ensure that the entire depth of the channel was captured, an in-focus plane of the

channel was first found which was set as the “centre”. The microscope was then set to

capture between a set number of images through a defined distance (distances of between 25

and 50 μm were tested) above and below that centre focal plane. Unfortunately, despite

testing a multitude of settings (e.g. modifying the intensity of the lasers, the concentration of

the dye, the exposure time and the amount of gain) and even different confocal microscopes,

fluorescent signal was detected through the entire depth imaged, and not just within the 30 μm

of the channel itself. It was hypothesised that the fluorescence of the dye was too bright and

too widespread throughout the channel and was therefore giving too much background noise.

Thus, the flow profile within the channel was unable to be imaged.
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Figure 5.17: Optimisation of flow profile analysis using fluorescein dye.
In the 30 x 170 μm2 channel, fluorescein was injected into the inner most outlet channel at a
concentration of 26.6 μM at a flow rate of 0.125 ml.min-1 using a hydraulic pump. Similarly, PBS
was pumped at 0.375 ml.min-1 into the middle outer outlet. The other two outlet channels were
blocked to prevent the backflow of fluid. (A-F) After the flow within the device had equilibrated,
each of the six rotations of the channel were imaged, starting at the outer rotation of the channel,
using an inverted fluorescence microscope and acquired using Zen Blue software. Scale bars:
200 μm. The corresponding intensity profiles were generated in MATLAB and are shown below
each fluorescence image.

In order to reduce the level of fluorescence within the channel, and thus reduce the

permeation of the fluorescence throughout the plastic of the device, it was tested whether the
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z-position of beads could be analysed instead of fluorescein. As beads have a much smaller

area of fluorescence than the fluorescein dye, the background noise was hypothesised to be

minimal in comparison, and using small beads which did not focus in the channel may have

enabled the visualisation of the flow. To test whether spherical beads could be imaged in 3D

within the device, larger beads of both 3 and 5 μm in diameter were first imaged in the device

at different flow rates using a confocal microscope. While high intensity fluorescence signals

were detected at a single point on the channel x-axis for each flow rate (Fig. 5.17), again,

fluorescence signal was detected throughout the entire 50.5 μm imaged, instead of just the 30

μm of the channel (Fig. 5.18). Therefore, the flow profile within the device used was not able

to be determined and had to be inferred from the literature.

Figure 5.18: Z-plane imaging displays high background fluorescence.
5 μm red fluorescent beads were injected the 30 x 170 μm2 channel at Re = 83.3 (top), 166.7
(middle) and 250.0 (bottom). Left: single composite images of the channel and the red fluores-
cent streak of the beads. Scale bars: 200 µm. Right: the corresponding reconstructed z-stack
of the focusing of beads. Z-stack images were acquired using a spinning disk confocal micro-
scope in the Zen Blue software for which 15 slices were imaged every 3.6 μm, thus spanning
50.5 μm in depth. Images were extracted and analysed in MATLAB where the area spanning
the channel width was identified, background removed, and the intensity plotted (see Section
2.4.2 for details). The resulting heatmaps show the depth (μm) of the channel imaged on the
y-axis, the width (μm) of the channel along the x-axis and the colour shows the intensity of the
pixels.
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As the fluid profile was unable to be determined though imaging of the z-plane, it was

hypothesised that if L. mexicana cells were deforming the fluid flow resulting in secondary

Dean vortices, that beads would also be trapped in the same secondary vortices and focus to

the same lateral position as the cells. A mixture of fixed parental L. mexicana parasites and 5

μm beads were subsequently analysed for their focusing position within the 30 x 170 μm2

device at Re = 166.7. From the data obtained, it was seen that there were two separate

populations of particles, one focusing to the inner wall and one focusing to the outer wall (Fig.

5.19). Analysis of the brightness of the particles, and inspection of the corresponding images

revealed that the darker 5 μm beads focussed to the inner wall, while the lighter parental cells

focused to the outer wall. The focusing behaviour of both particles matched the focusing

position of when they were analysed separately, indicating that the presence of the L.

mexicana parasites did not affect the behaviour of the beads and vice versa. These results

however cannot confirm or refute the theory of the formation of secondary Dean vortices as it

is possible that either no vortices are forming and thus the beads focus to the inner wall, or

that there are secondary vortices forming but that the beads do not get trapped within these

vortices. While this may be the case, these results also highlight the potential for shape-based

separation, isolation and/or concentration of non-spherical particles, with 94.1% of L. mexicana

cells focusing to the outer half of the channel, and 99.8% of beads focusing to the inner half of

the channel. Such an application may be the isolation of pathogens from water [228].

148



Figure 5.19: L. mexicana and beads have highly different focusing positions.
A mixture of fixed L. mexicana parental cells and beads with a diameter of 5 μm were imaged
with a high-speed camera during focusing within a 30 x 170 μm2 channel at Re = 166.7. The
particles were plotted based on their distance from the inner wall vs their brightness, with 5
μm beads (grey) being identified as having a brightness as ≤ 150 arbitrary units (a.u) and L.
mexicana cells (gold) as having a brightness of > 150 a.u. The red dashed reference lines
indicate positions 30 μm from the inner and outer walls. An example image containing particles
from within these two populations are shown on the right-hand side. L. mexicana cells focusing
to the outer wall are shown by the black dotted line and indicated in the image using white
arrowheads, while 5 μm beads from the population of particles focusing to the inner wall are
shown with the solid black line, with individual particles being highlighted with black arrowhead.
Scale bar: 20 μm.

5.3 Discussion and conclusions

In this Chapter, it was aimed to take advantage of the morphological changes seen in L.

mexicana to achieve a shape-based method of cell cycle synchronisation. It was

demonstrated in Section 4.2.7 that while there is a fairly high amount of overlap in morphology

between the different cell cycle stages, the M/C cells proved to be the most morphologically

distinct, with an average length of 7.5 μm, a width of 4.3 μm and an aspect ratio of 0.56. By

defining a cut off of cells with an aspect ratio of ≥ 0.5, a 65.2% purity of M/C cells and a 5.8X

enrichment could hypothetically be achieved. However, the role of cell shape in inertial

microfluidics had not been well studied in curved channels, with cell length being the primary

differentiating factor driving separation. As M/C cells overlap with early G1 cells in terms of

length, sorting based on the length would be unsuitable to achieve a pure population. Thus, a

better understanding of the relationship between cell shape and inertial microfluidic focusing

position was sought. To achieve this, four different morphologies of L. mexicana were

generated and compared to that of the parental line - chemically deflagellated cells,

differentiated amastigotes, flavopiridol-treated cells and hydroxyurea treated-cells. IFC

enabled high-throughput and robust morphological analysis of the generated cell populations,
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such that the flagellation status, aspect ratio, length and width of cells were analysed for their

contribution to inertial microfluidic sorting.

Effect of the flagellum on the focusing position

Initial tests with the parental cell population demonstrated that the elongated prolate-like

parental L. mexicana parasites had a focusing position towards the outer wall at Reynolds

numbers as low as 83.3. In the literature, a preferential focusing position at the outer wall is

unusual, with spherical particles, non-spherical particles and cells predominantly focusing to

different places at the inner wall [201], [362], [380]. While there are a variety of circumstances

which cause particles to migrate to the outer wall [198], [357], [379], [381], [382], the most

relevant to this study was the work carried out by Feng who demonstrated that flagellated

sperm cells focused to the outer wall while beads and RBC focus to the inner wall [366]. They

oberved that the flagellum altered particle rotation, and that by removing the flagellum the cell

bodies focused to the inner wall. In contrast, here the flagellum of L. mexicana was shown to

have little effect on particle focusing with similarly sized and shaped deflagellated cells also

migrating to the outer wall. There are two possible explanations for this discrepancy with the

literature. Firstly, it is possible that both the elongated cell shape and the presence of the

flagellum are having the same effect of stabilising the rotation of the cells within the flow,

causing them to migrate to the outer wall. Thus, by removing the flagellum, the elongated

shape would maintain their focusing position at the outer wall. In contrast, the cell bodies of

sperm are rounder and thus the loss of the flagellum may have altered their rotation resulting

in focusing to the inner wall. This hypothesis is substantiated by the high-speed imaging

demonstrating that L. mexicana cells have a stable rotation at the outer wall and align with the

flow. The second possibility is that the sonication of the spermatozoa to remove their flagella

is also having an effect on the cell morphology, which in turn affects their focusing position.

Effect of cell confinement and shape on focusing position

As the flagellum was shown to have little effect on the focusing position, the role of cell size

and shape was next tested using spherical and non-spherical beads as well as L. mexicana

cells with different morphologies. From this work, a variety of observations regarding the role

of shape were made. i.) The diameter of a bead is not equivalent to the length of L. mexicana

parasites in terms of determining focusing position, with all parasites and beads having highly
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different focusing positions. ii.) Cells with the highest aspect ratios (amastigote cells and

flavopiridol-treated cells) required a higher Reynolds number to form a sharp focusing position

at the outer wall, compared with lower aspect ratio cells. iii) When sorting live cells, it was

seen that higher aspect ratio cells showed the highest enrichment at the inner wall while lower

aspect ratio cells were enriched at the outer wall. iv.) Particles with the same aspect ratio but

different dimensions did not focus to the same location. This was seen between both bead

and L. mexicana samples. v.) A low particle confinement (λ ≤ 0.11) within the channel enabled

particles to focus towards the inner wall at lower flow rates. Similarly, these particles were

shown to have a length of < ¼ of the channel height. On the other hand, particles with a

higher confinement (λ ≥ 0.18), or a length of > ¼ of the channel height, did not focus at the

inner wall at any flow rate tested. vi.) The exception to this was highly elongated cell types

(hydroxyurea-treated and parental) which focused to both the inner and outer wall at lower

flow rates, as a function of particle rotation. Long cells orientated either perpendicularly to the

walls at the inner wall or aligned with the flow at the outer wall. Rounder cells on the other

hand did not show any trends in terms of their orientation and demonstrated a higher level of

recirculating within the flow. vii.) At high flow rates, all cells, regardless of shape or size,

focused to the same position within the channel ∼ 30 μm from the outer wall. No beads

demonstrated this focusing position, even when mixed with cells.

From these observations, it is evident that the focusing behaviours of particles,

particularly non-spherical cells, is highly complex. These data have demonstrated that both

cell length and aspect ratio contribute to determining the equilibrium position of a particle. At

low flow rates, particle confinement seems to be responsible for particles focusing at the inner

wall; cells with a length < ¼ of the channel height focused towards the inner wall. Increasing

the length of particles past this threshold increased the likelihood that cells will be distributed

throughout the channel width. At higher flow rates, shape seemed to be the largest factor in

determining focusing position, with elongated cells focusing towards the outer wall. At the

highest flow rate tested, all cells showed a conserved focusing position at the outer wall,

regardless of differences in cell length. This was thought to be due to the non-spherical nature

of the cells altering their rotation compared to spherical particles, as elongated cells were

shown to align with the flow at the outer wall.

While particle confinement and aspect ratio affect particle focusing, they cannot explain

all of the behaviours seen. For example, of all beads tested, peanut-shaped beads (with a
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length ≤ 6.3 μm) focused closest to the outer wall, despite having an aspect ratio of ∼ 0.7.

Furthermore, while enrichment of SW and LN cells was seen during the live sort, the purity of

these populations was low, with all outlets having a mixture of different sizes. This suggests

that cells are predominantly recirculating throughout the channel rather than focusing based

on their size or shape. Instead, other aspects of cells’ morphology may be preventing their

stable rotation within the flow, for example, the surface texture of the cells. In L. mexicana, it is

known that the surface of the cells is not smooth and instead has ridges in a chiral shape

which help the cells to swim in a stable manner [383]. These ridges may be causing the flow

around the cell to be turbulent at lower flow rates, to prevent a stable rotation and result in

cells recirculating. It has also been shown that cell deformability affects a particles rotation

within the flow which may be the cause for these particles migrating to the outer wall [196],

[356]. An attempt was made to analyse the deformability of these parasites, although due to

their elongated shape it was difficult to draw any conclusions from the data. However, there

seemed to be minimal differences in the focusing behaviour between live and fixed cells, and

as fixation is known to affect cell deformability, the effect of cell deformability was thought to be

minimal. Interestingly, it is thought that deformable particles alter their shape as a result of the

shear forces, taking on a more prolate morphology [196]. It has been shown that instead of

rotating, these particles “tank-tread” and thus maintain this elongated shape within the flow. It

is therefore possible that the deformable particles and the elongated L. mexicana cells

experience the same behaviour in the flow, with a non-rotating elongated shape causing

migration to the outer wall.

While there are many aspect of a cells morphology which may contribute to the complex

focusing behaviours seen within inertial microfluidic devices, this work, along with the literature

has indicated that these morphological features likely affect cell rotation which directly relates

to their focusing position [364], [366]. Future work into understanding the relationship between

cell rotational behaviours within curved channels may provide a better understanding of how

and where cells focus within such microfluidic devices.

Cell cycle separation

In terms of sorting the different morphologies for cell cycle synchronisation, the largest

enrichment was seen for SW cells from 14.1 to 24.8%, a morphology indicative of cells in M/C

phase. The low enrichment is hypothesised to be due to a variety of reasons. Firstly, as
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discussed, the complex behaviours in the device made shape-based separation difficult. This

was exacerbated by the high amount of overlap between the morphologies of the different

stages of the cell cycle, with both early G1 cells and M/C cells having similar lengths, but

different widths. Furthermore, the behaviour of fixed cells was predominantly analysed, which

was previously shown to cause cells to shorten and widen, thereby increasing the proportion

of SW cells and reducing the size difference between cell types. In contrast, when working

with live cells, a high number of sorted cells was required for ImageStream analysis (> 4 x 106

cells.ml-1 per outlet). With a single microfluidic channel (i.e., not multiplexed) at a flow rate of

0.7 ml.min-1 this took ∼ 46 minutes of continual sorting, excluding time for processing the

collected outlets for ImageStream analysis as well as refilling the 10 ml syringe. Thus, lengthy

processing times may have caused cells to progress through the cell cycle from their initial

time of sorting, adding to the heterogeneity seen in the sorted sample.

Further work would be beneficial to achieve a higher level of purity in sorting the different

cell cycle stages of L. mexicana. Firstly, quantification of the DNA content of the sorted cells

would enable a better understanding of how the different cell cycle stages were being sorted,

as well as an indication of synchronisation purity. Increasing the speed of sorting (i.e. by

channel multiplexing) would reduce the possibility of cells progressing through the cell cycle.

Alternatively, developing a portable method of analysing the sorting of live cells during

focusing would enable the investigation of particle behaviour without any time constraints.

Channel design could be improved to achieve a higher level of separation: in both the 30 x

170 μm2 and the 60 x 360 μm2 channel, L. mexicana with λ ≤ 0.12 (based on cell length)

focused towards the inner wall, while cells above this threshold had a higher tendency to

recirculate. From the data presented in Section 4.2.3, M/C cells had an average length of 7.4

μm (λ = 0.15), suggesting that the majority of M/C were above this size threshold and would

recirculate within the channel. Instead, a channel with a height of 36 μm and a width of 220

μm would give a λ = 0.12 for M/C cells and a λ = 0.16 for cells > 10 μm in length. This

therefore may enable the M/C cells to focus towards the inner wall with longer G1 and S cells

recirculating throughout the width of the channel, or focused towards the outer wall.

Alternatively, a straight channel with a high confinement may provide a better means for

separating based on cell aspect ratio/rotational diameter, as demonstrated by Li [344].

While the results here showed a low enrichment of the different cell cycle stages, it was

demonstrated that all morphologies of L. mexicana cells could be concentrated within a 34 μm
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region at the outer wall at high flow rates. Such a highly specific focusing position of

non-spherical and highly heterogeneous cells is a unique behaviour, and as far as I am aware,

has not previously been documented for curved inertial microfluidic devices. For Leishmania,

this may have applications in diagnostics i.e. to isolate the pathogens from blood, serum or

wound exudate samples or for sample processing, such as separating isolated flagella from

cell bodies (either with or without flagella). This ability to concentrate cells at a particular

location, regardless of shape, may also have applications in other fields, such as the

concentration of pathogens from water [228], [384].
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Chapter 6

High-speed detection of Leishmania in

microfluidic devices
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Highlights

• Event-based cameras provide a low-cost and portable alternative to traditional

high-speed imaging, without the need for pulsed light.

• Such cameras were capable of tracking particles up Reynolds numbers of 158.7 and

detecting particles up to Re = 250.0.

• A proof-of-concept high-speed portable imaging system is demonstrated, using a 3D

printed microscope. All data collection, visualisation and analysis being performed on a

standard laptop.
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6.1 Introduction

As discussed in previous chapters, analysing fixed cells during sorting has the caveat that

such chemical treatment alters morphology, thereby increasing the proportion of short and

wide cells. This makes enriching for the naturally short and wide mitotic population of interest

more difficult as it reduces the size differences between the different cell cycle stages. In

contrast, while live cells could be analysed post-sort, the length of time it took to sort a

sufficient quantity of cells for morphological analysis may have reduced the validity of the

results as the morphology of live cells can change rapidly, in addition to making it unfeasible to

do large scale iterative testing. As a full imaging system was too large to fit within a biological

safety cabinet for the high-speed analysis of live cells, we sought to develop a portable,

high-speed method of particle tracking for the analysis of live cells.

With the advancement of technology, sensors, lenses, and processors are getting

smaller, cheaper and more accessible. This has given rise to research into portable imaging

technologies for applications such as handheld microscopes for surgical imaging [386],

transportable microscopes for use in remote locations [387], wearable microscopes such as

that used to image brain activity in live animals [388], and small wireless microscopes for use

in enclosed spaces (i.e. in a cell incubator) [389]. Three main areas have been adapted to

enable portability:

• miniaturising the body of the microscope,

• reducing the size or the number of lenses, with studies often using a combination of the

three [390].

• using smart phones as processors and/or sensors,

One of the most common methods for miniaturising microscopes is to use commercially

available and small footprint optics and sensors housed within 3D printed parts. 3D printed

microscopes are highly attractive due to being completely customisable, and the capacity to

share designs. As such, a plethora of microscopes have been developed, from simple

fluorescence microscopes costing ∼ £100, to complex, laboratory grade microscopes with

automated focusing and slide scanning, enabled by a motorised stage at only 15 cm high

[391]–[393]. Such microscopes have shown promise in the field, being capable of diagnosing

tropical diseases such as sickle cell disease [394], identifying and classifying parasitic
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infections in stool samples [395], and detecting Mycobacterium tuberculosis growth in culture

[396]. Furthermore, their quality and application is comparable to traditional microscopes, as

is demonstrated by their use for single molecule detection [397], time-lapse imaging [398], and

super resolution imaging with a resolution in the nm ranges [399], [400].

While 3D printed microscopes typically use commercially available objective lenses,

studies have demonstrated miniaturised microscopes using low cost and smaller objective

lenses, and even lens-free devices can reduce the size of microscopes. Commercially

available objective lenses typically use a combination of multiple and specifically distanced

glass lenses to correct for aberrations in focus and colour bleeding. Christopher et al,

demonstrated the use of low-cost and in-house 3D printed lenses capable of imaging both in

brightfield and fluorescence modes [401]. Gradient refractive index (GRIN) lenses are much

smaller (mm range) than conventional lenses and were originally designed to be flat to

transfer an image to an optical fibre such as for endoscopes [402]. These have also shown

potential in wearable mini microscopes such as for imaging the activity of neural cells in live

mice [403], [404]. Lens free devices on the other hand provide a low-cost method of imaging

with a large field of view (FOV). Such devices typically direct incoherent light through a pinhole

or a GRIN lens to illuminate a sample directly above a sensor, producing holographic images

of the sample. While the lack of lens prevents any magnification, the imaging of microparticles

is achieved due to close proximity of the sensor and the sample, with high spatial resolution

(i.e. 1.55 μm) being achieved through mechanical techniques such as sequentially angling the

illumination or computationally during image reconstruction [405], [406]. This enables a highly

compact microscope as small as 5.8 cm high for applications such as tracking the motility of

many organisms on a slide, characterising homogenous populations of cells, and detection of

pathogens in water [407]–[410].

The last technique to be discussed is the use of mobile phones for portable microscopy.

Mobile phones serve as a highly convenient method of both imaging and image processing,

due to being inherently portable, wireless, having powerful processors and containing good

quality sensors and lenses. Typically phone microscopes consist of a structure to hold a

phone’s camera above a sample which is illuminated by a LED, enabling phones to achieve

brightfield, darkfield, phase contrast, fluorescence, and quantitative imaging, depending on the

addition of suitable filters, lenses, and mirrors [411]. Various groups have developed custom

phone apps for viewing images, image processing and even machine learning for automated
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cell counting [412], [413]. As mentioned previously, often these three techniques are used

together, with the lens free systems and smart phones being housed within 3D printed parts,

and smart phones acting as sensors or used for image processing for lens-free holographic

imaging [407], [414]–[418].

While there is a vast amount of research having been carried out into portable systems, there

is a paucity in studies into portable high-speed imaging, resulting from two main limiting

factors. Firstly, while high frame rates up to 2250 fps have been achieved in portable systems,

these typically use a continuous light source which have the downside of introducing motion

blur into an image [419]. Pulsed light on the other hand is traditionally used with high-speed

imaging as it reduces motion blur; however, the introduction of strobes increases the size of

the device and reduces portability. Secondly, capturing images at such a high frame rate

generates a massive amount of data which requires transfer to a processor. In order to cope

with the high volume of data transfer in a low latency manner, powerful (and thus bulky)

processors are needed, again, reducing the portability of high-speed imaging systems. To

overcome these limitations, event-based cameras (of neuromorphic vision sensors) were

tested as a replacement for traditional frame-based cameras, to achieve a truly portable,

motion blur-free method of high-speed particle imaging.

The first neuromorphic sensors were developed in 1991 by Mahowald and Mead, who

described a silicon retina designed to mimic the cells in human eye and their mechanisms of

detecting light and processing the corresponding information [420]. In contrast to traditional

frame based cameras which record data from every pixel simultaneously to create an image,

the pixels of event-based cameras respond independently and asynchronously to each other,

responding only when a change in light intensity is detected [421]. In this way, event-based

cameras only capture information regarding moving objects. When a pixel detects such a

change, it records an event consisting of the x and y coordinate of the pixel, the time stamp,

and the polarity of the event – an increase in light intensity is recorded as a positive event

while a decrease in intensity records a negative event (Fig. 6.1A). For a pixel to record an

event, the change in light intensity must be greater than a user defined threshold. An example

of the behaviour of a single pixel is given in figure 6.1B; initially the intensity increases rapidly

over time, crossing the threshold of intensity six times resulting in six positive events. After this
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point, the intensity of light begins to decrease slowly, crossing two thresholds to give two

negative events before a spike in intensity for a final positive event. Note that when no

threshold is crossed, no event is recorded. In order to visualise the captured data in a

meaningful way, frames are reconstructed from the events using a user defined accumulation

time e.g. 10 ms. Within a 10 ms timeframe, if a pixel has recorded two positive events and

then a negative event, then the most recent event captured (in this instance the negative

event) will be displayed. In this way, each pixel will either be coloured white if the last event

was positive, grey if no event within that timeframe was recorded, or black if the last event was

negative; thus, an image can be generated (Fig. 6.1C). The frame rate must also be defined,

which is the number of integration windows within a second. If the frame rate is equivalent to

the accumulation time (e.g. a frame rate of 100 generates a new frame every 1/100 s which is

equivalent to 10 ms) then every event will be displayed once, termed full accumulation. If the

accumulation time is higher than the number of frames, then an event will be displayed multiple

times, while a lower accumulation time will result in some events never being displayed.

As event-based cameras do not record frames, they are thus not limited in their speed of

data acquisition in the same as traditional cameras. The frame rate of traditional cameras

typically relies of a variety of factors, such as exposure time, processing times, and data

storage. As every pixel captures data simultaneously, data from every pixel must also be

processed and stored simultaneously, resulting in a higher demand of the hardware. In

contrast, as event-based cameras only transfer data from pixels which have been activated,

the data can be processed much more quickly. Instead, the pixels of event-based cameras are

limited by a refractory period, defined as the time taken for a pixel reset, during which time a

pixel is unable to be activated. While this depends on the number of events being recorded,

for the early sensor, the refractory period is less than 50 μs; however, for newer sensors these

were estimated to be down to 5.8 μs, enabling frame rates of > 200,000 fps [422].
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Figure 6.1: Event-based sensors capture individual events rather than frames.
The theory behind event-based sensors is demonstrated here. (A) When a change in light
intensity crosses a set threshold, an event is recorded. An increase in light intensity causes a
positive event (+1) and is demonstrated with a white pixel. In contrast a decrease in intensity
corresponds with a negative event (-1) and a black pixel. If no change in intensity is seen, then
the pixel will be grey. (B) A graphical representation of a single pixel’s response to changes in
light intensity is shown. Each point in the plot represents when the threshold of intensity has
been crossed, causing an event to be recorded. Image adapted from [423]. An example of
the output is shown in (C). On the left is an image of a L. mexicana promastigote taken with a
standard CMOS camera, while on the right is a reconstructed image of a swimming cell captured
with an event-based camera

Due to pixels firing asynchronously and only being active when sufficiently stimulated,

event-based cameras offer an affordable, high-speed, low latency, low power and high

dynamic range method of imaging. This makes them a highly attractive tool, and since their

commercialisation in 2008 [421], their applications have become more widespread,

particularly in industrial and engineering environments such as for robotics development

[424]–[428], mechanical fault detection [429]–[431], surveillance [432]–[434], autonomous

driving [435], [436] and space research [437]–[440]. Their benefit for tracking particles in flow

has also been demonstrated, having been used primarily for particle tracking velocimetry (PIV)

– a technique used to measure the velocity of water or air by tracking the movement of

suspended neutrally buoyant particles (e.g. hollow glass spheres and helium air bubbles,

respectively) [441]–[445]. Willert and Klinner (2022) demonstrated that event-based cameras

have a considerable number of advantages over traditional high-speed cameras when

measuring the motion of disturbed particles in water; they were particularly tolerant to visual

artefacts such as a high background intensity, spatial variations in intensity and scattered light

from the laser [446]. Some disadvantages were also noted, such as an increased latency with

an increased number of events and the lack of detection of slow-moving particles. These
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disadvantages are addressed in a later publication by Willert by implementing a pulsed

illumination system [447]. In addition, micro-PIV (PIV using microparticles) was carried out by

Ni et al, demonstrating the event-based camera’s capability of high-speed imaging of slow

moving particles under Brownian motion [444]. The compatibility of event-based cameras with

microscopy has also been realised, having been used in single-molecule localisation

microscopy [448], electron microscopy [449], [450], fluorescence active cell sorters [451],

high-speed imaging [444], low-light microscopy [452], and a tool for autofocusing [453].

While event-based cameras offer a powerful tool for imaging microparticles, their

applications for portable microscopy are limited to the work done by Berthelon (2018) during

his PhD, who aimed to develop a portable event-based system for imaging red blood cells

flowing within blood vessels to improve research into haemorrhagic shock [454]. Here,

Berthelon used an event-based camera with a microscope to image the circulatory system of

cremaster muscles in male mice, where the number, velocity and density of RBCs were

analysed to calculate the perfusion rate before and after induced haemorrhagic shock (the

lowering of the total blood volume within the mouse by removal with a syringe). While a

prototype of the device was made, its ability to image RBCs was not shown due to the device

being developed in parallel to the experimental work.

In this chapter, the use of event-based cameras as a portable method for the high-speed

imaging was explored for applications in inertial microfluidic imaging. During this work, proof

of concept is given, demonstrating the first use of event-based cameras for the high-speed

imaging of particles within microfluidic devices. Particle tracking was achieved to a Reynolds

number of 158.7 and particle detection up to Re = 250.0. It was further demonstrated that

particle fluorescence improved their detection. This work lead to a publication in Lab on Chip

in 2020 [385].

6.2 Results

6.2.1 Characterisation of the event-based camera with beads in flow

In order to confirm that event-based cameras were indeed compatible with traditional

microscopes, a single fluorescent 10 μm bead on a microscope slide was imaged in both BF

and fluorescence mode using a traditional frame-based camera and the event-based camera
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(Fig. 6.2). In order to capture the images with the event-based camera, the slide was moved

to create events. Details of the experimental setup and image processing can be found in

Sections 2.4.2 and 2.2.4, respectively. With a traditional camera, the bead appears as a dark

outline of a circle against a lighter background in BF, and as a solid white circle against a black

background in fluorescence mode. In BF, due to the bead appearing as a dark ring against a

grey background, negative events are generated with positive events following in the wake. In

contrast, in fluorescence mode the bead is lighter than the background; thus, the moving bead

initially generates positive events in the direction of movement, followed by negative events.

In both BF and fluorescence modes imaged with the event-based camera, the particles have a

grey centre due to the uniformity in light intensity triggering no events. Additionally, a higher

accumulation time (5,000 μs vs 500 μs) is required to reconstruct the image in BF mode so

that the particle is clearly visible. This is due to the lower contrast between the particle and the

background resulting in fewer pixels crossing the threshold to trigger an event during

acquisition; thus, fewer events being recorded.

Figure 6.2: BF vs fluorescence.
Example images of a 10 μm red fluorescent bead on a microscope slide as captured by a
standard CMOS camera (top row) and an event-based camera (bottom row). The event-based
camera images were captured by moving the microscope stage so that the bead moved in
the direction of the white arrows. Images captured in brightfield are shown on the left while
fluorescent images are shown on the right. Scale bars: 10 μm. In order to reconstruct images
from the individual events recorded by an event-based camera, signal processing is carried out
post-acquisition to define the frame rate of the video along with the accumulation time (∆T).
The ∆T corresponds to the time frame in which pixels maintain their polarity. An ∆T of 5,000
μs was used to display the image in BF while an ∆T of 500 μs was used for the fluorescence
image.

On confirming that the event-based camera was capable of imaging objects on a slide, it was
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tested whether particles could be detected flowing within microfluidic channels (Fig. 6.3).

Here, 10 μm beads in fluorescence mode were imaged at a low flow rate (Re = 4.0) within the

60 x 360 μm2 channel, details of which can be found in Section 2.4.1. After data acquisition,

image processing was carried out in MATLAB to extract a frame from the recording; in figure

6.3, different accumulation times are shown for the same frame, with the individual particles

being similarly marked on all plots with red arrows. For an accumulation time that is too low, in

this case 100 μs (Fig. 6.3A), not all particles are visible, with few negative events following the

marked particles, showing each particle’s trajectory. Increasing the accumulation time to 1,000

μs (Fig. 6.3B) resulted in more events being displayed per image; a larger area of positive

events is seen with longer negative trails. Here, particles are clearly visible and distinct. In

contrast, while all particles are visible using an accumulation time of 10,000 μs (Fig. 6.3C), the

trails overlap making differentiation of the individual particles more difficult. Thus, an optimum

accumulation time is necessary to achieve particle detection, without creating too much noise.

Furthermore, as the number of events displayed per particle is related to both the strength of

the signal (i.e. the number of events captured during acquisition) and the accumulation time,

the accumulation time must therefore be set individually for each experiment in order to

maximise the output.

Figure 6.3: Using accumulation time to track particle location.
10 μm beads were recorded within a microfluidic channel with an event-based camera at Re =
4.0. A single frame from the recording was extracted using an accumulation time of 100 μs (A),
1,000 μs (B) and 10,000 μs (C). The dashed lines indicate the top and bottom of the channel,
the position of each particle flowing in the channel has been identified with a red arrow, and the
direction of flow is shown with a white arrowhead. Scale bars: 200 µm.
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Next, the event-based camera was tested as a method for analysing particle focusing over a

range of flow rates between 0.05 and 1.5 ml.min-1 (Re = 4.0 – 158.7). 10 μm fluorescent

beads were analysed within the 60 x 360 μm2 channel, with particle focusing being recorded

in both BF and fluorescence modes. Extensive signal processing was carried out by Dr Yoann

Altmann to identify individual particles within the channel. A high frame rate (20k fps) and

accumulation time was used to precisely identify the trajectory of at least 1,000 particles for

each flow rate and thus their location within the channel, as well as to distinguish true events

(beads within the channel) from background noise (Fig. 6.4A). Altmann extracted the position

of the centre of each event while I subsequently plotted the data in R (Fig. 6.4B). At low flow

rates, particles were detected across the width of the channel, getting closer to the inner wall

with increasing flow rate. At Re = 39.7, a predominant focusing position was detected at the

inner wall which was maintained up to a Re = 158.7. This is in line with the expected

behaviour of particle focusing within this channel. The event-based camera was similarly

tested and analysed for imaging in BF (Fig. 6.4C). For a Re ≤ 15.8, a similar distribution was

seen between these two methods of illumination, with the percentage overlap calculating to be

≥ 77% and the lowest flow rate having the highest correlation. At Re > 15.8, the limit of

detection was reached for BF illumination such that particles were unable to be detected. This

was determined to be a result of the BF illumination and the high velocities of the particles

decreasing the contrast of the particle with the background, and thus reducing the number of

events being recorded for each particle. Finally, event-based particle detection was shown to

be highly reproducible, with an overlap of > 89% between three replicates for BF mode and >

94% in fluorescence mode. This confirmed that event-based cameras are compatible with

standard microscopes and do not need high powered strobes to achieve high-speed particle

detection. Due to particle fluorescence having a higher intensity and subsequent contrast than

BF illumination, detection in fluorescence mode is more sensitive and thus is the preferred

method of illumination for particle detection with event-based cameras.
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Figure 6.4: Event-based cameras can detect particles in microfluidic channels at various
flow rates.
10 μm red fluorescent beads were injected into a 60 x 360 μm2 channel at various flow rates
and imaged using an event-based camera. (A) An example of the signal processing is shown;
the trajectory of each particle flowing through the channel was analysed post-acquisition, as
marked by red crosses. The axes represent the pixel coordinates of the image. ∼ 15 s videos
of particle focusing at various flow rates were imaged in fluorescence mode (B) or BF (C) with
the location of each particle across the width of the channel being plotted as a distribution. (D)
Particle focusing distributions at Re = 15.9 (red) are compared between BF and fluorescence
mode for each of three replicates (red, blue and pink) (n > 1,000).

6.2.2 Validation of the event-based camera as a method of high-speed particle

analysis

After confirming that particles could be detected at high-speed using the event-based camera,

the distribution of particles within the channel was subsequently compared to that of streak

imaging using a Dino-Lite microscope, a commercially available tool for the portable imaging
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of particles in flow. Streak imaging uses a long exposure to capture the focusing trends of

fluorescent particles within a channel; an area with many fluorescent particles localising to the

same location appears as a fluorescent streak. ∼15 s videos of fluorescent particles were

captured for a range of flow rates using streak imaging, details of which can be found in

Section 2.4.2. For each flow rate, a single frame was extracted from each of three replicates

which were stacked in MATLAB. This served three purposes: to average the intensity across

the replicates, to reduce background noise and to enhance true signals. The stacked images

are shown for three flow rates (Fig. 6.5A). At Re = 7.9, a faint signal is barely visible at the

inner wall while at Re ≥ 39.7 a defined focusing position is clearly seen at the inner wall. From

these images, the fluorescence distribution across the channel was extracted by averaging the

pixel values in the x-direction (direction of the flow) within the denoted ROI. The subsequent

intensity across the channel was plotted in figure 6.5B alongside the corresponding

distributions as measured by the event-based camera. When comparing the two methods of

detection, the same general trend was seen for particle distribution across the channel for all

flow rates, with slight differences. Initially, at Re ≤ 7.9 a focusing position was detected by the

event-based camera ∼ 220 μm from the inner wall which was not detected when using the

Dino-Lite. This may have been a limit of detection with the Dino-Lite which may not have been

sensitive enough to detect weak signals arising from a low number of particles focusing to a

specific spot within the channel. Furthermore, for the Dino-Lite, a similar width of violin plot

was seen between Re = 39.7 and 158.7, while a larger difference was seen for that of the

event-based camera. Again, this may have been due to inaccuracies in imaging with a

Dino-Lite. In a greyscale image, the maximum pixel intensity is 255, which corresponds to

white. As particle focusing results in a high intensity streak, it is possible that the pixels were

saturated and could not account for any further increase in fluorescence intensity, thereby

giving a similar distribution between two flow rates. In contrast, as the event-based camera

data was generated by detecting the number/proportion of particles across the channel, there

was no limit to the number of particles detected and thus this provided higher resolution in

terms of particle quantification than imaging with a Dino-Lite. These data have demonstrated

for the first time that event-based sensing is a suitable method of particle detection and

tracking within microfluidic systems.
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Figure 6.5: Event-based cameras measure a similar particle distribution to Dino-Lite-
based streak imaging.
A Dino-Lite camera was used to record ∼15 s videos in triplicate of 10 μm fluorescent beads
flowing within a 60 x 360 μm2 channel at various Reynolds numbers (Re). From these videos,
frames were extracted and processed according to Section 2.4.2 to give the images in (A). The
inner and outer channel walls are marked with dashed lines, the ROI is shown with a red band
and the flow direction is demonstrated with the white arrow. (B) From these images, the intensity
within the ROI was averaged across the x-axis (flow direction) and the resulting distribution of
intensity across the channel was plotted alongside the data previously plotted for the event-
based camera distribution. Scale bars: 100 μm .

Thus far it has been shown that event-based cameras provide comparable results to

traditional methods of particle focusing analysis when tracking the particle’s trajectory. While

this method of signal processing is sensitive and specific, tracking individual particles requires

complex and lengthy signal processing. However, a similar effect can be achieved much more

quickly through extracting only the positive events from the event-based camera data. Due to

the nature of this processing, positive events generated from noise will also be captured within

these data; however, the high number of beads within the channel (over 1,000 per Reynolds

number, as analysed by Altmann) corresponds to a high proportion of true positive events,

reducing the impact of the noise. An example of such processing is shown in figure 6.6,

replotting the data given in figure 6.5; the positive events from a ROI were extracted and the

position of each event within the channel was plotted as a function of time using a 3D

histogram in MATLAB. The colour and the height of the plot corresponds to the proportion of

events within a specific bin. These plots demonstrate the same trends as the tracked data – at
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Re = 4.0, the signal is spread across the width of the channel. At Re = 7.9 and 15.9, two

distinct focusing positions can be seen, one close to the inner wall and a second towards the

centre of the channel. Increasing the Reynolds number further caused particles to migrate to

the inner wall with the sharpest focusing position at Re = 158.7. The remaining events-based

camera data have been processed in this way.

Figure 6.6: Focusing trends can be shown by extracting the positive events in event-
based camera data.
Event-based camera data requires signal processing prior to visualisation. The data shown
here is the same as that plotted in figure 6.5, where 10 μm beads were imaged using an event-
based camera at various flow rates within a 60 x 360 μm2 channel. The positive events were
extracted from a ROI within the channel and their position was plotted as a function of time
using 3D histograms. Reynolds numbers (Re) between 4.0 – 158.7 were analysed (A-E).

6.2.3 Event-based cameras for analysing the focusing position of L. mexicana

Here, it was demonstrated that the events-based camera is a suitable method of analysing 10

μm beads at flow rates up to Re = 158.7. However, the overall aim was to use event-based

sensing to the assess the focusing behaviour of live L. mexicana parasites within the 30 x 170

μm2 channel at Reynolds numbers up to 250.0. Prior to the use of cells, it was first tested

whether beads of a similar size were capable of being detected up to the desired flow rate.

Spherical 5 μm fluorescent beads were first tested within the 30 x 170 μm2 channel, being a

similar size to mitotic L. mexicana promastigotes (Fig. 6.7). Due to the smaller size of the
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channel, a higher-powered objective lens with a higher numerical aperture could be used thus

increasing the resolution of the image. To note, the next generation of event-based cameras

was used here, details of which are found in Section 2.4.2. These two factors together

provided increased resolution and sensitivity for particle detection. The distribution of 5 μm

beads across the channel was compared between the event-based camera and traditional

high-speed particle tracking. For both methods of detection, the beads were seen to focus

tightly towards the inner wall at Re = 83.3 and move further from the wall with increasing

Reynolds number. A slight discrepancy in focusing position was seen between the two

methods, with the largest difference being seen for Re = 250.0. The average focusing

positions as measured by the high-speed camera and event-based camera were ∼ 18 μm and

37 μm away from the inner wall, respectively (Fig. 6.7A and D). This difference was more

likely to be a result of variation in the experiment rather than the event-based camera

incorrectly measuring particle localisation, for example, due to differences in how the channel

was aligned during imaging, slight movement of the channel between testing or an unnoticed

piece of debris affecting particle focusing. Despite the differences in positioning, the

event-based camera achieved particle detection up to Re = 250.0, confirming that

event-based cameras have the capacity to measure L. mexicana at flow rates where they

have migrated to the outer wall.
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Figure 6.7: Event-based cameras can detect particles up to Re = 250.0.
Spherical 5 μm fluorescent beads were analysed for their focusing position within a 30 x 170 μm2

channel. The distribution of particles at various Reynolds numbers (Re) was compared between
a high-speed camera (A) and an event-based camera (B-D). For the event-based camera, ∼
15 s videos of particle focusing were recorded. The positive events were extracted from the
videos in MATLAB and plotted as 3D histograms – the position and number of the events was
plotted over time.

Previously it has been demonstrated that the event-based camera was unable to detect

particles in BF above a Reynolds number of 15.9 due to having a lower contrast than

fluorescent particles. As live L. mexicana are not naturally fluorescent, and the addition of

dyes have the potential to affect cell morphology and mechanical properties, the analysis of L.

mexicana in BF is preferred. It was therefore tested whether the improved set up (a smaller

inertial microfluidic device, a higher-powered objective lens and a higher resolution

event-based camera) could detected particles in BF at higher Reynolds numbers. Initially,

peanut-shaped beads of 5.1 x 7.7 μm2 were analysed for their focusing position within the

channel using the event-based camera. These beads typically formed two focusing positions

at Re = 33.3 and a single focusing position closer to the wall at Re = 83.3 (Fig. 6.8A). Similar

to analysing particle focusing in BF using the previous setup, a Re ≤ 33.3 was out with the

limit of detection for the event-based camera, as demonstrated by the few number of positive

171



events which were randomly distributed across the channel (Fig. 6.8B). At Re = 83.3, even

fewer events were detected (Fig. 6.8C). Thus, even with the improved setup, the event-based

camera was unable to detect particles in BF at the desired flow rate. A similar result was

obtained when fixed L. mexicana were imaged in BF using the event-based camera.

Figure 6.8: Peanut shaped particles were unable to be detected at high flow rates.
5.3 x 7.7 μm2 peanut-shaped beads were analysed for their focusing position at Reynolds num-
bers (Re) of 33.3 and 83.3 within the 30 x 170 μm2 using a high-speed camera (A) and the
higher resolution event-based camera (B and C). For the event-based camera data, the posi-
tive events were extracted in MATLAB and their position within the channel was plotted as a 3D
histogram over time.

While BF was the preferred option for illumination, its lower levels of particle detection

prevented its use for L. mexicana analysis. Therefore, it was tested whether the induction of

fluorescence would improve their detection by event-based sensing (Fig. 6.9). Various

methods were tested to induce the expression of fluorescence in L. mexicana parasites.

Firstly, cells were genetically modified to endogenously express mNG fused to their glucose

transporter A protein (THT2A), which is found in the cells’ pellicular membrane [244]. This

resulted in cells with a stable and uniform fluorescence; however, the intensity of the

fluorescence was low, requiring the highest laser power (200 mW) for visualisation purposes

(Fig. 6.9A). These mNG:THT2A cells were first analysed on a slide with the event-based
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camera, in both BF and fluorescence. While the BF illumination provided clear images of the

cells using a relatively low accumulation time (ΔT = 1,000 μs) (Fig. 6.9D), fluorescence

illumination on the other hand required a higher accumulation time (ΔT = 5,000 μs) and the

shape of the cells was lost (Fig. 6.9E). As discussed earlier in this Chapter, the length of the

accumulation time required for image reconstruction is related to the strength of the signal

being recorded – the higher the contrast of the object, the more events are acquired and the

lower the accumulation time necessary to reconstruct an appropriate image. Therefore, as a

higher accumulation time was required for imaging in fluorescence mode than in BF, this

suggested that the mNG:THT2A expression provided a lower level of contrast than the BF

imaging and would thus be unable to be detected during microfluidic sorting. Instead of

transgenic fluorescence, different dyes were tested for the labelling of L. mexicana. Initially

MemGlow™ 640 was selected as it reportedly binds to the cellular plasma membrane in both

live and dead cells [455]. When staining L. mexicana however, it provided inconsistent

labelling with the majority of cells (∼74%) having a low level of fluorescence while a small

proportion stained very brightly (Fig. 6.9B). Both live and fixed cells were tested and the same

pattern of expression was seen. Finally, MitoTracker™ Deep Red FM (MitoTracker), a dye

developed to stain active mitochondria was analysed. This dye was obtained from the Gluenz

lab and was found to stain the entirety of the cell with a high level of fluorescence (Fig. 6.9C).

This dye was thus selected for further testing.
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Figure 6.9: Generation of fluorescent L. mexicana for EC-based detection.
Live L. mexicana promastigotes were genetically modified to express mNG:THT2A, or stained
with MemGlow™ 640 or MitoTracker™ Deep Red FM. Their corresponding fluorescence was
analysed via imaging flow cytometry (A-C). The brightfield images are shown on the left while im-
ages of fluorescence localisation are on the right for each dye. Scale bars: 7 μm .mNG:THT2A
expressing cells were seeded onto a microscope slide and analysed using an event-based cam-
era in brightfield (D) or fluorescence mode (E) using a 63X objective. The microscope stage
was moved while the videos were being recorded for the events to be generated. Scale bars:
20 µm.

Prior to testing cells within the microfluidic device, it was first confirmed that cells were

sufficiently stained with MitoTracker for detection. As a note, fixed cells were used here as the

sorting and the event-based camera imaging was carried out outside of a MSC for testing with

a standard inverted microscope (as opposed to a portable microscope for use within the

MSC). Cells were first fixed with 4% PFA for 15 minutes and stained with MitoTracker
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according to Section 2.2.3. The fluorescence of these cells was confirmed using microscopy -

while the fluorescence may be very bright on the ImageStream, the same is not necessarily

true for microscopy due to the use of different objective lenses and methods of fluorescence

excitation. While using the same imaging setup as would be used for sorting analysis, the

cells appeared bright and were clearly visible (Fig. 6.10A). To validate whether the

MitoTracker-stained cells would be visible within the microfluidic device and to confirm the

sorting patterns of the stained cells, streak imaging was performed using the standard

microscope camera. Streak images were captured in triplicate of the sorting of the stained

cells at various flow rates (see Section 2.4.2. For each flow rate, the images were extracted

from Zen lite imaging software and processed in MATLAB, where the background was

subtracted and the replicates were stacked into a single image (Fig. 6.10B). The distribution of

fluorescent signal across the channel was subsequently extracted from the ROI marked in

these images in MATLAB as outlined in Section 2.4.2 and plotted as a violin distribution in

figure 6.10C. From the images, streaks made by the focusing of cells can be seen in all flow

rates tested. At Re = 83.3, a streak is seen towards the inner wall, which shifts towards the

outer wall at Re = 166.7 in a wide focusing position before focusing sharply at Re = 250.0.

From the distribution plots in figure 6.10C, it can be seen that at Re = 83.3, a slight bimodal

distribution can be seen with an increase in fluorescence towards both the inner and outer

wall. At Re = 166.7, a spread of fluorescence is seen across the channel with a predominant

localisation towards the outer wall. Finally, at Re = 250.0, a sharp fluorescence peak is seen

at the outer wall. In all flow rates, a small spike in fluorescence was seen around the middle of

the channel – this was most likely caused by the small piece of debris (or a single cell) which

was stuck in the channel and was visible within the ROI. These results are consistent with

focusing behaviour of L. mexicana as analysed in Section 5.2.5.
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Figure 6.10: MitoTracker-stained cells can be detected via microscopy imaging.
(A) Cells were fixed and stained with MitoTracker according to Sections 2.2.1 and 2.2.3 and
subsequently imaged on a slide on an inverted microscope. The image was taken using a 20X
objective lens in fluorescence mode using Zen Blue. Scale bar: 50 μm .These cells were then
sorted within the 30 x 170 μm2 channel at various flow rates and analysed by streak imaging in
triplicate. (B) Image processing was performed in MATLAB to stack the images from the three
replicates and identify a ROI (red rectangle) within the channel. The dashed lines show the
inner and outer walls of the channel, the white arrow shows the direction of the flow, the red
arrowhead identifies debris within the channel and the scale bar represents 100 μm. (C) The
average intensity across the ROI was taken and plotted as a violin plot.

Having confirmed that MitoTracker-stained cells were capable of being imaged using streak

imaging, it was therefore tested whether same the experimental setup could be used with the

event-based camera for particle detection. Unfortunately, when these experiments were

replicated and analysed as outlined above, only noise was detected for all flow rates analysed,

with no region across the channel with an increased number of events (Fig. 6.11). This

suggests that even stained with MitoTracker, the level of fluorescence of the individual cells

was still too low to trigger an event. From these results, it was thus determined that

event-based sensing was unsuitable for the analysis of live L. mexicana at sufficient flow rates

with the current experimental design.
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Figure 6.11: ECs are unable to detect MitoTracker stained L. mexicana in flow.
L. mexicana cells were fixed and stained with MitoTracker according to section 2.2.1 and 2.2.3
∼15 s videos of particle focusing was recorded in triplicate using the higher resolution event-
based camera. The positive events were extracted in MATLAB and their position across the
width of the channel was plotted against time in a 3D histogram.

6.2.4 Event-based camera as a portable method of high-speed imaging

While the use of event-based cameras to track Leishmania within this microfluidic system was

unfeasible at the desired flow rates, these high-speed detectors still present as a novel tool for

many other areas of Leishmania, biological and microfluidic research. One such potential

application is the tracking of flagellum wave forms to understand mechanics of cell motility.

Such work traditionally uses videomicroscope to capture videos at over 200 fps, and has

provided insight into the molecules controlling the type of flagellar beat propagated [456], how

cell body shape correlates to directional motility [383], and how sperm cells steer [457]. To

provide proof of concept, videos were captured of individual L. mexicana promastigotes

swimming, from which the motion of the flagellum is clearly distinguishable (Fig. 6.12).

Figure 6.12: Event-based cameras have applications in other areas of L. mexicana re-
search.
Live L. mexicana were seeded onto a microscope slide and their swimming behaviour imaged
with an event-based camera at 63X magnification. Signal processing was carried out in MAT-
LAB to set the frame rate to 1k fps and to extract the negative events. Example images are
shown of the flagellar beating over the course of 5 ms.
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Finally, to provide proof of concept for the use of event-based cameras as a portable method

of high-speed imaging, an event-based camera was fitted to a Portable Upgradeable Modular

and Affordable (PUMA) 3D printed microscope, developed by Tadrous and built in-house by

Dr Yoann Altmann and Dr Melanie Jimenez (Fig. 6.13) [458]. The full set-up including the

camera measured around 17.5 × 12.5 × 33.1 cm and weighed less than 600 g, making it

suitable for use within a microbiological safety cabinet (Fig. 6.13A). Using the outlined setup,

10 μm beads were recorded moving on a microscopy slide. The data from the event-based

cameras were both captured and analysed using a standard laptop, demonstrating both a

functional microscope as well as a fully portable system (Fig. 6.13B).

Figure 6.13: Event-based cameras are compatible with portable microscopes.
(A) Photograph of an event-based camera connected to a Portable Upgradeable Modular and
Affordable 3D printed microscope. The white arrowhead identifies the event-based camera.
(B) Example image of data collected using the outlined microscope set-up. 10 μm spherical
polystyrene beads were seeded onto a microscope slide and were imaged in BF mode using
the event-based camera. The microscope slide was moved in order to create the events, and
the data was analysed in MATLAB in order to reconstruct the image. The work presented here
was carried out by Sulaf Bakrou.
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6.3 Discussion and conclusions

From the work carried out in Chapter 5, it was evident that small changes in the morphology of

L. mexicana parasites resulted in different focusing trends within inertial microfluidic devices.

One of the caveats to this work was that fixed cells had to be used when carrying out

high-speed particle analysis due to the risk of potential exposure when using the pressurised

microfluidic system, which is known to affect cell morphology and deformability. Thus, the

analysis of fixed cells may not provide a true representation when sorting on the cell cycle of

L. mexicana. A portable method of high-speed imaging was therefore sought in order to carry

out particle analysis within inertial microfluidic devices on live cells. To achieve this,

event-based cameras were employed to replace the traditional high-speed CMOS camera,

offering a cheaper, less data heavy, low latency and easier data processing alternative. While

event-based cameras are widely used in robotics and surveillance, their applications with

microscopy and in biomedical settings are limited. Thus, in this Chapter, a novel application is

demonstrated for event-based cameras for the imaging of microparticles within inertial

microfluidic systems as well as a suggested application for its use in biomedical research.

In order to use event-based cameras for high-speed imaging of L. mexicana within

inertial microfluidic devices, the setup was first validated with beads and compared to results

from a portable Dino-Lite microscope. It was demonstrated that fluorescent particles provided

a higher level of sensitivity, due to the increased contrast between the particles and the

background, enabling trajectory of 10 μm beads to be tracked at Re = 158.7 in fluorescence

mode, but only Re = 15.9 in BF. While tracking of particles was achieved to Re = 158.7,

particle detection was achieved up to Re = 250.0 for fluorescent 5 μm particles, demonstrating

focusing positions in-line with that captured using high-speed particle detection. This validates

the suitability of event-based cameras for high-speed particle detection without the need for a

pulsed light source.

Unfortunately, at the flow rates tested (Re ≥ 33.3) L. mexicana cells were unable to be

detected during inertial focusing with the event-based camera, even with induced

fluorescence. As streak imaging was still able to be performed on the MitoTracker stained

cells, this suggested that the dye was too faint to generate an event. Potential improvements

to the system to increase the detection of L. mexicana within these devices could include the

use of different dye for higher contrast and using higher power and more sensitive objective
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lenses.

While the current system was unsuitable for the desired application, proof of concept for

a portable high-speed imaging system was demonstrated. For the first time, a frame rate of

20k fps could be achieved in a system without the use of a strobe, all collected and analysed

on a standard laptop. Furthermore, visualisation of the high-speed imaging was performed in

real time, providing feedback on the data being collected. Here, the microscope used was

only to image particles in BF and dark-field (on the addition of 3D printed filters); however, as

fluorescent particles provide a higher level of detection, a next step would be to test the

event-based camera with a portable fluorescence microscope as well as apply the microscope

for inertial microfluidic imaging. While Berthelon also suggested the use of an event-based

camera as a portable method of imaging microvasculature [454], as far as I am aware, this is

the first demonstration of a functioning portable microscope using event-based sensing.

Thus, here it has been demonstrated that event-based cameras hold much potential for

inertial microfluidic analysis, biomedical research and portable microscopy and it is hoped that

this work can provide such research groups with a more accessible alternative to traditional

high-speed microscopy.
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Chapter 7

Conclusions and future outlook

As outlined in Section 1.2, the cell cycle has demonstrated much promise as a target for drug

development for the treatment of leishmanial diseases – halting a cell’s progression through

this essential process prevents its replication and thus its ability to cause disease. The high

heterogeneity and non-canonical methods of cellular control of Leishmania parasites makes it

difficult to identify and understand the role of proteins involved in cell cycle progression,

highlighting the need for tools to both better understand the cell cycle, as well as robust

methods of cell cycle synchronisation. In this thesis, it was tested whether inertial microfluidics

could be used as a chemical free, high-throughput and passive method of cell cycle

synchronisation, relying purely on the mechanical properties of these parasites as the basis of

separation. In pursuit of this aim, significant contributions to both the field of Leishmania

research and inertial microfluidics were made, as well as achieving enrichment of subsets of

cells with particular cell cycle-related morphologies.

IFC analysis of the cell cycle of L. mexicana

The first objective was to better understand how the morphology of L. mexicana related to its

stage in the cell cycle and to identify physical biomarkers to distinguish the different stages.

As morphology was a key component of this work, traditional methods of cell cycle analysis

were insufficient as these require cell fixation (which was demonstrated to affect cell

morphology), were low throughput and time consuming, or had a low resolution for

distinguishing the different stages. Therefore, a novel method of analysing the cell cycle of L.

mexicana parasites was developed. While there are a plethora of dyes which stain DNA in

mammalian cells, many of these same dyes were shown to be non-quantitative in live L.
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mexicana. After much optimisation, a staining protocol was developed using DCO. By

combining this protocol with imaging flow cytometry (IFC), a high-throughput method of cell

cycle analysis was developed to simultaneously assess both DNA and morphology.

From these data, morphological parameters associated with the individual cell cycle

stages were identified, enabling thresholds of 10 μm in length and 4 μm in width to be defined

as indicators of cell cycle stage. Furthermore, width and aspect ratio measurements were

shown to have the highest correlation to a particular stage in the cell cycle - for cells in M/C. In

addition, the application of the developed protocol was applied to L. mexicana promastigotes

tagged with mNG:KINF, and through the automatic characterisation of cells based on their

mNG:KINF fluorescence, along with the manual classification of cells with two flagella, the

elusive G2 stage of L. mexicana’s cell cycle was defined along with a population of newly

divided daughter cells. Cell cycle stages down to 10 minutes in a 12.4 hour cell cycle could be

resolved, due to the high number of cells capable of being analysed by IFC. This new method

of cell cycle analysis was shown to give comparable results to traditional methods of analysis,

in terms of the proportions and timings of cells in each of the cell cycle stages [125], [337].

However, here, the analysis was carried out at a much higher scale, with > 400 cells being

analysed per cell cycle population, with the smallest population being only 1.7% of the total

number of cells. Additionally, 6 cell cycle stages were capable of being automatically identified

using IFC (very early G1, early G1, late G1/early S, late S/G2, mitotic and post-mitotic)

resulting in a high resolution of analysis. IFC therefore proved to be a highly useful tool for the

morphological characterisation of L. mexicana, overcoming traditional limitations of low n

numbers and lengthy analysis times for a high-throughput and in-depth characterisation of

different populations.

While this work provided in depth analysis of L. mexicana’s cell cycle, one of the caveats (as

discussed previously in Section 3.2.3) is that the addition of chemicals, including DNA dyes

such as DCO, can introduce artefacts into the cells and affect normal cellular function.

Therefore, there is a movement towards label-free techniques of cellular analysis. For IFC,

this has been achieved by training machine learning and/or AI modules on the BF images of

pre-classified data sets to identify populations of interest. This technique has previously been

applied to classify Jurkat cells into the different cell cycle stages [268]. Here, prior to the

discovery of DCO as a quantitative DNA dye, machine learning was applied (with the help of
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Prabhjoat Chana from Amis® Corporation) to L. mexicana cells to attempt to similarly classify

cells based on their BF images. Due to the relatively low resolution of the images, the overlap

in morphology between different cell cycle stages (e.g. identification of one flagella vs two) and

the high level of technical variation (e.g. cells rotating in the flow and imaged end on or side

on, and cells crossing through multiple focal planes), robust classification was not achieved.

This may however have been improved with the use of the rigorous data processing strategy

(not defined at the time of analysis) and an increase in the number of cells used in the training

set. While the use of machine learning for such cell cycle analysis is complex, automatic

classification of cells in this way may have higher success in applications such as for the life

cycle classification of L. mexicana cells, where cell morphologies are more distinct [301].

While protocols were developed for the cell cycle analysis of L. mexicana, such protocols may

also have applications in other areas of L. mexicana research, and the study of other

protozoa. As previously mentioned in Section 4.1, cell cycle analysis and morphological

measurements are often employed in a variety of studies, such as the functional assessment

of proteins, drug toxicity assays and life cycle analysis. While the relatively low resolution of

IFC means that it will not replace microscopy, the ability to accurately measure the

morphology of thousands of cells and generate a picture of a population as a whole, is highly

beneficial. IFC enables the identification of rare populations and events which may be missed

during microscopy analysis (particularly for gene knockout or knockin experiments analysing

temporally and/or spatially specific proteins), provides an accurate quantification of

subpopulations without lengthy data processing times and enables many conditions to be

simultaneously analysed and compared. Thus, IFC holds a massive amount of potential for

the morphological analysis of many non-spherical cell types where traditional methods of

analysis are unsuitable. It is hoped that this thesis exemplifies the extensive range of features

and capabilities of IFC and encourages a new standard for morphological analysis.

Inertial microfluidic sorting of L. mexicana

From such IFC characterisation of the cell cycle, it was determined that sorting cells based on

cell width or aspect ratio would achieve the greatest purity of M/C cells during inertial

microfluidic sorting. However, in literature it has been demonstrated, predominantly in straight

channels, that only a particle’s longest dimension affected the focusing position of particles
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during sorting, and that the width and thus aspect ratio were irrelevant [232], [362], [459].

Sorting on length alone would be insufficient to separate the cell cycle stages of L. mexicana

as both early G1 cells and M/C cells are short, and late G1 and S phases are long. However,

more recent work has suggested that in curved channels, the shape of a particle may play a

more prominent role in sorting, yet this theory had not been explored for the separation of

cells. It was thus attempted to understand the contribution of individual aspects of

Leishmania’s morphology in particle focusing in order to use this knowledge to guide the

sorting of the different stages of the cell cycle. For this, various different morphologies of L.

mexicana were generated, using chemical treatment and cell differentiation.

First an attempt was made to isolate the role of the flagellum in the focusing behaviour of L.

mexicana, which, in previous work, has been reported to alter the rotation of sperm cells in

flow and cause a focusing position to the outer wall [366]. Here, removal of cell flagella (but

maintaining cell morphology), had minimal effect on the focusing position of cells. Informed by

the behaviours of the parasites with modified morphologies, it was thus concluded that

differences in cell shape resulted in altered rotational behaviours in a similar manner to how

flagella altered the rotation of sperm cells, thus causing the same focusing position to the

outer wall. Interestingly, deformable particles are also one of the few the cell types which also

have a focusing position to the outer wall [196], [356], [366]. These particles have been

described to, instead of rotating in the flow, “tank-tread” in a deformed shape under high shear

stress [196]. This hypothesis that an elongated shape and an altered rotation cause migration

the outer wall could also be applied to the focusing of deformable particles. Therefore, future

work into understanding the rotational behaviour of cells in flow will be key in predicting how

cells will focus within inertial microfluidic devices.

Typically the rotation of individual particles within inertial microfluidic devices is achieved

by high-speed imaging to analyse the orientation of particles across multiple frames [459].

Here however, such high-speed imaging was attempted; however, a suboptimal imaging

setup, and the high flow rates used for the sorting experiments prevented an individual cell

from being imaged multiple times. Alternative methods of analysing the rotation of particles

within channels includes numerical simulation experiments [209] or the use of

asymmetrically-bound fluorescent probes on the surface of non-spherical particles [460].
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As the flagella did not cause the unusual focusing behaviour, attention was turned to the role

of cell shape. Here, various cell populations were generated to modify components of the

shape of parental L. mexicana parasites. This included differentiation to amastigotes, and

treatment with the cell cycle synchronising drugs hydroxyurea and flavopiridol. While these

drugs were used to modify the morphology of the parental cells, it was hoped that by

chemically enriching cells at a single cell cycle stage, that the morphological variation

associated with the different cell cycle stages would thus be reduced. As such, this would

result in a “model” population of cells with a lower complexity to emphasise focusing

behaviours associated with a particular morphology. As demonstrated by IFC analysis

however, the incomplete synchronisation of these cells still resulted in populations with high

amounts of variation. Synchronisation was also attempted using FACS but the numbers of

cells recovered after such sorting were too low for inertial microfluidic analysis.

From analysing the focusing behaviour of these populations within curved microfluidic

channels, it was demonstrated that over a range of flow rates, these parasites still had highly

different focusing trends compared to that of rigid spherical beads with an equivalent diameter.

Particularly at higher flow rates, all populations of cells tested focused to the same place at the

outer wall at at least one flow rate tested. While using cells to model different features of L.

mexicana’s shape was beneficial in understanding focusing behaviours, the heterogeneity and

complexity of these cells made it difficult to draw definitive correlations. Therefore, to better

understand the contributions of cell shape and texture, future experiments could look at the

use of non-rigid model particles or numerical simulation experiments.

Typically, rigid spherical beads are used as model particles for sorting; however, these

are highly different to cells, having a smooth surface, no deformability and an even shape, and

as demonstrated here, were unable to replicate the behaviour of the cells. In recent years,

hydrogel beads have become popular particles for inertial microfluidic analysis due to their

high level of customisability in terms of their size, shape and composition, enabling properties

of cell (e.g. cell deformability) to be mimicked. Such particles have been generated with a

wide range of complex shapes, such as tear-drop, snowflake, acorn, and spikey particles

[461]. While no such particles are commercially available, their manufacture in house would

enable the design of particles more closely resembling L. mexicana cells. Alternatively,

simulation experiments, like that performed by Hafemann [364], could be performed to model
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the behaviour of highly elongated particles within a curved channel. An attempt to achieve this

was carried out through a collaboration; however, the work proved highly complex and was not

completed before the submission of this thesis. Such experiments may provide a greater level

of understanding of the behaviour of L. mexicana within curved inertial microfluidic channels to

improve device design for increased cell cycle enrichment.

Despite cells migrating to the same place at higher flow rates, at lower Reynolds numbers

shape-based sorting was demonstrated, seeing an enrichment of 1.8X for short and wide

cells; a morphology that was shown to correspond with cells in M/C phases. To ensure that

this cell cycle stage was indeed enriched, the next step would be to perform cell cycle analysis

on the sorted outlet populations. While an enrichment was seen, the purity was still too low to

compete with existing methods of cell cycle synchronisation, with all sizes and shapes of the

parental L. mexicana being found in all the outlets. This may be a result of the cells not finding

stable focusing positions within the flow and instead predominantly recirculating throughout the

width of the channel. This could be due to other factors of the cells’ morphology affecting their

rotation, such as an uneven surface texture or a curvature in the cell shape [383]. Similarly as

above, model particles (such as hydrogels with complex surface topographies) [462] and

simulation experiments maybe useful in deducing the contribution of such features in sorting.

From the experiments carried out here, a low enrichment of short and wide cells was

achieved. To improve the enrichment, the channel design could be optimised. It was

demonstrated that, at lower flow rates in both the smaller and larger channel, a lower

confinement (achieved with smaller cells, or an increased channel size) better enabled cells to

focus towards the inner wall. Additionally, from both the analysis of modified populations and

the sort of live parental populations, it was seen that elongated cells seemed to preferentially

focus towards the outer wall. Therefore, it was hypothesised that a channel with a height of 36

μm and a width of 220 μm would enable short cells with a low confinement (including the M/C

population) to focus to the inner wall, while higher confinement long cells would focus to the

outer wall. However, as previously mentioned in Section 4.2.7, sorting based on cell length

alone would sort both early G1 and M/C cells into the same outlet. Alternatively, a different

channel design, for example, a straight channel like the one employed by Li et al., may provide

an increased enrichment [344].

At higher flow rates, no enrichment of populations was seen, as all cells (both within a
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single population and the populations with altered morphologies) focused to a single

conserved position at the outer wall. While the single focusing position at the outer wall was

not beneficial for the isolation of the different cell cycle stages, this mechanism may be highly

beneficial for alternative applications, particularly as the typical focusing of spherical particles

at the inner wall is still maintained. Such applications may include the removal of substances

from a liquid or for the continual concentration of particles, i.e. the isolation of parasites from

water [228], [384] and particle concentration for manufacturing purposes [463].

Portable high-speed imaging using event-based cameras

One of the caveats noted in the sorting of L. mexicana was that high-speed imaging had to be

carried out on fixed cells due to the requirement of handing live cells within a microbiological

safety cabinet (MSC). Fixation was shown in Chapter 3 to affect cell morphology, and it is

known to affect cell deformability, both of which affect cell migration within inertial microfluidic

channels, and potentially provide different results to live cells. Therefore Chapter 6 explored

whether event-based cameras could be used as a method of high-speed imaging, requiring no

pulsed light and minimal computer processing power in comparison to traditional high-speed

imaging. The reduction in bulky equipment thus enabled a portable system for use in an MSC.

It was demonstrated that while event-based cameras were capable of tracking particles (both

in brightfield and fluorescence mode) at low Reynolds numbers (Re ≤ 15.9), a decrease in the

contrast of particles at higher flow rates prevented their detection. Increasing the contrast of

beads with fluorescence was shown to be highly effective in improving their detection up to Re

= 250.0; however, the maximum fluorescence that was achieved in L. mexicana cells was still

too low for detection, even at Reynolds numbers as low as 33.3. While its use for tracking the

focusing behaviour of live L. mexicana within inertial microfluidic devices was unfeasible,

event-based cameras hold much potential in the field of both inertial microfluidic and

Leishmania analysis, offering a portable, low power, low latency, low data usage method of

high-speed imaging. Future work would focus on continuing the development of a fully

functional portable, 3D-printed microscope using the event-based camera for particle analysis.

Overview

Thus, throughout this work, while cell cycle synchronisation using inertial microfluidics was not

achieved, significant contributions have been made towards Leishmania and inertial
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microfluidic research. New methodologies were developed for use in both fields, as well as

providing experimental data towards the fundamental understanding of L. mexicana’s cell

cycle and the focusing of non-spherical cells in curved inertial microfluidic devices.
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