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Abstract 

Photonic Integrated Circuits (PICs) are set to revolutionise optical communication and 

sensing technologies by enabling the integration of optical interconnects directly into 

electronic chips, which can significantly reduce the power required to transmit data. 

Currently, electrical interconnects suffer losses ranging from 50% to 80% due to thermal 

dissipation, which can be mitigated with existing Mach-Zehnder optical modulators that are 

already on the market. These modulators are millimetre-scale devices, consuming energy in 

the picojoule per bit range. However, by leveraging devices in the micrometre to nanometre 

scale, power consumption can potentially be reduced by a factor of 1,000, achieving levels 

in the attojoule per bit range [1]. A key challenge in the development of PICs is the 

integration of efficient and high-performance devices such as photodetectors, particularly 

those based on III-V semiconductors for near-infrared (NIR) applications, onto silicon 

platforms.  

This thesis explores the integration of III-V nanowire photodetectors on silicon substrates 

using Template-Assisted Selective Epitaxy (TASE), a technique that offers precise control 

over nanowire placement and geometry, making it highly suitable for PIC applications. The 

research presented herein covers the entire spectrum of work from simulation to fabrication, 

followed by a detailed electrical and optical characterisation to evaluate device performance.  

This project began with device simulations using the Sentaurus TCAD software, with                      

which a comprehensive study of III-V materials was conducted. The heterostructure                                  

(n-InP/i-InGaAs/p-InP) emerged as the most suitable material combination for 

photodetectors' optical performance optimisation, outperforming simpler heterostructures 

such as pure InP and InGaAs. A secondary study examined the effects of mid-bandgap traps 

within the devices, and showed how the variability in current-voltage (I-V) curves is highly 

dependent on the position and concentration of these defects, highlighting their significant 

impact on device characteristics. The simulations were then used to analyse the electrical 

behaviour of the fabricated devices and address the observed variability in their I-V 

characteristics.  
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Following the simulation phase, photodetectors were fabricated with a focus on optimising 

critical steps such as material growth and doping techniques. The electrical characterisation 

of these devices revealed substantial variability in I-V characteristics across different 

devices, a consequence largely attributed to the crystallographic orientation of the silicon 

substrate used in their fabrication. This variability presents significant challenges for 

achieving reliable comparisons between devices, highlighting the need for meticulous 

control over fabrication steps and the importance of selecting the appropriate substrate to 

achieve consistent and reliable device performance. 

The following optical characterisation aimed to study the influence of design variations on 

device responsivity after light-coupling through a waveguide, marking a step toward their 

integration into a full optical link. However, the high variability found in the electrical 

characterisation led to a shift in focus for this work. The subsequent optical study, where the 

devices were optically characterised at low temperatures for potential use in quantum 

technologies, a thermal anomaly was observed in which measurements on a 300 nm wide 

device, down to 5 K, showed an unexpected increase in dark current below 200 K. This was 

explained through the presence of defects in the devices. An optical anomaly was also 

observed, requiring further research and explanation which is outside the scope of this thesis. 

The findings of this work provide important insights into the challenges and potential 

solutions for integrating III-V photodetectors into silicon-based PICs, contributing to the 

advancement of optical communication. 
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1. Introduction 

1.1. Project description 

This PhD is part of a Marie-Curie project that includes three Early-Stage Researchers (ESRs) 

and three institutions; University of Glasgow (GU), IBM Research Zurich and Synopsys. All 

the ESRs spent approximately a third of the time in GU and the remainder in one of the other 

institutions. I carried out my research in GU for the first 14 months, and in IBM for the 

following 26 months (22 months + 4 months of extension). 

The whole project is titled “Defect Simulations and Material Growth of III-V 

Nanostructures” and is a European Industrial Doctorate. Its main objective was to study the 

defects in III-V semiconductors and try to exploit them in the development of novel devices 

or, at least, to mitigate their deteriorating impact on electro-optic device performance. Each 

ESR had their own PhD project with a defined role to achieve this overall objective. ESR1, 

Enrico Brugnolotto, focussed on the growth of III-V materials in confined templates and did 

the experimental analysis of crystalline defects, strain, and composition intermixing 

occurring during growth at heterointerfaces in quantum confinement structures. I am ESR2 

and my role has been to optimise the detector’s structure, such as the specific materials used 

via TCAD simulations and analysis in the University of Glasgow, and to fabricate and 

characterise the devices electrically and optically at IBM. My personal goal has been to 

obtain statistical data about the devices’ behaviour and use the initial simulations to study 

the effect of the different parameters involved on their final characteristics. ESR3, Christian 

Dam Vedel, was responsible for simulating III-V defects using first-principle methods, 

bridging the gap between Technology Computer-Aided Design (TCAD) simulations and 

first-principles in the context of these defects. 
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1.2. Literature review 

The amount of information being transmitted around the world has increased the quantity 

and density of electronics required, which has resulted in an energy problem due to the 

thermal losses in electrical interconnects ranging from 50% to 80% of their energy 

consumption. Due to the emergence of cloud services, big data and e-commerce, data centres 

have become some of the biggest users of electricity [2]. The relatively poor performance of 

metal interconnects is limiting energy efficiency, as parasitic capacitances and energy 

dissipation dominate electronics’ efficacy [3]. As electrical lines are scaled down, their 

performance degrades due to increased complexity, making it challenging for them to match 

the scaling of individual electrical devices like transistors, which continue to follow Moore's 

law [4]. Therefore, the performance of electrical chips is restricted by this so-called electrical 

interconnect bottleneck.  

The high bandwidth potential of optical interconnects has already been exploited in large 

area networks. For several decades, optical fibres have been replacing copper lines in long 

distance telecommunications allowing for multiple signals to be sent through a single fibre 

network by wavelength transmission multiplexing. 

However, electrical interconnects still dominate on-chip wiring. The advantages of 

integrated optics at this level can overcome the interconnect bottleneck problem, enabling 

low power data transmission. For this reason, the research on complementary metal oxide 

semiconductor (CMOS) compatible nanoscale photonic devices to achieve chip level optical 

interconnect has great importance. In addition to increasing bandwidth and reducing power 

consumption, the high-speed data transmission capabilities of optics would significantly 

benefit the efficiency of electronic computation.  

Achieving effective optical interconnects requires several key components. Optical 

modulators have already demonstrated energy efficiency, but implementing optical memory 

poses challenges due to the nature of light. Nonetheless, some advancements have been made 

using phase-change materials. Another essential component is the optical link itself. 
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A photonic integrated circuit (PIC) relies on an optical link, which consists of three main 

components; an electrical-to-optical converter (i.e. a light source, emitter or laser), a 

waveguide (WG) to transmit the optical signal through the chip, and an optical-to-electrical 

converter (i.e. a photodetector). The first and last components are critical limiting factors in 

achieving energy-efficient computation through optoelectronics, as they tend to lose the most 

energy and must be scaled down to minimise energy consumption. 

The performance of an optical link depends on several critical factors. First, it must offer a 

high bandwidth to support high data transfer rates in communication systems, and a low 

power consumption for on-chip and chip-to-chip communications, where heat dissipation is 

a challenge. Latency is another important aspect; an optical link must have low latency to 

ensure minimal delay in data transmission for real-time application. To ensure a clean signal 

transmission with minimal interference, which is vital for reducing errors and preserving 

data integrity, an optical link must also have a high signal-to-noise ratio whilst maintaining 

a high sensitivity to detect weak optical signals with minimal loss. As the demand for data 

transmission grows, the optical link must also be scalable. This scalability is enabled through 

techniques like wavelength-division multiplexing, which allows multiple data streams to be 

sent simultaneously at different wavelengths, increasing the capacity of the system.  

In terms of materials, those used for optical links must be compatible with CMOS processes 

for widespread implementation, as it allows for integration into standard manufacturing 

lines. Both photodetectors and lasers require an active material for efficient absorption and 

emission of light, while the waveguide material needs to be transparent to the working 

wavelength. 

Extensive research into silicon (Si) and its optical properties has established it as the 

preferred material for passive optical components. Silicon has been widely used in 

electronics and is cheap and abundant, making it the perfect candidate for such applications. 

Given silicon's optical properties and low-loss characteristics, it emerged as the preferred 

material for developing devices including lasers [5], modulators [6], and photodetectors in 

the visible region [7]. For near-infrared (NIR) applications above 1100 nm wavelength, Si 

becomes transparent, making it an ideal material for waveguides and enabling significant 

advancements in scaling optical links [8].  
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The Silicon on Insulator (SOI) platform for electronics further supports its use in 

waveguides, as it can strongly confine light when insulated by silicon oxide (SiO2). While 

Si optics offer many advantages, including a bandwidth increase, high-speed data 

transmission for datacom and telecom bands, and the ability to use complementary metal 

oxide semiconductor (CMOS) process-compatible fabrication technologies, this 

transparency also makes it unsuitable as an active material in photodetectors within PICs. 

This limitation provided researchers motive to further investigate other materials [9]. 

The ultimate limit of the energy a photodetector needs for operating is limited by its 

capacitance, except in the quantum regime, where the limit is set by shot noise. The reduced 

size of on-chip devices would allow for low capacitances, i.e., low power communication. 

Additionally, a reduced capacitance means a lower RC (resistance - capacitance) time and 

an increase in the RC limited frequency response. The challenge to reach this goal lies in the 

need for a material with a high absorption coefficient to achieve high optical absorption 

despite the reduced dimensions of the photodetector. Similarly, light sources’ energy 

consumption scales with the device size but need the energy density of the electromagnetic 

field, which provides the energy for the light emission, to be highly overlapped with the gain 

material, which will amplify the light. This sets the requirement for high optical gain and 

confinement. 

PICs’ components need to be scalable to connect many devices while keeping a low power 

consumption and providing high bandwidth. Furthermore, they need to be integrated onto 

CMOS chips which contain mainly Si components, as long electrical connections increase 

the overall energy budget of the interconnect due to line charge-up. For it to be better than 

an electrical interconnect, the energy requirement has been identified to be 10fJ/bit [1, 10].  

The need to co-integrate different materials to fulfil the different functions of WG 

(transparency) and detection (absorption), while also being compatible with CMOS, presents 

a significant challenge. Each individual component requires specific optimisations to 

achieve high-speed and low-power on-chip optical links.  

Existing approaches for integrated detectors for optical communication systems            

leverage a variety of materials and architectures, from germanium and III-V semiconductors 

to 2D materials, quantum dots, and plasmonic structures. 
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State-of-the art high speed photodetectors have predominantly relied on germanium (Ge) or 

silicon-germanium (SiGe) compounds, largely due to Ge’s compatibility with CMOS 

processes. Scaled Ge photodetectors (PDs) have demonstrated high bandwidth and notable 

responsivity, enabling baud rates up to 100 GBd [11, 12]. However, the expansion of 

photonic applications beyond data communication into areas like sensing [13], displays [14], 

and high-performance computing [15] showed how Ge PDs struggle to meet several of the 

requirements for these applications.  

Ge photodetectors’ main limitation is their dark current, which ranges from 10 nA to several 

microamperes, caused by crystalline defects formed during heteroepitaxy [16]. This high 

dark current leads to a low signal-to-dark current ratio, often needing amplifying circuits, 

such as transimpedance amplifiers, to boost the signal. Furthermore, while Ge has a cut-off 

wavelength of 1800 nm, its absorption coefficient decreases significantly beyond 1550 nm 

due to its indirect bandgap, making it unsuitable for longer wavelength applications. While 

efforts have been made to improve Ge-based photodetectors through GeSn alloys [17] and 

the introduction of strain via SiGe layers [18], challenges related to high dark current and 

longer wavelength detection persist. 

2D materials emerged as promising candidates for optoelectronic device fabrication [19]. 

Graphene, a 2D material with semi-metallic characteristics and a zero bandgap, attracted 

considerable attention in photodetection due to its ability to interact with light across a wide 

range of wavelengths, from terahertz to ultraviolet. However, because graphene is atomically 

thin, it has a low absorption coefficient, only absorbing about 2.3% of incident light.  

Meanwhile, transition metal dichalcogenides (TMDCs) such as MoS2, WS2, MoSe2, and 

WTe2 offer semiconducting properties and varied bandgaps, making them suitable for 

optoelectronic applications [20]. For NIR detection, PtSe2 is particularly promising due to 

its relatively small bandgap [21]. Despite their potential, 2D material-based photodetectors 

often suffer from performance issues, such as degradation in ambient conditions and slow 

response times caused by charge trapping, which results in persistent photocurrent after the 

light source is turned off.  
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Various III-V van-der-Waals multilayer-structure materials are also being investigated as 

potential layered photodetector materials, expanding the scope beyond traditional 2D 

materials. When III-V semiconductors are reduced to two dimensions, they exhibit unique 

electronic, optical, and structural properties that can enhance their performance in 

optoelectronic applications [22]. However, these materials are still in their early stages of 

development, and further research is required to better understand their properties, optimise 

synthesis methods, and explore their full range of applications. 

Quantum dot (QD) photodetectors represent another emerging solution [23]. QDs are 

promising photoactive materials for infrared photodetectors due to their flexibility, ease of 

processing, and high absorption coefficients. Traditionally, QDs are composed of heavy 

metals such as lead (Pb), cadmium (Cd), and mercury (Hg), with common QDs including 

PbS, PbSe [24, 25], HgS, and HgTe [26, 27]. However, these materials pose toxicity 

concerns. As a result, researchers are exploring less toxic alternatives, such as I-VI 

compounds (Ag2S, Ag2Se, Ag2Te) [28, 29], III-V compounds (InP, InAs, InSb) [30], and 

even graphene quantum dots [31]. Despite their potential, further study is needed to refine 

their synthesis, characterisation, and performance. 

The performance of photodetectors can be significantly enhanced through the use of 

complex layered structures or advanced designs such as plasmonic nanostructures [32]. 

Plasmonic PDs, in particular, are engineered to improve light absorption by the mediation of 

surface plasmon polaritons (SPPs). These are hybrid particles formed by coherent 

oscillations of free electrons at metal-dielectric interfaces or boundaries, coupled with 

electromagnetic waves. SPPs enhance the photodetector's response to light typically by 

exciting resonant modes. These detectors primarily use noble metals, which support strong 

plasmon resonant modes, facilitating detection through mechanisms like internal 

photoemission or electron-hole generation. 
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III–V materials, whether in bulk form, 2D layers, or quantum dots, are highly promising for 

optoelectronic devices. These materials offer high absorption coefficients and a tunable 

direct bandgap, thanks to their binary, ternary, and quaternary compositions. This flexibility 

enables the development of high-performance photodetectors for applications ranging from 

near-infrared to mid-infrared wavelengths [33, 34]. Moreover, III-V materials are well-suited 

for use as active optical emitters such as lasers [35, 36] and LEDs [37, 38]. Since III-V 

compounds are already used as on-chip lasers in silicon photonics, their integration as 

photodetectors on silicon photonics platforms is a natural progression [39, 40].  

This project emerged from the desire to scale and integrate optical devices on silicon CMOS 

chips to obtain high speed and low power data transmission, for potential future optical         

on-chip communication. When it comes to the demand for PDs for the near-infrared (NIR) 

range, the applications are vast, spanning from high-speed data transmission in fiber-optic 

telecommunications to advanced imaging and sensing technologies. As already mentioned, 

as electronic circuits reach their physical limits in terms of speed and power consumption, 

optical interconnects become essential for enabling faster on-chip and chip-to-chip 

communication. III-V materials, known for their high efficiency in light detection and low 

noise, make these photodetectors well-suited for applications requiring high sensitivity and 

precision, including quantum technology and cryptography, which are emerging areas 

benefiting from their unique properties.   

This thesis specifically focusses on the simulation, fabrication and optimisation of III-V 

photodetectors integrated on Si by using a Technology Computer-Aided Design (TCAD) 

software called Sentaurus by Synopsys and a fabrication technique called Template-Assisted 

Selective Epitaxy (TASE). 
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1.3. Semiconductors 

In most semiconductors used for absorption, the dominant absorption mechanism is intrinsic 

band-to-band absorption. This type of absorption happens when the photon energy is greater 

than the material band gap. Incident photons with a wavelength shorter than the upper cut-

off wavelength of the material become absorbed as they travel in the semiconductor and 

generate an electron-hole (e--h+) pair. The photon intensity decreases exponentially with the 

depth of the semiconductor following the Beer–Lambert law, and the majority of the photon 

absorption occurs within an area defined as the penetration depth (when optical intensity is 

reduced to 1/e of its initial value). Some typical semiconductors used in CMOS and optical 

technologies for different applications are shown in Table 1-1 with their type of band gap 

and the value of band gap energy (Eg) in the form of cut-off wavelength in µm at 300K. 

Table 1-1. List of semiconductor materials typically used in optoelectronic applications with 

their band gap type and energy in µm at room temperature. 

Material Band gap type Band gap energy (µm) 

Si Indirect 1.1 a 

Ge Indirect 1.88 a 

GaAs Direct 0.87 b 

InSb Direct 7.1 b 

AlAs Indirect 0.57 b 

InAs Direct 3.5 b 

InP Direct 0.91 b 

GaN (bulk) Direct 0.36 b 

AlxGa1-xAs Direct below x=0.39 0.77(x=0.39) to 0.87 (x=0) b 

In0.53Ga0.47As Direct 1.68 b 

Hex-Si1-xGex Direct for 0.65<x<1 1.85 (x=0.65) to 3.54 (x=1) c 

a Reference [41] 

b Reference [42] 

c Reference [43] 
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The values for the band gap energies for III-V semiconductors shown in Table 1-1 are 

extracted from reference [42]. In this work, the band gap energy at 0 K (Eg0) is given together 

with two adjustable parameters (α and β). By using the empirical Varshini form (also given 

in [42]), the Eg at any desired temperature can be obtained using equation 1.1. 

 𝐸𝑔(𝑇) = 𝐸𝑔(𝑇 = 0) −
𝛼 ∙ 𝑇2

𝑇 + 𝛽
 (1.1) 

Once calculated for binary compounds, the Eg of ternary alloys can be derived through 

equation 1.2. 

 𝐸𝑔(𝐴1−𝑥𝐵𝑥) = (1 − 𝑥) ∙ 𝐸𝑔(𝐴) + 𝑥 ∙ 𝐸𝑔(𝐵) − 𝑥 ∙ (1 − 𝑥) ∙ 𝐶 (1.2) 

where A and B are the binary compounds forming the alloy, x is the molar fraction, and C is 

the so-called bowing parameter, which takes into account the deviation from a linear 

interpolation between A and B. This deviation can be seen in the lines joining the binary 

compounds in Fig 1-1.  

All these parameters and formulas are provided in [42], and give values in eV, which are 

then converted into µm to visualise the maximum value of wavelength of light these 

materials will absorb (cut-off wavelength). 

In indirect bandgap semiconductors such as Si, the absorption process near the band edge 

requires both the absorption of a photon and a phonon (lattice vibration). This additional 

requirement leads to a lower absorption coefficient compared to direct bandgap materials, as 

the probability of indirect transitions is lower. Some indirect bandgap semiconductors, such 

as Ge, have direct transitions at shorter wavelengths, although this limits the operational 

wavelengths. In contrast, direct bandgap materials like many III-V semiconductors and their 

alloys have straightforward photon absorption process all the way to their band edge. The 

absorption coefficient for different semiconductor materials is plotted against incident 

wavelengths in Fig 1-2. 

This is not as important for photodetectors as it is for lasers, as at typical operating 

temperatures there are generally sufficient phonons available to facilitate the transition. The 

widespread use of CMOS image sensors demonstrates that even an indirect bandgap material 

can work very well as a PD.  
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However, as the future aimed application for the fabricated photodetectors is for them to be 

integrated in a full optical link where both emitters and detectors will be jointly fabricated, 

the use and integration of a direct band-gap material is justified, as it can fulfil both        

functions. For this reason, there are two main requirements for a material to be used in the 

final photodetectors; to have a cut-off wavelength larger than the targeted wavelength                            

(1300 - 1550 nm) and to have a direct band gap for better efficiency. 

 

Fig 1-1. Band gap (eV) of III-V materials with their lattice constant. The lines joining the 

binary compounds represent the respective ternary and quaternary compounds, which can 

have direct (solid line) or indirect (dashed line) band gaps. Figure modified (coloured and 

In0.53Ga0.47As added) from [44], reproduced with permission from Springer Nature. 

 

Fig 1-2. Absorption coefficients versus wavelength for some semiconductor materials. 

Figure modified (coloured) from [45], reproduced with permission from Springer Nature.  
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Another advantage of III-V semiconductors is their versatility in element combinations, with 

the majority being direct band gap materials. The range of wavelengths that III-V materials 

encompass goes from approximately 360 nm to 7100 nm. Ternary and quaternary III-V 

compounds, which are made from three or four elements with different element percentages, 

fill up the wavelength gaps between the binary compounds. This is illustrated in Fig 1-1, 

where the dots, representing the binary compounds, are joined using dashed lines for indirect 

band gap materials or solid lines for direct band gap materials, which represent the ternary 

and quaternary compounds.  

An example illustrating the ternary compound used in this work is the (yellow) line that joins 

GaAs (orange dot) with InAs (red dot), which represents the ternary compound In1-xGaxAs, 

from x=1 (GaAs) to x=0 (InAs). Band gap energies in eV of various III-V semiconductors 

are plotted against their lattice constant in the graph in Fig 1-1. This highlights an important 

feature and the main issue to solve when integrating different III-V materials together in a 

heterostructure and onto Si, as a variety of defects arise when growing epitaxially if the 

lattice constants are too different (high lattice mismatch) [46]. 

InP and In0.53Ga0.47As are the materials used in this work. The specific concentration of 53% 

of Indium in InGaAs has been chosen to match with the lattice constant of InP and facilitate 

the integration of both materials in a heterostructure. Its band gap allows for detection up to 

1680 nm, which includes the desired telecom and datacom bands, used in optical fibre 

communication. 

1.4. Photodetectors 

Some of the material characteristics to take into account when building a photodetector are 

the absorption coefficient (α) and the doping. The absorption coefficient provides 

information about the decay of the optical intensity within the material, which is also 

wavelength dependant. At around 1600 nm, while some materials such as Ge have a 

penetration depth of ~100μm, for InGaAs this thickness is reduced to ~1μm. This is because 

indirect band gap materials’ absorption coefficient tends to decay more gradually with 

wavelength, while direct band gap materials have a sharp decaying α, as shown in Fig 1-2. 

This will impact the size of the fabricated photodetector since any material beyond the decay 

length from the illuminated surface will absorb nominal light and thus contribute minimally 

to its performance.  
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Doping allows semiconductors’ electrical conductivity to be modified by a change in carrier 

concentration, which shifts its effective Fermi level. The photodetectors built in this project 

consist of p-i-n diodes, which include a p-doped material, an intrinsic material (undoped or 

lightly doped) and an n-doped material.  

The dopants on p-doped materials are made of elements that have a low number of valence 

electrons, so that extra holes are incorporated. For n-doped materials, the dopants have a 

high number of valence electrons, so that these can be donated to the original material. 

Examples of p-type dopants and n-type dopants (and the ones used within this project) are 

zinc (Zn) and tin (Sn) respectively. 

The simplest form of a diode is a p-n junction. When p-doped and n-doped materials come 

into contact, a depletion zone is formed. Due to the extra holes and electrons in each region, 

an electric field develops in the centre, pointing towards the p-side of the junction. When 

photons are absorbed, e--h+ pairs are generated. If this occurs within the depletion zone, the 

electric field separates these pairs, which will move in opposite directions due to the inbuilt 

electric field, generating a photocurrent. However, if photons are absorbed far from the 

centre, the generated e--h+ pairs will likely recombine due to the absence of an electric field. 

This process is illustrated in Fig 1-3. 

 

Fig 1-3. Schematic of the behaviour inside a p-n diode as photons are absorbed, generating 

electron-hole pairs in the different regions. 
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The use of p-i-n photodiodes allows for the collection of more photogenerated carriers. 

Adding an intrinsic material between the n- and p-doped materials increases the size of the 

depletion zone. When light is absorbed in the i-region, e--h+ pairs are generated and move in 

opposite directions due to the inbuilt electric field, producing a photocurrent. Another 

advantage of the intrinsic region is the reduction of the junction capacitance, which, as 

previously mentioned, is a limiting factor for a photodetector. As a minor disadvantage, since 

it is usually not the primary constraint, it increases the transit time of the photodetectors. 

The e--h+ pairs generated when a photon with a larger energy than the band gap of the 

material is absorbed can be detected by applying a negative voltage into a semiconductor. 

When applying a positive voltage, the electrons on the n-side will be attracted to the positive 

side of the circuit, and any photogenerated electrons will add to that already large current 

value. When reversing the voltage polarity (reverse bias), the n-region electrons will not be 

attracted to the now negative pole. Nevertheless, a small leakage current, on the order of 

nanoamperes, will be detected due to thermal effects and defect states. This is called dark 

current. In reverse bias, any electron-hole pairs generated by the absorption of a photon will 

have a significant impact on the current passing through the device. This photocurrent is the 

means a photodetector detects light: by transforming an optical signal into an electrical 

signal.  

A typical current-voltage (I-V) curve for a diode, shown in Fig 1-4, follows the expression 

in equation 1.3, 

 𝑖 = 𝑖𝑠 ∙ [exp (
𝑒𝑉

𝑘𝑇
) − 1] − 𝑖𝑝 (1.3) 

where k is Boltzmann’s constant (k = 1.380649 × 10−23 J/K), T is the temperature, e is the 

elementary charge (e = 1.602176634×10−19 C), V is the voltage, 𝑖𝑠 is the saturation current 

in reverse bias (dark current) and 𝑖𝑝 is the photocurrent. 
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Fig 1-4. Typical current-voltage (I-V) curve for a diode. The black curves correspond to the 

characteristics of a device without light, while the coloured curves correspond to the 

characteristics when light is applied, increasing its intensity. On the left the curves have 

been plotted in linear scale, while on the right the modulus of the current has been plotted 

in logarithmic scale for a better visualisation of the current values at reverse bias.  

As seen in Fig 1-4, the I-V curves from photodetectors are easier to visualise on a logarithmic 

scale (right). However, it is important to note that negative values appear as positive on this 

scale. Negative current values simply indicate direction; the magnitude is what is significant, 

not the sign. The logarithmic scale highlights how the black curve (dark current) crosses the 

zero current line at zero voltage, by the position of its peak. When light is applied, the curve 

shifts downward on the linear scale, causing the zero current peak to move to a positive 

voltage value. 

Photodetectors made for optical interconnects need specific characteristics to have a good 

device performance. Some of the figures of merit that characterise it are the following [47]: 

• Signal-to-noise ratio (SNR). It is defined as the ratio of the power of a signal to the power 

of its noise, and it is an important figure of merit for a detection system. Its expression 

can be found in equation 1.4, 

 𝑆𝑁𝑅 =
𝑠2̅̅ ̅

 𝑠𝑛
2̅̅ ̅ 

=
𝑠2̅̅ ̅

𝜎𝑠
2
 (1.4) 

where �̅� is the mean value of the noise in a signal and 𝜎𝑠
2 is the mean square deviation of 

that signal. In a photodetector, the signal s can represent the number of photons, the 

photon flux, the photocurrent, or the photovoltage [47].  
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A higher SNR indicates more signal than noise, and it is crucial to have high photocurrent 

values compared to the dark current. The dark current value depends on the noise in the 

photodetector or in the circuit, which can be of quantum or thermal origin. 

The input signal power that yields a SNR of one in a 1 Hz output bandwidth is known as 

the Noise Equivalent Power (NEP). The inverse of the NEP is defined as the detectivity 

of a photodetector. A higher detectivity indicates that the photodetector is better suited for 

detecting weak signals, as it implies greater sensitivity and lower noise interference. 

• Quantum efficiency (η). The quantum efficiency is defined as the ratio between the 

generated e--h+ pairs contributing to current and the number of incident photons. This is 

wavelength dependant as only incident photons with an energy higher than the band gap 

of the material will be absorbed, so it is determined by the absorbing material as shown 

in Fig 1-2. η depends on the internal quantum efficiency (probability of photogenerating 

e--h+ pairs), the optical transmission efficiency and the carrier collection efficiency. The 

expression for the quantum efficiency follows equation 1.5, 

 𝜂 = (1 − ℛ) ∙ 𝜍 ∙ [1 − exp (−𝛼𝑑)] (1.5) 

which contains the power transmittance (𝑇 = 1 − ℛ) at the surface of the device, the 

collection efficiency of the photogenerated carriers (ς), and the fraction of photons 

absorbed in the material (1 − exp (−𝛼𝑑)). 

• Responsivity (ρ). The responsivity is the ratio between the output current signal and the 

power of the input optical signal. Due to some recombination of generated e--h+ pairs 

along the semiconductor or reflections of the light on its surface, the responsivity is 

reduced and the quantum efficiency, even at the peak of the semiconductors’ spectral 

response, does not reach ideality (100%). This can be seen in Fig 1-5. The expression for 

the responsivity is shown in equation 1.6, 

 𝜌 =
𝑖𝑝

𝑃
=

𝑒

ℎ𝑣
𝜂 =

𝜆0

1.24
𝜂 (1.6) 

which relates the electric current (𝑖𝑝) flowing in the device to the incident optical power 

(P). It is linearly proportional to the wavelength (𝜆) and to the quantum efficiency (𝜂). 
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Fig 1-5. Responsivity of some photodetectors compared with an ideal quantum efficiency 

one (η=100%). Figure from [45], reproduced with permission from Springer Nature. 

• Bandwidth. The last characteristic is device bandwidth, as it is one of the reasons to 

transition from electronics to optically transmitted signals. It is related to its frequency 

response and it should be higher than the temporal variations in the applied signal           

[47, 48]. The 3dB frequency seen in equation 1.7 defines the photodetector bandwidth, 

which corresponds to the frequency at which the radio frequency response of the detector 

has dropped to half its original value. 

 𝑓3𝑑𝐵,𝑅𝐶 =
1

2𝜋𝑅𝐶
=

1

2𝜋(𝐶𝐽 + 𝐶𝑃)(𝑅𝑆 + 𝑅𝐿)
 (1.7) 

The 3dB frequency is inversely proportional to the RC time constant of the photodetector, 

determined by its capacitance. 

Detailed theoretical descriptions with important formulas for these and other parameters are 

extensively explained in [47]. 
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1.4.1. III-V photodetectors 

Due to the direct and tunable bandgap of III-V semiconductor materials, there is a great 

interest in integrating them either monolithically or heterogeneously on silicon to exploit 

their complementary properties and, in particular, the direct bandgap of III-Vs for opto-

electronic devices, including emitters such as LEDs and lasers, densely integrated with 

CMOS [1, 37].  

The combination of the advantages from the advanced state of silicon technology with the 

potential of the direct and tunable bandgap of III-V materials could result in complex 

photonic structures for high-speed data communications [49, 50].  

As mentioned before, the III-V materials chosen for this project are indium phosphide (InP) 

and indium gallium arsenide (InGaAs). InP has been used for photonic devices extensively, 

as it provides a high-sensitivity and fast response photodetector with a very low dark current 

when working with short wavelengths (below its band edge of around 900 nm) [51, 52]. 

InGaAs is a versatile material because it is a ternary compound and its band-gap can be tuned 

from the near-infrared to the mid-infrared regions by adjusting the ratio between indium and 

gallium. It is also known for having a small leakage current and high electron mobility [53]. 

The specific ratio targeted, as already mentioned, is approximately In0.53Ga0.47As to lattice-

match with InP and reduce the density of defects at their interface [54, 55, 56]. 

In this work, a heterojunction is used so that the material in the p- and n-regions (InP, with a 

cut-off wavelength of 900 nm) does not absorb light within the targeted wavelength range                   

(1300 – 1550 nm), ensuring all absorption occurs in the i-region (InGaAs, with a cut-off 

wavelength of 1680 nm). Proper integration of these two materials with each other and onto 

Silicon is crucial for good photodetector performance, highlighting the importance of              

lattice-matching between the III-V materials and the research on various fabrication 

techniques involving CMOS technologies. 
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The following chapters are organised as follows: 

• Chapter 2 explains the use and functions of the simulation software employed to simulate 

the III-V photodetectors. It then presents the initial results, which include a materials 

study and a study on traps.  

• Chapter 3 introduces the integration techniques of III-V onto silicon, with a focus on the 

TASE method used to fabricate the photodetectors in this project. Afterwards, it presents 

the different fabricated devices, the challenges encountered, and the solutions 

implemented to achieve III-V p-i-n photodetectors. 

• Chapter 4 presents the different characterisation results of the fabricated devices, both 

electrical and optical. It also includes the simulation work done to match the electrical 

characterisation, providing a better understanding of the results. Finally, it includes the 

optical characterisation of some devices at low temperatures. 
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2. TCAD simulations 

This chapter explains the functions of the simulation software used to model the III-V 

photodetectors. The objective was to become familiar with simulating III-V photodetectors 

through a materials study, alongside a preliminary investigation on how to potentially match 

the simulations with experimental results by incorporating traps into the simulations.  

At the time of this study, IBM had published work on 60 nm thick InGaAs p-i-n detectors 

and was transitioning towards a 220 nm thick p-InP/i-InGaAs/n-InP photodetector, which 

was only published in 2022. The materials study presented here served to confirm the 

superior performance of heterostructure devices compared to homostructure ones.  

The traps study was conducted after IBM provided preliminary data on the 220 nm devices. 

Since the experimental data lacked detailed information about the devices, the primary focus 

was not on precise matching but rather on understanding the impact of trap location within 

similar types of devices. 

As technologies become more complex in terms of fabrication techniques and material 

combinations, the semiconductor industry increasingly relies on Technology Computer-

Aided Design (TCAD) to investigate advanced device performance while minimising costs. 

TCAD serves as a strategy to test different geometries, materials, doping levels, and device 

dimensions before committing time and resources in the lab. It is the fastest and most cost-

effective way to evaluate the key parameters of the desired device. 

In this project, the state-of-the-art TCAD simulation software Sentaurus™ [57] is used to 

study III-V photodetectors. Design variations and numerical simulations are performed to 

validate the materials used and to understand which parameters affect the performance of 

the fabricated devices. Sentaurus incorporates tools for process simulation, device creation, 

device simulation, and interconnect modelling and extraction, all within an interactive 

simulation environment featuring a dynamic graphical user interface (GUI) for managing 

simulation tasks and analysing the results. The package tools available on the platform are 

shown in Fig 2-1. 
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Fig 2-1. Diagram of the Synopsys Sentaurus TCAD tools organised based on their specific 

functions.   

The process of simulating the devices for this project begins with generating the structure 

using the Structure Device Editor (SDE). SDE includes definition of the geometry, materials, 

doping profiles, contact regions, and an initial mesh. The mesh is then refined using the 

Sentaurus Mesh generator (SNMESH), which creates the discretised mesh files needed for 

other tools, such as the Delaunay mesh for electrical calculations and the tensor mesh for 

electromagnetic simulations. The Electromagnetic Wave Solver (EMW), which uses the 

Finite-Difference Time-Domain (FDTD) method to solve Maxwell’s equations, is employed 

to find the optical mode distribution in the materials. These results are then input into 

Sentaurus Device (SDEVICE) to numerically solve carrier transport equations and obtain 

current-voltage (I-V) curves and other characteristics of the devices. Sentaurus Visual 

(SVISUAL) is then used to visualise the structure from SDE, the optical mode distribution 

from EMW, and the electrical characteristics from SDEVICE, including band-gap, I-V 

curves, and electron or hole carrier densities distribution, among others. 
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2.1. Overview of Sentaurus Tools 

• Sentaurus Workbench (SWB): Serving as the framework for Sentaurus TCAD 

software, SWB provides an environment for creating, editing, and organising the flow of 

simulations. It facilitates the setup of the desired tools, the addition of parameters for 

design-of-experiment splits, and the visualisation of execution and results. Each tool has 

its own input file for separate coding. Simulations are displayed as a family tree and can 

be organised into projects and folders for easy access and a clear overview. An example 

of how SWB looks like in a simulation project is shown in Fig 2-2. 

 

Fig 2-2. Screenshot of Sentaurus Workbench displaying the toolbar buttons, the 

organisation of projects, and an open project with various tools and parameters arranged in 

a family-tree view. 

• Sentaurus Structure Editor (SDE): Device generation through SDE can be done either 

interactively or using scripts. Geometrical elements such as lines, 2D shapes (rectangles 

and circles) and 3D bodies (cuboids, spheres and cylinders) are defined by their spatial 

coordinates and materials. For example, defining a cuboid requires specifying the 

coordinates of the opposite corners. For complex shapes, all vertices can be defined, 

joined into faces, and then stitched into a final body. Boolean operations, like merge (AB), 

new replaces old (ABA), old replaces new (BAB), new overlaps old (ABiA), and old 

overlaps new (ABiB), can superpose shapes and delete existing regions.  
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Defined shapes are named as regions to allow the addition of parameters such as doping 

or mesh onto them. SDE also supports if/else statements and varying parameters in SWB 

for more device variability.  

After geometrically defining the device, a constant or profile-defined doping can be added 

by specifying the species, concentration, and if using an analytical function like Gaussian 

or decaying, their specific parameters.  The next step is to define the contacts, which can 

be done by setting them on already existing bodies or finding an existing face or line on 

a region and setting them there. Finally, the mesh is added by defining refinement 

windows, functions, and sizes, and placing them on specific regions, materials, or 

interfaces. 

The advantage of using SDE instead of a process simulator is a reduced simulation cost 

and the ability to test more device concepts. However, this comes at the expense of 

accuracy in capturing certain characteristics. Since the fabrication process for this project 

is already known and the structures are feasible, there was no need to simulate it. 

• Sentaurus Mesh (SNMESH): This tool produces finite-element meshes for other TCAD 

tools. It can create a 3D mesh composed of tetrahedra for electrical simulations, known 

as a Delaunay mesh. Since SDE includes built-in capabilities for creating this type of 

mesh, SNMESH is generally not necessary for pure electrical simulations. However, for 

optical simulations with EMW, a tensor-product mesh consisting of cuboid elements is 

required, which cannot be defined using SDE's built-in capabilities. The two types of 

mesh can be seen in Fig 2-3. 

To build the tensor mesh required for EMW, the boundary file in TDR format from SDE, 

containing the structure, doping, and refinement information, is imported. A tensor mesh 

is then created in the different regions, materials, and/or directions. The tensor mesh is 

built based on the wavelength to be used in the simulations, with refinement specified in 

nodes-per-wavelength values. 
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Fig 2-3. Results of SNMESH simulations of a Delaunay mesh, composed of tetrahedra (left) 

and of a tensor-product mesh, composed of cuboid elements (right). 

• Electromagnetic Wave Solver (EMW): EMW is a solver based on the FDTD method 

that numerically solves the temporal evolution of electromagnetic waves in a device 

structure defined on a tensor grid. The primary result used in subsequent electrical 

simulations is the absorbed photon density distribution. Detailed information on the 

FDTD method can be found in the Sentaurus Device Electromagnetic Wave Solver user 

guide and in [58].  

The EMW command file, which contains the coding for this tool, consists of different 

sections describing specific aspects of the simulation. The important sections used for this 

project are: 

o Complex Refractive Index (CRI): Defines the refractive index and extinction 

coefficient dependencies (mole fraction, wavelength, temperature, carrier density, or 

material gain). For this project, the dependency has been defined based on wavelength. 

o Dispersive Media: Accounts for the dispersive behaviour of frequency-dependent 

materials in FDTD. Different models are available for various types of dispersive 

materials. For this project, the SingleDipoleDrude model was used to create a 

dispersive medium for each Complex Refractive Index (CRI) value whose imaginary 

part is larger than its real part. This is usually used for devices with inhomogeneous 

CRI profiles. 
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o Boundary: Sets the type and placement of the boundary conditions. Available types of 

boundary conditions include perfect electric conductor (PEC), perfect magnetic 

conductor (PMC), periodic boundary conditions for normal (periodic) and oblique 

(periodicoblique) incidence, and absorbing boundary conditions. For this project, the 

boundary conditions for X and Y were set to PeriodicOblique and for Z to 

Convolutional perfectly matched layer (CPML). This is the typical simulation setup 

for CMOS image sensor and solar-cell applications. Periodic-oblique applies to plane 

wave excitations with both normal and oblique incidence, and CPML is an absorbing 

boundary condition.  

• Sentaurus Device (SDEVICE): This tool includes advanced physical models for 

electrothermal, mixed-mode device, and circuit simulations for 1D, 2D and 3D 

semiconductor devices. It numerically simulates their electrical behaviour through 

physical device equations describing carrier distribution and conduction mechanisms. 

Due to the meshing of the devices, the properties are only defined at certain points in 

space, with the rest obtained by interpolation. 

The first part of the code in SDEVICE is the device definition. It includes the sections of 

File, Electrode, Thermode and Physics. Various physical models are used for the 

simulation of the III-V photodetectors, including: 

o Heterointerfaces: For abrupt heterojunctions, this model treats discontinuous datasets 

by introducing double points at the interfaces. One of the points holds the information 

for one side of the interface, and the other holds the information for the opposite side. 

o Shockley-Read-Hall (SRH) recombination: Recombination through deep defect levels 

in the band gap. The SRH lifetimes can depend on doping, temperature, and electric 

field, and can include trap-assisted tunnelling through different models.  

This type of recombination is the most relevant in the studied devices. It takes place 

through the capture of one carrier at a time, either an electron or a hole, by a trap or 

defect with its energy somewhere in the band gap. The defects can go through the 

processes of electron and hole capture, and electron and hole emission. A defect can 

only capture one electron at a time, and only a hole if there is already an electron 

trapped.  
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The process of trapping an electron can result in the annihilation of an electron-hole 

pair if a hole gets subsequently captured, or in the reemission of the trapped charge. 

An electron captured can be thermally reemitted back to the conduction band. For this 

reason, the mid-bandgap traps are the ones with a bigger impact on the devices’ 

performance, as it takes the same thermal energy to capture and reemit charges. 

o Mole fraction: The mole fraction (x) of ternary and quaternary alloys can only be 

defined through SDEVICE. If not specified, x = 0.5 is assumed. 

o Traps: Traps are important in device physics as they provide doping, enhance 

recombination, and increase leakage in insulators. SDEVICE allows for different types 

of traps with different energy distributions in bulk and interface regions and provides 

multiple models for capture and emission rates. The energy distribution can be defined 

through a single energy level, or with uniform, exponential or Gaussian distributions, 

or through a user-defined table distribution. During the traps study on this project, traps 

were introduced in different areas of the device, with their energy level consistently 

set at mid-bandgap to maximise their influence on device performance, as outlined 

above. 

After defining the physical models, the solve methods are defined by the Math and Solve 

sections, which specify simulation parameters rather than device-specific settings. The 

Math section defines parameters such as the number of threads used, the number of 

iterations, and other numerical settings. The Solve section consists of a series of 

commands to be performed in order. These commands operate at different levels, where 

lower-level commands serve as parameters for higher-level ones.  

Finally, the Plot section specifies which device characteristics to save at the end or during 

the simulation to the plot file. It can include spatial-dependent datasets such as doping 

profiles, space charge distribution, electron and hole mobilities, or Shockley-Read-Hall 

recombination rates, providing insights into the device's internal behaviour. Additionally, 

a CurrentPlot section can be defined to add specific scalar data over specific domains 

(materials, regions, or interfaces), such as the absorbed photon density or the band gap, 

to the plot file. 
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• Sentaurus Visual (SVISUAL): This plotting software within SWB is used to visualise 

data from simulations and experiments. SVISUAL allows interactive work with data 

through both a user interface and a scripting language, enabling the visualisation of 

physical simulation results in 1D, 2D, and 3D. Users can modify plots to gain new 

perspectives and create visualisations displaying fields, geometries, and regions, as well 

as view I-V curves, doping profiles, and band gap plots. The tool provides features such 

as zoom, pan, rotate, and measure/probe tools for detailed data extraction 

There are two ways of using SVISUAL: integrating the tool into the simulation flow or 

accessing it separately. The latter is done by selecting a simulation node (yellow cells in 

Fig 2-2) and clicking on the Visualise button in the top toolbar (eye symbol). This displays 

the Sentaurus Visual option, which opens and displays the files that contain graphical data 

from the selected node. The SVISUAL interface can be seen in Fig 2-4. 

 

Fig 2-4. Screenshot of Sentaurus Visual user interface with various 3D, 2D and 1D plots of a 

p-i-n III-V device. 
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2.2. Materials study 

The project started by performing simulations and thus studying the parameters that play an 

important role in the final device operation. These parameters include the materials used, the 

species and amount of doping on each region, and the dimensions of the photodetector. These 

variables affect the signal-to-noise ratio, the responsivity, and the speed of the photodetector. 

This phase of the project involved learning how to use Sentaurus TCAD tools. 

The materials study was conducted by simulating a p-i-n nanowire (NW) photodetector 

made of different combinations of InP and In0.55Ga0.45As materials: two homostructures of 

InP and InGaAs NWs, and a heterostructure composed of p-InP/i-InGaAs/n-InP. The 

findings of the study resulted in the submission and publication of a conference paper at the 

21st International Conference on Numerical Simulation of Optoelectronic Devices 

(NUSOD2021) (see [59]).   

Although the perfect lattice match between InP and In1-xGaxAs occurs when the molar 

fraction of the latter is x=0.47, In0.55Ga0.45As was chosen for this study. Given the uncertainty 

surrounding the exact molar fraction of the devices based on experimental data obtained 

from IBM, where the devices were later fabricated, a slightly different molar fraction was 

proposed for simulations. This choice does not significantly alter the device setup and is a 

standard practice in both academia and industry. 

For the materials study, devices with the same architecture and dimensions (comparable to 

those previously experimentally demonstrated by IBM [60]) were evaluated. Since the aim 

was to assess the impact of the material composition rather than optimise the device 

architecture or coupling schemes, which might be highly wavelength dependent, the 

simulations were performed using free-space detection [59]. The top part of Fig 2-5 shows 

the simulation domain, including the device geometry from SDE and the source of light. The 

bottom part of Fig 2-5 presents the optical generation-coloured plots for each device at 

different wavelengths obtained from EMW.  
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Fig 2-5. Top: sketch of the simulation domain showing the p-i-n diode geometry with 

dimensions x = 220 nm, y = 1000 nm and z = 200 nm, the metal contacts, transparent to the 

light, the SiO2 BOX and the Si substrate. The source of light has been added to the top to 

visualise the simulation setup. Bottom: optical generation-coloured plots for the fully InP 

device, the fully InGaAs device and the InP/InGaAs/InP heterostructure, for wavelengths of 

800 nm, 1100 nm and 1300 nm [59] reproduced with permission © 2021 IEEE. 

To closely resemble the future fabricated devices, the nanowires’ height was set at 220 nm, 

matching the thickness of the top silicon layer of the used SOI. Their width was chosen to 

be 200 nm, with the p- and n-regions each being 375 nm long, and the i-region measuring 

250 nm in length. The underlying oxide has a thickness of 500 nm to ensure optical isolation 

in a fully integrated scheme. The excitation line is placed 500 nm above the nanowire, 

illuminating the full structure to resemble reality in the experimental setup. The metal 

contacts are considered transparent to avoid the impact of metal absorption and reflection 

when evaluating wavelength dependence.  

The optical generation plots shown in the bottom of Fig 2-5, reveal that optical generation 

in the InP regions decreases more rapidly compared to the InGaAs region as the excitation 

laser wavelength increases from 800 nm to 1300 nm. This is expected since InP has a higher 

band-gap (1,27 eV) compared to InGaAs (0,73 eV), and therefore has a cut-off wavelength 

of 977 nm [59].  
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The next step involved obtaining the absorption response of the current for the three 

structures as a function of wavelength. This was achieved by inserting the optically simulated 

results from EMW into SDEVICE and obtaining the current at -0,5 V of applied voltage at 

different wavelengths. The results are shown in Fig 2-6. 

 

 

Fig 2-6. Current in linear (top) and logarithmic (bottom) scale as a function of the 

wavelength for the fully InP device, the fully InGaAs device and the InP/InGaAs/InP 

heterostructure [59] reproduced with permission © 2021 IEEE. 

As expected, all the curves show a gradual decline with increasing wavelength. The peaks 

observed around 1000 nm may be attributed to reflections within the simulations and do not 

accurately represent real-world conditions. InP provides efficient detection at shorter 

wavelengths but drops off rapidly near its band-edge at 900 - 1000 nm. In both the 

homojunction and heterojunction structures, InGaAs serves as the active absorption material, 

extending the absorption edge further into the NIR. The heterostructure nanowire reaches its 

peak current at around 1000 nm. The pure InGaAs device achieves its highest photocurrent 

at slightly longer wavelengths, most likely as a result of the larger volume of InGaAs in the 

nanowire [59]. 
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Fig 2-7 shows the power sweep of signal power for two different wavelengths at a reverse 

bias of -0,5 V, in linear and logarithmic scale. A linear increase in current with respect to 

laser power can be observed in all cases for 800 nm in Fig 2-7a. However, as seen in               

Fig 2-7b, efficiency is markedly lower at 1300 nm, with the pure InP device exhibiting the 

lowest efficiency. This correlates with the lower optical generation observed in Fig 2-5 [59]. 

a) 

 

b) 

 

Fig 2-7. Current response in a) linear and b) logarithmic scale as a function of the laser 

power for the fully InP device, the fully InGaAs device and the InP/InGaAs/InP 

heterostructure, for wavelengths of 800 nm and 1300 nm. 

To better illustrate the trend observed in Fig 2-7, the I-V curves were plotted at four different 

laser powers and two different wavelengths for the three studied structures (Fig 2-8a) [59]. 

As an additional study, a fully silicon nanowire was simulated to compare III-V and type IV 

semiconductors. The I-V curves for Si are shown in the bottom graph of Fig 2-8b.  
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a) 

 

b) 

 

Fig 2-8. Simulated I-V curves at four different laser powers and two different wavelengths    

a) for the three studied structures (InGaAs and InP homojunctions and InP/InGaAs/InP 

heterostructure) and b) comparing them with silicon instead of InP. 

The benefit of the larger bandgap of InP and Si is evident in the graphs of Fig 2-8, as they 

show a much lower dark current compared to their photocurrent. In general, the InGaAs NW 

shows higher values of current, which has the advantage of being in a measurable range 

when it comes to normal noise levels in probe stations. However, there is not a big change 

in current at higher wavelengths, so incident photons are not well detected. For the 

heterostructure, the InP barriers result in a reduced dark-current compared to the fully 

InGaAs device, with a value in between the two homostructures, while still reaching roughly 

the same photocurrent values as the pure InGaAs device [59]. This provides enough 

dark/photocurrent difference to be used as a photodetector, and in a measurable range of 

currents.  

The band diagrams for the three nanowire structures together with their electron and hole 

densities at -2 V of applied bias are shown on Fig 2-9. As the heterostructure nanowire is 

made from two different materials, the band structure shows a step-like profile at the 

interface between the materials. This step explains the behaviour of the electrons and holes 

in the two plots below. The InP nanowire has its lowest density of electrons on the p side and 

of holes on the n side. However, even though the p and n regions of the heterostructure are 

also made of InP, the number of electrons and holes remaining in those areas is higher. This 

is due to the energy barriers that both electrons and holes cannot surpass easily [59]. 
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Fig 2-9. Top row: the band diagrams for the three nanowires along the length of the devices. 

Middle row is their electron density. Bottom row is the hole densities. All simulations are 

presented at -2 V of applied bias [59] reproduced with permission © 2021 IEEE. 

2.3. Study on traps 

The following study focused on incorporating traps into the device simulations.                              

The objective was to match simulations with experimental data provided by IBM, which 

involved p-InP/i-InGaAs/n-InP devices. Fig 2-10 shows a comparison between the I-V 

curves of the experimental devices and the simulated devices without traps. When aligning 

experimental data with simulations, it is essential to focus on the shape of the curves rather 

than their absolute values, as certain parameters from the experimental devices are not fully 

captured in the simulation model. 

The vertical position of the curves can be influenced by factors such as random dopants 

incorporated from the experimental setup during growth, device interface roughness, and 

properties resulting from material intermixing during the growth process. Additionally, key 

parameters affecting the I-V curves include series resistance and the capacitance of the 

photodiode. These comprise the diode's intrinsic resistance and capacitance, as well as the 

contact resistance and parasitic capacitance. The latter, which depend on the metal contacts, 

are not accounted for in the model and can affect both the vertical position and shape of the 

I-V curves, i.e. the linearity in the diode’s response 
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In an ideal diode, the I-V characteristics follow the equation presented in section 1.4 

(equation 1.3), with the ideality factor (n) being equal to 1. Deviations from this ideality 

result in lower values of n. Trap levels in the device are another factor that can influence the 

ideality factor and, subsequently, the shape of the I-V curves. This study focuses on how 

these traps impact the shape of the curves and how their inclusion in the simulated diodes 

can explain the observed deviations.  

Consequently, to account for the inability of the model to capture some of these properties, 

the simulated curves were vertically adjusted to be on top of the experimental ones and 

facilitate the comparison of their shapes. In the case of the simulated curves from Fig 2-10, 

they correspond to the I-V characteristics of an ideal diode. 

 

Fig 2-10. I-V characteristics of a fabricated photodiode (solid lines) in the dark (brown) and 

with different laser powers applied. Simulated I-V characteristics of an ideal photodiode 

(dotted lines) in the dark (brown) and with different laser powers applied. 

To be able to obtain results with higher convergency values, the mesh in the NW and at the 

interfaces was refined and a layer of 5 nm SiO2 was added around the NW (Fig 2-11a). The 

areas where the traps were introduced are in the bulk of the NW (InP and InGaAs regions), 

at the interface between the different regions (p/i and i/n interfaces), and at the surface of the 

NW (between the NW and the oxide around it). This was done in dark current for different 

concentrations of traps, trying only to match the experimental I-V curve without applied 

light. The results can be seen in Fig 2-11 where Fig 2-11b shows results for bulk traps, Fig 

2-11c for interface traps and Fig 2-11d for surface traps.  



34 
 

As seen in the graphs, all the types of traps tend to increase the dark current values and 

decrease the forward bias ones, which are deviations from the ideality of the diode’s 

response. This is because traps tend to induce e--h+ recombinations as they create extra 

energy levels in the middle of the gap. For the reverse current, as electrons and holes try to 

tunnel through the band gap, extra energy levels help to promote this process. This behaviour 

can also be observed experimentally in [61], where the authors measure the I-V curves for 

fresh and aged samples. 

a) 

 

b) 

 
c) 

 

d) 

 

Fig 2-11. a) Image of a section of the simulated NW where the surrounding oxide is in 

transparent blue and the mesh can be seen on the NW regions (blue for p-InP, yellow for       

i-InGaAs and red for n-InP) and on the metal contacts. b), c) and d) Comparison of the 

experimental I-V curve without applied light (black) and the I-V curves for the simulated 

devices with different concentrations of b) bulk traps, c) interface traps and d) surface traps. 
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After these results and observing the variability in these three locations of traps, a study was 

undertaken to assess the I-V curves when different combinations of trap locations are 

considered. This can be seen in Fig 2-12, where the variability increases even further when 

taking into account the different surfaces independently and combining them with bulk and 

interface traps. 

a) 

 

 b) 

  
c) 

 

 d) 

  

Fig 2-12. I-V curves from experimental (black) and simulated devices with no traps (yellow), 

and different locations of traps: a) the top surface of the device on the interface with the 

oxide around it (orange), the bottom surface of the device on the interface with the oxide 

around it (pink), both top and bottom surfaces (red), b) in the bulk of the device (blue), on 

the interfaces between the InP and the InGaAs (green), both on the bulk and the interfaces 

(cyan), c) both bulk and surfaces with a concentration of 1e13 cm-3 and 1e13 cm-2 

respectively (light purple) and with a concentration of 1e14 cm-3 and 1e14 cm-2 respectively 

(dark purple), and d) with bulk, interface and surfaces traps altogether, with concentrations 

of 1e13 cm-3 and 1e13 cm-2 respectively (light brown) and with concentrations of 1e14 cm-3 

and 1e14 cm-2 respectively (dark brown), as specified in the legends. 
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From Fig 2-10 it was already evident that the curve without traps (in yellow in Fig 2-12a and 

b) aligned well with the experimental dark current, but the on-current followed ideality. Fig 

2-12a shows that traps on the bottom surface of the device have minimal impact on current 

since they are far from the conducting path. In contrast, traps on the top surface significantly 

affect the device's characteristics by reducing dark current. This reduction is likely due to 

the capture of charge carriers that would otherwise contribute to the dark current. 

From Fig 2-12b it can be observed that interface traps have a slightly greater effect on both 

the on and off currents than bulk traps. When both types of traps are present, the device 

exhibits a more resistive response. Fig 2-10c and d show that when surface traps are 

combined with interface and bulk traps, the latter exert a stronger influence, as the I-V 

characteristics of these combinations resemble those of interface and bulk traps. 

Additionally, it is evident that the higher the concentration of traps, the more pronounced 

their effects on the device's performance. 

A light source was also applied to the simulations for the three trap locations studied 

previously. The results can be seen in Fig 2-13, where the black-grey lines are the 

experimental results for different laser powers, the blue lines are for bulk traps simulations, 

the green lines for interface traps, and the red lines are for surface traps simulations, all of 

them performed at different laser powers. 

The increased dark current previously observed in Fig 2-12 for devices with bulk and 

interface traps suggests that the dark current-photocurrent ratio will decrease when these 

types of traps are present. This is particularly evident for bulk traps, as shown in Fig 2-13. 

The device with surface traps shows the highest photoresponse. However, it should be noted 

that the concentration of surface traps in these simulations is relatively low. As previously 

demonstrated in Fig 2-11d, increasing the concentration of surface traps results in the device 

exhibiting more resistive behaviour, which could diminish its overall performance. 

A closer look on the I-V curves in Fig 2-12 revealed that the best match with the experimental 

curve, in terms of their shape, are those incorporating both bulk and surface traps, 

represented in light and dark purple. Different concentrations of this combination of trap 

locations were simulated to try to refine the fit, as shown in Fig 2-14. However, given the 

number of variables involved, it is not possible to uniquely match the experimental data in a 

way that provides a reliable description of the trap distribution. As such, even achieving a 

perfect fit with the experimental data does not fully explain the device's electrical behaviour. 
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a) 

 

b) 

 

c) 

 

d) 

 

Fig 2-13. I-V curves with increasing laser power from a) experimental and b) - d) simulated 

devices with different location of traps: b) bulk (1e13 cm-3), c) interface (1e13 cm-2) and d) 

surface (1e10 cm-2) 

 

Fig 2-14. Comparison of the experimental I-V curve without applied light (black) and the I-V 

curves for the simulated devices with different concentrations of bulk and surface traps. 
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It is evident from the data provided that traps play a significant role in these scaled devices. 

However, due to the limited availability of experimental devices and the significant variation 

in I-V curves among those provided during the simulation phase of this project, the decision 

was made to fabricate additional devices with a wide range of dimensions. This approach 

aimed to establish a statistical foundation for a more detailed and accurate calibration of the 

simulations. 

The research on this thesis started with the results presented in this chapter, where III-V 

photodetectors were simulated using Sentaurus TCAD. The first study performed on the            

III-V materials of interest in this study identified the heterostructure (n-InP/i-InGaAs/p-InP) 

as the most effective for optimising optical performance compared to simpler 

heterostructures like pure InP or InGaAs.  

A subsequent study was performed on the role of mid-bandgap traps in different areas of the 

device. Their impact on the ideality of the device can be observed on the I-V characteristics 

presented, where both the on and off currents deviate from the linearity of the diode’s 

response. This study emphasised the impact of mid-bandgap traps on device performance 

due to generation-recombination effects.   
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3. Fabrication of III-V photodetectors 

This chapter introduces the integration techniques of III-V materials onto silicon, with a 

particular emphasis on Template-Assisted Selective Epitaxy (TASE), the method used to 

fabricate the photodetectors in this project. A step-by-step explanation is provided on 

achieving fully functional devices. The initial TASE devices primarily consisted of vertical 

nanowires covered and refilled with III-V materials [62]. TASE has since been applied in 

various fields, including tunnel field-effect transistors (TFETs) [63], solar cells [64], lasers 

[65] and photodetectors [48, 60].  

The first horizontal photodetectors fabricated using TASE focused on low-capacitance, high-

speed performance, consisting of 60 nm thick InGaAs p-i-n detectors. These became the first 

demonstration of high-speed data reception using ultra-scaled III-V photodetector [48]. 

However, despite being directly coupled to a silicon nanowire, these devices were too thin 

to support a propagating mode, and the metal contacts on top would have induced absorption 

losses.  

A second demonstration of TASE’s potential for photodetectors was presented in 2022, 

involving devices like those in this work: 220 nm thick p-InP/i-InGaAs/n-InP waveguide 

coupled photodetectors, which were thermally and optically characterised [60]. Different 

waveguide coupling schemes were explored, with T-shape coupling identified as the optimal 

configuration. However, due to a lack of reproducibility across devices, a full comparison 

was not possible.  

The work presented in this thesis builds on this previous research by providing statistical 

data for TASE-fabricated photodetectors to better understand the various parameters 

influencing their performance. This chapter presents the different fabricated devices 

(straight, funnel, and waveguide-coupled designs), while addressing challenges such as 

optimising p-doping and the solutions implemented to achieve III-V p-i-n photodetectors. 

The large number of fabricated devices provides the statistical data necessary to analyse their 

electrical and optical characteristics.   
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3.1. III-V on Si integration techniques 

There is great interest in the integration of high quality III-V compound semiconductors 

either monolithically or heterogeneously on silicon to exploit their complementary 

properties and, in particular, the direct bandgap of III-Vs for opto-electronic devices densely 

integrated with CMOS [1, 37]. However, lattice, thermal and polarity mismatch between the 

materials makes epitaxial growth of III-V compounds on silicon challenging [46, 66, 67]. 

As mentioned in section 1.3, the lattice match between InP and InGaAs depends on the In to 

Ga ratio in the latter, which has been chosen to avoid any mismatch. However, both III-V 

materials have a mismatch of around 8% with Si (see Fig 1-1). This mismatch will cause 

strain at the interface, promoting the formation of defects that could alter the optical 

properties of the III-V layers and be prejudicial to the performance of the devices. 

Another important consideration when integrating materials is the thermal expansion 

coefficient. Growth techniques typically involve high temperatures, and, during cooling, 

thermal stress can be induced in the interfaces if the coefficients do not match. Since the 

thermal expansion coefficient of Si (2.59ꞏ10-6 °C-1) is closer to that of InP (4.75ꞏ10-6 °C-1) 

than of In0.53Ga0.47As (5.66ꞏ10-6 °C-1), less thermal stress would be induced when growing 

InP on Si [68]. In this project, however, a higher selectivity of InGaAs on Si was observed, 

requiring the addition of an InGaAs seed layer in the fabrication process to reduce the InP 

parasitic growth on the SiO2 surface of the sample. One way to minimise the thermal stress 

is by optimising the growth temperature. 

The polarity mismatch occurs because III-V materials contain two or more atomic species 

and crystallise mainly in a cubic lattice. Due to the crystallographic structure of Si and the 

fact that surfaces are not atomically flat, the nucleation and growth of III-V materials will 

result in the formation of III-III and V-V bonds if mono-atomic layer steps are present. These 

types of defects, known as antiphase boundaries, can carry a high charge and negatively 

impact device performance. An overview of these defects is shown in Fig 3-1. 
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Fig 3-1. Schematic of antiphase boundaries defects at atomic steps of the Si substrate. 

Figure modified (cropped) from [69] under the terms of the CC BY 4.0 license [70]. 

An approach to reduce the impact of the mismatch issues is growing the devices with the 

shape of a nanowire (NW). The interface between this nanostructure and silicon is small 

enough to accommodate a local expansion or shrinking of the lattice spacing without 

generating defects, thereby producing high quality crystalline materials despite the lattice 

mismatch. [48]. The ability to integrate non-lattice matched material combinations in the 

NW geometry also makes them interesting as building blocks for any type of opto-electronic 

devices such as solar cells, lasers, field-effect transistors and, of course, photodetectors [71, 

72, 73, 74].  

The majority of existing techniques for growing NWs produce them vertically orientated, 

which requires having to transfer them individually to arrange them horizontally [74, 75] or 

having vertical devices [37, 76, 77]. Different ways to approach the fabrication of NW 

photodetectors include: growing III-V semiconductors on top of another lattice-matched            

III-V material substrate [74, 76], using catalytic Au particles [75], or a III-V selective area 

[37, 77] on top of a Si substrate. 

These NW techniques are sufficient for laboratory-sized device fabrication, but they are not 

ideal for large-scale production. This section provides an overview of various integration 

techniques for III-V semiconductors onto Si, categorised into two broad groups; 

heterogeneous and monolithic integration techniques. A schematic of some of these 

techniques is shown in Fig 3-2. A detailed explanation of the technique used in this project 

is provided in section 3.2. 
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Fig 3-2. Schematic of some integration techniques of III-V on Si. The heterogeneous 

integration techniques include wafer bonding, die bonding and transfer printing. The 

monolithic integration techniques include buffered layer, selective area growth (SAG), and 

aspect ratio trapping (ART) 

3.1.1. Heterogeneous integration 

Heterogeneous integration methods involve growing III-V materials on a different substrate, 

typically one that is perfectly lattice-matched, and then transferring them onto the desired 

silicon wafer [78]. The lattice-matched substrates enable perfect epitaxial growth and reduce 

defects in the final structures, with the best-performing structures selected for transfer. These 

techniques have demonstrated excellent results for PD performance [79, 80]. They are well-

established in industry because they can be optimised separately without needing to disrupt 

or adapt current CMOS lines, only adding an extra bonding step at the end [40, 81]. However, 

transfer methods lack nanometre-scale precision [81] and may result in transfer-related 

defects [82] or irregular geometries due to the required bonding temperature. Additionally, 

maintaining CMOS standards can make these new techniques more expensive. For full 

optical links, the final structures being on a different layer than the silicon requires the light 

to be coupled into the top layer, reducing the efficiency of light transmission. 
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• Wafer and die bonding. These methods consist of joining the desired wafer or several die 

onto a Si wafer. The joined platforms may already have structures on them or could be 

completely flat, requiring patterning after they form a unified structure. There are several 

techniques for wafer and die bonding depending on the type of bond used, sometimes 

incorporating an additional adhesion layer [83, 84]. Post processing steps are usually 

required, such as annealing to strengthen the bonds between the wafers or etching to 

remove the bottom layer of a sacrificial wafer [85]. 

• Transfer printing. In this method, the grown structures are removed from the original 

substrate using techniques such as peeling or chemical etching onto a typically flexible 

material. This material is then used as a stamp to align and transfer the structures onto the 

target substrate [86, 87]. 

3.1.2. Monolithic integration 

Monolithic integration techniques consist of epitaxially growing the III-V materials directly 

onto the silicon substrate. They address the drawbacks of heterogeneous integration by 

offering high precision, shorter fabrication times, and lower costs. However, they lack the 

benefits of lattice-matched substrates and the ability to select only the best devices. 

The lattice mismatch between III-V materials and silicon presents a significant challenge in 

these fabrication methods, as defect formation negatively impacts the performance of 

electronic and photonic devices. Moreover, growth parameters such as temperature may 

need to be adjusted to align with existing CMOS processes, which might compromise the 

final product. However, integrating the III-V fabrication process into CMOS lines could 

reduce the cost of final devices by eliminating the need for specialised facilities. 

• Buffered layer growth. A uniform layer of the crystalline III-V material is deposited over 

the entire Si wafer, resulting in a uniform layer that can later be etched to obtain the 

desired structures.  This technique aims to grow a sufficiently thick layer to trap defects 

at the bottom and create a top layer with a very low defect density, enabling the fabrication 

of high-quality optical devices [88, 89, 90, 91]. Annealing the epitaxial layer helps reduce 

the number of defects caused by the mismatch with the underlying wafer.  
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However, depending on the mismatch between the III-V material and Si, a second buffer 

layer might be needed to reduce defects, potentially resulting in buffer layers that are too 

thick for close integration with the Si electronics below [92, 93]. Additionally, annealing 

can cause wafer bending (bow) due to the thermal expansion coefficient mismatch [94]. 

• Selective Area Growth (SAG). This technique consists of growing the III-V materials in 

a designated area. By masking the Si wafer and patterning the mask, small nucleation 

openings are exposed to promote the growth of III-V materials in precise positions. The 

final structures typically take the form of nanowires, which can be comprised of a single 

material or exhibit different doping profiles and heterostructures, either radially or 

vertically [95, 96, 97]. Due to the small interface with the Si seed, the defects are locally 

contained and do not spread further [89]. However, this technique often results in 

vertically oriented NWs, potentially requiring a pick-and-place technique for their 

transfer. 

• Aspect Ratio Trapping (ART) techniques. This epitaxial approach confines defects close 

to the seed by using high aspect ratio oxide trenches. During growth, defects along 

specific crystallographic planes terminate at the oxide sidewalls, allowing dislocation-

free material to grow out of the cavities [98]. Unfortunately, the geometry of the grown 

structures is limited, and large templates are required. Additionally, since multiple 

nucleation points are used, the merging of these areas can result in the formation of grain 

boundaries, which can negatively impact the performance of electrical and optical devices 

[99, 100]. 

• Template Assisted Selective Epitaxy (TASE) is explained in detail in section 3.2. 

Evolving from SAG and NW growth, TASE uses a precisely defined small nucleation 

point and an oxide template to guide the growth. Its advantage lies in the precise definition 

of structures in position and shape on the Si layer, which are then covered by oxide to 

create templates. These templates are accessed through a small opening, where the Si is 

etched, leaving only a small seed to nucleate and grow the III-V materials from [101, 

102].  
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TASE allows for growth in any direction and focuses on planar growth, meaning the        

III-V devices end up in the same layer as the Si electronics. This alignment allows for 

more efficient integration of the optoelectronics platform [49, 50, 48]. However, being an 

advanced integration technique involves several complex steps. Multiple fabrication tools 

and procedures need to be followed, before the growth of the III-V materials, to build and 

prepare the templates, and after to access the devices for contacting. This can increase the 

probability of procedural mistake. The growth process can result in parasitic crystal 

formation on the mask, requiring additional cleaning steps to remove them from the 

surface of the final chip [103].  

Microscopy images exemplifying the capabilities of this technique are shown in Fig 3-3a. 

IBM has demonstrated the monolithic integration of scaled InGaAs photodetectors on 

Silicon [50] and is moving towards heterostructure devices. An SEM image of an InGaAs 

p-i-n nanostructure device fabricated using TASE can be seen in Fig 3-3b. 

a) 

 

b) 

 

 

Fig 3-3. a) Demonstration of TASE’s capabilities shown through Scanning Electron 

Microscopy (SEM) images. Figure modified (cropped) from [50], with permission from the 

Copyright Clearance Centre. b) False-coloured SEM of the top view of a p-i-n nanostructure, 

with the colours on the device referring to the different doped regions, and a bright field 

Scanning Transmission Electron Microscopy (STEM) image of a cross section of the 

nanostructure below. Figure modified (cropped) from [48], under the terms of the CC BY 4.0 

license [70].  

As mentioned in section 1.2, TASE is the technique used in this project to fabricate the                

III-V photodetectors integrated on a Si wafer. A more detailed explanation of the steps and 

tools needed to achieve a final device using TASE is presented in the following sections. 
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3.2. Monolithic integration of InP/InGaAs 

photodetectors by TASE 

To overcome the integration and growth challenges of III-V materials on Si platforms for 

optoelectronic devices, IBM developed in 2005 the Template-Assisted Selective Epitaxy 

(TASE) technology. TASE is a monolithic integration technique that allows the fabrication 

of nanostructures with varied shapes including nanowires, cross-bars, hexagonal microdisks, 

platelets, or larger sheets [50, 101, 104, 105]. Different integration schemes are possible, 

such as lateral and vertical growth directions or even stacked configurations [105, 106, 101], 

enabling in-situ doping and sharp heterojunctions.  

Initially created to overcome integration challenges arising from lattice and thermal 

mismatches between silicon and III-V materials, TASE was originally intended for electronic 

applications such as vertical and lateral TFETs, among others [107, 63, 104, 108]. However,  

its focus has since shifted towards photonics applications, including lasers (microdisks, 

photonic crystal cavities, topological lattices), LEDs, photodetectors [109, 65, 110, 60], and 

even quantum computing applications [102].  

The epitaxial growth in TASE begins from a single nucleation point on a Si seed and extends 

into a pre-defined SiO2 template. These templates provide both direction and shape for the 

growth, and passivation of the III-V materials by preventing contact with air. As a result, the 

process means to produce single-crystalline, dislocation-free devices with minimal surface 

states and defects concentrated at the interface with the seed, contributing to low optical 

losses in photonic applications.  

TASE allows the definition of all silicon features, including electronics, photonic devices, 

and Si passives, in a single lithographic step, facilitating self-alignment and dense integration 

of electronics and photonics [111, 112]. The III-V materials ultimately replace the previously 

defined silicon features, creating a full optical link between electronics and the active and 

passive components of a photonic integrated circuit (emitter, waveguide and photodetector) 

[113]. 
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The fabrication steps needed to achieve a fully integrated photonic device on a Si wafer by 

using TASE are shown in Fig 3-4 and explained below. This process has been previously 

established; however, the specifics regarding wafer characteristics, design, and growth 

parameters have been adapted and are specific to this work. 

 

Fig 3-4. Schematic of the steps for the fabrication of photonic devices using TASE. The 

different steps include (1) silicon patterning of the top layer of an SOI wafer, (2) silicon oxide 

deposition, (3) window opening on one end of the silicon shape, (4) etch of the silicon 

leaving a seed, (5) growth of the III-V materials, and (6) deposition of the metal contacts after 

a second window opening on the other end of the device. 

0. Wafer and design preparation. The substrate consists of an 8-inch Silicon on Insulator 

(SOI) wafer comprising a 220 nm Si layer on top of a 2 µm thick Buried Oxide (BOX) 

layer of SiO2, sitting on a bulk Si backplate. The top Si layer has a certain crystallographic 

orientation; in this thesis, (001) and (110) wafers were investigated. These orientations 

influence the growth of the III-V materials, and the thickness of the top Si layer 

determines the height of the final devices. 

As the alignment between lithographic steps is crucial, Electron Beam Lithography (EBL) 

markers need to be added onto the SOI wafer as a pre-processing step. These markers 

need to be placed on the same layer as the top Si to allow for planarisation of the sample 

and need to be encapsulated in SiO2 to protect them from etching agents.  
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By using optical lithography, trenches are defined and further etched using a Reactive Ion 

Etching (RIE) technique. A thin layer of SiO2 is then deposited by Plasma-Enhanced 

Chemical Vapor Deposition (PECVD) to protect the Si layer before depositing a     

tungsten (W) layer through sputtering. The tungsten EBL markers provide the high 

contrast in the SEM imaging needed for alignment during the lithography steps. The final 

step is the encapsulation of the markers in SiO2 by PECVD and the dicing of the wafer 

onto 6 x 6 cm2 samples, which contain nine identical 2 x 2 cm2 chips. For the samples 

prepared during this work, the tungsten markers were added by PhD students Enrico 

Brugnolotto and Markus Scherrer. 

Before starting the process, the design of the chips is made using a software called                      

L-Edit. It is a hierarchical physical layout editor that allows for both coding and drawing 

the lithography masks. Each 2 x 2 cm2 chip is arranged in a 7 x 7 grid of cells to focus on 

different device geometries and designs and increase the variability and statistical data 

obtained. Some of these designs are shown in Fig 3-5. 

Device width is the simplest parameter to vary across the chip surface. Growth rate 

increases logarithmically with the template width. Narrower NWs take longer to grow 

because tighter templates and smaller openings make it more challenging for the 

precursors to enter and reach the reaction surface. Conversely, wider structures require              

a higher amount of precursors to fill the template channel. For very narrow devices             

(⪅ 50 nm) there is a strong width dependence, whereas for wider devices (⪆ 100 nm) 

there is no significant dependence of the growth on the device width. Therefore, the 

studied template widths range from 20 nm to 600 nm.  

The funnel devices are incorporated into the design to study the effect of making the 

intrinsic region smaller while keeping p and n regions large enough to have a good 

contact. These devices are grown in two different steps to ensure a good quality of the 

crystal. The joined NWs would allow to investigate how the current scales with 3 and 5 

nanowires in parallel. However, only measurements on single NWs were performed 

during the work of this thesis. 
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a)  

 

b) 

 

c) 

 

d) 

 

Fig 3-5. Images from L-edit software of the design of the devices. a) Straight and funnel 

devices with the lowest (20 nm) and highest (600 nm) values of width. b) Three joined funnel 

devices and five joined straight devices. c) Design of the contacts with 2 and 3 pads and a 

contacted NW. d) Design of the waveguide coupled devices with tapered and non-tapered 

waveguides and different mirror designs (a low-contrast Bragg grating, a high-contrast 

Bragg grating, and a demi Zone-Plate). 
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The NW designs shown in Fig 3-5 (turquoise) are longer than the final devices as they 

also include a silicon seed at the bottom and an area at the top to prevent the III-V 

materials from coming out of the template opening (light green). The funnel devices have 

a second template opening at the bottom (dark green) to enable the growth of the NW 

from both ends. The contacts include two differently coloured regions to allow for the 

definition of different resolutions during the e-beam exposure; a coarser region (golden) 

and a finer area (red) where the contacts meet the devices. For the desired contacted NWs, 

an extra area is defined (blue) to etch down the SiO2 template and reach the devices. 

1. Si patterning. Once the pattern has been designed, the first EBL step begins, enabling 

very high resolution and alignment of the structures. The wafer is cleaned in a Piranha 

solution (H2SO4 2:1 H2O2) to remove any surface residues. A 100 nm thick layer of 

Hydrogen Silsesquioxane (HSQ) resist is applied onto the sample via spin-coating, and 

the final resist thickness depends on variables such as spin-coating time and speed.            

Pre- and post-bake steps are needed to improve resist adhesion.  

After the exposure of the first layer (turquoise in Fig 3-5), the resist has to be developed. 

HSQ is a negative resist, meaning the exposed areas harden and become insoluble to the 

developer. The exposure dose and development time are crucial criteria to ensure the 

correct geometry and dimensions of the final structures are transferred onto the sample. 

An EBL technician is in charge of exposing the samples, taking into account resist type 

and spin-coating parameters. 

By using inductively-coupled plasma RIE (ICP - RIE), the unprotected part of the top Si 

layer is etched in a hydrobromic acid (HBr) and oxygen (O2) atmosphere, so that only the 

patterned structures remain intact. This etching mixture guarantees that the remaining Si 

structures have straight sidewalls. The sample is then inspected using Scanning Electron 

Microscopy (SEM), and the resist is removed with Buffered Hydrofluoric acid (BHF) 

followed by a surface cleaning in a Piranha solution. The resulting structures are shown 

in Fig 3-6a and b. The test structures added to the design to examine the growth 

characteristics are shown at the bottom, in Fig 3-6c. 
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a) 

 

b) 

 

c) 

  

Fig 3-6. SEM images of a) a straight and b) a funnel NWs and c) the test structures after the 

Si patterning step. 

2. Template deposition. The next step is to encapsulate the Si structures by depositing SiO2 

in order to create the template inside which the growth occurs. The method resulting in 

the highest quality SiO2 is Atomic Layered Deposition (ALD), but this method is also the 

most time consuming. An alternative method is to use PECVD, and, depending on the 

precursor used, the resulting layer will have a different morphology. A schematic of the 

oxide layer morphologies obtained using the three different methods is shown in Fig 3-7.  

 

Fig 3-7. Schematic of the resulting SiO2 layers deposited by ALD (left), PECVD with silane 

(SiH4) precursor (centre) and PECVD with tetraethoxysilane (TEOS) precursor (right). 

As illustrated, using silane as precursor in PECVD for non-planar samples creates a non-

uniform layer that will cause a higher etching rate on the edges. Using tetraethoxysilane 

(TEOS) instead, improves the conformality of the final layer, with a higher thickness on 

the horizontal surfaces compared with the vertical ones [114].  
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Considering all the factors discussed previously, it was determined that a first layer of              

50 - 100 nm of ALD oxide would be deposited, followed by 300 - 250 nm of TEOS - 

PECVD. In Fig 3-8 some of the Si structures with the waveguide and mirrors can be seen 

after the ALD SiO2 layer has been deposited. An additional top oxide layer, required to 

create a planar SiO2 surface, is deposited by spin-coating the sample with HSQ (chemical 

structure of the polymer [HSiO3/2]n), which decomposes into a SiO2-like structure via a 

combination of pyrolysis and oxidation when annealed above 800 °C [115, 116]. Previous 

investigations conducted by IBM found that a temperature up to 1000 °C was necessary 

to make the resulting oxide resistant to Diluted Hydrofluoric Acid (DHF), which is 

required in a following step. A Rapid Thermal Annealing (RTA) tool is used to expose the 

chip to this temperature. After this step, the oxide layer is thinned down with RIE, and 

the wafer is diced into nine identical 2 x 2 cm2 chips. 

a) 

 

b) 

 

Fig 3-8. SEM images of the WG coupled Si structures with a layer of ALD SiO2 around. 

3. Template opening. To proceed with the growth, a hole has to be created to access the Si 

structures beneath the oxide templates. This is done through a second EBL step, where 

the template opening holes (light green in Fig 3-5) are patterned. For this step, a Chemical 

Semi-Amplified Resist (CSAR) is used, which is a positive resist. The exposed area 

becomes soluble to the developer and is subsequently washed away. The SiO2 holes are 

etched through RIE, and the remaining CSAR is removed using a combination of O2 

plasma, Anisole solvent at 80 °C, and hot Piranha solution. The structures after this 

fabrication step can be seen in Fig 3-9. 
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a) 

 

b) 

 

Fig 3-9. SEM images of two buried Si structures with the template opening hole. 

4. Silicon back-etch. Access to the inner Si structures allows the creation of the hollow SiO2 

templates. As the end of the NWs are exposed, a few nanometres of native oxide form by 

exposure to air. The first step involves etching away this oxide layer by immersing the 

sample in DHF for ten seconds. Immediately after, the sample is introduced in a heated 

solution of tetramethylammonium hydroxide (TMAH), which etches back the Si 

selectively. The temperature and concentration of the TMAH solution are critical 

parameters that determine the etch rate of silicon and must be carefully controlled. A 2% 

TMAH solution is placed in a temperature-controlled water bath at 80 °C, resulting in an 

etch rate of 60 nm/min for Si. The sample is submerged in the solution and the back 

etching process is precisely timed to reach the silicon seed, to approximately 18 minutes, 

leaving a Si{111} facet, which is tilted relative to the (001) wafer surface. Two SEM 

images of the structures after this step are shown in Fig 3-10. As can be seen, the funnel 

structure on the right is only etched half way, as the growth for those devices is done in 

two steps.  

5. III-Vs growth. At this point in the process, the sample contains the hollow SiO2 templates 

that will accommodate the III-V materials forming the photonic devices, with a Si seed 

to nucleate and start the growth from. To ensure that native oxide does not form on the Si 

seed, which would prevent the nucleation of the III-V materials, a rapid transfer of the 

sample from the TMAH solution to the Metal-Organic Chemical Vapour Deposition 

(MOCVD) chamber is required.  
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a) 

 

b) 

 

Fig 3-10. SEM images of the empty templates (dark) after the Si etch back. The lighter area 

corresponds to the remaining Si used for the nucleation of the III-V materials.   

The growth of the III-V materials is achieved through MOCVD, a technique where 

precursor gases for each element of the targeted material are injected into a heated 

chamber under vacuum. These precursors diffuse through the vapour and along the 

surfaces until they reach the growth substrate, initiating nucleation and epitaxial growth 

of the III-V materials in the desired area.  

Examples of the precursor gases used in this project for the growth of InP and InGaAs 

and their n-type (Sn) and p-type (Zn) doping species include: trimethyl indium (TMIn), 

tert-butyl phosphine (TBP), trimethyl gallium (TMGa), tert-butyl arsine (TBAs), 

tetraethyl tin (TESn) and diethyl zinc (DEZn). These precursors have been extensively 

studied for years to ensure they pyrolyse at growth temperatures without decomposing at 

room temperature, have moderately high vapour pressure, do not participate in parasitic 

reactions with other precursors, and provide with high-quality materials with negligible 

carbon contamination [117, 118]. 

The final growth sequence of the photodetectors in this project consists of                                

i-InGaAs / n-InP (Sn doped) / i-InGaAs / p-InP (Zn doped) / p-InGaAs (Zn doped). The 

initial InGaAs region was added as a nucleation seed, as InP’s selectivity to Si over SiO2 

is not as high. The p-InGaAs region at the end was included in the sequence because         

p-InP has poor contact resistance with metal contacts.  
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To achieve ohmic contacts between p-InGaAs and the metal, the hole concentration levels 

must be over 5e19 cm-3 [119]. As demonstrated in the following section (3.2.1), this high 

concentration could not be achieved by adding the Zn precursor during the growth 

process, and the III-V materials had to be p-doped by Zn diffusion on a separate MOCVD 

run.  

After the growth process, the samples are inspected using SEM and Energy Dispersive 

X-ray Spectrometer (EDX), which allows the concentration mapping of the different 

atomic species, ensuring that each section has the intended length. On the top three SEM 

images in Fig 3-11 (a, b and c), the difference between InGaAs (lighter) and InP (darker) 

can be seen, revealing the different growth fronts that can occur when growing III-Vs on 

a (001) SOI wafer. This contrast arises from the interaction of electrons with the sample, 

as SEM imaging is influenced by factors such as material composition. In this case, 

InGaAs appears brighter due to Z-contrast, which results from the atomic mass difference 

between InGaAs and InP. However, this contrast is not consistently visible across all SEM 

images of the grown devices, as the SiO2 layer on top has varying thicknesses depending 

on the sample and the fabrication step when the image was taken. 

The bottom two images in Fig 3-11 (g and h) correspond to an EDX analysis of two 

different NWs. In these images, phosphorus is indicated in green, representing the InP 

regions, arsenic in red, and gallium in blue, with the red and blue areas collectively 

representing InGaAs. Some noise can be observed outside the NW areas, likely caused 

by EDX background noise and peaks from the SiO2 substrate that overlap with the 

elements of interest.  

Although the growth of the III-V materials occurs at 580 °C, the sample is first heated to 

750 °C to desorb any remaining impurities from the growth surface. This cannot be done 

before the Zn diffusion run, as the III-V materials would melt and combine, so a maximum 

of 610 °C is reached before diffusing the Zn at 510 °C. The Zn diffusion process is highly 

sensitive to time, temperature, and precursor concentration. Higher temperatures reduce 

doping levels in the material, and prolonged exposure at lower precursor concentrations 

would cause the Zn to diffuse too far into the NW, resulting in extensive p-doping [120]. 

The optimal diffusion time determined in this project to exactly reach the p-InP region 

and achieve ohmic contacts on the p-InGaAs is two minutes. 
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a) 

 

 

b) 

 

 

c) 

 

 

d) 

 

 

e) 

 

f) 

 

 

g) 

 

 

h) 

 

 

Fig 3-11. SEM (a-f) and EDX (g-h) images of p-InGaAs/p-InP/i-InGaAs/n-InP/InGaAs-seed 

NWs of different lengths and widths. Phosphorus is indicated in green, representing the InP 

regions, arsenic in red, and gallium in blue, with the red and blue areas collectively 

representing InGaAs. 
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During this project, the process to fabricate funnel-shaped devices was optimised through 

a two-step growth method. In this approach, steps 3 to 5 (Template opening, Silicon back-

etch and III-Vs growth) are repeated after conformally covering the first template opening 

holes (light green in Fig 3-5) with SiO2 via ALD and defining the second holes (dark 

green in Fig 3-5) through EBL. Those extra steps are illustrated in the SEM and EDX 

images from Fig 3-12. 

a) 

 

 

b) 

 

 

c) 

 

 

d) 

 

 

Fig 3-12. SEM (a-c) and EDX (d) images of the final steps of the two-step growth method to 

fabricate funnel-shaped devices, with the arrows indicating the growth directions. a) 

Corresponds to the covering of the first template opening hole by ALD, b) shows the second 

template opening and etching of the remaining Si, c) is after the second growth process, 

and d) shows the different materials on a fully grown device, with phosphorus indicated in 

green, representing the InP regions, arsenic in red, and gallium in blue, with the red and 

blue areas collectively representing InGaAs. 

6. Metal contacts. The contacts’ fabrication process starts by thinning down the oxide 

template to approximately 50 nm above the NWs to ensure the physical step created by 

the oxide when the contacting holes are created is not too high for metal deposition. This 

is performed in multiple steps of RIE, with frequent monitoring of oxide thickness using 

a reflectometer to ensure the devices remain protected.  
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Next, the contacting holes (blue squares in Fig 3-5c) are defined with EBL using a 

polymethyl methacrylate (PMMA) resist. RIE is then used again to remove the oxide 

from the holes, making sure that the III-V materials are not fully exposed, as the RIE 

process etches them more rapidly than SiO2. Leaving a small amount of oxide during this 

step also helps shield the devices from the resist during the final EBL step. 

Finally, the contact area is defined using two layers of different PMMA resists to ensure 

proper lift-off of the metal without damaging the contacts. The combination of two resists, 

each with a different development speed, induces an under-cut effect, as the bottom resist 

creates larger holes than the top one. This leaves an area free of metal that allows the 

solvent to reach the resist during the lift-off process. The sample is then submerged in 

BHF to remove the last nanometres of oxide on top of the devices, before adding the 

metals using an evaporator. A base layer of 100 nm of nickel (Ni) is deposited, followed 

by a top layer of 10 nm of gold (Au) to achieve ohmic contacts with the III-V materials 

[121, 122]. Lastly, the excess metal is carefully lifted off by submerging the sample in 

acetone. These last steps are illustrated in Fig 3-13.  

The characterisation of the fabricated devices is performed both electrically and optically. 

Electrical characterisation is conducted using a probe station to obtain I-V curves and 

measure the dark current. Optical characterisation is carried out using an optical setup with 

a tunable-wavelength supercontinuum laser (640 nm – 2000 nm), which shines light through 

a lens or an optical fibre to obtain the photocurrent I-V curves. Although the optical setup 

also allows for dark current measurements (with the light off), the measurement of low 

current values is limited by parasitic noise in the system due to the electrical connections. 
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a) 

 

b) 

 

c) 

 

d) 

 

Fig 3-13. SEM (a-c) and optical microscopy (d) images of the steps to contact the fabricated 

devices. a) Corresponds to the EBL step to define the contacting holes after thinning the 

whole sample down, b) is after the RIE step to expose the III-V materials, c) and d) show an 

SEM and an optical microscopy image after the metal contacts have been deposited. 

3.2.1. Materials growth 

The first optimisation step for the fabrication of the photodetectors involved determining the 

growth rates of the individual materials for the final sequence. Although this sequence          

(n-InP (Sn doped) / i-InGaAs / p-InP (Zn doped) / p-InGaAs (Zn doped)) has previously been 

used for photodetectors, the earlier devices were fabricated to be 60 nm thick [48], while the 

220 nm thick devices used in this project required updated growth parameters.  

SEM images of four different samples are shown in Fig 3-14, where each NW contains a 

different III-V material. The wire from the first sample, shown in Fig 3-14a, indicates that it 

was back-etched too long a time, leaving a hole at the bottom of the wire due to the directed 

growth. The sample from Fig 3-14b contains both i-InP and i-InGaAs, deposited in two 

separate growth runs.  
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As a first test, the samples shown in Fig 3-14c and Fig 3-14d incorporated Zn precursor in 

doping concentration during the growth process and not by diffusion. This study revealed 

that the growth rate is not constant along the nanowires. Growth is faster near the template 

opening, as the precursors do not need to travel far into the template. For this reason, the 

growth rate for the materials closer to the template opening in the final devices, p-InP and p-

InGaAs, required further adjustment. Additionally, the already mentioned dependence of the 

growth rate on the width was observed. Narrower nanowires take longer to grow due to the 

smaller openings, which hinder the precursors from reaching the seed. The growth rate 

increases logarithmically with respect to template width, as wider templates require a greater 

amount of precursors to achieve full growth, but also allow for a higher precursor flux to 

reach the growing crystal, thereby accelerating the growth process. 

a) 

 

b) 

 

c) 

 

d) 

 

Fig 3-14. SEM images of III-V nanowires, a) with Sn doped InP, b) with i-InGaAs, c) with Zn 

doped InP and d) with Zn doped InGaAs. 
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The next step in the materials growth consisted in ensuring that the p-doped materials have 

enough doping levels to prevent the formation of a Schottky barrier with the metal contact. 

To achieve this, fully p-InGaAs grown NWs were selected and contacted. The process of 

NW selection involves choosing from 12 different NWs within reach of each contact, as the 

space occupied by the contacts is large enough to accommodate several NWs. Given that the 

growth process is not uniform in wafers with this crystal orientation, this allows for the 

selection of the best-grown wires for contacting.  

The contacted wires are in the width range of 300 – 600 nm due to the difference in length 

with the narrower ones. The current-voltage (I-V) curves obtained through a two-point 

measurement from the electrical contacts of the devices can be seen in Fig 3-15.  

a) 

 

b) 

 
Fig 3-15. Linear scale I-V characteristics of selected p-InGaAs nanowires with different 

widths, b) being a zoomed in version of a). 

If the Zn concentration was high enough to achieve an Ohmic contact between the p-InGaAs 

and the metal, the I-V curves would appear as straight lines. However, as shown in Fig 3-15, 

this is not the case, and the contacted NWs form a Schottky barrier. After researching the 

literature, it was decided to perform the Zn doping by diffusion. The temperature, Zn flow 

rate and time of diffusion are crucial parameters for achieving ohmic contacts [120]. 

Therefore, the next step was to optimise the p-doping of InGaAs on InP.  
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3.2.2. Zinc diffusion optimisation 

To perform the Zn diffusion optimisation, a different type of sample was fabricated. These 

consisted of a diced InP wafer on top of which 100 nm of InGaAs and 50 nm of SiO2 were 

deposited. The oxide layer acts as a mask and was patterned by laser writing and etched by 

RIE and BHF to obtain holes of different sizes separated by different distances to enable the 

determination of the Zn diffusion depth. A schematic of the sample is shown in Fig 3-16. 

 

Fig 3-16. Schematic of the fabrication process for the Zn-diffusion sample. 

Another pattern transferred onto the oxide was different size bars to perform Transfer Length 

Method (TLM) measurements. This method allows the resistance of the p-doped InGaAs             

to be calculated. The bars measure from 20 to 80 µm in length with widths ranging from             

2 to 8 µm proportionally. Images of all the designs as they appear in the L-Edit software can 

be seen in Fig 3-17, where the pink areas correspond to the patterning areas on the SiO2 

mask, which end up with the InGaAs layer exposed, and the golden rectangles to the metal 

contacts’ layer. 

The hole sizes obtained with this design range from 600 to 1600 nm and their separation 

distances range between 300 to 2100 nm. Some SEM images of the obtained holes and a 

TLM bar after patterning the oxide can be seen in Fig 3-18. Due to the resolution of the 

available resists in combination with the laser writer used to expose the samples, the final 

shape of the holes becomes increasingly rounded as their size decreases. 

As illustrated in the schematic from Fig 3-16, when the Zn diffusion is performed, an area 

of InGaAs (and InP if the doping length is large enough) gets doped. As already mentioned, 

some of the factors that affect the doping profile are the diffusion time, the temperature, and 

the precursor’s flow rate [120]. The electrical response obtained from contacting the holes 

will depend on the doping level achieved during diffusion and on the diffusion length.  
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a) 

 

b) 

 

c) 

 

d) 

 

Fig 3-17. Images from L-edit software; a) and b) from the holes and c) and d) from the TLM 

bars. The pink areas correspond to the patterning of the SiO2 (i.e. the areas with exposed 

InGaAs). The golden rectangles correspond to the metal contacts’ layer. 

a) 

 

b) 

 

c) 

 

 

d) 

 

 

e) 

 

Fig 3-18. SEM images of a) - d) the patterned holes with different sizes and separations and 

e) a TLM bar. 
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The first diffusion conditions were chosen following the results in [120], where the                    

sample was first annealed to 650 °C and then the Zn diffusion was performed at 510 °C for 

five minutes. The Zn flow rate employed by the authors was higher than the one allowed by 

the setup used in this work, so it was set to the maximum available instead. To avoid arsenic 

(As) desorption, the doping process was performed in an As atmosphere. Some SEM images 

of the first sample after the diffusion process are shown in Fig 3-19. 

a) 

 

 

 b)   

 

 

Fig 3-19. SEM images of a) a pair of holes and b) a TLM bar, after Zn diffusion in As 

atmosphere at 510 ºC after annealing at 650 ºC. 

As seen in Fig 3-19, the InGaAs surface after diffusion became rough, exhibiting droplet-

like features. Several hypotheses were considered at this point. Initially, it was thought that 

the ratio between As and Zn during the diffusion was wrong, potentially enabling the 

nucleation of Zn nanoparticles. To investigate this hypothesis, an EDX analysis was 

performed on the sample, as shown in Fig 3-20.  

The EDX analysis revealed that the droplets on the sample were not Zn but As. From these 

results, two further hypotheses emerged: the Zn could be displacing the As, causing it to 

nucleate on the surface and form As droplets [123], or the annealing at 650 °C might be 

melting the InGaAs, resulting in a rough surface. To test the first hypothesis, a second sample 

was annealed at 650 °C and then brought down to 510 °C (the diffusion temperature) without 

introducing any Zn into the chamber. SEM images of the results from this anneal test are 

shown in Fig 3-21a and Fig 3-21b. To test the second hypothesis, additional samples were 

annealed at several lower temperatures before being brought to the diffusion temperature, 

also without adding Zn precursors. SEM images of a sample annealed at 600 °C is presented 

in Fig 3-21c and Fig 3-21d. 
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Fig 3-20. SEM image and EDX analysis for As, In and Zn for the first Zn diffused sample. 

a) 

 

 

b) 

 

 

c) 

 

 

d) 

 

 

Fig 3-21. SEM images of the holes on the sample annealed at a) - b) 650 °C, and c) - d) 600 °C 

under an As atmosphere and no Zn diffusion. 
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In Fig 3-21, the roughness of the sample can be seen to remain high when it is annealed at 

650 °C, even without any Zn added into the chamber. However, surface roughness is absent 

when annealing at 600 °C (or lower). This confirmed the hypothesis of the high temperature 

being the responsible of the rough surface and not the Zn incorporation. Therefore, a third 

sample was annealed at 600 °C and Zn was diffused at 510 °C for five minutes. SEM images 

of the resulting holes’ surfaces are shown in Fig 3-22a and Fig 3-22b, presenting smooth 

InGaAs surfaces.  

The doping length was determined from I-V curves once the holes were contacted. A 

lithography step using a laser writer was performed to define the positions of the contacts. 

Alignment with a laser writer is not as precise as with the e-beam, but it avoids the additional 

steps required to create e-beam markers. Slight misalignment is acceptable in this case, as 

the metal only needs to make contact with the surface of the holes, without needing to 

completely cover them. The resulting I-V curves for two pairs of contacted holes, along with 

their respective SEM images, are shown in Fig 3-22c and Fig 3-22d. 

a) 

 

b) 

 

c)  

 

d) 

 

Fig 3-22. a) and b) SEM images of the holes’ surfaces after the Zn diffusion at 510 ºC with an 

optimised annealing temperature of 600 ºC. c) and d) I-V curves of two pairs of contacted 

holes with their respective SEM images. 
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The diffusion length can be extracted from the correlation between the holes’ separation and 

their I-V curves. As seen in Fig 3-22c, when the holes are closer, the resulting I-V curve is 

almost a straight line, indicating a fully diffused channel between the holes. As the distance 

increases, shown in Fig 3-22d, the curve becomes more diode-like, implying that the InGaAs 

is not fully p-type between the holes. The current at 2 V also decreases for the diode-like 

curves and can be plotted against the hole separation to better visualise this trend, as shown 

in Fig 3-23a. 

Another important parameter is the contact resistance, which can be extracted from the TLM 

measurements. The total measured resistance is the sum of the resistance from both metal 

contacts (2RC) and the resistance of the semiconductor, which can be expressed as the sheet 

resistance multiplied by the ratio of the length to the width (𝑅𝑠ℎ𝑒𝑒𝑡 ·
𝐿

𝑊
). This implies that the 

total resistance is linearly dependent on the contact separation length.  

The configuration of the contacts on the bars, shown in Fig 3-17c and Fig 3-17d, allows for 

measurements along various distances.  The resistance values versus the distance between 

the contacts are then plotted, as shown in Fig 3-23b, showing a clear linear dependence. By 

extrapolating the graph to L=0, i.e. where the lines intersect the Y-axis, the residual resistance 

is obtained, which corresponds to twice the contact resistance [124]. Since different sizes of 

bars were fabricated on the sample, they have been plotted separately depending on their 

width (W). 

a) 

 

b) 

 

Fig 3-23. a) Current at 2 V versus the holes’ separation, and b) the results of the TLM 

measurements on the bars with different widths (W) to obtain the contact resistance of the 

doped InGaAs. 
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By harnessing the results of this study on Zn diffusion and the previous growth rate study 

presented in section 3.2.1, the p-i-n devices were able to be fully fabricated. The diffusion 

parameters used for p-doping achieved sufficient doping levels to ensure good contact 

resistance between the p-InGaAs layer and the Ni/Au contacts. While additional 

optimisation to assess the InP p-doping levels was possible, the decision was made to 

proceed with full device fabrication due to time constraints. The first sequence growth for 

these final devices after the optimisation of all the growth steps (length of the segments and 

Zn diffusion) was performed, obtaining the NWs shown in the EDX images in Fig 3-24. As 

previously mentioned, in these images, phosphorus is indicated in green, representing the 

InP regions, arsenic in red, and gallium in blue, with the red and blue areas collectively 

representing InGaAs. 

a) 

 

b) 

 

c) 

 

Fig 3-24. EDX of the sequence growth for three nanowires with three different widths:                

a) 500 nm, b) 400 nm, and c) 200 nm. Phosphorus is indicated in green, representing the InP 

regions, arsenic in red, and gallium in blue, with the red and blue areas collectively 

representing InGaAs. 

This chapter presented a detailed, step-by-step explanation on how to achieve fully 

functional III-V photodetectors using TASE. While TASE had previously been used to 

fabricate both 60 nm and 220 nm thick photodetectors, the latter showed a significant lack 

of reproducibility across devices. This inconsistency prompted the work presented in this 

thesis, which aims to provide statistical data from a large number of fabricated devices in 

order to better understand the various factors influencing their electrical and optical 

performance. 
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The fabrication process presented focused on refining material growth and doping 

techniques, with particular attention to Zn diffusion for the p-doping of the photodetectors. 

Additionally, the fabrication of the first funnel-shaped devices was optimised by introducing 

a two-step growth process. This marks the first demonstration of a double-growth technique 

in TASE structures, with the aim of enhancing device performance. 
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4. Photodetectors’ characterisation 

This chapter presents the electrical and optical characterisation of the TASE-fabricated 

photodetector devices. As previously mentioned, the 60 nm thick InGaAs p-i-n 

photodetectors from earlier work [48] demonstrated low-capacitance and high-speed 

performance but were unsuitable for waveguide light coupling. The more recent 220 nm 

thick waveguide coupled heterostructure devices [60] were characterised thermally and 

optically, focusing on different light coupling schemes from the waveguide to the device. 

This chapter provides the first comprehensive analysis of the electrical characterisation of 

in-plane 220 nm thick heterostructure photodetectors, addressing the reproducibility 

challenges that previously made device comparisons difficult. The statistical data obtained 

from the large number of fabricated devices, combined with TCAD simulations, aim to 

explain the variability observed across devices. 

Optical characterisation of the fabricated devices was also performed, although meaningful 

comparisons between devices were limited by the significant variability in their electrical 

characteristics. Individual devices were measured at low temperatures to explore their 

behaviour and potential applications in quantum technologies.  

4.1. Electrical measurements 

To evaluate the process variability of the TASE method, statistical data from various 

photodetectors was compiled. Electrical measurements were carried out on the first 

fabricated sample’s devices, and a selection of I-V curves from the straight NWs is shown 

in Fig 4-1. The current density is plotted instead of the current to account for the different 

conducting areas of the devices. The curves are colour-coded based on their respective 

device width, with corresponding SEM images of some contacted devices. 

Ideally, one would expect the current density plot to be the same for all devices. However, 

as seen in Fig 4-1, there is no clear correlation between the current density value and the 

width of the devices. In earlier work on the much more scaled devices with a height of only 

60 nm [48], dark currents densities were found to be increased for the smallest geometries, 

attributed to the influence of surface states. In the present study with much larger devices, 

such correlation is not observed. 
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a) 

 

b) 

 

Fig 4-1. a) Experimental I-V curves from the measured NW devices in dark current [125] 

reproduced with permission © 2024 IEEE. A cut-off in current density is set to 105 A/cm2 

during measurement to avoid damaging the small devices. b) Current density values 

extracted from (a) at a voltage value of -1 V, plotted against the device width for better 

visualisation. 

In Fig 4-1a, a selection of the most diode-like I-V curves has been plotted, illustrating the 

significant variability between devices without any evident trend related to width. This can 

be more easily observed in Fig 4-1b, where the current density value at -1 V of applied 

voltage has been plotted with device length. This selection represents 35% of the total 

contacted devices. There are two primary reasons for this percentage not being higher. 

Firstly, during the process of making the openings for the contacts, the sample was over-

etched, leading to deep trenches around some NWs, which prevented the metal from having 

a conductive path to the devices.  

Secondly, the SOI wafer used for building these devices presented challenges. Generally,    

III-V growth is most favourable along a <111> direction or a <011> direction, usually 

resulting in single {111} facet growth fronts. However, on a conventional (001) SOI 

substrate, several of these planes are exposed. Adding to the complexity, in order to start 

with a smooth Si surface for nucleation, the silicon back etch is performed using the highly 

anisotropic etchant TMAH to start out on a Si{111} facet, which is tilted relative to the wafer 

surface. This leads to non-uniform growth along the NWs, with growth fronts that are not 

orthogonal to the wafer surface but tilted.  
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The growth fronts shown in Fig 4-2a result from the competition between the <111> and 

<110> directions [126]. While using a (110) SOI substrate could theoretically solve this 

issue, such substrates are not commercially available in photonic grade, i.e. with sufficient 

thickness for optical waveguiding [127, 102]. Furthermore, seed nucleation can occur in 

different locations on the crystallographic surface, potentially leading a single nanowire to 

develop two crystals with different growth fronts due to competing growth fronts. A 

combination of stochastic processes, crystallographic plane orientation, and seed nucleation 

location results in the high variety of growth profiles observed in the fabricated nanowires.  

The coloured SEM images in Fig 4-2b illustrate the top view of various fabricated devices, 

where the different materials can be seen. They highlight the diversity in facets and the length 

difference between widths, where can be seen that as the devices get thinner, they also get 

shorter. That illustrates again the dependence of the growth rate on the width that was 

mentioned in section 3.2.1.  

a) b) 

  

Fig 4-2. a) Expected growth fronts of III-V materials on a (001) SOI wafer [125] reproduced 

with permission © 2024 IEEE. b) Coloured top-view SEM images of fabricated devices with 

different widths (100 to 600 nm) with the metal contacts (Ni/Au) incorporated.  
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For all these reasons, the i-InGaAs region may sometimes end up contacted, resulting in an 

I-V curve that appears resistive (symmetrical). This variation in growth profile can be 

responsible for the significant variability in I-V curves, which is discussed in the following 

section. 

4.1.1. Matching simulations 

By using TCAD simulations and considering the different growth fronts that the III-Vs can 

produce when grown on a (001) SOI wafer, this section provides insights into the 

performance and explains the variability of the device characteristics among the fabricated 

photodetectors shown in Fig 4-1. These results have been published in IEEE Transactions 

on Electron Devices (TED) journal [125]. 

The initial hypothesis for the observed variability was that it was due to the influence of the 

differently tilted facets, as these could deform the electric field and impact the response of 

the current along the devices. The following I-V curves in Fig 4-3a were obtained after 

simulating the facets shown in Fig 4-2a. The current density values at -2 V of applied voltage 

are shown in Fig 4-2b, with the different facets shown again as a legend.  

In these simulations, the devices were modelled as ideal photodiodes, without including the 

effects of traps, and with the contacts assumed to be Ohmic, i.e. with no contact resistance 

or parasitic capacitance. This approach isolates the effect of the facets themselves, allowing 

for a clearer analysis of how the facet orientation alone influences the electrical behaviour 

of the devices. 

The I-V curves presented in Fig 4-3a exhibit a spread of an order of magnitude, primarily 

due to the varying widths simulated. The plot in Fig 4-3b represents the current density 

values at -2 V of applied voltage, plotted for the different widths and growth facets. This plot 

shows that devices exposing complementary facets (represented by different shades of green 

and different shades of red) have consistent current density values across all device widths. 

Additionally, although the difference in current density for the various facets is not 

substantial, it increases with the width of the devices. 
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a) 

 

b) 

 

Fig 4-3. a) Simulated I-V curves for devices with different widths (100 to 600 nm) and 

different growth facets. b) Current density values of the devices for the expected growth 

fronts, shown in its legend, extracted from (a) at a voltage value of -2 V, with respect to the 

width for better visualisation, [125] reproduced with permission © 2024 IEEE. 

Due to the limited variability in these simulated I-V curves, an alternative approach was 

considered. As observed in the SEM images in Fig 4-2b, the difference in growth front within 

the devices leads to non-uniform growth speeds and situates the InGaAs region differently 

in relation to the contacts. As previously mentioned, this can result in the InGaAs being 

contacted, either by the p-contact, the n-contact, or both.  

Furthermore, as presented in section 3.2.2, the p-doping is introduced into the devices by 

diffusion after the growth, which could cause the InGaAs region to be p-doped if it is too 

close to the growth opening. This could result in a gradient of p-type dopants and possible 

variations in the location of the p-i junction.  

Given that the geometry of the facets had only a minor impact on device characteristics               

(Fig 4-3), the simulations were simplified by using a straight junction geometry, i.e. a growth 

front in the <100> direction, while the InGaAs region is shifted from the p-contact to the     

n-contact.  
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The issue of doping being introduced into the InGaAs region was addressed by incorporating 

a slight doping gradient, with p-doping penetrating slightly into the InGaAs region. While 

this adjustment does not fully capture the behaviour of the majority of the devices, the focus 

of these simulations is primarily on the positioning of materials rather than the precise 

doping profile. 

The I-V curves resulting from these simulations are shown in Fig 4-4, with an inset for 

comparison to the experimental I-V curves shown in Fig 4-1. The simulated curves are 

colour-coded as indicated in the 3D plots adjacent to the main plot. Here, the position of the 

contacts is fixed, and only the location of the InGaAs with respect to the contacts is gradually 

varied, emulating the position variation resulting from different growth rates. The InGaAs 

region is shifted from under the cathode (red curves) to under the anode (purple curves).  

  

Fig 4-4. Simulated I-V curves for devices with the InGaAs shifted from the n-contact to the  

p-contact, as illustrated on the 3D plots next to the main graph. An inset of the experimental 

curves is provided for comparison. Colour 2D plots (right) show the hole current density at  

-2 V when the InGaAs is on the n-side, and the electron current density at -2 V across the 

entire range of InGaAs positioning [125] reproduced with permission © 2024 IEEE. 

In the simulated curves in Fig 4-4, it can be observed that the change in the ON-current 

(positive values of applied voltage) occurs when the InGaAs material is contacted by the      

p-contact (yellow curves). The jump in the OFF-current (negative values of applied voltage) 

from 10-3 A/cm2 to 103 A/cm2 occurs slightly later in the InGaAs region shifting (green-blue 

curves). As mentioned earlier, a gradient of p-doping is added into the InGaAs region to 

emulate the fabrication process, and this change in dark current occurs as the p-contact 

reaches the i-doping in the InGaAs region of the NW.  
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Since the InGaAs from the i-region is slightly n-doped (1016 cm-3), the more significant 

change occurs when this gets closer to the p-side. Contacting the InGaAs material by the       

n-contact (cathode) only causes an OFF-current jump of one order of magnitude (red curves), 

contrasting with the seven orders of magnitude jump when contacted by the p-contact 

(anode). For this reason, during the simulation, smaller steps in InGaAs region shifting were 

modelled as this one approaches the p-contact, to achieve a uniform range of curves in the 

current density. This is illustrated in the 3D plots acting as a legend on the side of the I-V 

curves. 

After examining the simulated curves, as shown in Fig 4-4, it becomes clear that the large 

impact on the dark current due to a shift in the heterojunction position is of a similar range 

in terms of current density as that observed in the experimental curves in Fig 4-1. Hence, the 

shift in the heterojunction position might partly explain the large variability in I-V 

characteristics. 

On the right side in Fig 4-4, the coloured plots of the electron and hole current densities at        

-2 V are shown. The slight increase in (dark) current density when the InGaAs is under the 

n-contact (red curves) can be attributed to the elevated hole current density. The evolution 

of the electron current density explains the increase in total current density as the InGaAs 

region approaches the p-side. The electron current density remains constant until the InGaAs 

reaches the anode, at which point it increases rapidly, causing a significant increase in the 

total dark current density. 

To further corroborate the simulation results, the InGaAs region of different NWs with the 

same width but different lengths were investigated. In Fig 4-5, the coloured top-view SEM 

images of a selection of three nanowires are shown with their corresponding experimental  

I-V curves highlighted on the graph on the right.  

As can be observed, the first device (1), which has the highest dark OFF-current density, has 

the InGaAs region contacted by both the n- and p- contacts. The second device (2), although 

having the same length as the previous one, remains uncontacted due to a different growth 

front in the InGaAs, resulting in a lower dark OFF-current density value. The third NW (3) 

has the InGaAs region furthest from the contacts, implying the lowest dark OFF-current 

density of the three. These results align with the simulations presented in Fig 4-4 and 

highlight the importance of a controlled growth front when fabricating the devices [125]. 



77 
 

 

Fig 4-5. On the left are the coloured top-view SEM images. The colours indicate the position 

of the junction at the top of the device, which may be tilted towards the substrate and thus 

not be visible in a top-view EDX. On the right are the highlighted respective I-V curves of the 

devices shown in the SEM images on the left [125] reproduced with permission © 2024 IEEE. 

The three devices presented in Fig 4-5 highlight the limitations of the simulations regarding 

the impact of Zn diffusion on the devices. In the first device, where the InGaAs region is 

positioned very close to the growth opening, Zn diffusion would likely result in significant 

p-doping of the InGaAs region. In contrast, the third device, with a longer p-InP region, 

might experience incomplete p-doping in the p-InP region. These variations are not 

accounted for in the simulations, as they focus on the position of the materials without fully 

considering the impact of doping profiles with regard to how Zn diffusion affects each 

individual device differently.  

The experimental data presented in Fig 4-1 showed no clear trend in current density relative 

to device width. Moreover, Fig 4-5 demonstrates that the dark OFF-current density of a 

device is significantly influenced by its length. Therefore, to identify a trend, the 

experimental data was re-coloured based on the length of the NWs, measured from the 

bottom of the n-region (in red in the SEM images from Fig 4-5) to the top of the p-region (in 

blue in the SEM images from Fig 4-5). This re-coloured data is displayed in Fig 4-6. 
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a) 

 

b) 

 

Fig 4-6. a) Experimental I-V curves coloured with respect to the length of the measured 

devices [125] reproduced with permission © 2024 IEEE. b) Current density values extracted 

from (a) at a voltage value of -1 V, plotted against the device length for better visualisation. 

As a general trend, it can be observed that longer devices tend to have lower dark current 

densities due to the higher likelihood of the InGaAs region being further from the contacts. 

However, this trend is not always consistent, as the growth front can cause the InGaAs to be 

positioned under one or both contacts, as shown in Fig 4-5 with devices 1 and 2. Additionally, 

potential defects in the NWs may further impact the consistency of this trend. 

It can thus be concluded that the variations in growth fronts, as shown in Fig 4-2, are the 

primary cause of the significant variability observed in the fabricated devices [125]. These 

variations influence the shape and length of the different regions within the devices. As 

mentioned before, the different crystallographic directions have distinct growth rates, which 

not only result in devices with varying lengths but also produce different facets on the grown 

nanowires.  

Additionally, although the impact of these variations on the incorporation of Indium and the 

composition of the InGaAs is not expected to play a significant role, it is not entirely 

dismissed [111]. These variations in length also lead to different doping profiles, which could 

be an area of future research. 



79 
 

The most effective way to improve control during the growth of the III-V materials          

would be to use a (110) SOI substrate. This substrate aligns with the optimal growth           

direction of InP, thereby ensuring the stabilisation of a flat growth front [127]. Fig 4-7 

presents Transmission Electron Microscopy (TEM) images of the cross-sections of      

devices fabricated on both (001) SOI and (110) SOI substrates, obtained through a                                  

Focused Ion Beam (FIB) cut. 

a) b) 

  

Fig 4-7. TEM images of the cross section of the n-InP/i-InGaAs/p-InP/p-InGaAs fabricated 

devices a) on a (001) SOI platform showing different crystals and changes of orientation 

within the device and b) on a (110) SOI platform showing straight facets all along the device.  

The images in Fig 4-7 clearly illustrate the contrast between the two types of SOI wafers and 

their significant impact on the growth of III-V materials. The device grown on a (110) SOI 

(Fig 4-7b) exhibits perfectly straight interfaces, while the device grown on a (001) SOI               

(Fig 4-7a) presents different growth fronts and potentially different crystal structures       

within the device. The effect of these differences on the electrical performance of the             

devices is presented in the graphs in Fig 4-8, which plot a selection of 100 devices from        

each wafer type. 

By analysing 100 devices of each wafer type, rather than only the highest-performing ones, 

the full range of electrical performance variability becomes apparent. Although the (110) 

SOI wafer used had to be thinned down to obtain the desired thickness of the devices, 

resulting in a lower quality of the Si layer, the I-V characteristics obtained from these            

devices outmatch the ones from the (001) SOI platform. Using an optimal wafer, such as a              

(110) SOI, substantially reduces the performance variability of the devices by three orders 

of magnitude. This marks the first demonstration of III-V photodetectors integrated by TASE 

on a (110) SOI platform, resulting in atomically smooth interfaces and straight growth fronts.  
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a)                           <001>SOI  b)                          <110>SOI 

  

Fig 4-8. I-V characteristics of 100 devices grown a) on a (001) SOI wafer and b) on a (110) 

SOI wafer. The colours correspond to the width of the devices. 

While the variation in device length on the (110) SOI platform is not as pronounced as it is 

on the (001) SOI, a slight variation persists, likely coming from the width differences and 

the position in the sample. It has been observed that different regions within the 2x2 cm2 

chip tend to exhibit varying final device lengths, possibly due to the positioning of the sample 

holder in the MOCVD chamber. 

The variability in growth rates for devices grown in each platform can be clearly seen in the 

test structures included in the different samples. SEM images of these test structures, for a 

(001) SOI and a (110) SOI are shown in Fig 4-9a and Fig 4-9b, respectively. This 

enhancement in device reliability advances the integration of these devices into a full optical 

link, promoting more efficient integration of the optoelectronics platform. 

a) 

 

b) 

 

Fig 4-9. SEM images of the test structures from a grown sample in a) a (001) SOI wafer and 

b) a (110) SOI wafer. 
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Improvement is necessary to further reduce the variability in the electrical performance of 

the photodetectors. One approach, which began being explored during this thesis, is the 

fabrication of funnel-shaped devices. These devices, as previously demonstrated, are grown 

using a two-step growth process from both ends of the device. This method could help 

maintain the InGaAs region more centred within the device and farther from the contacts, 

which may reduce variability in electrical performance. However, the drawback of this 

approach is that it introduces additional complexity to an already intricate fabrication 

process. 

A second approach could involve increasing the overall length of the device, particularly the 

InP regions. This would ensure that the InGaAs region in the centre does not overlap with 

the contacts, thus improving performance by minimising unwanted interactions with the 

electrical contacts. However, the disadvantage of this method is that it may lead to larger 

device footprints, which could increase the overall size and cost of the photodetectors, as 

well as complicate their integration into compact photonic circuits. Additionally, larger 

devices could suffer from increased capacitance, which may affect their high-speed 

performance. 

The electrical characterisation of the large number of fabricated devices provided the 

statistical data needed to analyse and understand the source of the variability between them. 

The primary factor contributing to this variability was identified as the positioning of the 

InGaAs region relative to the contacts. This discovery points to a key area for improvement 

in future research, focusing on optimising and enhancing the reliability of the devices. 
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4.2. Optical characterisation 

In this section, free-space illumination was first conducted on the devices without waveguide 

coupling, allowing for the optical characterisation of the fabricated photodetectors and 

confirmation of their functionality. Different illumination powers and wavelengths were 

used in this study to assess the devices' response under different conditions. 

Subsequently, a second study was carried out on waveguide-coupled devices, as a step 

toward integrating the photodetectors into a complete optical link. Despite the inclusion of 

mirrors designed for back-reflection in the device designs, no definitive conclusions were 

reached due to the significant variability in electrical performance across individual devices. 

The waveguide-coupled devices were also used to explore the performance of the 

photodetectors at cryogenic temperatures. This study was conducted in collaboration with a 

master's student, who continued the measurements after my departure from IBM. All results 

from this study have been included in this thesis to ensure a comprehensive conclusion. It is 

clearly indicated in the results section where the measurements were performed by someone 

else, beginning from Fig 4-20 onward. 

To optically characterise the devices, a home-built optical setup is used, as shown in                       

Fig 4-10. This setup was built by previous PhD students in the group at IBM. The setup 

features two light paths: one for the excitation source (red) and the other for imaging 

(orange), which are combined using a removable pellicle beamsplitter.  

A tuneable-wavelength supercontinuum laser (NKT Photonics SuperK Extreme) spanning 

640 nm to 2000 nm serves as the excitation source, emitting picosecond pulses at a 78 MHz 

repetition rate. A short pass filter at 1160 nm wavelength is added to block higher harmonics 

from the pump laser. A dichroic beamsplitter separates the excitation and detection paths. 

The detection path includes a long pass filter at 1160 nm to block unwanted reflections before 

reaching the spectrometer (Princeton Instruments Acton SpectraPro SP-2500).  
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Fig 4-10. Simplified schematic of the optical setup used for the electro-optical 

measurements. The orange light path corresponds to the imaging of the sample under white 

light illumination while the red path corresponds to measurement of the photoluminescence 

(PL) signal. The excitation lasers are coupled into the setup through fibres. Inside the 

cryostat, an objective focuses light onto the sample. 

In the (red) light path shown in the schematic of Fig 4-10, the sample is illuminated through 

a 10x magnification objective lens, which focuses the laser onto the sample. Higher 

magnification objective lenses are larger and cannot fit with the hight of the electrical probes. 

Alternatively, devices can be excited by directly positioning an optical fiber above the 

sample, though this setup prevents the use of an objective lens in the cryostat for imaging. 

The holders used for the fibers align them with the sample at a 10° angle to its surface.  

For the imaging path, a white light source illuminates the sample, which is then captured by 

a camera. Another long pass filter is added to remove the pump laser. The imaging optical 

path is used to carefully position the desired device under the excitation light path and align 

the electrical probes with its metal contacts. 

The sample is placed on a sample holder stage equipped with x-y-z-piezo actuators for 

precise positioning. The electrical contact probes also have x-y-z-piezo actuators to control 

their movements accurately for electrical characterisation of the devices.  
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Temperature measurements were later performed with this setup using a vacuum chamber. 

The chamber size prevents the use of the objective lens, requiring the use of the direct fibre 

excitation. The stage can be cooled down to 80 K using liquid Nitrogen or to 5 K with liquid 

Helium. Temperature is controlled using a proportional-integral-derivative (PID) controller 

with several temperature sensor inputs and heating outputs. 

The responsivity of the nanowires varies depending on whether they are illuminated from 

above in free space through a lens or using a fiber and through a waveguide from the side. 

Responsivity (ρ), previously explained in section 1.4 (equation 1.6) and defined as the ratio 

of generated photocurrent to the power reaching the sample, can be estimated for both 

scenarios.  

Given that dark current measurements are often noisy, the responsivity is typically calculated 

as the difference in photocurrent at 100% and 10% laser powers, divided by the 

corresponding difference in power levels. This approach reduces the impact of noise and 

provides a more accurate representation of the device's response to incident light. 

For free-space illumination, the spot size of the laser on the sample must be multiplied by 

the top absorbing area of the nanowire, primarily the InGaAs region, which depends on the 

device width. Additionally, as both cases account for different dimensions on the wire, the 

thickness of the wire will serve as the absorption length comparison, incorporated through 

the Beer-Lambert law.  

For the waveguide-coupled case, the responsivity calculation involves multiplying the laser 

power by the grating coupling efficiency and the ratio of the waveguide's cross-sectional 

area to the side-absorbing InGaAs region of the nanowire, which remains constant across all 

wires. However, unlike free-space illumination, the absorption length varies with the width 

of the device and is incorporated into the Beer-Lambert law. 

In both cases, the responsivity will be calculated at a wavelength of 1550 nm, as the 

absorption coefficient and laser power vary with different wavelengths. Additionally, for the 

waveguide-coupled scenario, the grating coupling efficiency is not constant across 

wavelengths, which further impacts the calculation of responsivity. Taking into account the 

optical setup, the responsivity in both free-space and waveguide coupling configurations can 

be expressed as follows: 
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𝜌𝑓𝑟𝑒𝑒 𝑠𝑝𝑎𝑐𝑒 =

𝑖𝑝

𝑃
=

𝑖100% − 𝑖10%

(𝑃100% − 𝑃10%) ·
𝑤 · 𝑙𝐼𝑛𝐺𝑎𝐴𝑠

𝐴𝑠𝑝𝑜𝑡 𝑠𝑖𝑧𝑒
· (1 − 𝑒−𝛼·𝑡)

 
(4.1) 

 
𝜌𝑤𝑎𝑣𝑒𝑔𝑢𝑖𝑑𝑒 𝑐𝑜𝑢𝑝𝑙𝑒𝑑 =

𝑖𝑝

𝑃
=

𝑖100% − 𝑖10%

(𝑃100% − 𝑃10%) · 𝜂𝐺𝐶 ·
𝑡 · 𝑙𝐼𝑛𝐺𝑎𝐴𝑠

𝐴𝑤𝑎𝑣𝑒𝑔𝑢𝑖𝑑𝑒
· (1 − 𝑒−𝛼·𝑤)

 
(4.2) 

where i100% and i10% are the photocurrent values at -0.5 V at 100% and 10% laser power 

respectively, P100% and P10% are the corresponding laser powers which reach the sample 

plane in the case of the free space illumination and out of the fiber in case of the waveguide 

coupled one, ηGC is the simulated grating coupler’s efficiency, w is the width of the device, 

lInGaAs is the length of the InGaAs region, t is the thickness of the device, Aspotsixze is the laser’s 

spot size area, Awaveguide is the lateral area of the waveguide, and α is the absorption 

coefficient, which at 1550 nm for InGaAs is 0.6 µm-1.   

For the free-space illumination case, the wire with a 400 nm width, as shown in the 

photoinduced I-V characteristics in Fig 4-11d, is used to calculate the responsivity, which 

gives a value of ρfree space = 0.048 A/W. For waveguide-coupled illumination, the 100 nm 

wide wire shown in Fig 4-15d is used, giving a value of ρwaveguide coupled = 0.018 A/W. 

Although the difference in wire widths makes a direct comparison difficult, there is no 

available data for the same wire width under both free-space and waveguide-coupled 

illumination methods. 

To estimate the responsivity of the fabricated devices, several assumptions were made. In 

case of the 400 nm wide device, the length of the InGaAs region has been measured to 

approximately 220 nm, while for the 100 nm wide device is approximately 130 nm. For the 

waveguide-coupled case, the grating coupling efficiency is assumed to be 39%, based on 

simulations, though the actual value is likely lower due to fabrication imperfections. Factors 

such as defects in the nanowires and deviations from ideal conditions are not considered in 

this estimation. Similarly, Fresnel losses at the air/material interface are also neglected. All 

these factors would likely reduce the final responsivity values. 
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4.2.1. Free-space illumination 

The first step of optical characterisation involved free-space illumination of the devices 

through the optical lens in a reflection mode setup. To confirm that the fabricated devices 

function as photodetectors, their current response was measured as a function of different 

illumination powers at different wavelengths.  

The I-V curves for 600 nm and 400 nm wide devices are shown in Fig 4-11, where a power 

sweep (with different power scales) was performed for wavelengths (λ) of 1100 nm and       

1500 nm for the 600 nm device, and 1350 nm and 1550 nm for the 400 nm device. These 

wavelengths were selected to avoid absorption from InP, which has a cut-off at λ ≈ 1000 nm. 

a) 

 

b) 

 

c) 

 

d) 

 

Fig 4-11. Photoinduced I-V characteristics for free-space illuminated devices at room 

temperature for increasing laser powers shown by the multicoloured arrow at a) λ = 1100 nm 

(up to ~60.8 µW) and b) λ = 1500 nm (up to ~2.22 µW) for a 600 nm wide device, and c)            

λ = 1350 nm (up to ~1.97 µW) and d) λ = 1550 nm (up to ~1.76 µW) for a 400 nm wide device. 
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The I-V characteristics exhibit the expected behaviour for the fabricated devices. The 

difference between the dark current and the photocurrent spans several orders of magnitude, 

indicating good responsivity values for photodetection. 

As expected, the lowest wavelength measured (λ = 1100 nm) shows the highest responsivity 

due to InGaAs having a higher absorption coefficient at shorter wavelengths, as shown in 

Fig 1-2. However, the wavelengths of interest for photonic integrated circuits (PICs) are 

those beyond the Si absorption edge (λ = 1300 nm), which still demonstrate a significant 

difference between dark and photocurrent, spanning several orders of magnitude. The 

highest wavelength measured (λ = 1550 nm) shows the lowest difference between dark 

current and photocurrent, as it is near the absorption edge of InGaAs, which reaches a null 

absorption around 1700-1800 nm [128].  

As illustrated in Fig 4-1, the devices show significant variability in their I-V curves, affecting 

both dark and photocurrent values. This variability prevents direct comparison between 

different devices, so the wavelength comparisons can only be made within the same device.   

4.2.2. Waveguide coupled 

The next optical characterisation step involved measuring the current response of waveguide 

(WG) coupled devices, advancing towards achieving a full optical link. The waveguide 

coupler design was performed by post-doc researcher Simone Iadanza, including an 

appropriate grating coupler design necessary for routing the laser between optical fibers and 

the photonic integrated circuit, targeting a wavelength of 1550 nm with a coupling efficiency 

of 39%. The simulated response of the grating coupler, including the wavelength dependency 

of the transmission and reflection, is shown in Fig 4-12.  

The simplest design added onto the fabricated samples consists of a grating coupler 

connected to a straight WG that reaches the devices. The WG has the same thickness as the 

wires (220 nm) and a width of 450 nm. Additional designs, intended to improve the signal 

reaching the devices, include tapered WGs to expand the mode and reduce reflection from 

its flat surface, as well as various mirrors (low-contrast Bragg grating, high-contrast Bragg 

grating, demi Zone-Plate) to reflect back scattered light. These designs are illustrated in          

Fig 3-5d, and SEM images of fabricated devices with different configurations are shown in 

Fig 4-13. 
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Fig 4-12. Simulated wavelength response of the grating coupler design in transmission 
(blue) and reflection (red). Note the different ranges on the two y-axis. 

a)   

 

b) 

 
c) 

 

d) 

 
e) 

 

f) 

 
Fig 4-13. SEM images of the waveguide coupled devices: a) and b) without a back-reflecting 

mirror, a) a 300 nm wide NW with a straight WG and b) a 100 nm wide NW with a tapered 

WG. c) Show 300 nm wide devices with a low-contrast Bragg grating, d) with a high-contrast 

Bragg grating, and e) - f) with a demi Zone-Plate with different magnification values. 
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The initial test on these samples was a wavelength sweep to confirm the grating coupler 

response. The first sweep, ranging from 1200 nm to 1600 nm in steps of 50 nm and from 

1500 nm to 1600 nm in steps of 10 nm, is shown with purple lines in Fig 4-14a. The light 

purple line indicates two peaks: the expected one at 1550 nm and another around 1300 nm.  

For each device and wavelength measured, the fiber needed to be aligned with the grating 

coupler, in the x-y-z position and in polarisation. A realignment of the fiber for a 1300 nm 

wavelength was necessary before performing a second wavelength sweep, shown with blue 

lines in Fig 4-14a.  

Images from the infrared (IR) camera of a device response while coupling light through the 

grating coupler for the two wavelengths, 1550 nm and 1300 nm, are shown in Fig 4-14b and 

Fig 4-14c, respectively. On the top of the images there is the fiber in dark, with light escaping 

from the fiber due to the loses of the grating coupler, which has an efficiency of less than 

39%. On the bottom of the images, the electrical probes can be seen in black coming out of 

the sides and on the metal contacts, in light grey. In the centre between the contacts is where 

the wire is, and some light can be seen reaching it from the end of the waveguide. 

a) 

 

b) 

 

c) 

 

Fig 4-14. a) Wavelength response plot of a waveguide coupled device. The polarisation of 

the fiber has been aligned to get a maximum light response of the device at 1300 nm (blue) 

and at 1550 nm (purple). On the right, infrared camera images of the devices response to 

coupled light with b) a 1550 nm and c) a 1300 nm wavelength. 
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The fabricated devices with waveguide coupling have widths of 50 nm, 100 nm, 300 nm, 

and 500 nm. As they were fabricated on a (001) SOI, their I-V characteristics exhibit a wide 

spread similar to those shown in the previous subsection (Fig 4-8a). This variability 

complicates the comparison between devices with different designs (tapered/straight 

waveguides and different mirrors for back-reflection). These designs were also fabricated on 

a (110) SOI wafer, but due to time constraints, no optical characterisation was performed on 

them. This is already a topic of research that has continued after the work in this thesis.  

The wavelength response observed in Fig 4-14 is shown as I-V plots for increasing laser 

powers at different wavelengths. These plots can be seen in Fig 4-15, where a mere 100 nm 

difference in wavelength, from both previously observed peaks, results in a half-order 

magnitude difference in the photocurrent obtained on a 100 nm wide device. This device is 

coupled with a straight WG and does not have any mirror for back-reflection. 

a) 

 

 

 b) 

 

 

c) 

 

 

 d) 

 

 

Fig 4-15. Photoinduced I-V characteristics at room temperature for a straight waveguide 

coupled 100 nm wide device without back-reflection for increasing laser powers shown by 

the multicoloured arrow at a) λ = 1200 nm, b) λ = 1300 nm, c) λ = 1450 nm, d) λ = 1550 nm. 
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Another reproducibility issue comes from the optical setup used. Due to the various 

capabilities of the setup and the high demand from researchers for different experiments, 

results may vary from day to day even when using the same settings. Consequently, only 

measurements performed on the same day are plotted together and used for comparison. The 

electrical connections of the setup have shown parasitic values that interfere with the low 

current values obtained from the I-V characteristics of the fabricated devices. This electrical 

leakage noise is due to nonstable and weak shielded wires connecting the electrical probes 

to the Agilent. For this reason, the dark current I-V curves plotted are usually the ones 

obtained in the clean-room, as the setup’s parasitic current values are lower there.   

Despite the lack of reproducibility, plots for the different device designs on a (001) SOI are 

shown in Fig 4-16, for 100 nm wide devices. These include straight WG coupled devices 

with different mirrors (and no mirror) for increasing laser power at both 1310 nm and             

1550 nm wavelengths. 

As previously mentioned, differences in optical performance between design variations are 

not apparent due to the variability in the electrical performance of the devices. The dark-

current I-V curves vary in both shape and current density values, and the high parasitic 

current values of the optical setup hinder the responsivity of some devices. Nevertheless, all 

the devices exhibit an increase in current density at negative voltage values for both plotted 

wavelengths, with slightly higher photocurrent values at 1310 nm than at 1550 nm, as would 

be expected.   
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a) 

 

b) 

 
c) 

 

d) 

 
e) 

 

f) 

 
g) 

 

h) 

 

Fig 4-16. I-V curves at room temperature for straight waveguide coupled 100 nm wide 

devices for increased laser power at 1310 nm (left column) and 1550 nm (right column) for 

straight waveguide coupled devices with a) and b) no back-reflecting mirror, c) and d) a low 

contrast Bragg grating, e) and f) a high-contrast Bragg-grating, and g) and h) a demi Zone-

Plate. The 100% power out of the fiber at 1310 nm is 119 µW and at 1550 nm is 106 µW. 
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4.2.3. Low temperature measurements 

This section includes the work undertaken in collaboration with Myriam Rihani as part of 

her Master’s Thesis titled “Cryogenic Characterisation and System Modelling of Photonic 

Devices for Quantum Technologies” at EPFL. It explores the performance of the III-V NW 

devices at cryogenic temperatures as electro-optic converters for quantum computing 

technologies. 

Optical interconnects present several advantages over electronic ones in quantum 

technologies. Unlike electrical connections, optical interconnects can handle much higher 

data rates, with current technologies enabling transmission speeds of up to several terabits 

per second (Tbps) over a single optical fiber [129, 130]. This is orders of magnitude greater 

than what conventional electrical interconnects can achieve, typically capped at a few 

gigabits per second (Gbps) per channel [131]. The higher bandwidth [132] and low crosstalk 

characteristics [133] are critical for maintaining the fidelity of quantum information. 

Additionally, quantum applications such as quantum error correction, where real time 

decoding is crucial, could benefit from the lower latency of optical interconnects.  

These factors make optical interconnects ideal for complex tasks like signal multiplexing, 

where maintaining signal integrity and reducing inter-channel interference are of the highest 

importance. Integrating electro-optic converters on a silicon chip at cryogenic temperatures 

is a crucial step towards realising large-scale quantum systems. 

Following the earlier optical characterisation of waveguide-coupled devices at room 

temperature, measurements were taken at different temperatures, ranging from 300 K to          

80 K using liquid Nitrogen, and from 300 K to 5 K using liquid Helium.  

The selected devices measured demonstrated high on/off contrast between reverse and 

forward bias in their dark behaviour. Given that dark current changes with temperature, all 

the I-V curves plotted in this subsection were obtained in the cryostat. The dark-current I-V 

curves at different temperatures for the same device that was optically characterised at room 

temperature (as shown in Fig 4-16a and b) are presented in Fig 4-17. 
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Fig 4-17. Dark current I-V characteristics for a 100 nm wide device at temperatures that go 

from 300 K to 80 K. 

Although the dark-current measurements should show a dip in the I-V curves at 0 V, the 

lower temperature ones exhibit a shift of the dip to the left. This is due to these curves 

reaching the electrical leakage noise levels of the system, preventing them from reaching the 

real current values at those voltages. Despite this, the dark current decreases with 

temperature as expected, and the forward bias slope becomes steeper. This behaviour is 

attributed to several factors, including the reduction in thermally generated electron-hole 

pairs, the decreasing impact of traps, and the intrinsic carrier concentration decreasing with 

temperature, alongside bandgap narrowing. 

The dark current values in reverse bias from Fig 4-17 allow the extraction of the activation 

energy using the Richardson-Dushman model. This model assumes that carriers acquire 

sufficient thermal energy to overcome the potential barrier, making it typically valid under 

lower electric fields and higher temperatures. The temperature dependence of dark current 

is described by the equation: 

 𝐼𝑑𝑎𝑟𝑘 = 𝐴 · 𝑇3/2 · exp (−𝐸𝑎/𝑘𝐵𝑇) (4.3) 

where Ea is the activation energy, A is the Richardson constant, kB is the Boltzmann constant 

and T is the temperature. According to this equation, plotting ln (𝐼/𝑇3/2) versus 1/𝑘𝐵𝑇 at 

different voltages should yield straight lines. The slope of these lines provides the activation 

energy, 𝐸𝑎, as derived from experimental I-V Arrhenius plots shown in Fig 4-18.  
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Fig 4-18. Arrhenius plot for the 100 nm wide devices. The different curves correspond to the 

current values extracted at different reverse voltages. The temperatures range from 80 K to 

300 K. The inset displays the activation energy versus the voltage, extracted from the slope 

of fitting the data. 

The low activation energy values obtained from the Arrhenius plot in Fig 4-18 suggest that 

the dark current might originate from trap-assisted tunnelling current. This is consistent with 

other studies on p-InP/i-InGaAs/n-InP photodiodes, where similar low activation energies 

(of the same order of magnitude) have been reported [134]. 

Due to the large amount of optical data collected at each temperature, the laser sweep 

depicted in Fig 4-19 is shown only at 80 K for 1300 nm and 1550 nm wavelengths. The 

behaviour is similar to that observed at room temperature, with 1300 nm producing a higher 

response than 1550 nm. Compared to the curves in Fig 4-16a and Fig 4-16b, both dark 

current and photocurrent values are lower at 80 K than at 300 K. However, the difference 

between 0% and 100% of power is greater at 80 K, indicating higher responsivity.  

The use of the cryostat introduced a new challenge in comparing optical measurements at 

different temperatures. Temperature changes in the setup caused movement of internal 

elements, such as the fiber and electrical probes. Stabilising the temperature in the cryostat 

before starting measurements is crucial to prevent misalignment of the fiber, which can 

significantly affect the amount of light coupled into the devices. Unfortunately, this step was 

not always executed with precision, leading to some photocurrent measurements that may 

not be fully reliable regarding the amount of light reaching the device. 
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a) 

 

 b) 

 

Fig 4-19. I-V curves for increased laser power at 80K for a straight waveguide coupled             

100 nm device with no back-reflecting mirror at a) 1300 nm and b) 1550 nm.  

The measurements shown below were performed by Myriam Rihani and Simone Iadanza on 

the devices fabricated during this work, following the low-temperature optical 

characterisation, in the weeks after departing IBM.  

The optical evolution of a device over a broader temperature range, from 5 K to 300 K, is 

shown in Fig 4-20. This figure illustrates the current density value at -1 V for both dark 

current and at 100% laser power, at a wavelength of 1550 nm. This device, which is 300 nm 

wide and has a low-contrast Bragg grating, is illuminated from the top with the fiber rather 

than through its waveguide. 

The I-V curves in Fig 4-20 show unexpected behaviour regarding the off-current values. The 

on-current behaviour of the curves, both in dark current and photocurrent (since light does 

not significantly affect forward bias), matches expectations as the temperature decreases, 

leading to a steeper slope.  

However, in reverse bias, photocurrent values were expected to increase with temperature. 

The observed behaviour could be due to fiber misalignment during temperature changes in 

the cryostat, as mentioned earlier. In Fig 4-21, where photocurrent values at -1 V with respect 

to temperature are plotted in red, and the vertical dashed lines group the measurements by 

the day they were performed, it can be seen that the general trend by day is a reduction in 

the photocurrent with decreasing temperature, and the jump may be due to the previously 

mentioned setup issues. 
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a) 

 

 b) 

 

Fig 4-20. I-V characteristics at temperatures ranging 5 K to 300K for a 300 nm wide device a) 

in dark current and b) in photocurrent illuminating it from the top with light with a 1550 nm 

wavelength and 100% of laser power. 

In regards to the dark-reverse current, the observed behaviour does not match theoretical 

predictions of a decrease in current with temperature due to diminished thermal excitation 

of charge carrier, as previously seen in Fig 4-17 for a different device. This new behaviour 

can be better observed in Fig 4-21, where the dark current density values at -1 V with respect 

to temperature are plotted in blue.  

 

Fig 4-21. Dark-current density (blue) and photocurrent density (red) at -1 V of applied 

voltage with respect to the temperature, from the data in Fig 4-20. The vertical lines group 

the measurements performed on different days. Note the different ranges on the two y-axis. 
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As already mentioned, the dashed lines in Fig 4-21 correspond to different measurement 

days. Furthermore, the measurements performed at temperatures between 160 K and 300 K 

were done by using liquid Nitrogen, while those below 140 K were performed with liquid 

Helium. This could affect the baseline current levels of the measurements. 

Despite the jump in current, two trends can be observed in the dark current. From 300 K to 

200 K, the general trend is a decrease in dark current with temperature, as expected. For 

temperatures lower than 200 K, the current density values increase as the temperature 

decreases.  

This behaviour has been observed previously in the work of Liqiang Tian et al. [135], where 

the resistivity of undoped In0.53Ga0.47As was measured over a 5 K to 300 K temperature 

range. When comparing trends, the resistivity from their work can be considered as the 

inverse of the current from this project’s experimental data.  

The data presented in Tian’s paper, shown in Fig 4-22, presents two main trends in resistivity 

with temperature: an increase in resistivity as the temperature decreases between 300 K and 

130 K (regimes V and IV) and between 28 K and 5 K (regime I), and a decrease in resistivity 

with temperature between 130 K and 40 K (regimes III and II). These regimes, similarly 

observed in this thesis’ data in Fig 4-21 but for different temperature ranges, have been 

modelled in Tian’s work to be related to shallow donor impurity levels and deep defect levels 

[135].    

The theoretical study presented in Tian’s article [135] aligns well with their experimental 

data and can be explained by the competition between mobility carrier scattering and the 

ionisation process. Increasing the temperature reduces carrier mobility due to scattering 

processes, which increases resistivity. On the other hand, this same temperature increase 

leads to the ionisation of different impurity or defect energy levels, which induces a decrease 

in resistivity due to the presence of more carriers. 

The two regions where a decrease in resistivity with an increase in temperature is observed 

result from the ionisation of defects with different energy levels in the band gap of InGaAs, 

which have different activation energies leading to two separate ionisation processes at two 

different temperature ranges [135]. Due to the difference in materials and doping between 

Tian’s work and the work presented in this thesis, these activation energies might differ, 

which would explain the regions not matching exactly in terms of temperature values. 
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Fig 4-22. Dark resistivity of InGaAs with temperature. The y axis shows the ratio between the 

resistivity at a temperature T and the resistivity at 300 K [135], reproduced with permission 

from Springer Nature. 

According to Tian, resistivity behaviour is determined by which mechanism dominates 

between scattering and ionisation. The change in resistivity at low temperature (range I) is 

determined by the ionisation of shallow donor impurity levels and the scattering of ionised 

impurities. For the second trend (regions II and III), the change in resistivity is affected by 

polar optical phonon scattering. In the last regions (IV and V), resistivity changes due to the 

ionisation of the deep defect levels and polar optical phonon scattering [135]. 

In this thesis, the trap-dependent effect observed with increasing temperature was also 

observed optically at low temperatures, where increasing laser power led to a reduction in 

photocurrent. In Fig 4-23, the detector’s photocurrent, normalised over the dark current for 

better data visualisation, is plotted at a wavelength of 1550 nm as the laser power increases 

from 0% to 20%. This is done for different temperatures, specified in the legend.  

This observed effect is wavelength dependant, as a higher wavelength is associated with a 

lower photon energy and a lower absorption in InGaAs. In Fig 4-24, the temperature has 

been fixed at 30 K and the normalised photocurrent has been plotted over the laser power, 

which has been varied from 0% to 20%. Since illumination was applied from the top, the 

wavelength response from the grating coupler can be disregarded. This allows for a focused 

study of wavelengths ranging from 1250 nm to 1700 nm, with the specific wavelength values 

detailed in the plot legend.  
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Fig 4-23. Normalised current values over the dark current for a power sweep (0% - 20%) at a 

1550 nm wavelength for temperatures ranging from 5 K to 300 K, specified in the legend. 

  

Fig 4-24. Normalised current values over the dark current for a power sweep (0% - 20%) at 

30 K for wavelengths ranging from 1250 nm to 1700 nm, specified in the legend. 

The observed optical behaviour in Fig 4-23 and Fig 4-24 has been accepted onto the 70th 

Annual IEEE International Electron Devices Meeting (IEDM2024). A more detailed 

theoretical study of this phenomenon is required for a thorough explanation of the observed 

behaviour, which falls beyond the scope of this thesis. This topic will be the focus of a future 

publication. 
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In this section, individual devices were optically characterised. First, free-space illumination 

was used to confirm their functionality. As a step towards integrating the photodetectors into 

an optical link, new devices were tested with light coupled through a waveguide. Despite the 

inclusion of various mirrors for back reflection in the designs, the variability in electrical 

performance between devices made it difficult to compare their impact. Responsivity         

values were calculated for both types of illumination, resulting in ρfree space = 0.048 A/W and          

ρwaveguide coupled = 0.018 A/W.    

Additionally, waveguide-coupled devices were studied at low temperatures. Initial results 

from a 100 nm wide device confirmed the expected behaviour of reduced dark current at 

lower temperatures, enabling the calculation of activation energy across different reverse 

bias values, with results ranging from 12 meV to 48 meV. However, subsequent 

measurements on a 300 nm wide device, down to 5 K, showed an unexpected increase in 

dark current below 200 K. This anomalous behaviour is likely attributable to defects within 

the device, which will require further investigation to fully understand their origin.  
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5. Summary and Outlook 

This thesis investigated the integration of III-V nanowire photodetectors onto silicon 

substrates for Photonic Integrated Circuits (PICs) using Template-Assisted Selective Epitaxy 

(TASE). By combining the benefits of III-V semiconductor materials with silicon photonic 

platforms, this research aims to advance optical communication and sensing technologies, 

particularly by reducing power consumption through efficient optical interconnects. 

Earlier studies demonstrated TASE-fabricated photodetectors, but challenges such as the 

thinness of 60 nm devices, which were unsuitable for supporting propagating modes, and the 

lack of reproducibility in 220 nm thick waveguide-coupled devices highlighted the                        

need for further investigation. This thesis provided a statistical analysis of these 220 nm            

p-InP/i-InGaAs/n-InP photodetectors and their electrical performance, supported by TCAD 

simulations to explain device variability. The optical characterisation confirmed the 

functionality of the devices through both free-space illumination and waveguide coupling, 

moving closer to their integration into a complete optical link. Low-temperature 

measurements of individual devices were performed to explore their potential for 

applications in quantum technologies. 

The research began with the simulation of III-V photodetectors using Sentaurus TCAD. The 

first study performed on the III-V materials of interest in this study identified the 

heterostructure (n-InP/i-InGaAs/p-InP) as the most effective for optimising optical 

performance compared to simpler heterostructures like pure InP or InGaAs, as shown in       

Fig 5-1a.  

A subsequent study was performed on the role of mid-bandap traps, which emphasised their 

impact on device ideality. As demonstrated in Fig 5-1b, the presence of these traps caused 

deviations in both the on and off currents, disrupting the linearity of the diode's response. 

This deviation was attributed to generation-recombination effects, which degrade device 

performance.  

Furthermore, the simulations provided crucial insights into the electrical behaviour of the 

fabricated devices, which exhibited considerable variability in current-voltage (I-V) 

characteristics.  
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a) 

 

b) 

 

Fig 5-1. a) Simulated I-V curves at four different laser powers and two different wavelengths 

for the three studied structures (InGaAs and InP homojunctions and InP/InGaAs/InP 

heterostructure). b) I-V curves from experimental (black) and simulated devices with many 

different locations of traps, specified in the legend. 

Following the simulation phase, a detailed step-by-step explanation was provided on how to 

achieve fully functional III-V photodetectors using TASE. The fabrication of photodetectors 

focused on refining material growth and doping techniques. An additional study was 

conducted on doping diffusion, optimising the Zn p-doping in the final devices. The results 

of optimisation and the EDX images of fully grown NWs with different widths can be seen 

in Fig 5-2 a) – b) and c) – d), respectively.  

Moreover, the fabrication of funnel-shaped devices was optimised through a two-step growth 

method, marking the first demonstration of a double growth technique on TASE structures. 

This approach aims to enhance overall device performance, though further studies are 

necessary to fully characterise and optimise these devices. The EDX image of a fully grown 

funnel-shape structure can be seen in Fig 5-2e. 
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a) 

 

  b) 

 

c) 

 

d) 

 

 e) 

 

Fig 5-2. a) and b) I-V curves of two pairs of contacted holes with their respective SEM 

images for the study of Zn doping diffusion. c) – e) EDX of the sequence growth for c) – d) 

two straight nanowires with different widths and e) a funnel-shaped device. Phosphorus is 

indicated in green, representing the InP regions, arsenic in red, and gallium in blue, with the 

red and blue areas collectively representing InGaAs 

Electrical characterisation of the fabricated devices revealed significant variability in their 

I-V curves, which simulations attributed to the positioning of the InGaAs region inside the 

nanowire relative to the metal contacts, which is a consequence of the crystallographic 

orientation of the silicon substrate.  

The findings highlighted the importance of meticulous control over fabrication processes 

and careful substrate selection to achieve consistent and reliable device performance. Some 

coloured SEM images of fabricated devices with the same width but different length and 

growth fronts, and their I-V characteristics highlighted in the plot with the dark current of 

some selected fabricated devices are shown in Fig 5-3. 
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Fig 5-3. On the left are the coloured top-view SEM images. The colours indicate the position 

of the junction at the top of the device, which may be tilted towards the substrate and thus 

not be visible in a top-view EDX. On the right are the highlighted respective I-V curves of the 

devices shown in the SEM images on the left [125] reproduced with permission © 2024 IEEE. 

The high variability in the I-V characteristics of the devices fabricated on a (001) SOI 

substrate led to the fabrication of devices on a (110) SOI substrate, despite its lower quality. 

The results, as shown in Fig 5-4a, revealed that the I-V characteristics of the devices grown 

on the (110) substrate outperformed those grown on the (001) substrate. The successful 

fabrication of these devices, which exhibited atomically smooth interfaces and straight 

growth fronts as shown in Fig 5-4b, represents the first demonstration of III-V photodetectors 

integrated by TASE on a (110) SOI platform.  

The study concluded that further improvements are required to reduce the variability in the 

electrical performance of the devices. Although using (110) SOI substrates for CMOS Si 

devices is feasible, as there is no significant difference in electronics compared to (001) SOI, 

the shift would only be convincing if a fully functional, high-performance optical link is 

demonstrated. 

Two potential approaches were proposed to improve the performance of devices grown on 

(110) SOI. The first involves using funnel-shaped devices, which could help keep the 

InGaAs region more centred within the devices and farther from the contacts, thus reducing 

performance variability. However, this approach adds complexity to the fabrication process. 

The second approach involves increasing the length of the InP regions to ensure the InGaAs 

region remains distant from the contacts. This, however, introduces the risk of increased 

device capacitance, which may negatively impact high-speed performance. 
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Further research is required to balance performance improvements, variability reduction, and 

maintaining high-speed functionality in order to achieve fully operational optical links for 

on-chip communication. 

a) 

 

b) 

 

c)                           <001>SOI 

 

d)                          <110>SOI 

 

Fig 5-4. a) - b) TEM images of the cross section of fabricated devices and c) - d) I-V 

characteristics of 100 devices, grown a) and c) on a (001) SOI platform, and b) and d) on a 

(110) SOI platform. The colours of the I-V curves correspond to the width of the devices. 

The optical characterisation initially confirmed the functionality of the fabricated 

photodetectors through free-space illumination. Subsequent efforts aimed at integrating 

these devices into full optical links by testing new devices via waveguide coupling. However, 

due to the high electrical variability, the study did not reach definitive conclusions regarding 

the impact of tapered waveguides and mirrors for back-reflection.  
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Responsivity values were calculated for both the free-space and waveguide coupling 

mechanisms based on the photoinduced characteristics shown in Fig 5-5 b and d respectively. 

The obtained values are ρfree space = 0.048 A/W and ρwaveguide coupled = 0.018 A/W. A selection 

of the I-V curves of devices illuminated from the top and through a waveguide can be seen 

in Fig 5-5 a) – b) and c) – d), respectively.  

a) 

 

b) 

 

c) 

 

d) 

 

Fig 5-5. a) – b) Photoinduced I-V characteristics at room temperature for free-space 

illuminated 400 nm wide device for increasing laser powers at a) λ = 1350 nm (up                           

to ~1.97 µW) and b) λ = 1550 nm (up to ~1.76 µW). c) – d) Photoinduced I-V characteristics         

at room temperature for a straight waveguide coupled 100 nm wide device without           

back-reflection for increasing laser powers at c) λ = 1300 nm and d) λ = 1550 nm. 

The focus shifted to exploring device performance at low temperatures. Initial findings from 

a 100 nm wide device demonstrated a reduction in dark current as temperatures were 

decreased, as would be expected. These results allowed for the calculation of activation 

energy at various reverse bias values, represented in the Arrhenius plot shown in Fig 5-6a, 

with results between 12 meV and 48 meV.  
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In contrast, subsequent measurements on a 300 nm wide device, performed down to 5 K, 

exhibited an unexpected increase in dark current as the temperature dropped below 200 K, 

as shown in Fig 5-6 b. This optical anomaly was further investigated, leading to the results 

presented in Fig 5-6 c) – d). It was found that the current reduction in response to increased 

optical power was both temperature and wavelength dependent. This phenomenon is likely 

attributed to defects within the device and requires further investigation to understand their 

origin, which will be the subject of future works. 

a) 

 

  b) 

   

c) 

 

  d) 

   

Fig 5-6. a) Arrhenius plot for the 100 nm wide devices. The different curves correspond to 

the current values extracted at different reverse voltages. The temperatures range from 80 K 

to 300 K. The inset displays the activation energy versus the voltage, extracted from the 

slope of fitting the data. b) Dark-current density at -1 V of applied voltage with respect to the 

temperature for a 300 nm wide device. The vertical lines group the measurements 

performed on different days. c) - d) Normalised current values over the dark current for a 

power sweep (0% - 20%) c) at a 1550 nm wavelength for temperatures ranging from 5 K to 

300 K, and d) at 30 K for wavelengths ranging from 1250 nm to 1700 nm, specified in the 

legend. 
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5.1. Future directions 

During this thesis several sample types were fabricated: single straight NWs on a (001) SOI, 

waveguide coupled straight devices on both (001) SOI and (110) SOI, and funnel-shaped 

devices on a (001) SOI. The complex fabrication process for funnel-shaped devices, 

requiring a double growth technique, highlighted the need for further optimisation. 

Enhancing these devices and performing their optical and electrical characterisation would 

enrich this work and provide deeper insights into the potential of TASE and III-V 

photodetectors for on-chip communications, which could be the topic of future research. 

Although some devices were fabricated onto a (110) SOI wafer, these devices faced 

challenges due to inferior material quality from a thicker top silicon layer, which needed 

etched down resulting in further damage to the wafer’s surface. Future work should focus 

on using high-quality (110) SOI wafers with the desired silicon thickness to eliminate this 

step and enhance the reproducibility and reliability of the photodetectors.  

A second area of potential research could be focused in optimising the performance of the 

photodetectors, after this thesis provide with insights into the source of the variability 

between devices. This could encompass both the funnel-shape devices and the longer straight 

devices, trying to keep the InGaAs region centred and far from the contacts. 

With improved device reproducibility, a renewed focus on optical characterisation is 

essential as a future research topic. This includes comparing straight and tapered waveguides 

and evaluating different back-scattering mirrors to determine the most effective designs for 

optical integration.  

Additionally, further investigation into the observed phenomena of the optical power at 

cryogenic temperatures could provide valuable insights into the defects of the devices. This 

is already a topic of research that has continued after the work in this thesis.  

Finally, integrating these devices into full optical link would be essential steps toward 

advancing their practical applications in optical communications and sensing technologies. 

This includes the fabrication of a III-V-based laser for the opposite end of the waveguide and 

conducting comprehensive system-level testing to assess the performance and practical 

feasibility of the optical link. 
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By addressing these future research directions, significant advancements can be made in 

integrating III-V photodetectors into silicon-based PICs, contributing to the enhancement of 

optical communication and sensing technologies and supporting the development of 

quantum technologies. 
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