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Preface
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the California Institute of Technology, under the guidance of Dr Gabriele Vajente and Dr

GariLynn Billingsley, with a short visit to California State University, Fullerton hosted

by Professor Josh Smith.

Chapter 1 describes the nature of gravitational waves and their astrophysical sources. The

principles of a gravitational wave detection using laser interferometry are outlined, the

major noise sources in gravitational wave detectors are discussed.

Chapter 2 describes the design of the primary mirrors of gravitational detectors, the origin

of coating thermal noise, one of the most significant noise sources in current gravitational

wave detectors, limiting their performance at their most sensitive frequencies. The re-

quirement to develop improved mirror coatings with lower thermal noise motivates the

bulk of the work presented in this thesis.

Chapter 3 describes research into titania-silica mixtures, showing that this novel coating

material has great promise for improving thermal noise in future detectors and detector

upgrades. Mechanical loss measurements were carried out mainly by the author and Ms

Viola Spagnuolo, with contributions from Dr Simon Tait, and Dr Peter Murray, and

additional guidance from Dr Jessica Steinlechner. Analysis of the loss measurements made

use of a code written by Dr Gabriele Vajente, modified by Dr Simon Tait. Composition

studies using Rutherford Backscattering Spectroscopy and Elastic Recoil Detection with
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Raman spectroscopy. These measurements were carried out by the author and Mr Paul

Dabadie with input from Dr Iain Martin and Mr Andrew Monaghan in Glasgow and Dr
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candidate material: titania-germania. This work was carried out with the assistance and
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the mechanical loss measurements jointly with Dr Gabriele Vajente. The author analysed
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through-third observing runs of Advanced LIGO. The so-called point absorbers of these

optics limiting detector performance were located and new cleaning method to mitigate
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Summary

Gravitational radiation was predicted as a consequence of Albert Einstein’s general theory

of relativity, according to which an accelerating mass should radiate energy in the form of

gravitational waves. Einstein presented a new notion of gravity, postulating the idea that

space-time curves in the presence of objects with mass. Gravitational waves arise due to

any asymmetric acceleration of mass, and are the resulting fluctuations in the curvature

of space-time.

A characteristic of gravitational radiation is its extremely weak interaction with matter,

making observing it extremely challenging. The first evidence for their existence would

not come for a further 66 years where Taylor, Weisberg, and Fowler, after the discovery

of the first known binary pulsar system, tracked its orbital decay over 6 years to be in

precise agreement with the loss of energy due to gravitational radiation. It would not be

until nearly 100 years after Einstein published his theory, that gravitational waves would

be directly observed for the first time in 2015 with the detection of the inspiral and merger

of a binary black hole system. This detection was made by the twin Laser Interferometer

Gravitational-wave Observatories (LIGO), detecting a change in their 4 km long cavity

lengths induced by the passing gravitational wave of a thousandth the width of a proton,

and would open a window into the otherwise invisible universe.

After almost 9 years, we are now firmly in the advent of gravitational wave astronomy with

over 90 confirmed detections from the first three observing runs of the Advanced LIGO

and Virgo detectors, with answers to many previous questions regarding the existence of

certain astrophysical systems, and their dynamics, being provided. Through the study of

gravitational waves we have also gained insights into the formation of heavy nuclei in the

Universe, cosmological insights about its expansion rate, and have been able to provide

further tests of general relativity. However, many questions still remain unanswered and for
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a more in depth exploration of the cosmological and astrophysical sources of gravitational

waves, and in order to facilitate detections from signals originating at greater distances,

and further our understanding of the Universe, it is crucial to increase the sensitivity of

current detectors.

Current gravitational wave detectors are kilometre-scale laser interferometers, which meas-

ure changes in their length as a gravitational wave passes. One of the dominant noise

sources at the frequencies where the detectors are most sensitive is the thermal noise of

the interferometer mirror coatings. This coating thermal noise must be reduced in order

for fainter and more distant sources to be observed. To reduce coating thermal noise suit-

able materials with lower mechanical losses than current materials are required, and they

must meet this requirement while still meeting the high optical standards demanded for

detection.

The primary objective of the research presented in this thesis was to investigate new

coating material candidates which could lead to improvements in sensitivity of future

interferometric gravitational wave detectors via a reduction of their mechanical loss.

Chapter 1 introduces the nature of gravitational waves and their astrophysical sources.

The basics of interferometric gravitational wave detectors and how these detectors operate

is outlined. The major noise sources in current gravitational wave detectors are discussed,

as are future detector designs and their potential scientific implications.

Chapter 2 describes the design of the primary mirrors of gravitational detectors, the origin

of coating thermal noise, one of the most significant noise sources in current gravitational

wave detectors, limiting their performance at their most sensitive frequencies. Various

methods for calculating thermal noise are explained. A brief history of the development

of the coatings of gravitational wave detector mirrors is given and list of potential new

coating material candidates is presented. The requirement to develop improved mirror

coatings with lower thermal noise motivates the bulk the work presented in this thesis.
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Chapter 3 describes mechanical loss investigations of a novel coating material titania-

silica and its potential to meet the thermal noise requirements is evaluated. Different

compositions were studied at length, and a prime candidate material ratio was identified,

with a full reflectivity stack design being commissioned and tested. The coating thermal

noise estimates from the losses and directly measured coating thermal noise values are

compared, showing good agreement. The results suggest that this material has the po-

tential to significantly reduce coating thermal noise, to approximately 75% of the coating

noise in the Advanced LIGO detectors. The use of this coating would require suppression

of defect formation and demonstration of acceptable optical properties: investigations of

these issues are presented in the following chapters.

Chapter 4 outlines investigations of the optical losses of the promising titania-silica mix

coatings identified to have promising mechanical loss. Specifically the optical absorption

was measured through varying stages of heat treatment via photothermal-commonpath

interferometry, and found to be below 1 part per million after optimum heat treatment.

This absorption is very close to meeting the requirements for a gravitational wave detector

mirror coating, and is an excellent result for a new material with, as yet, no optimisation

of the coating deposition parameters. The optical scatter of the coatings was also char-

acterised in its as-deposited state, and after the heat treatment regime that produce the

lowest coating thermal noise. These measurements were carried out with a high precision

setup making use of an integrating sphere, and through measurement of the samples with

an angle resolved scatterometer. The results obtained from both setups indicated remark-

ably low scattering of these coatings, reaching potentially lower levels than the coatings

used in current detectors.

Chapter 5 details subsequent investigations of the crystallisation of titania-silica based

coating stacks as a result of heat treatment. The heat treatment temperatures at which

each coating crystallised was identified via Raman spectroscopy, and follow-up investiga-

tions into the nature of the crystallisation via grazing-incidence x-ray diffraction are also

presented.
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Chapter 6 presents extensive investigations into titania-germania based coatings. Titania-

germania is another promising candidate material for future gravitational wave detectors

showing remarkably low loss for an amorphous-oxide material. Investigations of the loss

of initial prototype samples of this material, deposited by the current gravitational wave

detector coating manufacturer, are reported. In addition to this, coatings made with

deposition recipes which were altered so as to suppress defect manifestation were also

characterised in terms of their mechanical loss. Full gravitational wave detector reflectivity

coating stacks consisting of titania-germania and silica were produced with this optimised

recipe, with their mechanical losses measured by the author. Differences between these

multi-layer stack results and predictions from single layer were subsequently investigated.

Similarly to in Chapter 3, estimates of the coating thermal noise improvement they would

yield versus current detector coatings was quantified.

Chapter 7 reports on investigations by the author into characterising the topographic

features and defects arising on the Advanced LIGO optics. Specifically, the point absorbers

seen to arise randomly across the surface of the test masses were identified, with absorption

maps of both end test masses installed at the LIGO Livingston Observatory in the first-

through-third observing run being produced. From these, follow-up optical microscope

surveys were conducted so as to better understand their nature. New cleaning techniques

were also trialled, showing the potential to mitigate the influence of many point absorbers

which arise on the on the test masses throughout their lifespan. The curvature and surface

profiles of uncoated input test mass substrates were also characterised, with all being found

to have their curvature lie within design specifications for Advanced LIGO.
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Chapter 1

Gravitational wave detection

1.1 Introduction to gravitational radiation

Einstein’s general theory of relativity [1] outlined in a series of publications from 1907 –

1916 [1, 2, 3, 4, 5, 6, 7, 8], fundamentally changed the way we understand gravity and the

Universe in general. To date, it has withstood a rigorous series of tests and serves as the

current theory of gravitation. Both time and space are no longer thought of as flat and

rigid in Einstein’s universe (as was implicitly assumed in Newton’s theory of gravity) but

instead are distorted and warped by matter [3]. If the position of a mass changes, so does

the curvature of the space-time in which it resides. This change is not instantaneous but

travels at the speed of light. As a consequence, gravity vanishes in flat space-time, and is

strongest where it is most curved, dictating the paths in which objects will travel. This is

often summarised in the words of John Wheeler: “space-time tells matter how to move;

matter tells space-time how to curve” [9, 10].

Gravitational radiation was predicted as a consequence of general relativity, wherein the

acceleration of an asymmetric distribution of mass will cause fluctuations in the curvature

of space-time. These “gravitational waves” are ripples in the fabric of space-time itself

and carry this radiation throughout the Universe, and do so practically unimpeded by

matter in their path. However, masses they encounter will experience fluctuating tidal

forces orthogonal to the direction of travel of the gravitational wave as a result of the

local space-time distortions as they pass. Gravitational waves couple weakly to matter,

making these tidal forces imperceptible for all except those produced during the most

catastrophic of astronomical events involving large masses and/or accelerations [11]. This

1



1.1. Introduction to gravitational radiation 2

makes gravitational radiation exceptionally challenging to detect, but as a consequence

of the same weak interaction with matter, gravitational radiation, unlike electromagnetic

radiation, experiences next to no absorption or scattering [11], making it an invaluable

tool for astronomy - the Universe is almost completely transparent to gravitational waves.

1.2 Gravitational wave strain amplitudes

In general, all systems with accelerating non-rotationally symmetric masses (for example

waving ones hand) emit gravitational waves. They will manifest themselves by altern-

atingly compressing and stretching the space-time in the plane perpendicular to their

direction of propagation, resulting in fluctuating length changes in space-time. Gravita-

tional waves are quadrupolar, meaning that as space is stretched in one direction, it is

compressed in the orthogonal one. This forced length compression/stretching is known as

strain. The strain-amplitude of a gravitational wave (h) can be represented by the frac-

tional change in distance (∆L) between two points initially separated by some distance

(L). Its effects are visualised in Figure 1.1 and it can be defined explicitly as [12, 13]

h =
2∆L

L
. (1.1)

To calculate the strain of travelling gravitational radiation on space-time, the conser-

vation of linear and angular momentum, as well as mass energy, must be applied. For

our purposes, let us imagine the in-spiralling of two neutron stars. As they orbit around

each other general relativity predicts that they will emit gravitational waves, which carry

L + ΔLLL L – ΔL

Figure 1.1: The effect of a gravitational wave with the h+ (top) and h× (bottom) polar-
isations, incident normal to the page, on a ring of test particles.
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energy away from the binary system in all directions, consequently causing the stars to

lose orbital energy and spiral closer together. At first the system starts out with certain

amounts of gravitational potential energy, and orbital kinetic energy, and as the distance

between the stars decreases, the potential energy is converted to kinetic energy, leading

to an increase in orbital velocity of the stars. But at the same time the system is also

generating more and more gravitational radiation which is carried away as gravitational

waves, acting to reduce the total amount of energy in the in-spiraling system over time.

The intensity of these waves, as with electromagnetic waves, follows an inverse-square law

with distance D where they get weaker proportionally with 1
D2 . As such, the amplitude of

these waves decrease as 1
D . As a result, the amplitude of the strain they impart is found

to be [11]

h ≈ G(EGW/c2)

c2D
. (1.2)

Here G is the gravitational constant, c is the speed of light, and EGW is the part of

the kinetic energy of the source, attributed to asymmetric motion of the particles in

the source, leading to gravitational radiation. From M = E
c2 [2] one understands mass

is a form of energy. With an interaction such as this, the orbital properties and the

masses of the original two neutron stars determine the fraction of the total original mass

in the system that is emitted as gravitational radiation (as well as the fraction that

becomes gravitational binding energy). The final bound mass will be larger than both

original individual masses, but smaller than the total mass of both initial masses combined.

The stars themselves are not losing mass during the inspiral though; the total energy

in space-time is transforming from one form - i.e. two separate unbound masses - to

another form - a single tightly bound mass, plus emitted gravitational radiation. In units of

megaparsecs and solar masses, the magnitude of the strain imparted can be approximated

from Equation 1.2 as [11]

h ∼ 10−20
(

EGW/c2

M⊙

)(
Mpc

D

)
. (1.3)

In other words, to directly observe gravitational waves emitted with a solar mass worth of

energy, at the distance of our closest neighbouring galaxy Andromeda (∼0.9 Mpc away),

one needs detectors sensitive enough to measure fractional length changes with better

precision than 1 part in 1020. Thorough and more mathematically in depth descriptions
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of gravitational waves and the strain they impart can be found for example in [13], though

this description presented should more than suffice to illustrate the observational chal-

lenge. The length variations in space-time created by gravitational waves are so minuscule,

that only very large, rapidly accelerating masses can emit gravitational waves that are

strong enough to be measured on Earth.

1.3 Why study gravitational waves?

The first indirect evidence for the existence of gravitational radiation would come with

the discovery of the first binary pulsar system in 1974 [14], and the subsequent studies

of its orbital dynamics in the decade that followed. Taylor, Weisberg, and Fowler [15,

16] tracked the system’s orbital decay over six years of measurements and observed it to

be in precise agreement with the predicted loss of energy from general relativity due to

gravitational radiation, with a corresponding reduction in the orbital time due to this of

just over 1 second in 6 years. In 1993, Hulse and Taylor were awarded the Nobel Prize

in Physics “for the discovery of a new type of pulsar, a discovery that has opened up

new possibilities for the study of gravitation” [17] – an observation that helped to better

understand the physics of the Universe and kindled interest in one day directly observing

and studying the underlying gravitational phenomena.

In recent years, as will be discussed in the following sections, gravitational wave signals

have now been directly measured by large scale interferometric detectors, opening a new

observable window to the Universe. They allow for observation of events where the elec-

tromagnetic radiation cannot be detected (or there is none) such as those involving black

holes. They also assist us in inferring the populations and composition of stars. Answers

to many previous questions regarding the existence of certain astrophysical systems, and

their dynamics, have been provided through their study [18, 19] and we have also gained

insights into fundamental aspects of life such as the origins of heavy elements in the Uni-

verse [19, 20]. Gravitational wave detection data has also helped further investigate the

expansion rate of the Universe [21], and has been able to provide further tests of general



1.3. Why study gravitational waves? 5

relativity [22, 23, 24, 25, 26]. Though great scientific feats have been accomplished, many

questions still remain, and indeed new questions have arisen. Through continuing to ex-

pand the field of gravitational wave astronomy, further secrets of our Universe will likely

be unveiled.

1.4 Sources of gravitational waves

All asymmetrical mass acceleration in space-time will produce gravitational waves, but

as exemplified through Equation 1.3, only events emitting the largest of energies have

any hope of being observed here on Earth. As such, in order to detect gravitational

waves producing sufficiently large strain amplitudes, we must turn to space. Gravitational

radiation can be classified into four categories depending on the source of origin: those

originating from compact binary coalescences, burst sources, continuous-wave sources,

and sources from the stochastic background.

1.4.1 Compact binary coalescences

Compact binary coalescences (CBC) are the inspiral and merger of two compact objects.

Compact objects, in this sense, are extremely dense astrophysical objects, possessing high

mass relative to their radius [11]. The term encompasses black holes, neutron stars and

white dwarf stars (stellar remnants). Thus far, the only observed gravitational wave signals

were produced by CBCs. This type of transient signal occurs when two celestial bodies

orbit each other until they coalesce. There are three distinct phases to this process: the

inspiral, the merger, and the ringdown. Both bodies start out orbiting each other, and the

orbit then slowly decays due to the energy transference to gravitational radiation, they

then collide and merge, settling into one gravitationally bound object at the end of the

inspiral phase, presenting a characteristic “chirp” signature just before it forms.

Gravitational waves were directly observed for the first time in 2015, with the discovery of

the first stellar-mass binary black hole system GW150914 [18]. The final stages of inspiral

were observed, with the binary black hole coalescing and emitting three solar masses of

energy as gravitational waves, reaching a peak emission rate in the last few milliseconds
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of the merger of approximately ∼4×1049 W [18]. This was a level of power greater than

all emitted electromagnetic radiation from stars in the observable universe combined over

the same duration of time, yet produced peak strain amplitudes of only ∼1×10−21 here

on Earth. So far three flavours of CBC have been detected:

• Binary black hole mergers (BBH) [18, 27]

• Binary neutron star mergers (BNS) [19]

• Neutron star – black hole mergers (NS–BH) [28]

To date, between the first and third observing runs of advanced interferometric gravit-

ational wave detectors, over 90 such CBC signals have been detected [29], of which two

were confirmed to be BNS, three NS–BH, and the rest BBH. Mergers involving two white

dwarfs (BWD) or a white dwarf - neutron star/black hole (WD–NS/BH) are yet to be

observed. Despite this, the latter are in fact expected to be relatively common in the Milky

Way [30], however their signatures are thought to be weaker, and the low characteristic

frequencies of the gravitational waves they would emit are more favourable for future

detection by space-based detectors [31].

1.4.2 Bursts

In the context of gravitational waves, a burst refers to a sudden and short-lived event

that produces a significant, and sharp strain signal [32, 33]. Bursts, otherwise known as

un-modelled/weakly modelled transients, have an extensive list of potential sources. Some

sources of bursts include core-collapse supernovae, the coalescence of intermediate-mass

black holes (100M⊙<M<10000M⊙), magnetar flares, and pulsar glitches [32, 33]. When

searching for burst signals, few assumptions are made on the shape of the gravitational

waveform, and they are instead identified through the observation of excess power spikes

in narrow detection bands [34]. The spikes are analysed for statistical significance above

normal background levels and high levels of signal coherence between multiple detectors

are required in order for one to be verified [32]. No present gravitational wave detections

have been confirmed to originate from burst sources thus far.
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1.4.3 Continuous sources

Continuous gravitational waves are those emitted over a long period of time at a by-and-

large constant singular frequency [11, 33]. They can be generated by spinning neutron stars

which possess axial asymmetry in their shape (i.e. those with bulges and localised regions

of differing surface height). They can also be generated by binary black hole/star systems

orbiting each other during the long time prior to merger. These sources are expected

to produce comparatively weak gravitational waves when compared to transient signals

such as CBCs since they evolve over much longer periods of time and usually arise from

interactions with less acceleration [32]. As none have been detected to date, this puts an

upper limit on the maximum strain from such signals. Hence, in the case of non-perfectly-

spherical neutron stars, constraints on the surface height deformations/ellipticity have

been refined [35].

1.4.4 Stochastic background

The gravitational wave background (GWB), often referred to as the stochastic back-

ground, is speculated to comprise of numerous primordial gravitational wave signals from

the early universe, and myriad incoherent astrophysical signals [11, 33]. It can be visual-

ised as a background level of static permeating the Universe, given rise to from a super-

position of all these sources, identical in all parts of the sky. In this way it is akin to the

cosmic micro-wave background (CMB), which is likely to be the leftover electromagnetic

radiation from the Big Bang.

The Big Bang is a prime candidate for the forge in which many of these random processes

required to generate stochastic gravitational waves (and the CMB), were created. As such

the GWB may carry information about the history and origins of the Universe. The CMB

was produced approximately 379,000 years after the Big Bang [36], when the Universe had

cooled enough for electrons and protons to form atoms, and it illuminates the entire sky.

Before this, the Universe was completely opaque, and so dense, that photons could not

traverse through it unimpeded. Effectively, no electromagnetic signals were able to escape

the dense pre-CMB Universe (otherwise known as the “epoch of recombination”), and it

represents a limit to how far in the past we can observe with light. However, the timescales
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for the formation of the earliest GWB sources are of the order 10−36–10−32 seconds post

Big Bang [37]. As such, rather excitingly, through their study we could glean information

about the Universe in its earliest states, inaccessible with electromagnetic radiation, a

fraction of a second after its inception. One can also imagine locating previously unseen

supermassive black holes, via decoupling and tracking their signals back to the origin

point using the GWB. Further, mapping the structure of space-time with the GWB could

also be achieved [38].

Primordial GWB sources produced in the Big Bang are not expected to be detectable

by current terrestrial interferometric detectors as they would be too low in frequency.

However, our ground based studies can constrain certain cosmological models that predict

large amplitudes for the GWB, through all-sky, all-frequency searches [39, 40]. Recently

there have also been breakthroughs in using pulsar timing arrays (PTA) to make initial

probes of the stochastic background [41].

Searches for the stochastic GWB using pulsar timing arrays effectively compare the

measured correlated responses between multiple pairs of Earth-pulsar radio signal ar-

rival timing baselines with their expected correlated response to an unpolarised, isotropic

stochastic gravitational-wave background (plotted as a function of the angle between the

Earth-pulsar baselines) [42, 43]. This determines whether a signal from an unpolarised,

isotropic background is present in the data. The key property of a PTA is that the sig-

nal from a stochastic GWB will be correlated across all the baselines, while signals from

other processes will not [42]. In June 2023, four independent PTA collaborations verified,

after over a decade of measurement, that the expected correlated response of pairs of

Earth-pulsar timing baselines in their networks was indeed indicative of the existence of

the GWB, with the measured correlations, consistent with the curve predicted by general

relativity [41].

With the sources of gravitational waves defined we will now discuss interferometric de-

tectors, of which this PhD work aims to improve the sensitivity.
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1.5 Interferometric gravitational wave detectors

Over the past 9 years, more than 90 gravitational wave signals have been detected with

kilometre-scale interferometric detectors. Terrestrial gravitational wave detectors (GWD)

at their core are Michelson interferometers, the simplest design of which is shown in

Figure 1.2. A laser beam is separated into two partial beams by a 50/50 beam splitter

(BS). Afterwards the beams travel approximately equal distances, where each is reflected

off a mirror to return to the beam splitter, carrying information about the distance it

travelled. The beams then recombine and interfere with each other at the output port of

the interferometer. The interference pattern observed will be determined by the difference

in optical path lengths travelled by each laser beam. Through monitoring the laser power

at the output port, the difference in path length can be continuously measured with high

precision. If one then operates the interferometer near the dark fringe configuration - i.e.

one return beam is almost completely out of phase with the other - then anything that

causes the distances from the BS to the mirrors, known as the “arm lengths”, to change

with respect to each other will be perceptible as a relatively large change in output signal.

A passing gravitational wave at the right orientation will periodically act to alter the arm

lengths and can in principle be observed by such an instrument if it is sufficiently sensitive.

Note, the detectors are kept locked with active control systems to keep the distance and

Figure 1.2: Schematic depiction of a basic Michelson interferometer.
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orientation of the optics fixed such that the output remains fixed at a point close to

the dark fringe. This feedback signal is constantly monitored, with the gravitational wave

signal actually observed as a change in the amount of feedback signal required to maintain

detector lock.

The challenge consists of building an interferometer with the required sensitivity. To fa-

cilitate this, the basic design must be adapted. The general modifications implemented

by all current terrestrial interferometric gravitational wave detectors are illustrated in

Figure 1.3. The ethos of these improvements is to produce larger optical path lengths

for the laser beams to travel and to generate higher power signals. Longer arms allow

for smaller strains to be detected. For a given strain, the absolute arm length difference

induced is proportionally larger for a longer arm via Equation 1.1, hence weaker signals

can be detected. A higher total laser power in the interferometer arms also results in the

sharpening of the interference fringes that appear when the return beams are superim-

posed. The sharper these fringes, the easier it becomes to identify passing gravitational

waves.

Figure 1.3: Schematic depiction of a modified dual recycling Fabry-Pérot Michelson in-
terferometer scheme adopted in current GWD.
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To increase both the arm length and laser power in the arms, Fabry-Pérot cavities are con-

structed, where additional mirrors are installed near the beam splitter to facilitate multiple

reflections of the laser beams. This keeps the beams circulating inside the interferometer

for longer, and increases the distances they travel. For example, in the Advanced LIGO

detectors this changes the path length in each arm from 4 km to around 1200 km [44] and

it builds up the laser light within the interferometer, which increases detector sensitivity

(more photons tracking the lengths of the arms). In addition, a “power recycling” mirror

is installed at the input port of the interferometer. The laser initially travels through the

mostly transparent side, and upon return from the arms, meets a highly reflective surface

which directs most of the returning light back into the arms, serving to further increase

the power inside the Fabry-Pérot arm cavities, without the need of a much higher initial

input power. The power recycling mirror typically enhances the light power circulating in

the arms by more than a thousandfold [45, 46].

Lastly, a “signal recycling” mirror is placed at the output port fulfilling the same function

as the power recycling mirror, but it enhances the possible signal instead of the base

power. The changing arm length of the interferometer leads to a frequency modulation

of the signal, and this modulation results in signal sidebands at frequencies above and

below the original laser frequency, which carry information about the gravitational wave.

For GWDs, which typically operate in the dark port configuration, the gravitational wave

signal sidebands are coupled to the anti-symmetric readout port of the interferometer [47].

The placement of the semi-transparent signal recycling mirror near the output port forms

a coupled resonance cavity with the main interferometer. Different resonant conditions of

this so-called signal recycling cavity, defined by the signal recycling mirror’s reflectivity as

well as the cavity length, can improve the sensitivity of the GWD across different frequency

bands [48, 49]. In a resonant sideband extraction scheme the main interferometer and the

signal recycling mirror form such a cavity in which the gravitational wave signal of a

particular frequency is resonant, and as such its signal is amplified [47].
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The combination of all these enhancements to the standard Michelson, produces what is

known as a dual recycling Fabry-Pérot Michelson interferometer - shown in Figure 1.3. To

reduce the coupling of external vibrations to measurements in a GWD, all the primary

optics, especially the arm cavity mirrors, are also suspended in quadruple-pendulum stages

inside a vacuum tube of pressures ∼×10−9 mbar [50] - one trillionth atmospheric pressure.

In addition, active vibration isolation systems are also employed, all to assure the highest

possible detector sensitivity is achieved.

1.6 Noise sources in current detectors

As for all waves, a key characteristic which can be used to describe a gravitational wave

is its frequency. To determine different components of the signal acquired on the pho-

todetector at the output port of the interferometer (and their physical origins), data is

taken continuously, and the signal is analysed across frequency space to gauge the varying

sensitivity of the detector. This generates a frequency dependent power spectral density

(PSD) of the signal with units of m2

Hz . However, for a gravitational wave it is the amp-

litude of the signal that is of interest (as one wants to measure the strain-amplitude it is

imparting), and one ultimately wants to extract the fractional length change of the arm.

As such, the frequency dependent detector sensitivity is conventionally represented as the

amplitude spectral density (square-root of the PSD) divided by the detector arm length.

This results in a strain noise spectrum across frequency with units 1√
Hz – an example of

which for the current Advanced LIGO detectors is shown in Figure 1.4.

This section discusses the main sources of noise present in an interferometric GWD that

gives rise to the minimal measurable strain across the range of frequencies which they are

designed to observe gravitational wave signals. For the Advanced LIGO and Advanced

Virgo detectors this range is from 10 Hz – 10 kHz [52, 53].
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Figure 1.4: Simulated design sensitivity curve of the Advanced LIGO GWDs showing the
total noise (black) and the contributions of each major noise source individually – taken
from [51].

1.6.1 Newtonian noise

Newtonian noise, also known as gravity gradient noise, arises as a result of the test mass

mirrors directly coupling to local fluctuations in the gravitational field [54]. These fluctu-

ations can result from changes in mass or density in the vicinity of the detector, including

changes caused by seismic surface waves or localised variations, such as a vehicle or aircraft

passing near the suspended mirrors.

Shielding the detector from gravitational gradient noise is impossible. However, models

can be developed by deploying arrays of seismometers around the detector site, akin to

those used for seismic isolation, to measure the Newtonian noise, such that it may be

subtracted from the detector signal [55, 56]. This noise source is significant at frequencies

≤20 Hz and, since the test masses cannot be shielded from gravitational fields, it effectively

imposes a lower limit on the low-frequency sensitivity attainable on the Earth [57]. The

impact of this low-frequency noise source can, however, be mitigated by constructing the

detector underground, farther from seismic waves travelling near the surface [54], though

a more bold solution would be to place the detector in space - see Section 1.8.3.
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1.6.2 Seismic noise

The Earth is a dynamic object, constantly experiencing smaller and larger movements,

such as shifts in its crust and surface activities like earthquakes, varying wind speeds,

ocean waves, and of course human activity. These all generate propagating seismic waves

that can couple through the ground and induce vibrations in the optics of the detector [58].

The intensity of these seismic vibrations varies based on local geographic or geological

factors such as the relative size of, and distance from, local population centres, and factors

such as soil composition in the immediate vicinity [59]. Obviously this makes quiet and

remote locations preferable. Even with such considerations of the environmental factors

taken, it is crucial to significantly diminish the vibration coupling of the optics to achieve

an acceptable noise level.

Overcoming the influence of the ever-present ground motion, characterized by micrometre-

range amplitudes, is no small feat. To address this challenge, active and passive isolation

systems are employed for the main interferometer optics. In Advanced LIGO, for in-

stance, the active systems incorporate multiple vibration sensors and magnetic actuators

to respond to coupled vibrations. Complementing the active isolation is a passive system

featuring a quadruple pendulum stage, each of which contributes to further reducing the

coupling of noise [60, 61]. This passive seismic damping is achieved by exploiting the prin-

ciples of a simple pendulum. For any pendulum system, the transfer function from the

suspension point to the suspended mass decreases as 1
f 2 above the pendulum resonance

(where f here is the frequency of a coupled oscillation). Consequently, suspending the

mirrors on a series of four pendulums greatly reduces the impact of this noise source [62].

Seismic noise becomes problematic for detection at frequencies ≤10 Hz, and much like with

Newtonian noise, its impact can be mitigated by building the detector underground [54],

or in juxtaposition, placing it in space free from all terrestrial vibrations, allowing for

interferometric gravitational wave detection well below 1 Hz - this will be discussed further

in Section 1.8.3.
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1.6.3 Quantum noise

Quantum noise is a direct manifestation of the Heisenberg uncertainty principle, which

states that two complementary observables cannot be measured simultaneously to infinite

accuracy [63]. It consists of two parts: photon shot (counting/sensing) noise and radiation

pressure (back-action) noise [64], and it arises due to the quantization of photons com-

prising the interferometer laser beam. Its impact is the most wide-spanning of the grav-

itational wave detector noise sources in frequency space, which can be seen in Figure 1.4.

The emission of photons by the laser is an inherently random process and as such the

number of photons detected in a given time will fluctuate following Poisson statistics. So

a photodetector placed in the laser beam path to record the power levels would observe a

Poisson distribution in the intensity over time. The fluctuation in the detected (photon)

counts it would measure is known as the quantum shot noise (SN) [65].

Now consider that in the interferometer the laser beam is used to probe the position

of/distance to the suspended mirrors at the end of its arms by reflecting from them. Each

photon has both energy and momentum and will impart a ‘kicking’ force on the mirrors as

it is reflected, transferring a portion of its momentum. The test masses in a gravitational

wave detector are suspended such that they can be considered as quasi-free particles and

as such will respond freely to forces acting on them. Hence, using a laser to probe the

mirror positions will intrinsically disrupt the mirrors, causing them to move and fluctuate

Figure 1.5: Visual representation of the constituents of quantum noise. (Left) Shot noise:
the fluctuations in number of photons at a given time will lead to a different power/voltage
being read out on a photodetector. (Right) Radiation pressure noise: fluctuation in mo-
mentum transfer from reflected photons will lead to varying displacement of the suspended
mirror ∆x.
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in position due to the imparted momentum they receive from the laser beam. Since the

input power of the laser beam fluctuates, so too will the amount of transferred momentum

to the mirror and hence quantum radiation pressure noise (RPN) arises. Illustrations of

both shot and radiation pressure noise effects are shown in Figure 1.5

The strain amplitudes of the two quantum noise constituent parts can be expressed by

the following equations [64]

hSN( f ) =
1
L

√
h̄cλ
2πP

(1.4) hRPN( f ) =
1

m f 2L

√
h̄P

2π3cλ
, (1.5)

with f being frequency, L being the rest arm length to a mirror, m the mirror mass,

P the average input optical power from the laser, λ is its central wavelength, h̄ is the

reduced Planck’s constant, and c is the speed of light.

Notice that altering the input power improves either shot or radiation pressure noise at

the detriment of the other. Ultimately, for every observation frequency there is therefore

an optimum power which leads to equivalent magnitude contributions from the shot noise

and radiation pressure noise at that specific frequency. This can be found by setting

hSN = hRPN and solving for power. One can see the radiation pressure noise will drop

as the square of frequency, and that it can also be reduced without increasing the shot

noise by employing larger mirror masses. A larger mirror mass would lower the total

quantum noise level in the ∼few Hz – few-tens-of Hz range where it dominates detector

sensitivity. However, this is easier said than done as larger mirrors would require thicker

suspension fibres and these would introduce a larger suspension thermal noise effect (see

the next section). Also there is a technological limit to the size high quality mirrors can

be manufactured. So a trade-off in increasing the mirror mass to reduce radiation pressure

noise would also introduce new challenges needing to be overcome.

In the previous consideration, at some time (t), laser light is used to measure the relative

position of a mirror (x), but the momentum its photons impart perturb this position mak-

ing subsequent measurements of position at some time later (t ′) intrinsically less accurate

by the Heisenberg uncertainty principle. Similarly phase and amplitude signals are not

commutable. The quantum noise of an interferometer is defined as the (uncorrelated) sum



1.6. Noise sources in current detectors 17

of photon shot and photon radiation pressure noises. In the context of an interferometric

measurement, shot noise can be considered a noise on the phase of the signal, and radi-

ation pressure a noise acting directly on the amplitude of a signal [66, 67]. The previous

description also provided a more simplistic view of the quantum noise. In actuality, in

a GWD it arises from zero-point fluctuations of the vacuum field which enters through

the dark port of the interferometer [68]. A field entering through the dark port affects

the two arms differentially and these fluctuations give rise to a fluctuating force (RPN)

and affect the phase sensitivity (SN) [68, 69]. As an example, imagine some light entering

the interferometer from the port with the photodetector instead of the laser port (see

Figures 1.2–1.3). If this light had the right phase to increase the intensity in one arm, it

would decrease the intensity in the other arm. Thus, this additional light would produce

a force which alters the signal. Although there is no light source which injects radiation

from this port, inevitably vacuum fluctuations incident from this direction will manifest.

These vacuum fluctuations, interfere with light from the laser, leading to the fluctuating

force and phase noise [68, 69].

The standard quantum limit (SQL) defines the lower bound envelope of the quantum noise

at all frequencies, for all optical powers circulating in an interferometer of a specific design

configuration [70, 71]. Its strain amplitude is defined from the previous two equations as

hSQL( f ) =
1

π f L

√
h̄
m
. (1.6)

For a laser interferometer with sufficient suppression of classical noise sources, quantum

shot noise will place a lower boundary on the response of the detector in the higher

frequency regime, and radiation pressure will dominate at lower frequencies. For cur-

rent detectors the quantum shot noise does indeed dominate at all frequencies above a

few-hundred Hz. However it is conceivable the components and configuration of an inter-

ferometer may be adjusted to produce a lower quantum noise level. Due to the parameter

that a standard Michelson interferometer measures (the continuous position of the mir-

rors), this configuration will always be fundamentally limited by quantum noise. Despite

this, through novel techniques, the SQL can be surpassed: these techniques include optical

squeezing [72], speedmeter interferometry [73], and optical springs [74].
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1.6.4 Thermal noise

Thermal noise, also known as Brownian noise, arises as the interferometer operates at some

finite temperature, T , and therefore all of the detector components (and the atoms that

comprise them) have some thermal energy and thus will exhibit some thermal motion [75].

The equipartition theorem states that any mechanical system in thermal equilibrium will

have a mean thermal energy value of 1
2kBT associated with each degree of freedom (where

kB is the Boltzmann constant). This energy results in vibrations of the molecules compris-

ing the system [76, 77]. In a GWD, this thermal energy will excite resonant mechanical

modes of the mirrors, and their suspension system, producing a significant source of dis-

placement noise in the position of the mirror faces [57] and hence the cavity length, which

is translated into measured power fluctuations in the output port.

Thermal noise, arising from this thermally driven motion of the molecules in the GWD test

masses and their suspensions, is one of the major limits to the sensitivity. As can be seen

in Figure 1.4, the current generation of room (ambient) temperature GWD are limited

in their most sensitive frequency band: 50 Hz – 100 Hz by thermally-induced vibrations

arising in the detector mirror coatings [78], even more so than by quantum noise effects.

Improving this ‘coating thermal noise’ is an ever present challenge for detector designs in

both the near and far future.

Since the internal modes of the suspended mirror, for the most part, reside at high fre-

quencies outwith the gravitational wave detection band, the thermal noise levels witnessed

mostly arises from the tails of the resonance peaks. The thermal noise spectrum can be

crafted to concentrate most of the thermal motion near the resonances, thereby min-

imizing off-resonance motion within the operational band of the detector [57]. This is

accomplished by utilising materials with ultra-low mechanical losses, for the mirror sub-

strate, its coatings, and suspension fibres (such as fused silica at room temperature).

Mechanical loss is discussed more extensively in Section 2.3 of Chapter 2, but for now it

can be thought of as the level of frictional damping in a material as a result of purely

internal processes while it is oscillating.
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Broadly speaking, minimising thermal noise involves reducing all sources of dissipation

in the mirrors and their suspensions through the use of materials with low mechanical

loss at the temperatures and frequencies of interest. Finding novel solutions to reduce the

coating thermal noise levels for the next generation of gravitational wave detectors is the

primary goal of this thesis work of which the challenges will be discussed in greater depth

in Chapter 2.

1.7 Current gravitational wave detectors

The global interferometric gravitational wave detector network currently consists of five

sites:

• the two Advanced Laser Interferometer Gravitational-wave Observatories (aLIGO),

in Hanford, WA and Livingston, LA USA,

• the Advanced Virgo detector (adV), near Pisa in Italy,

• the Kamioka Gravitational Wave detector (KAGRA), near Hida in Japan,

• the Gravitational European Observatory (GEO600), near Hannover in Germany.

There are a great deal of similarities between the designs of each detector, though each has

its own nuances. Each employs a large-scale dual recycling Michelson interferometer design

operating at a laser wavelength of 1064 nm. The interferometer physical arm lengths range

from folded 600 m (effectively 1.2 km) at GEO600, through 3 km at adV and KAGRA, to

4 km at the aLIGO sites [79]. For their main mirrors, they also utilise fused silica substrates

held at room temperature with the exception of KAGRA, which operates at 20 K with

sapphire substrates. Unlike the other four detectors KAGRA operates underground, and

unlike the others GEO600 does not make use of Fabry-Pérot arm cavities, but instead

uses only its power recycling mirror to build up power in the arms.

All these GWD utilise substrates and coatings of the highest quality to enable gravita-

tional wave detection. Each mirror, or “test mass”, is made from large high purity ingots,

and polished to specified curvatures, with minimal surface roughness to mitigate optical

scattering down to the low parts-per-million (ppm) level [80]. The substrate diameters

of the test masses vary across different detectors, with GEO600 employing ones of ap-

proximately 18 cm, KAGRA at 20 cm (sapphire), and both aLIGO and adV detectors at
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34 cm and 35 cm, respectively [79]. These test masses are all coated with multiple altern-

ating layers of near quarter-wavelength silica (SiO2) and tantala (Ta2O5), providing the

required reflectivity, and low optical losses essential for gravitational wave detection [81].

The aLIGO and adV detectors further improve upon the latter two by instead employing

27% titania (TiO2) doped Ta2O5 layers, in place of pure Ta2O5, to improve their coating

thermal noise level at room temperature by ∼25% [82].

To date over 90 gravitational wave signals, all resulting from compact binary coalescences,

have been confirmed between the first and third observing runs from 2015–2020 of aLIGO

and adV. In the third gravitational wave observing run (O3) we were able to detect signals

from the farthest out in the Universe to date, with multiple BBHs estimated to reside

at luminosity distances of around ∼5000-6000 Mpc [83] - which is an order of magnitude

further out than the first detection.

The detectors periodically undergo improvement, which leads to higher strain sensitivities

and the detection of signals originating from greater depths in the Universe, as well as

potentially from fainter sources located closer to Earth. One such improvement in the

aLIGO detectors, as example, was the introduction of optical squeezing for O3, which was

then subsequently upgraded to frequency dependant squeezing in O4. Squeezing reduces

the quantum noise in the phase or amplitude quadrature of the laser at the expense of

the other. One can inject squeezed vacuum states into the dark port of the detector to

shape the quantum noise spectrum of the detector [84].

Observing run 4 (O4) started in mid-2023 and is expected to conclude in the mid-2025. Al-

though no published data is currently available, with various improvements made between

O3 and O4 facilitating heightened strain sensitivity, it was expected that the observing

rates for BBH, BNS, and NS-BH mergers in O4 would increase to 79+89
−44 yr−1, 10+52

−10 yr−1,

and 1+91
−1 yr−1 respectively [85], which would be a significant increase in the number of

observed events. The measured and predicted observing ranges for aLIGO, adV, and

KAGRA during O1-O3 and O4-O5 are shown in Figure 1.6. Despite the already im-

pressive capabilities of the current GWDs, to facilitate deeper and deeper probes of our

Universe, further increase in their sensitivity in the coming observing runs is expected

due to various ongoing research activities.
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Figure 1.6: Timelines of the first three observing runs, detailing when each detector was
active, as well as predicted timelines for O4 and O5. The measured/expected binary
neutron star (BNS) coalescence detection range for LIGO, Virgo, and KAGRA detectors
is also listed. Adapted from [86].

1.8 Future gravitational wave detectors

The aLIGO, adV, KAGRA, and GEO600 detectors discussed in the last section comprise

the current global interferometric GWD network and are all known as 2nd generation

detectors due to their incremental improvements over time to facilitate greater sensitivity.

Due to operating at cryogenic temperatures, KAGRA is also sometimes referred to as a

“generation 2.5” detector [87]. With the gap between observing run 4 (O4), concluding

in mid-2025, and O5 currently set to commence in mid-2027, there are many planned

further upgrades to the current generation of detectors. There are also plans to expand the

global network further, with the construction of more, so-called, 2nd generation detectors,

3rd generation detectors, and even space-based observatories - these will be discussed in

this section. Indeed, within approximately a decade’s time the number of interferometric

detectors actively recording gravitational wave signals is planned to more than double.

1.8.1 Near-future upgrades

Before the start of O5, major upgrades are planned to the detectors currently in opera-

tion which will yield improved sensitivities across their whole frequency band, allowing

for the detection of more distant and fainter sources – see Figures 1.6–1.7. These so-called

aLIGO+ and adV+ improvements will be facilitated by employing heavier mirror sub-

strates, and increased laser beam diameters, further developing the frequency-dependent
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Figure 1.7: Strain sensitivities taken from [88] for the first 3 observing runs, and the
projected sensitivities for O4 and O5. The latter being the aLIGO+ and adV+ design
sensitivities. Note the L1/H1 in the LIGO graph for O3 denotes the minimum strain
sensitivities achieved at the Livingston and Hanford sites respectively. The O4 and O5
projections are now slightly outdated, see Figure 1.6 for the latest values and estimates.

squeezing (and implementing it in adV+), and crucially for this thesis, lowering the mirror

coating thermal noise (CTN) [89]. These upgrades for O5 are already in the process of be-

ing implemented and aim to improve the detector sensitivities by ∼50% [89, 90]. Graphs

showing the target O5 strain sensitivities of LIGO and Virgo are shown in Figure 1.7,

note these graphs also show the O4 targets which adV is currently not able to fully meet

– adV’s achieved BNS coalescence detection range of up to 80 Mpc is seen in Figure 1.6.

Further to the aLIGO+ upgrades, a set of subsequent upgrades are proposed for LIGO

to be implemented post O5 where even heavier 100 kg test masses, and novel suspensions

to hold them will be developed [92, 93]. This is known as the “LIGO Voyager” project,

and it aims to further expand the detection range of the interferometers by a factor

of 4–5 compared with aLIGO (improving the sensitivity by an additional factor of two

versus aLIGO+), and half the low-frequency cutoff to 10 Hz [90, 94]. LIGO Voyager aims

to eventually transform the current LIGO sites into 3rd generation detectors, through

eventually converting them to facilitate operating at cryogenic temperatures (123 K), with

corresponding appropriate coatings for the cryogenic regime, and increasing the optical

power stored in the arms (3 MW). A graph showing the latest O4 strain sensitivities

achieved, with projections for O5 (aLIGO+) upgrades, and the following LIGO Voyager

upgrades, with the contribution of all the major noise sources in Voyager, is shown in

Figure 1.8.
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Figure 1.8: LIGO Voyager noise curve (grey) compared to aLIGO’s measured noise curve
during O4, and the intermediary A+ upgrade predictions for O5. The future planned
Cosmic Explorer detector sensitivity in its stage 1 room temperature phase is also shown
(CE1) - adapted from [91].
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1.8.2 Additional terrestrial detectors

As well as the currently operating detectors, there are plans for four new ground based

detectors to be constructed. These are:

• LIGO India; a 2nd generation clone of the aLIGO+ sites.

• The Neutron Star Extreme Matter Observatory (NEMO); a 2nd generation detector

which will be based in Australia, operating at cryogenic temperatures (150 K/123 K)

designed to be optimised to observing signals in the 2–4 kHz band outside of the

most sensitive band of current detectors.

• Cosmic Explorer; a 3rd generation detector operating in the USA, first at ambient

temperature, then eventually at cryogenics, but with arm lengths an order of mag-

nitude longer than current detectors. Current plans are for two sites, one with 20 km

long arms, and one containing arms 40 km long.

• The Einstein Telescope; a 3rd generation observatory operating in Europe (location

to be determined). The site will be constructed underground and host three inde-

pendent detectors, each with two interferometers, all operating in tandem, half at

cryogenics (temperature to be finalised) and half at ambient temperature.

All of these new detectors are designed to be sensitive across different frequency bands,

so we will soon be able to probe signals previously hidden to us.

LIGO India, scheduled to be in operation around 2030, is planned to be identical to

the detectors in the USA. Having it join the global network will allow for better sky

localisation and reduce detector downtime, leading to an improvement in the detection

rates, and the completeness of gravitational wave surveys [95].

The NEMO detector, aimed to be in operation by 2035, will be optimized to study nuc-

lear physics with merging neutron stars, and will potentially allow for the first gravitational-

wave observations of isolated neutron stars, supernovae, and other exotica [96]. Neutron

star mergers, such as GW170817, are expected to often produce rapidly-rotating remnant

neutron stars, which will emit gravitational waves post-merger at around 2–4 kHz, out-

side of the range where all current detectors are most sensitive. In theory observing these

should provide new insights into the extremely hot post-merger environment [96].
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Cosmic Explorer (CE) is another, dual-recycled Michelson interferometer design, that

will upscale the aLIGO+ technology to a much larger size. The arm length of the two pro-

posed sites are 20 km and 40 km respectively, which would mean tunnelling underground

in order to maintain a straight beam-line through the ground with the end stations still

residing on the surface. In its initial stages (CE1), it is planned to employ much heavier

70 cm diameter, 320 kg fused silica test masses, with further plans to eventually operate

at cryogenic temperatures (CE2), swapping to 320 kg silicon test masses, using LIGO

Voyager research to inform CE2 design selection [97]. Cosmic explorer (and the Einstein

Telescope) aims to extend the reach of gravitational wave astronomy to the edge of the

observable universe, as shown later in Figure 1.11. Cosmic Explorer will be able to detect

stellar-mass black holes at redshifts of up to z ∼ 20 [97]. This extensive range will unveil,

for the first time, the entire population of stellar-mass black holes, providing insights into

their existence during the early stages of the universe when the first stars were forming.

Cosmic Explorer will detect hundreds of thousands of black-hole mergers annually, ac-

quiring data on their masses and spins. These observations will provide insights into the

black-hole merger rate and the underlying stellar formation rate, as well as how both have

evolved over the lifespan of the Universe, and their relationship with galaxy evolution. [98,

99, 100]

The Einstein Telescope (ET) project aims to construct an observatory which overcomes

the limitations of current detectors by hosting more than a single interferometer on-site.

Specifically, it will host three nested detectors, each comprised of two interferometers,

each with arm lengths of 10 km, and all constructed underground to reduce seismic and

Newtonian noise [102]. It is the only planned terrestrial detector to have multiple inter-

ferometers on the same site. Its three arms will form an equilateral triangle to host the

six interferometers – see Figure 1.9. For each detector, one interferometer will operate at

cryogenic temperature, detecting low-frequency (LF) gravitational wave signals from 3–

40 Hz, while the other will operate at ambient temperature, searching for high-frequency

(HF) signals above this (40 Hz–10 kHz) [103]. Having two interferometers in each detector
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Figure 1.9: (Top right) The Einstein Telescope observatory optical layout, with three
detectors forming an equilateral triangle with arm lengths of 10 km. (Bottom left) Diagram
of one of the three identical detectors comprising of two interferometers, one optimised
for low frequency (LF) and one optimised for high frequency gravitational wave searches.
The core interferometer layout is still based on a dual recycling Michelson interferometer
employing Fabry-Pérot cavities. This figure is adapted from [101].

allows for far less restrictive design space. The parameters of one interferometer can be

more easily tailored to the regime of interest, at the expense of its sensitivity at other

frequencies, whilst together providing high sensitivity over a wide frequency space from

around 3 Hz–10 kHz, with order of magnitude higher sensitivity than current GWD [103].

The ET detection capabilities will be similar to that of Cosmic Explorer, but it will

have higher sensitivity than Cosmic Explorer below 10 Hz, and lower sensitivity above

10 Hz [94], poising them to complement each other well. This heightened sensitivity at

lower frequencies will enable ET to closely observe, with high signal-to-noise ratio, the

inspiral phase of CBC mergers, as well as the onset of tidal effects during mergers [102].

This will yield unprecedented insights into the internal structure of neutron stars, and

facilitate investigations into the fundamental properties of matter in previously untested
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Figure 1.10: Predicted strain sensitivities of future terrestrial detectors (NEMO, Cosmic
Explorer, and the Einstein Telescope), as well as upgrade plans for aLIGO (aLIGO+, and
Voyager). Also displayed is the measured sensitivity of aLIGO during O3. This is taken
from [104].

regimes (i.e. quantum chromodynamics in ultra-high density environments) [102]. The

increase in sensitivity by over an order of magnitude, provided by both ET and CE (see

Figure 1.10), will also allow them to better observe details from the merger and post-

merger phases of all types of CBC events [97, 102].

All future planned terrestrial detectors and upgrades to the current sites expect to im-

prove upon current detector sensitivities in different frequency regimes. Each will assist

the others in the observation of different kinds of gravitational wave signals, and facil-

itate greatly increased detection rates, as well as the observation of signals from as of

yet unobserved sources. Figure 1.10 shows the design sensitivity curves of each of these

proposed new detectors and upgrades, perhaps serving as the best visualisation of the

scale of sensitivity improvements to the global interferometric GWD network, whereas

the astrophysical scope of the improvements is represented in Figure 1.11
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Figure 1.11: Astrophysical horizon of current and proposed future detectors for compact
binary systems. The lines indicate the maximum redshift at which a detection with signal-
to-noise ratio 8 is achievable. The detectors shown are aLIGO during O3, the aLIGO+
upgrade targeted for O5 (A+), LIGO Voyager (Voy), Cosmic Explorer (CE), and the
Einstein Telescope (ET). Simulated population of BBH and BNS mergers are represented
by the white and yellow dots respectively. This is figure is from [104].
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Figure 1.12: The left image visualises the localisation of the GW170817 gravitational
wave signal from just the two aLIGO sites (light-green) and with adV data included
(dark-green), with corroborating estimates from the INTEGRAL and Fermi gamma ray
observational satellites also shown (blue). The right side images show the manifested
electromagnetic counterpart (the kilonova) as seen by the SWOPE observatory 10.9 hours
after GWD detection (top image), and by the DTL40 observatory 20.5 days prior to the
event showing no electromagnetic counterpart present (bottom). Figure from [105, 106].

Alongside the sensitivity improvements these future planned detectors and upgrades to

current sites will yield, having more detectors operating simultaneously allows for more

precise localisation of gravitational wave events in our sky. As example to illustrate this,

upon the detection of BNS GW170817, the addition of the Virgo detector operating in

tandem with both LIGO sites reduced the plausible region on the sky in which the event

could have occurred from 190 deg2 (from just both aLIGO sites) down to only 31 deg2 –

see Figure 1.12. Guided by these observations, collaborating astronomers were then able

to very quickly (within 1 day) locate the source of the gravitational wave, and record the

bright optical, infrared, and ultraviolet electromagnetic counterpart kilonova that followed

this BNS merger (as well as the x-ray and radio components of the counterpart detected 9

and 16 days later). This event gave birth to the era of multi-messenger astronomy [106]. As

such, the localisation benefit of having more detectors in the network is clearly apparent.

A greater number of GWD observing simultaneously will enable a greater constriction of

the source location in the sky, hence allowing collaborating astronomers to more quickly
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locate and record potentially crucial data from any electromagnetic counterpart to the

gravitational wave signal. The presence of more active gravitational wave observatories

will also greatly reduce/prevent periods when three or more detectors are not online,

minimising the loss of data during downtime of any individual detector.

To reach the predicted sensitivity targets in future detectors, advancements are needed

in many areas. A primary one for all terrestrial detectors is the development of suitable

mirror coatings which are able to produce the improved sensitivities in the cryogenic and

room temperature regimes, without which the targets will be unobtainable. Assisting in

this aspect for the next stages of upgrades is the driving goal of this thesis.

1.8.3 Space-based detectors

Future ground-based detectors will still be fundamentally limited in their detection cap-

abilities below ≤1 Hz by seismic activity. Many interesting gravitational wave signals are

speculated to exist in this regime, such as primordial gravitational wave signals originat-

ing from the Universe in its earliest stages of infancy as discussed in Section 1.4.4. Other

sources include super massive black holes, and extreme mass ratio inspiral BBHs, along

with more speculative sources such as cosmic strings. In order to overcome this seismic

barrier and observe such sub-Hz signals, space-based detectors are essential.

Figure 1.13: (Left) The proposed orbit of the LISA space-based detector - from [107].
(Right) LISA’s equilateral triangle configuration, with key components labelled - adapted
from [108].
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The Laser Interferometric Space Antenna (LISA) is a European Space Agency-

led space-based interferometric gravitational wave detector, aiming to probe such low

frequency gravitational wave signals in the 10−4–10−1 Hz range [107]. LISA consists of

three identical drag-free spacecraft, oriented in an equilateral triangle configuration of

arm lengths of 2.5 million km – see Figure 1.13. Each satellite will orbit around the

sun in Earth’s Lagrange point 3 (L3), and will host two free-falling test masses, and two

primary lasers, with the formation between the satellites maintained by affixed micronew-

ton thrusters. Essentially, by directing each of the two primary lasers of one satellite at

each vertex to one of the two test masses on both of the others, they will replicate

three bound Michelson interferometers [107, 109]. The LISA mission was adopted by the

European Space Agency in January 2024 and is planned for launch in 2035 [110].

The DECi-hertz Interferometer Gravitational wave Observatory (DECIGO) is a

similar proposed Japanese space-based gravitational wave detector mission, set to launch

in the 2030’s, but with its satellites orbiting three orders of magnitude closer at 1000 km

apart. Whilst LISA targets the 10−4–10−1 Hz range, DECIGO will aim to be most sensitive

in the 10−1–101 Hz range - thus bridging the gap between LISA and terrestrial detect-

ors and opening yet another new observation window for gravitational waves [111]. The

predicted sensitivity curves of LISA and DECIGO along with a representative terrestrial

detector curve (analogous to aLIGO+) are shown in Figure 1.14.

Figure 1.14: Expected strain sensitivities of LISA and DECIGO in comparison to a rep-
resentative terrestrial detector curve (LCGT). This figure is adapted from [111].
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With both these space-based detectors operating in tandem, there would also be high

prospects for observing a CBC signal in the earliest (low frequency) stages of inspiral

with LISA, years before they would be detected in a terrestrial observatory, followed

by DECIGO, then eventually by the plethora of terrestrial detectors. This would allow

for a more complete study of inspirals, increasing our understanding of their dynamics.

Multi-band observing such as this would assist greatly in planning terrestrial detector

observing schedules and significantly lower the chance of missing signals that they could

have observed.

1.9 Conclusions

In this chapter, gravitational waves, along with their astrophysical sources of origin were

described. The first direct detection of gravitational waves was one of the great feats of

physics, accomplished via kilometre-scale interferometric detectors. Subsequently, these

same detectors begun the era of multi-messenger astronomy, and have provided further

tests of general relativity, allowing humanity to better understand our Universe.

Major advances in physics and experimental techniques facilitated the ability of current

gravitational wave detectors to observe such weak signals. They are, however, still limited

in their capabilities. The origins of the major noise sources that currently limit detector

sensitivity were discussed, and so too were the ways future upgrades and new detectors

plan to overcome the hurdles they represent. These noise sources must be understood

and novel solutions to mitigate them must be found, so that we can detect signals from

fainter, more distant, and new kinds of sources.

This thesis focuses primarily on developing and investigating novel mirror coatings that

can rise to the challenges set by future detector upgrade targets. Specifically, it aims to

explore coating materials and designs which reduce the coating thermal noise level, the

most dominant source of noise in the most sensitive frequency band of current detectors,

whilst still remaining optically suitable, and it aims to find viable solutions for improve-

ment for the most immediate round of upgrades to current detectors. This is crucial to

advance the field by facilitating more sensitive detectors which can detect signals they

otherwise could not, allowing us to better hear the cosmic symphony.



Chapter 2

The mirrors of gravitational wave

detectors and models of their

thermal noise
.

The mirrors of interferometric gravitational wave detectors (GWDs), often referred to

as ‘test masses’, consist of large cylindrical masses, coated with multi-layer coatings to

provide high reflectivity. Each arm cavity of a GWD has two such mirrors suspended at

either end – these are known as the input test mass (ITM) and end test mass (ETM).

In this chapter these mirrors and their highly reflective (HR) coatings shall be discussed.

The coating design and ethos will be briefly summarised, and an extensive description of

the major detector noise source associated with the coating, the so-called ‘coating thermal

noise’, shall be presented. Finally, a brief list of replacement candidate materials for future

HR coating designs and their potential benefits will be discussed.

Figure 2.1: Images taken by the author, during an optical microscope survey, of the two
ETMs previously installed at LIGO Livingston for aLIGO’s first to third observing runs.

33
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2.1 The mirror design

Interferometric gravitational wave detectors require highly reflective mirrors (R> 99.999%)

at the laser wavelength used. This is achieved through coating their front surfaces with

different high-quality materials. Apart from the coated surface, the test masses can gen-

erally be considered to be homogeneous glass/crystalline cylinders of the highest purity,

polished to extremely high precision, only typically varying by, at most, a few nanometres

across their faces [80] - images of two LIGO end test masses are shown in Figure 2.1.

Metallic coatings are not suitable for GWD mirrors due to the high levels of optical absorp-

tion they exhibit, which could potentially lead to too high levels of thermal deformation

in the test mass, and damage to the coating. Instead, dielectric coatings, which typically

have much lower absorption, and better durability are used [112].

HR coatings are typically produced by depositing alternating layers of two materials of

different refractive index. When light is normally incident on the boundary between two

media of different refractive indices n1 and n2 the fraction of light power reflected R is

R =

(
n1 −n2

n1 +n2

)2

. (2.1)

Dielectric HR coatings often incorporate multiple quarter wave layer (QWL) optical thick-

ness layers to ensure the optical path length through the coating is such that the light

reflected from every interface is all in phase and interferes constructively. An illustra-

tion of a QWL HR coating is shown in Figure 2.2. The physical layer thickness dlayer

corresponding to a given optical thickness δlayer is given by

dlayer =
δlayer

n
(2.2)

∴ dQWL =
λ
4n

. (2.3)
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Figure 2.2: A schematic diagram of a multi-layer reflective coating stack, with alternating
layers of a high refractive index (nH) and a low refractive index (nL) material.

For such a coating stack containing a number N of alternating high refractive index nH

and low refractive index nL layers, deposited on top of a substrate with refractive index

nS, and situated in a medium of refractive index n0 (for GWDs n0 ≈ 1) we can define a

variable f such that [113]

f =
(

nH
nL

)2N

, (2.4)

and the total reflectivity of a stack may be described by [113]

R2N =

(
nS f −n0

nS f +n0

)2

(2.5) R2N+1 =

(
n2

H f −n0nS
n2

H f +n0nS

)2

. (2.6)

Here Equation 2.5 represents the reflectivity for a stack comprised of an even number

of total layers (2N), and Equation 2.6 for when the total number of layers is odd (2N+1).

The reflectivity of the coating can therefore be increased through either increasing the

number of bi-layers of high- and low-index material present, or through increasing the

difference between the refractive indices of the layers. It follows, for a given reflectivity

that the number of layers, and hence the total physical thickness of the coating, can be

reduced by using materials with a larger difference in refractive index - this will be seen

later, first in Equation 2.31, to be an important consideration for the level of coating

thermal noise.
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Current GWD coatings use silica (SiO2) as the nL material and tantala doped with 27%

titania by cation concentration (27% Ti, TiO2:Ta2O5) as the nH material, and the in-

terferometers operate with a primary laser wavelength of 1064 nm [82]. However, the HR

stacks are not simple QWL topologies and, instead, contain slightly thicker than QWLs of

SiO2 and slightly thinner than QWLs of TiO2:Ta2O5, with each layer pair still summing

close to a λ/2 optical thickness [82, 114, 115]. This is done primarily to provide additional

suitable coating reflectivity for the arm length stabilisation system lasers of current de-

tectors which operate with auxiliary 532 nm laser light [114], though it also helps slightly

improve the coating thermal noise.

2.1.1 Coating production

The multi-layer dielectric coatings of current GWDs are deposited via ion-beam sputtering

(IBS) in the ‘Grand Coater’ system [116] at the Laboratoire des Matériaux Avancés [117].

IBS involves generating ions from an ion source (typically argon), the ions are accelerated

to high energies, focused into a beam, and directed at a high-purity target material. On

impact, the ions will eject atoms from the surface of the target, causing them to disperse

throughout the chamber. An optic to be coated is held inside the chamber, and some of

the ejected atoms will condense onto its surface. With precisely controlled movement of

the optic, eventually a uniform coating layer will be formed – a simple schematic of an

IBS system can be found in Figure 2.3.

Figure 2.3: A simple schematic diagram of an ion-beam sputtering (IBS) chamber.
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IBS is a well established technique which has many advantages over other thin film depos-

ition methods. Studies have shown that IBS coatings tend to produce significantly lower

optical absorption than coatings deposited via other techniques such as electron-beam de-

position [118]. It is also one of only a few methods that can produce the high uniformity

required for low optical scatter [119]. IBS also tends to produce films of denser struc-

ture, which adhere more strongly to the substrates on which they are deposited, as the

sputtering ions possess relatively higher energy (several eV) than in other methods [120].

The novel coatings presented in this thesis were all deposited via IBS, using argon ions

as the sputtering species.

2.2 Optical loss requirements of GWD mirrors

Optical losses from the scattering and absorption of light of the primary mirrors of a GWD

are two factors which need to be exceptionally low compared to the requirements of most

other optical systems, in order for it to perform as intended. Scattering is the deflection

of light from its intended path caused primarily by the irregularities of the mirror surface.

It directly reduces the power circulating in the Fabry-Pérot cavities, leading to a reduced

signal-to-noise ratio [121]. Scattered light can also couple back into the measured signal

after reflection from non-seismically isolated components, imparting phase noise [121].

Optical absorption is an important aspect connected with the HR coating properties where

some of the light power is converted into heat in the test mass which causes it to deform

- this effect becomes even more detrimental when operating at cryogenic temperatures. It

also induces a thermal lens in the mirror, which causes distortion to wavefronts passing

through the optic, leading to issues in controlling the cavity length [122]. Ultimately, both

of these effects limit the amount of laser power that can be stored in the interferometer

and, thus, the sensitivity of the detectors at frequencies beyond a few hundred Hz where

they are shot noise limited [122] - see Equation 1.4.
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The current aLIGO/adV detector main mirrors have scatter of ∼9.5 ppm [123], and ab-

sorption of ∼0.22 ppm for the ITM coatings, and ∼0.27 ppm for the ETMs at the main

laser wavelength of 1064 nm [124], with total arm cavity loss in aLIGO of ∼45 ppm [123].

For next generation upgrades to the detectors, scatter must be maintained below 10 ppm

and absorption below 0.5 ppm in order for the detectors to meet their sensitivity goals [124].

Both effects shall be discussed and explored in greater detail in Chapter 4.

2.3 Coating thermal noise

As discussed in Chapter 1, coating thermal noise (CTN) is a major limit to the sens-

itivity of current detectors. This section will discuss its origin as well as historical and

current models applied to gravitational wave detectors. Finding solutions for improving

it is one of the primary goals for the planned upgrades for the fifth observing run of

aLIGO+/adV+ [90, 125], and indeed it is the main goal of this thesis.

2.3.1 Brownian motion

Observations of thermally induced motion in a mechanical system were first reported

by the Scottish botanist Robert Brown in 1828 [75]. Brown observed irregular ‘jitter-

ing’ motion of pollen grains and dust suspended in water, and despite many subsequent

investigations by a number of scientists, the origins of this so-called ‘Brownian motion’

remained unclear for several decades. Sixty years after Brown’s observation, Gouy [126],

followed by Exner [127], reported that the motion of the particulate would slow in more

viscous liquids, and that it would increase when the temperature of the liquid was raised.

However, a comprehensive mathematical description of Brownian motion did not emerge

until 1905 when Einstein presented his seminal paper on the topic [128]. Einstein inferred

that the motion stemmed from fluctuations in the collision rate of the pollen grains with

water molecules, and that through these collisions the pollen grains were constantly gain-

ing and losing kinetic energy. Einstein’s treatment of this observed motion served as an

indirect verification of the existence of atoms and molecules. By treating the fluid as an

ensemble of imperceptible atoms, he was able to deduce the cumulative impact the fluid

molecules would have on the pollen grains over time, allowing for further calculation from
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the amount of observed movement of the pollen, the mass of the particles in the fluid, and

hence the size of the atoms that comprised it. This was also the first time that stochastic

fluctuations, in this case the random displacement of the pollen and dust grains, had been

linked to a dissipative process: the loss of energy due to the fluid viscosity.

2.3.2 Fluctuation-Dissipation theorem

Einstein’s interpretation of Brownian motion showed a relationship between fluctuations

and dissipation. More generally, all the constituent parts which comprise a linear sys-

tem in thermal equilibrium will undergo spontaneous thermally driven fluctuations, the

magnitudes of which are linked to the dissipative (i.e. real) part of the admittance of the

system. This was later formalised by Callen et al. as the so-called Fluctuation-Dissipation

theorem [129, 130, 131], providing a general relationship for excitation (fluctuation) in

any linear system in thermal equilibrium, and the subsequent damping (dissipation). The

theorem states that the power spectral density Sx( f ) of the fluctuating mechanical driving

force in a mechanical system is related to the dissipative part of the mechanical admittance

of the system ℜ[Y ( f )] via:

Sx( f ) =
kBT
π2 f 2 ℜ[Y ( f )] (2.7)

where kB is the Boltzmann constant, T is the temperature of the system, and f is the

frequency. The Fluctuation-Dissipation theorem enables predictions of the thermal noise

level present in a given measurement of power/amplitude spectral density of a system. For

a real multi-mode system such as the suspended mirrors of gravitational wave detectors,

further factors must be considered which will be discussed in the following sections.

2.3.2.1 Sources of internal dissipation

The Fluctuation-Dissipation theorem shows that the magnitude of the thermal noise in

a system is directly proportional to the real (dissipative) part of the systems mechanical

admittance. The latter is intrinsically related to the system’s damping coefficient, and so

the thermal noise level is also related to the level of damping present. When all external
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sources of damping are suitably reduced, it follows that the damping is dominated by

internal sources. For the following we shall assume a system where all external damping

sources are repressed to a level where they are insignificant when compared to the internal

damping/dissipation.

Internal damping arises when a material/object/system responds anelastically to a force

being applied. Hooke’s Law tells us that when an ideal elastic material undergoes stress

σ as the result of an applied force, it instantly experiences a corresponding strain ε ,

represented mathematically as [132]

σ = εY, (2.8)

where Y is the Young’s Modulus (otherwise known as the elasticity modulus). However,

most real materials are ‘anelastic’, meaning they experience a lag in their strain response

to an applied stress, developing over a finite relaxation time. When a periodic stress is

applied to a material one may write this as [132]

σ(t) = σ0eiωt (2.9)

where t is time, ω is the angular frequency of the oscillation (ω= 2π f ), and σ0 is defined

as the stress amplitude. From Equation 2.8 it is clear stress and strain have a linear

relationship, and thus, the resulting strain for an anelastic material is given by [76, 132]

ε(t) = ε0eiωt−ϕ . (2.10)

Here ϕ is the phase angle by which the strain lags behind the stress, otherwise known

as the loss angle. This loss angle can also be described as the internal friction/damping

factor of the material, and quantifies the fractional energy lost (dissipated) during each

cycle of oscillation [132] where we can say for a given initial energy stored in the system

U , decaying by Udiss each oscillation

ϕ =
1

2π
Udiss

U
. (2.11)
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To highlight its dependence on frequency we can also further define it in terms of power

dissipated in one cycle of oscillation Pdiss as

ϕ =
1

2π f
Pdiss
U

. (2.12)

Applied to mechanical systems it is often common to refer to ϕ simply as the mechanical

loss, which shall be the convention adopted hereafter.

Another physical parameter, known as the mechanical quality factor, Q, is a dimensionless

quantity related to the dissipation of energy in an oscillator when a resonant frequency,

f0 is excited

Q( f0) = 2π
U

Udiss
≡ f0

∆ f
, (2.13)

which can be clearly seen to be the inverse of Equation 2.11. Thus it can be seen that

when a resonant mode of a system is excited, the mechanical loss is equal to the inverse

of the material’s quality factor. As such the mechanical loss of different materials can

be characterised by making samples comprising them resonate and recording the decay

(dissipation) of the excited resonance peaks. In doing so for multiple resonant modes of the

system, one can then extract mechanical loss trends with frequency and infer the loss level

in the frequency band of interest for a GWD. From Equation 2.13 one can also see that

Q is inversely proportional to ∆ f , which is the width of the resonant peak in frequency

space, measured at half its maximum power (FWHM). From this, one can understand

that low loss/high Q materials under oscillation will have narrow resonant peaks, and as

such most of the energy will be stored at, and very close to, these resonant frequencies.

2.3.2.2 Harmonic oscillators with internal damping

The internal damping manifests as a phase lag ϕ between the response of a system x

to an applied force F . This phase lag between applied stress and resulting strain can be

incorporated into Hooke’s law, by modelling the system as a harmonic oscillator, with a

modified spring constant as follows [76]

Fspring( f ) =−k(1+ iϕ( f ))x. (2.14)
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One can treat the suspended mirrors in a GWD as an anelastic system, and so when

their resonant modes are excited they can be treated as harmonic oscillators with internal

damping. The corresponding equation of motion which describes this is [57, 76]

F( f ) = mẍ+ k(1+ iϕ( f ))x, (2.15)

where F( f ) is the thermal driving force on the oscillator of mass m. Since x can be

described as x ∝ eiωt , where ω = 2π f , we can say ẋ = iωx, and ẍ = iω ẋ, thus this driving

force may be rewritten as

F(ω) = iω ẋm− k(1+ iϕ(ω))
i
ω

ẋ

F(ω) =
ẋ
ω
[
kϕ(ω)+ i(ω2m− k)

]
, (2.16)

and using k = ω2
0 m, where ω0 is the thermally excited (angular) resonant frequency, we

can further say

F(ω) =
ẋm
ω
[
ω2

0 ϕ(ω)+ i(ω2 −ω2
0 )
]
. (2.17)

This fluctuating force is related to the mechanical admittance of the system Y (ω), which

is the inverse of the impedance and is a measure of how readily a force exerted at a point

on the object (at a certain frequency) induces motion at the same frequency, given by [133]

Y (ω) =
ẋ

F(ω)
(2.18)

=
ω
m

1
ω2

0 ϕ(ω)+ i(ω2 −ω2
0 )
. (2.19)

By multiplying both the numerator and denominator of Equation 2.19 by the complex

conjugate of the denominator, we obtain

Y (ω) =
ω
m

ω2
0 ϕ(ω)− i(ω2 −ω2

0 )

(ω2
0 ϕ(ω))2 +(ω2 −ω2

0 )
2 , (2.20)
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the real part of which is

ℜ[Y (ω)] =
ω
m

ω2
0 ϕ(ω)

(ω2
0 ϕ(ω))2 +(ω2 −ω2

0 )
2 , (2.21)

and written in terms of the frequencies is

ℜ[Y ( f )] =
f

2πm
f 2
0 ϕ( f )

( f 2
0 ϕ( f ))2 +( f 2 − f 2

0 )
2 . (2.22)

Invoking the Fluctuation-Dissipation theorem, ℜ[Y ( f )] can be substituted into Equa-

tion 2.7 to give an expression for the power spectral density of the displacement thermal

noise, of the oscillating mirror in terms of its mass and mechanical loss

Sx( f ) =
kBT

2π3 f m
f 2
0 ϕ( f )

( f 2
0 ϕ( f ))2 +( f 2 − f 2

0 )
2 . (2.23)

2.3.2.3 Thermal noise associated with a single resonant mode

Dynamic systems such as the suspended mirrors of GWDs have many resonant modes

which can be thermally excited. These include the internal modes intrinsic to the mirror,

along with the pendulum modes of the suspended mirror and the bending modes of the

suspension fibres (more commonly referred to as the fibre “violin” modes). The latter are

the only modes typically present in the frequency band of current GWDs (see Figure 1.4),

whereas the internal modes of the mirror lie outside the detection region at several tens of

kilohertz where the detectors are quantum-shot noise limited, and the pendulum modes

at low frequency where they are seismic noise limited. As such, it is off-resonance thermal

noise which predominantly defines the sensitivity of a GWD within its detection band [57].

Considering Equation 2.23 in the three different frequency regimes where f << f0, f = f0,

and f >> f0, and that for a gravitational wave detector low mechanical loss materials are

used (i.e. ϕ 2( f )<< 1), we can see the equation simplifies in each case such that

Sx( f ) ∝



ϕ( f )
f

if f << f0

1
ϕ( f ) f

if f = f0

ϕ( f )
f 5 if f >> f0.

(2.24)
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So, at resonance, the magnitude of the thermal noise level increases with decreasing mech-

anical loss. However, away from this, the power spectral density of the thermal noise is

directly proportional to the mechanical loss of the materials used. As such, within the

gravitational wave detection band of current detectors, finding lower mechanical loss ma-

terials for the system components, such as the mirror coatings and suspension fibres, will

lead to a reduction in the overall thermal noise. Decreasing the mechanical loss effect-

ively confines a greater portion of thermal motion to a narrower frequency range centred

around the resonance, leading to a narrower and elevated thermal noise peak at the res-

onant frequency, accompanied by a corresponding reduction in thermal noise level away

from resonance. This is shown in Figure 2.4 where example amplitude spectral density

thermal displacement noise (square-root of Equation 2.23) is plotted.
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Figure 2.4: Thermal displacement noise spectra (amplitude spectral density) for three
mechanical oscillators each of mass 40 kg, held at 300 K, with f0 = 10 kHz, but with dif-
ferent mechanical losses (see graph). The lowest loss material exhibits lower off-resonance
thermal noise, and higher on resonance thermal noise, as more of its thermal motion is
concentrated close to the resonance.
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2.3.3 Thermal noise associated with multiple resonant modes

The thermal noise model outlined in the previous section, culminating in Equation 2.23,

is suitable for describing the thermal fluctuations arising from a single resonant mode of

a mechanical system. In a gravitational wave detector, the laser beam reflected from a

mirror’s front face responds to the cumulative thermal displacement arising from numerous

resonant modes of the suspended optic. Early models posited that the motion of all

resonant modes were uncorrelated, and thus, the total amplitude/power spectral density

of thermal noise could be computed simply by summing the contribution from each mode

individually [134].

However, assuming uncorrelated motion from each mode implies that each mode is subject

to an independent Langevin thermal driving force. Levin highlighted that this condition

only holds true when the mechanical dissipation is uniformly distributed throughout the

suspended mirror [135]. In reality, the losses of a suspended mirror in a gravitational wave

detector are spatially inhomogeneous; the mirror coating’s mechanical losses varies at each

successive layer interface, and then again at the interface with the substrate; the welding

points where the suspension fibres are affixed to the optic are also points of higher loss.

Consequently, this leads to correlations in the fluctuations in the motion from different

resonant modes, which simple summation cannot account for. As such an alternative

approach was developed [135, 136, 137] to factor in this inhomogeneous distribution of

loss in the system, while also accounting more precisely for the shape of the impinging

laser beam and its influence on the thermal noise spectra.

Levin postulated the laser applying a notional oscillating pressure P to the front face of

the mirror of the form [135, 137]

P =
F0

πw2
0

e
−w2

w2
0 cos(2π f t), (2.25)

where F0 is the peak amplitude of the force experienced, and the field amplitude radius

of the impinging laser beam w0 defines the radius w where its intensity drops by a factor

of 1
e from its maximum. The real part of the mechanical admittance is then expressed in

terms of the energy transferred into the suspended mirror via this oscillating pressure and
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the subsequent dissipation via thermoelastic heat flow as [135]

ℜ[Y ( f )] =
2Wdiss

F2
0

. (2.26)

Substituting this into the Fluctuation-Dissipation theorem (Equation 2.7), Levin con-

cluded the power spectral density of the thermal noise of a suspended gravitational wave

detector mirror can be expressed as

Sx( f ) =
2kBT
π2 f 2

Wdiss
F2

0
, (2.27)

where Wdiss is the time-averaged power dissipated in the test mass when this notional

oscillating pressure is applied, which itself is given by [135]

Wdiss = 2π f
∫

V
ε(x,y,z)ϕ(x,y,z, f )dV. (2.28)

Here ε is the energy density of the elastic deformation for the peak applied pressure F0.

Notably, when the loss is considered spatially homogeneous Wdiss can be further expressed

in terms of the total energy associated with the peak elastic deformation Umax [135]

Wdiss = 2π fUmaxϕ( f ). (2.29)

2.3.4 Inhomogeneous loss applied to coating thermal noise

Through Equations 2.27–2.29 one can see that the magnitude of the thermal noise is

correlated to the power dissipated in the suspended mirror which manifests from the

notional oscillating pressure applied by the laser beam. The power dissipated at any point

in the mirror is proportional to both the mechanical loss at that point and the elastic

energy associated with the (pressure-resulting) deformation [135, 137] – see Equation 2.12.

The deformation (and therefore the energy density) is greatest near the point where

pressure is applied (i.e. the front surface), and consequently sources of deformation near
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the front surface of the mirror contribute more to measured thermal noise of the system

read at the output port of the interferometer. Therefore, to minimize thermal noise effects,

if possible, more dissipative/higher loss sources should be positioned farther from the front

surface of the test mass where the laser impinges.

This realisation is of great importance for interferometric gravitational wave detectors,

as multi-layer dielectric coating stacks are deposited onto the mirror front surfaces to

facilitate the high level of reflectivity necessary to detect gravitational wave signals. Un-

fortunately the current coating stacks incorporate multiple orders-of-magnitude higher

loss materials than the bulk substrate materials used in both room temperature and cryo-

genic temperature detectors [82, 138], resulting in it being such a dominant noise source

in the most sensitive frequency band of current detectors - see Figure 1.4. Finding novel

solutions to this problem has therefore been a key area of research for the past few dec-

ades to further improve the detectors, and is ever more challenging the higher the detector

sensitivity goals become.

2.3.5 Calculating coating thermal noise

Using Levin’s method, Nakagawa et al. [139] approximated the thermal noise of a coated

mirror. To do this, they approximated the multi-layer coating stack as one single composite

layer of thickness equal to that of the total stack d, with identical elastic properties

(Young’s modulus Y , and Poisson ratio ν) as the mirror substrate. This leads to the

following equation [139]:

Stotal
x ( f ) =

kBT

π
3
2 f

(1−ν2)

w0Y

(
ϕsubstrate +

2

π
1
2

(1−2ν)
(1−ν)

d
w0

ϕcoating

)
, (2.30)

where w0 is again the field amplitude radius. This has two distinct terms; a part pertaining

to the thermal noise contribution from the substrate, and the other pertaining to that of

the coating. The coating thermal noise specifically can thus be simplified and written as

SCTN
x ( f ) =

2kBT
π2 f

d
w2

0

(1+ν)(1−2ν)
Y

ϕcoating. (2.31)
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Harry et al. [140] then went on to incorporate inhomogeneity of the dissipation in the

coating/substrate by considering the coating (denoted with subscript C) to have different

elastic properties from the substrate (S). They also proposed a model where the dissipative

response of the coating was different in the directions parallel and perpendicular to the

coating surface, leading to two loss angles ϕ∥ with ϕ⊥, and a corresponding total mirror

displacement noise of

Stotal
x ( f ) =

2kBT

π
3
2 f

(1−ν2
S)

w0YS

{
ϕS +

1

π
1
2

d
w0

1
(1−ν2

S)(1−ν2
C)YSYC

×
[
(1+νS)

2(1−2νS)
2Y 2

Cϕ∥

+(1+νS)(1−2νS)νC(1+νC)YSYC(ϕ∥−ϕ⊥)

+(1+νC)
2(1−2νC)Y

2
S ϕ⊥

]}
. (2.32)

The second term representing just the coating thermal noise can be simplified and rewrit-

ten as

SCTN
x ( f ) =

2kBT
π2 f

d
w2

0

{(
(1+νS)(1−2νS)

YS

)2 1
(1−ν2

C)
YCϕ∥

+
(1+νS)(1−2νS)

YS

νC
1−νC

(ϕ∥−ϕ⊥)

+
(1+νC)(1−2νC)

YC

1
(1−νC)

ϕ⊥

}
. (2.33)

In the case where ϕ∥ = ϕ⊥, YS = YC, and νS = νC, Harry notes that Equation 2.33 agrees

with the result of Nakagawa et al. (Equation 2.31). Harry et al. also noted that for

fused silica substrates coated with alternating layers of amorphous tantala and silica (the

coatings installed in detectors of the time, and still very similar to the current coatings),

Equation 2.33 can be approximated to within ∼30% by setting νS = νC = 0. This allows

for a much more simplified version of the CTN equation to be defined as [140]

SCTN
x ( f ) =

2kBT
π2 f

d
w2

0

(
YC
YS

ϕ∥+
YS
YC

ϕ⊥

)
. (2.34)
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This simplified form of the power spectral density of the CTN is useful for estimating

the expected level of thermal noise, and for also easily inferring the dependence of the

CTN on certain parameters. One can see the CTN is a function of the mirror substrate

Young’s modulus and thus the same coating will produce a different thermal noise level

when deposited onto substrates comprised of different materials. One also sees that the

thicker the coating, the higher the CTN, so via Equations 2.4–2.6 the larger the refractive

index contrast between the two materials of interest, the less coating layers are needed to

achieve comparable reflectivity, and this will also directly reduce the CTN. Another not-

able feature is the CTN’s inverse dependency on w2
0. One can also see from Equation 2.32,

the substrate noise arising from the homogeneous dissipation in the mirror itself, varies

simply as the inverse of w0. Therefore one potential solution to reduce thermal noise in

general, and coating thermal noise in particular, is to increase the radius of the laser

beams on the mirrors.

2.3.6 Bulk and shear loss dependent coating thermal noise

To enable coating thermal noise (CTN) to be calculated ϕ∥ was measured via the resonance

ring-down method (explained extensively later in Section 3.4.1). However, through this

technique ϕ⊥ cannot be measured, so it was concluded that the accuracy of Equation 2.33

is highly dependent on how well ϕ⊥ is known - Harry et al. often approximated it as

ϕ⊥ = ϕ∥ when performing their CTN calculations [140]. However, it would later be shown

by Hong et al. [141] that if the assumption ϕ⊥ = ϕ∥ is not used in this model, it can

generate nonphysical, negative values for the dissipated energy.

Hong et al. [141] went on to develop their own method of quantifying thermal noise of

a suspended GWD mirror, in which, rather than splitting its coating’s dissipative re-

sponse into motion parallel and perpendicular to the coating surface, it was assumed a

coating material has two separate loss values, each associated with different types of de-

formation/motion. Specifically the dissipative response of the coating is split into motion

inducing bulk deformation (with corresponding mechanical loss of ϕκ) and that inducing

shear deformation (with mechanical loss ϕµ). For any given resonant mode of the system

the total associated deformation can be decomposed into a sum of bulk (volumetric) de-

formation and shear (shape) deformation [142]. The total loss of a mode will consequently



2.3. Coating thermal noise 50

depend on the proportion of elastic strain energy stored in bulk and in shear. For a res-

onating object with total energy lost given as UT we may deconstruct this into the parts

stored in bulk and shear motion as

UT =UK +Uµ. (2.35)

Hong et al. first modelled the CTN of a single layer coating in terms of the coating’s UK

and Uµ - i.e. notably the effect of light penetration present in a multi-layer highly reflective

coating was ignored. In the case where the thickness of the coating d is much less than both

the total mirror thickness and the beam spot size, Hong showed the elastic deformation

of the substrate is not influenced by the presence of the coating. As consequence one may

write for the whole mirror [141]

Wdiss = 2π f (Usubϕsub +UKϕK +Uµϕµ)

= 2π f
(

ϕsub +
UK

Usub
ϕK +

Uµ

Usub
ϕµ
)
, (2.36)

and for the part just pertaining to the coating (C) [141]

Wdiss,C = 2π f (UKϕK +Uµϕµ) , (2.37)

where Wdiss as before in Equations 2.25–2.29 is the time-averaged power dissipated in the

test mass, and subscript ‘sub’ in Equation 2.36 pertains to just the substrate. Substituting

Equation 2.37 into Equation 2.27 obtained previously by Levin, one obtains

SCTN
x ( f ) =

4kBT
π f

(
ϕK

UK
F2

0
+ϕµ

Uµ

F2
0

)
. (2.38)
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This CTN power spectral density in terms of bulk and shear coating loss angles can be

further expanded to be represented in terms of just the elastic properties of the coating and

substrate, and the coating ϕK and ϕµ. This is achieved by substituting into Equation 2.38

for the bulk term [141]

UK
F2

0
=

1
3

d
πw2

0

[(
(1+νS)(1−2νS)

YS

)2 (1−2νC)

(1−νC)2 YC

+2
(1+νS)(1−2νS)

YS

(1+νC)(1−2νC)

(1−νC)2

+
(1+νC)

2(1−2νC)

(1−νC)2
1

YC

]
, (2.39)

and for the shear term [141]

Uµ

F2
0
=

2
3

d
πw2

0

[(
(1+νS)(1−2νS)

YS

)2 (1−νC +ν2
C)

(1+νC)

1
(1−νC)2YC

− (1+νS)(1−2νS)

YS

(1+νC)(1−2νC)

(1−νC)2

+
(1+νC)(1−2νC)

2

(1−νC)2
1

YC

]
. (2.40)

2.3.7 Accounting for layer penetration

While this interpretation by Hong et al. ignores light field penetration into the stack and

assumes a composite single layer coating of average properties of the stack materials, they

go on to produce a complete formulation for the thermal noise in multi-layer stack coatings

accounting for the adapting light field present through the successive layers of the coating.

This was later simplified by Yam et al. [143] under the condition that ϕK = ϕµ ≡ ϕ and

given by

SCTN
x ( f ) =

2kBT
π2 f

1
w2

0
∑
j

bjdjϕj. (2.41)
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Here the subscript j indicates the jth successive layer of the coating stack, with corres-

ponding thickness d and mechanical loss ϕ for a given layer. The bj term represents the

(unitless) weighting factor for each coating layer and is described (after being corrected

by Steinlechner and Martin in a subsequent publication [144]) by

bj =
(1+νj)(1−2νj)

(1−νj)

[(
(1+νS)(1−2νS)

YS

)2 1
(1+νj)2(1−2νj)

Yj +

(
1−nj

dθcoating
dθj

)2 1
Yj

]
,

(2.42)

where nj is the refractive index of the jth layer. The second term in the square brackets of

Equation 2.42 describes CTN arising from fluctuations in the thickness of the coating. It is

composed of two effects which act in opposite directions and thus partly compensate each

other. The first effect represents when a thermally induced fluctuation in a layer alters

its own optical thickness, and the second represents when this fluctuation in a given layer

alters the position of the front surface of the mirror. The first effect results in fluctuations

in the round-trip phase within each layer θj. The dθcoating
dθj

term describes the sensitivity of

the total coating phase, θcoating, to a fluctuation in the jth layer - it is explored at greater

depth in [143]. The magnitude of dθcoating
dθj

is proportional to the peak electric field intensity

(EFI) in the jth layer.

The EFI decreases with each successive double layer the laser interacts with, making the

first effect smallest for layers furthest from the front face (i.e. decreasing towards the

substrate). The second effect is independent of layer position, thus in the lower layers,

this second effect is less compensated by the first effect. As a consequence, the lower down

layers, closest to the substrate, contribute slightly more to bj and hence the overall CTN.

2.3.8 Accounting for effective applied stresses and strains

In an isotropic medium, the elastic properties are the same for stresses applied in all

directions. This ceases to be true in a multi-layer coating comprising of isotropic media,

because the layering makes the direction perpendicular to the layers differ from the in-

plane directions, which remain essentially isotropic.
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In 2021, Fejer proposed an alternative approach to characterising a suspended coated

GWD mirror [145], like Hong et al., incorporating differing bulk and shear coating losses,

but with no layer penetration. His approach was to define an “effective-medium” for the

coating where a local-variable averaging procedure is applied to compute an effective stiff-

ness tensor which accurately approximates response of the whole multi-layered medium

to applied stresses and strains (averaged over a period of the layer) [145, 146]. The es-

sence of this approach is to arrange the components of the constitutive relations in forms

that do not contain products of quantities discontinuous at the interface between layers.

By applying this analysis to material properties measured from samples coated with just

single layers of the individual materials which comprise the final multi-layer stack, one

should be able to accurately estimate the effective properties relevant to CTN calculation

of the HR stack.

Assuming a structure comprising of two alternating layers of materials A and B, with

corresponding thicknesses dA and dB, we can define an averaging operator ḡ as [145, 147]

ḡ ≡ ⟨g⟩ ≡ dA
dA +dB

gA +
dB

dA +dB
gB, (2.43)

where gA/gB represent any quantity or combination of quantities in layer A/B. Noting

the form of the thermal noise previously given by Levin (Equation 2.27), Fejer goes onto

define a Wdiss of the coating in terms of the effective properties of the different materials

which comprise it [145]

Wdiss =
d

w2
0

f F2
0

{(
(1+νS)(1−2νS)

YS

)2[1
3

⟨
(1−2νj)

(1−νj)2 YjϕK, j

⟩
+

2
3

⟨ 1−νj +ν2
j

(1−νj)2(1+νj)
Yjϕµ, j

⟩]
+

2
3
(1+νS)(1−2νS)

YS

⟨
(1+νj)(1−2νj)

3(1−νj)2 (ϕK, j −ϕµ, j)
⟩

+

[
1
3

⟨
(1+νj)2(1−2νj)

(1−νj)2
1
Yj

ϕK, j

⟩
+

2
3

⟨
(1+νj)(1−2νj)2

(1−νj)2
1
Yj

ϕµ, j
⟩]}

,

(2.44)
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and substituting this into Equation 2.27 yields a power spectral density for the CTN of

SCTN
x ( f ) =

2kBT
π2 f

d
w2

0
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. (2.45)

2.3.9 How CTN calculations shall be performed in this thesis

In the simplified case of equal bulk and shear coating loss angles, and neglecting the effect

of layer penetration into the stack (i.e. modelling a single layer coating), both Yam’s

(Equation 2.41) and Fejer’s (Equation 2.45) interpretation of CTN are consistent with

each other. Further to this, under the additional simplifications of YC = YS and νC = νS

they also both yield the results of Harry (Equation 2.33).

No strong evidence was found for significantly different bulk and shear mechanical losses

of the titania-silica coatings investigated in Chapter 3. Additionally, in Chapter 6, samples

coated with stacks of more complex structure than of simple quarter wave optical thickness

bi-layers were investigated. Specifically, some of the highly reflective coatings measured

had progressively changing layer thicknesses. In order to draw direct comparisons between

these various independent studies, Yam’s approach, which accounts for the adapting light

field present throughout the successive layers of a coating stack (Equation 2.41) was

adopted for all following CTN analysis, except in instances where it was measured directly.

2.4 Some notable coating material candidates

Current GWDs rely on highly reflecting, low thermal noise coatings of their mirrors in or-

der to operate at the sensitivity level necessary for gravitational wave detection. The next

coating upgrades for aLIGO+/adV+ are required to maintain reflectivity R>99.999%,

and whilst maintaining <0.5 ppm optical absorption and <10 ppm scatter [124] whilst
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also reducing the coating thermal noise to half the level of the current coatings [90]. As

the author began their PhD studies, no clear material candidate existed that could meet

all these requirements, and as such the main goal of this project was to find and further

develop suitable materials to be implemented in the next detector upgrades.

The ETMs of a GWD arm cavity require a greater number of layers deposited than the

ITMs, as it is necessary for the ETMs to be as reflective as possible at the intended laser

wavelength - as such it is the ETMs which have the higher mechanical and optical losses

of the two, and it is their numbers which will be discussed here. Current GWD ETM

coatings consist of 18 bi-layers of silica (SiO2) and titania doped tantala (TiO2:Ta2O5)

deposited via ion-beam sputtering (see Section 2.1.1). These coatings produce absorption

of ∼0.27 ppm [124], scatter of ∼9.5 ppm [123], and a coating thermal noise amplitude

spectral density at 100 Hz (where the detector is most sensitive) of ∼6.6×10−21 m√
Hz

[148].

The coating thermal noise (CTN) is dominated by the mechanical loss of the high-index

TiO2:Ta2O5, with mechanical loss of ∼2.4×10−4 at 100 Hz, which is an order of magnitude

higher than the SiO2 layer mechanical losses of ∼4–5×10−5 [149]. As such, a focus in the

global effort to produce lower CTN coatings for next-generation room temperature GWD

upgrades is to find a suitable replacement material for TiO2:Ta2O5, which has lower

mechanical loss [148]. Some of the promising coating candidate materials for both room

temperature and cryogenic GWDs will now be discussed.

2.4.1 Titania mixed with germania (TiO2:GeO2)

Recent works into modelling of amorphous materials indicated that materials exhibiting

higher proportions of corner-sharing to edge-sharing polyhedra may yield lower mechanical

losses than those which do not [150, 151]. As such, GeO2 (along with SiO2) was identified

as a potential low loss amorphous oxide, and a strong potential future GWD coating

material candidate. It was thought that investigating doping GeO2 with TiO2 would

lead to multiple benefits. Previous studies showed that doping Ta2O5 with TiO2 led to

significantly improved mechanical losses versus pure Ta2O5 coatings of around 25% [115,
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152]. TiO2 also has a higher refractive index (nTiO2 ≈ 2.3 [82]) than GeO2 (nGeO2 ≈

1.5 [153]), so a mixture of the two would have increased refractive index than compared

with pure-GeO2, thus, resulting in both fewer and thinner coating layers required for a

full reflectivity stack, both of which are also beneficial for reducing the CTN [115, 148].

In 2021 Vajente et al. reported results from a promising coating mixture of TiO2:GeO2

with 44% TiO2 by cation concentration (n ≈ 1.88), which yielded promising optimum

mechanical losses of (0.96±0.18)×10−4 - i.e. around a 60% reduction versus the current

TiO2:Ta2O5 recipe [148]. Further, from these single layer coatings, a reduction in the CTN

level of around 56% of that in current detectors was predicted [148], meeting the next

generation upgrade requirements. However, the optical loss of this material at the time was

higher than upgrade tolerances [148], and when stacks incorporating the material with the

low-index partner SiO2 were made, they exhibited significant defects, post heat-treatment,

in the form of bubbles which would make them non-viable for use in GWDs [115].

It is still currently the favoured material to replace TiO2:Ta2O5 for next generation up-

grades [115], and research in the last few years has been in mitigating defect formation,

and in lowering its optical losses. In Chapter 6, studies of IBS TiO2:GeO2 coatings, in-

cluding both single layers and stacks with SiO2 as a low-index partner, produced via a

recipe designed to mitigate defect formation are presented. In particular, the mechanical

losses of the first stack designs which meet the GWD ETM reflectivity requirement were

characterised. One of these also featured a novel design to mitigate optical losses.

2.4.2 Titania mixed with silica (TiO2:SiO2)

For the same reasons TiO2:GeO2 is of interest as a future GWD mirror coating material,

TiO2:SiO2 is also deemed a promising material candidate [150, 154]. SiO2 is the amorphous

oxide which appears to exhibit the lowest known room-temperature mechanical loss across

the acoustic frequency range [82, 155, 156], and doping it with TiO2 has potential to lead to

a low mechanical loss, low optical loss, high refractive index partner mix material, to pair

with pure-SiO2 in an HR stack. Though as the refractive index of SiO2 (nSiO2 ≈ 1.44 [82]),

is lower than GeO2, potentially greater TiO2 doping and/or thicker coating stacks of

it would be needed to make it viable. In 2021, collaborators in the LIGO and Virgo
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scientific collaborations launched investigations into both TiO2:GeO2 and TiO2:SiO2 [154,

157], though general research focuses shifted more towards the former material in their

subsequent investigations. However, TiO2:SiO2 is a mix of materials known to produce low

optical loss [158] so was deemed of great interest to study in conjunction with the ongoing

developments in TiO2:GeO2. As such, this thesis provides the most comprehensive (and

highly promising) investigations on mixes of this material as a GWD candidate to date,

which are explored through Chapters 3, 4, and 5.

2.4.3 Amorphous silicon (aSi)

A promising high refractive index material for cryogenic detectors is amorphous silicon

(aSi). It is the only considered candidate material comprising of a single atomic species,

and as such the stoichiometry during deposition is not as likely to drift, eliminating a

potential point of failure during production [79]. The refractive index of aSi at wavelengths

of interest for GWDs (between 1–2 micron) is the highest of all materials considered,

meaning it could lead to significantly thinner coatings, though this value greatly varies

with deposition parameters. The refractive index of aSi ranges from around 2.7–4.0 in the

literature [79, 159, 160]. Its mechanical losses are also very low at cryogenic temperatures,

while at room temperature its losses are moderately higher but still around the levels of

TiO2:Ta2O5 in current detectors [161, 162]. An HR coating using aSi as a high refractive

index material at cryogenics could therefore be much thinner, and exhibit lower mechanical

loss compared to other materials, thus resulting in significantly reduced CTN.

One of the major challenges with amorphous silicon is that its optical absorption is too

high at present for gravitational wave detection [115, 159]. Thus, work is being undertaken

to reduce its absorption through adjusting factors such as deposition parameters [161], and

subjecting it to hydrogenation [163]. Though perhaps one of the most promising avenues

of research in aSi resides in incorporating it as part of multimaterial coating designs

(i.e. more-than-two-material HR stacks), wherein burying it in the lowest layers of the

stack, after most of the light is already reflected by layers of lower optical loss materials, its

influence on the absorption drops significantly - this concept was experimentally verified in

2020, with the author contributing significantly to the optical absorption and mechanical

loss characterisation effort [164].
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2.4.4 Silicon nitride (SiNX HY)

Silicon nitride is another promising coating material candidate with mechanical losses at

around ×10−5 [165], both as a high refractive index material replacement to TiO2:Ta2O5

in future room temperature and cryogenic detectors [115, 166], and also at cryogenics as a

potential low index partner to aSi [167]. However, like TiO2:GeO2 and aSi, at present its

absorption is still too high for implementation in future GWDs. To tackle this, research is

currently ongoing to lower this material’s absorption, and also to reduce the impact of its

potentially higher absorption through incorporating it into multimaterial designs [168].

2.4.5 Aluminium gallium arsenide (AlGaAs)

Aluminium gallium arsenide (AlGaAs) is a crystalline material being considered for next

generation gravitational wave detectors. Crystalline based HR mirrors incorporating Al-

GaAs as the high index material and GaAs as the low index material, produced via

molecular beam epitaxy, have been shown to produce total mirror stack mechanical losses

at the extremely low ×10−5 level or below [169]. However, these crystalline coatings must

be grown on GaAs substrates, and then transferred onto the final substrates, which poses

great challenges for large scale applications, such as for future GWD mirrors (which are

also planned to greatly increase in size in the future [97]). Incorporating crystalline coat-

ings such as AlGaAs/GaAs [169], which exhibit extremely low mechanical loss, could

potentially reduce coating thermal noise to the level where the mechanical losses linked

with the SiO2 mirror substrates may then significantly contribute to the overall detector

noise [170]. Current research challenges of this material are primarily in up-scaling the

process from which they are currently grown, to produce homogeneous coatings of the

diameter needed for current detector test mass sizes ∼30 cm [115]. GaAs substrates of the

necessary size to facilitate this do not currently exist.

.

A selection of the author’s contributions to the global effort to find and develop future

optical coating solutions with extremely low thermal noise, and optical loss, meeting the

next upgrade requirements of GWDs are described throughout the following chapters.



Chapter 3

Studies of titania-silica mixtures as a

low thermal noise coating material

3.1 Introduction

This chapter presents investigations into characterising the mechanical loss and the coat-

ing thermal noise (CTN) for ion beam sputtered titania-silica mix (TiO2:SiO2) based

coatings for application in future gravitational wave detectors. Specifically, the mech-

anical losses of two different highly reflective (HR) coating stack designs incorporating

1064 nm quarter wave layers of both TiO2:SiO2 and SiO2 were measured, with CTN values

then calculated. Independent to this, for one of these stacks the CTN was also directly

measured by collaborators at the Massachusetts Institute of Technology, and comparisons

drawn between the results from the two techniques. Also presented are investigations aim-

ing to characterise key properties of these mixed-material coatings, such as their cation

concentration, refractive index, density, Young’s modulus, and Poisson ratio, all of which

are vital for extracting the mechanical loss and CTN.

The culmination of the studies presented here, as well as those in the following two

chapters, resulted in a first author Physical Review Letters publication in 2023 [171].

3.2 Why titania-silica mixes?

As discussed in Chapters 1–2, coating thermal noise is one of the dominant noise sources in

current gravitational wave detectors and ultimately limits their ability to observe weaker

or more distant astronomical sources at their most sensitive frequencies [78]. Improving

this CTN limit is an ever present challenge for detector designs in both the near and

far future. The current coatings of the aLIGO and adV mirrors are amorphous dielectric

59
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coatings, and incorporate alternating near quarter-wave layers of 27% titania, titania-

doped-tantala and silica as the high and low refractive index materials respectively [82].

Doping the tantala with titania was shown previously to reduce its mechanical loss by

around 25% [115], yet after this the mechanical loss of the titania-doped-tantala is still

substantially higher than the silica [82, 172]. As such the mechanical loss of the full coating

stack is dominated by the mechanical loss of the titania-doped-tantala, and finding a

suitable alternative high refractive index material is important for next generation detector

upgrades.

The magnitude of the CTN amplitude spectral density is directly proportional to the

square root of the mechanical loss of the coating and its thickness. Therefore, in order

to reach the required sensitivity, and full astronomical potential, of planned detector

upgrades and future detectors, a reduction in thickness via the use of materials with a

higher contrast in refractive index, n, or a reduction in coating mechanical loss is essential.

Numerous promising replacement high-n material candidates and their application were

discussed previously in Section 2.4. The ethos of trialling titania-silica-mixes as a high-n

candidate is similar to that of titania-doped-germania: whilst having a lower refractive

index than the current titania-doped-tantala (meaning thicker coating stacks would be

required), the mechanical loss may prove low enough to reduce the CTN overall [115].

Indeed the interest in both titania-silica-mixes and titania-doped-germania arose as a

result of structural modelling studies which predicted that materials with a high portion

of corner-sharing polyhedra (such as these) should exhibit low loss at room temperat-

ure [150].

Titania mixed with silica is a particularly interesting composition of two materials known

to have low optical absorption, which is another important requirement for future de-

tector upgrades [115]. As such, developing and characterising its performance could yield

potential solutions for improvements on current detector designs. In recent years, Va-

jente, Menoni and others, presented initial promising mechanical loss investigations of

different dopings of this material alongside their much wider spanning titania-doped-

germania investigations [157], which, in large part, inspired this project. In this thesis,

the most extensive study of this material to date, as a GWD mirror coating candidate, is

presented.
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3.3 Titania-silica coating deposition and composition

For these studies FiveNine Optics [173] in Colorado, USA was commissioned to produce

multiple single layer coatings of TiO2:SiO2 and two HR stack designs incorporating pure

SiO2 as a low-index partner to the TiO2:SiO2 high-index layers. These coatings were

deposited onto fused SiO2 substrates via ion beam sputtering (the same technique used

for the current aLIGO/adV coatings) with Ti and SiO2 targets and argon as the sput-

tering ion. To investigate the effects of the composition, four single layer coatings were

deposited, of which three were different in composition, while that with the highest TiO2

concentration was deposited twice, allowing consistency checks of the deposition process.

The cation concentration of the single layers was nominally targeted at 40%, 50% and,

60% Ti, chosen due to the previous works by Vajente and Menoni [157], and aiming to

target the seemingly most interesting region of the parameter space. Coated samples were

sent to collaborators at the University of Montreal, who used Rutherford backscattering

spectrometry (RBS) to determine the elemental composition of the single layers [174] and

elastic recoil detection with time-of-flight measurements (ERD-TOF) to determine the

composition of the HR stack layers. The author performed key analysis towards the latter

measurements. The same samples were also sent to a collaborator at Hamburg University

to record the transmission spectrum and measure the refractive index of each single layer

coating.

From transmission spectra of the single layers, measured using an Agilent Cary 5000

spectrophotometer [175], refractive index n and film thickness t were obtained using the

software tool SCOUT [176]. Table 3.1 shows the results for the as-deposited single layers

and for selected annealing temperatures, showing the expected increase in n with increas-

ing Ti cation concentration, as well as slight variations in the refractive index with heat

treatment. For the HR stacks, the refractive indices of the high-n layers were estimated

via a linear interpolation with concentration of the single layer n results. With the thick-

ness and refractive indices known, the samples were shipped to colleagues at Montreal to

measure the composition.
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Table 3.1: Nominal and measured Ti-cation concentrations, from single layers of coating
thickness t and density ρ . Refractive index n at 1064 nm at selected heat-treatment tem-
peratures T and as deposited (as dep.), with corresponding stack thickness tHR required
for R ≥ 99.9994% (using nSiO2 = 1.45) are also shown. Ti-cation concentrations results are
also shown for the stack samples that were produced.

Ti/(Ti+Si) [%] t [nm] T [◦C] n tHR [µm] ρ [kg/m3]
target measured
single layers
40 46.2±0.4 298 as dep. 1.77 10.83 2686±50

450 1.75 11.56
50 58.5±0.5 274 as dep. 1.88 7.94 2889±50

450 1.86 8.63
750 1.88 7.94

60 62.3±0.5 272 as dep. 1.93 7.21 2967±50
450 1.92 7.54
500 1.91 7.56

60 62.6±0.5 256 as dep. 1.93 7.21 3023±50
450 1.91 7.56

HR stacks
50 63.2±1.7 as dep. 1.93 7.21
60 69.5±1.3 as dep. 1.97 6.83

RBS is a technique which uses high-energy ions to bombard the surface of a specimen.

When these ions collide head-on with atoms in the coating, a small portion are backs-

cattered at high angles (close to 180◦) as a result of interactions with heavy nuclei.

Through measuring the number and energy of the backscattered ions, RBS can identify

the elements present in the coating, determine their relative concentrations, and the depth

profile of particular nuclei, and can achieve this intrinsically for a material without need of

any reference standard. The measurements were conducted with a 2032 keV He beam on

a Tandetron accelerator [177], with an incidence angle of 7◦, and the detector placed at a

scattering angle of 170◦. Simulations with the ion beam analysis software SIMNRA [178],

using a uniform and stoichiometric layer model, were used to estimate the measured

cation ratios Ti/(Ti+Si)- again see Table 3.1. The two coatings with nominally identical

target composition were found to be the same within measurement uncertainty, showing

the consistency of the process. However the actual Ti contents were also found to differ

significantly from the target Ti concentrations.



3.3. Titania-silica coating deposition and composition 63

Impurities heavier than Si in all of the single layer coatings were also measured. All

as-deposited single layers were observed to contain around 0.5 % argon - this was the

largest detected impurity and arises from the argon sputtering beam. 200 – 300 ppm of

molybdenum was also found in each coating, likely originating from sputtering from the

acceleration grid in the deposition chamber [179], and under 50 ppm of lanthanide, possibly

neodymium was also detected. From these single layer RBS results, the uncertainty on

the Si and Ti concentration was around 0.1 %. The Ti cation concentration errors in these

were calculated by adding the numerator and denominator fractional uncertainties in

quadrature, yielding cation concentration errors of 0.4 – 0.5 %. RBS also allows the areal

density of the scattering atoms to be determined, which combined with the measured

film thickness was used to find the coating density ρ . Indeed the results obtained for

the density align broadly with mixtures of TiO2 and SiO2, which one would expect for

relatively even concentration splits to be around ∼3000 kg/m3, with increasing density

with Ti content, which is what was observed.

Two HR multi-layer stacks were also deposited, using SiO2 as the low-n partner to the

high-n TiO2:SiO2 layers – the first (denoted HR-1) had a target high-n Ti concentration

of 50%, with 17.5 layer pairs (starting and ending with the high-n material), and the

second stack (HR-2) had a target high-n Ti content of 60%, with 21.5 layer pairs. For

the first attempt FiveNine did not want to deposit too many layer pairs in order to

mitigate potential problems arising in the deposition process - once they had experience

with the materials, they were happy to go further and make a thicker stack with full ETM

reflectivity such as HR-2. The stacks were designed for 1064 nm wavelength and each layer

was nominally λ/4n in thickness to give high reflectivity. The Ti cation concentrations

were verified using ERD-TOF analysis to probe the elemental composition of the top four

layers of each stack. The main advantage of ERD-TOF over RBS is that it provides a

good sensitivity for light elements, such as hydrogen, carbon, nitrogen and oxygen, even

in matrices containing heavy elements [180, 181]. Since, in ERD-TOF, both the velocity

and the energy for each detected atom are measured, it enables each individual element

from the spectra to be distinguished. This eliminates issues of overlapping of the different

elements in RBS, and allows for more complex stacked structures of different materials to

be better characterised. The depth of probe however, is limited compared to RBS [181].
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Figure 3.1: ERD-TOF atomic content data as a function of depth (expressed in atoms per
square centimetre) for the as-deposited HR stacks. HR-1 is plotted on the left and HR-2
on the right. The argon and carbon is multiplied by a factor of 10.

Chicoine et al. [181] provide details of the specific ERD-TOF setup used. Collaborators

in Montreal conducted the measurements with the author then analysing the data and

extracting the cation ratio Ti/(Ti+Si) of the mixed material layers.

Figure 3.1 shows the measured elemental compositions of the first four layers of both

HR stacks. Note that the most abundant element, oxygen, has been excluded from the

plots, and the carbon and argon impurity spectra are multiplied by ×10 for visibility. The

plateau regions of the Ti and Si spectra indicate the four layers probed, with a TiO2:SiO2

layer at the top of the stack ∼(0-90)×1016 at./cm2, then a SiO2 layer ∼(100-210)×1016

at./cm2, then another TiO2:SiO2 layer ∼(220-300)×1016 at./cm2, then another SiO2 layer

beyond ∼310×1016 at./cm2. Note that the trapezoid shape arises from imperfect depth

resolution of the measurement [181]. In reality the layer boundaries are expected to ef-

fectively be completely sharp. It can be seen that HR-1 has a lower Ti content in both

its mixed material layers than HR-2, and that the two observed mixed material layers of

each HR stack have generally consistent Ti contents to within a few percent. As with the

single layers, the argon content in each HR coating is around 0.5% as-deposited, but note

the oscillating trend with slightly more argon in the mixed layers, and the carbon content

that is approximately 2–3 times larger than this. This is true for both the mixed material

and ‘pure’ SiO2 layers. The slightly higher carbon content on the top (lowest depth) layer

of HR-2 compared with the deeper layers likely arises from surface contaminants resting

atop the optic during measurement, rather than indicating a real structural trend.
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Figure 3.2: ERD-TOF silicon and titanium cation concentrations for the as-deposited HR
stacks as a function of depth (expressed in atoms per square centimetre). HR-1 is plotted
on the left and HR-2 on the right.

The Ti and Si cation concentrations of the two stacks are plotted in Figure 3.2. Layer

regions were identified as the ‘flat’ parts of these spectra (i.e. in-between where the point-

to-point gradients cross through zero), with values for the high-n layers being extracted

from the two plateau regions of high Ti content. For HR-1 this corresponded to depth

regions of (24–54), and (240–273)×1016 at./cm2. For HR-2 this corresponded to depth

regions of (27–48), and (252–282)×1016 at./cm2. HR-2 having slightly thinner layers than

HR-1 is consistent with the trend of increasing refractive index with Ti content, and hence

reduction in required quarter wavelength thickness. With the Ti and Si atomic concentra-

tions in the plateau regions defined, the Ti cation content could then be calculated, and

the mean and standard deviation of the measurements acquired. This yielded a high-n

layer Ti cation concentration of (63.2±1.7)% for HR-1 and (69.5±1.3)% for HR-2. The

measurement uncertainty in these cation concentrations is known to be around 1% for

this system, and the observed spread of the data here in each case is larger than this,

and is what is represented in the stated uncertainty - highlighting as well the slight, but,

measurable variability in cation content of the successive layers in each stack.

The cation concentration and thickness values obtained for each of the single layer and

HR stack coatings are essential for extracting accurate mechanical loss values from the

coated substrates. From the transmission spectra, RBS and ERD-TOF studies, all these

vital parameters were extracted, with each being used in subsequent coating material

analysis as described in Section 3.4.3.
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3.4 Titania-silica mechanical loss studies

Investigations of the mechanical losses of the TiO2:SiO2 coatings described were carried

out in collaboration with a fellow PhD student at Maastricht University, Viola Spagnuolo.

For efficiency, some samples were measured in both labs, with analysis being carried out

jointly. At least 50% of the measurements presented in this chapter were carried out in

Glasgow by the author, over 90% of the four HR-stack measurements were performed in

Glasgow, with the single layer disk mostly measured at Maastricht, but regularly shipped

to Glasgow for post-deposition heat treatment and system crosschecks. It is well known

that heat treatment can significantly reduce the mechanical loss of bulk fused SiO2 [182,

183], and so all uncoated samples in this study were heat treated at 950◦C for 5-10 hrs

prior to any measurement, and after they were characterised in this uncoated (otherwise

known as “blank”) state they were coated.

Low mechanical loss materials have narrow mechanical resonant peaks in frequency-space

and therefore when resonances are excited by thermal energy, the majority of the resulting

motion will be concentrated close to the resonant frequencies. Mechanical loss can be

calculated from the time dependent decay of the displacement amplitude of a given excited

sample - i.e. the ringdown of its vibrational motion after being excited at resonance. The

mechanical loss ϕ of a sample vibrating at resonant frequency fR is given by [57, 165]

ϕ ≈ 1
Q

=
1

π fRτ
, (3.1)

where Q is the quality factor of a mode of the sample, and τ is the characteristic ringdown

time of the decay in the oscillation brought about by the internal dissipation of energy.

Specifically τ represents the time taken for such an oscillation to decay to 1
e of its starting

level. For a complex resonator such as a glass disk on which a single or multilayer coating

is deposited, this measured loss will depend on both the mechanical losses of the coating

and substrate materials [140], and in real measurements some external damping terms

that will ideally be minimised by the measurement setup used. Comparing the measured

loss of the same sample before and after coating deposition allows for extraction of the



3.4. Titania-silica mechanical loss studies 67

coating loss [140]. In order to extract this coating loss at a particular frequency, the

strain energies stored in the coating and substrate for that particular mode shape must

also be calculated. Essentially a five step process must take place for extracting coating

mechanical losses from a sample:

• The ringdown data for a given excited sample is acquired pre and post coating.

• The uncoated and coated sample mechanical losses are extracted from the ringdown

data via a fitting algorithm.

• The strain energy distributions between coating and substrate are calculated for

each resonant frequency.

• The coating mechanical loss is then extracted from the previous steps.

• In performing these steps for multiple modes of resonance, and following multiple

rounds of post-deposition heat treatment, the evolution of coating loss as a function

of frequency, and as a function of heat treatment temperature are acquired.

3.4.1 Measuring loss via gentle nodal suspension

The mechanical losses of a sample can be extracted via exciting its resonant frequencies,

using a Gentle Nodal Suspension (GeNS) to hold the sample whilst minimising external

sources of damping. In 2009 Cesarini et al. [184] demonstrated the first GeNS system and

its ability to extract precisely the mechanical losses of thin cylinder (disk) specimens. In a

GeNS system, disk samples are balanced on the top of a sphere, which touches one of the

nodal points of vibration. The mechanical modes of the disk are typically excited using

electrostatic comb actuators placed close to (but not touching) the sample. An advantage

of GeNS versus other mechanical loss measurement techniques such as clamped cantilever

excitation, or disk wire suspension, is that the contact surface is minimised, and there is

an absence of applied forces from the setup to the sample [184]. The sample has one relat-

ively small point of contact with the sphere, which compared to other loss measurement

techniques with larger contact surfaces, or multiple points of contact, potentially reduces

the influence of friction damping. Additionally to this, it is a nodal support so there is

little motion at the point of contact (for the excited modes) that could experience friction

damping in the first place. GeNS was coined ‘gentle’ as the vibrating disk can freely roll

over the sphere with the only applied force present being the samples own weight [184].
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ൗD 2

Figure 3.3: Diagram of a disk of thickness t balanced on a hemisphere lens of diameter D.
Geometrical parameters useful to calculate the equilibrium condition in GeNS are shown.

The GeNS systems at the University of Glasgow used to characterise disk samples em-

ploy 1-inch wide, 60.4 mm radius of curvature (i.e. equivalent spherical diameter D =

120.8 mm) crystalline silicon plano-convex lenses, upon which disks are suspended. Fig-

ure 3.3 illustrates a suspended disk on a spherical lens and the geometrical parameters

useful to define the equilibrium condition. The angular position of the disk with respect

to the horizontal plane is defined as θ . Considering the vertical position h of the centre

of mass as a function of θ , one can say [185]:

h(θ) =
D
2

cosθ +
Dθ
2

sinθ +
t
2

cosθ . (3.2)

where D is the diameter of the sphere corresponding to the curvature of the lens, and t is

the thickness of the disk. Assuming that the static friction is sufficient to prevent a sample

slipping during oscillation about the balance point, it follows that a stable equilibrium is

achieved whenever the diameter of the sphere is greater than the thickness of the disk, i.e.

D>t. In this regime, as the disk rolls over the sphere the centre of mass is raised for a wide

range of tilting angles. If instead D<t, then conversely h is always decreasing away from

the centre point with angular roll and the disk would fall. These two cases are illustrated

in Figure 3.4.

As an example, for a sphere diameter 10% greater than the disk thickness, it follows

that the angular range where stable oscillations are possible is therefore ∼30◦, which

corresponds to disk oscillation far greater than typically induced with a comb exciter,

alleviating the concern of knocking a sample off the sphere. Further, for a setup with

a fixed lens curvature/sphere diameter, this stability range rapidly approaches 90◦ with

decreasing disk thickness . For all samples presented in this thesis the stability range
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Figure 3.4: Vertical position of the centre of mass h as a function of angular position of
the disk θ (in arbitrary units), when D < t (left) and when D > t (right) - the latter being
the equilibrium condition. Specific values input in the second case are D = 120.8 mm and
t = 2.7 mm as representative of most samples in this study.

can be calculated to be ∼89◦. The thickest disks studied were still 42 times smaller than

the sphere diameter yielding this ∼89◦ stability. However, as a convex lens represents a

fraction of a spherical hemisphere, the stability range will shrink, but it is still far greater

than any motion which could be induced by the comb exciter.

The Glasgow system consists of two GeNS platforms held within the same vacuum tank,

such that two samples can be measured simultaneously. In each, an electrostatic drive

plate (comb actuator) is placed a few millimetres above the sample and driven with an

oscillating high-voltage AC signal at the frequency of the mode to be excited, with DC

offset such that the AC excitation is always positive, and a 633 nm laser beam of a few mm

in diameter is used to probe the displacement of the disk. The first system makes use of

a custom-built split photodiode, upon which the reflected laser beam from the stationary

sample is centred, and once a mode of the sample is excited, the sensor is used to monitor

the displacement of the disk. The second GeNS instead uses a commercial SIOS GmBH

vibrometer [186] to record the disk displacement. Both of these configurations form optical

levers and allow for small motions of the probed part of the excited disk to be recorded

as a function of time and frequency during oscillation. An illustration and image of the

setup are shown in Figure 3.5.

Before any sample is suspended, the horizontal plane must be found, which is achieved by

placing an opaque dish filled with water where a sample would reside while suspended,

with the laser beam reflecting from the water at the centre of the dish, to avoid any

optical distortions associated with the meniscus at the edge of the dish. The water surface

orientation defines the horizontal plane as it is independent of any tank/floor tilt. The laser
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Figure 3.5: (Left) Top-down illustration of the GeNS setup placed inside a vacuum tank,
with vibrometer readout - adapted from [182]. (Right) Annotated image of a disk balanced
in the setup. Note, in both, the electrostatic comb actuators (placed 1 mm above the disk
during excitation) have been omitted).

beam is then set to enter the tank in the horizontal plane, and elevated a few centimetres

above where a sample would rest on the spherical lens, and is then directed to and returns

from the suspended sample/water dish via reflection from a 45◦ mirror inside the vacuum

tank - see Figure 3.5. In the system with the split photodiode, the laser enters the tank

with a small horizontal tilt (i.e. normal in the vertical plane, but with a small angular offset

in the horizontal plane). This small horizontal offset is introduced in the split photodiode

system to avoid the laser beam clipping its own casing on return from the tank, allowing

a second steering mirror to be placed beyond this at a large distance (∼2.5 metres) from

the sample before directing the return laser spot to the split photodiode. This creates a

large optical path length of in total ∼4-5 m for the return spot which aids measurement

sensitivity. The vibrometer system does not have this tilt introduced during measurement

because, for a reading to be taken, the beam must return to its point of origin. However,

a similar horizontal angular offset must still be implemented in this system to determine

and align the disk to the water surface/horizontal plane, before steering the return beam

back to its origin point (i.e. back to normal incidence).

During alignment, the location of the return laser-spot from the water surface is marked

with a target at a distance at least two metres from the system and provides a reference

point for suspending a level sample in equilibrium on the sphere. With this reference

defined, a sample can be suspended and its tilt adjusted until it sits level in the horizontal

plane as defined by this reference point. After these steps have been taken, the vacuum

tank is closed and the system is pumped down to a pressure of at most 5×10−5 mbar,
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and the alignment target/s are used to check for any significant path drift before loss

measurements commence. In the event that this evacuation of air from the system led

to a large permanent change in return spot position, it meant the disk had slipped on

the sphere, and the system would be brought back up to atmosphere, with the disk re-

suspended and the process repeated until it remained stable during the vacuum tank

evacuation.

3.4.1.1 External factor to consider: gas damping

For mechanical loss measurement all sources of external damping must be suitably min-

imised, as when they are, the resulting damping of the motion arises solely from internal

processes within the sample itself. As discussed in the last section, GeNS is a promising

technique for reducing suspension damping by suspending a sample on a vibrational node

point. In work by Tait [182], it was shown that the same sample measured on a wire sus-

pension (with two contact points) had typically around 20% higher losses and also had far

less consistent losses between degenerate modes than when measured on GeNS (with one

contact point). By having the sample levelled to the horizontal plane in each successive

GeNS measurement, and the only applied force present being the sample’s own weight

over one small point of contact in the centre, corresponding to points of nodal motion for

particular resonances, the friction can be considered well minimised.

The effects of gas damping must also be considered. As an object moves through a gas,

the gas molecules resist this motion by creating drag forces. It is for this reason the

GeNS measurements are carried out under high vacuum conditions. The level of loss of

an oscillator due to gas damping ϕgas can be expressed as [187]

ϕgas( f )≈ AP
2πm f

√
M
RT

, (3.3)

where A is the surface area of the oscillator, m is its mass, P is the gas pressure, f is

the resonant frequency, M is the mass of one molar mass of the gas (for our purpose

air), R is the gas constant, and T is the temperature of the system. We can see the

gas damping should have greater influence for lower mass samples at lower frequencies,

and with increasing pressure. Inserting typical values for air at room temperature, and the
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smallest mass and dimensions of a fused SiO2 disk used in this study (∼50 mm diameter by

∼1 mm thickness), and its lowest resonant frequency of around 2.5 kHz, one can calculate

for a pressure of 5×10−5 mbar the gas damping loss should be ∼ 1×10−9. This pressure

value is around the highest at which measurements would typically begin, and indeed,

given the inverse relationship with frequency and mass, is representative of the maximum

level of gas damping expected in this experiment. It will be seen later in Figure 3.9

that this level is at least two-orders of magnitude lower than the lowest measured losses

recorded on excited samples in these investigations, and thus can be considered negligible.

3.4.2 Fitting ringdown data to extract sample loss

The resonant modes of a disk are located for the first time through a combination of

a low resolution broadband frequency excitation search (fast frequency sweep), and the

construction of simple analytical and/or finite element analysis (FEA) models of the

disks to inform the search. Once the resonant frequencies were found each would be

excited individually and allowed to freely decay back to rest, with the (evolving) amplitude

of the decaying oscillation being recorded. To excite a mode, an oscillating sinusoidal

signal would be passed through the electrostatic drive plate with a frequency a few Hz

lower/higher than the located resonance frequency, then the input frequency would be

gradually increased/decreased until the peak in the amplitude signal was located, at

which point the drive signal would be terminated. Sweeping forward or backward in

2796 2797 2798 2799
frequency [Hz]

0

25

50

75

100

125

sig
na

l a
m

pl
itu

de
 [V

]

VMAX/VMIN = 992

disk vibration

0 1000 2000
time [s]

0

25

50

75

100

125
disk vibration decay

Figure 3.6: Ring up (left) and ringdown (right) signal amplitude of the fundamental
resonance of one of the disks used in this study. The amplitude of the peak is shown to
be near three-orders of magnitude higher than the background.
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frequency was found to achieve the same mechanical loss results for any mode within

error, though sweeping backward in frequency would also lead to observed peaks a few

tenths of Hz lower than when sweeping forward. Tests were also undertaken which verified

that the excitation voltage level (when still producing peak amplitudes significantly above

background) did not influence decay results either. Figure 3.6 shows representative data

for the excitation process, with the left graph showing the excitation of a disk until cutoff

at a resonant frequency (where the amplitude peaks), and the right graph showing the

decaying amplitude with time after excitation had been terminated. The level of the peak

signal can be seen to be nearly three-orders of magnitude higher than the background

level. One can also observe a characteristic beating in the oscillatory decay signal.

The beating pattern in the decay signal arises due to imperfections/inhomogeneities in

the sample, its geometry and/or orientation with respect to the GeNS lens and electro-

static drive plate. Each measurable resonance mode will have a degenerate mode partner,

which will fundamentally have the same displacement profile but rotated close to 45◦ with

respect to the other. Examples of these mode shapes and their pairs can be viewed in Fig-

ure 3.10. These should arise at the same exact frequency but due to the aforementioned

imperfections will actually be separated by ≲ 1 Hz [182] (and often the level of separation

is ≲ 0.1 Hz). As such, a beat emerges in the decay which is observed as a periodic variation

in amplitude with rate or beat frequency ∆ f given by [188]

∆ f = fA − fB, (3.4)

where A and B represent the two (slightly) different frequencies of the degenerate mode

pair. The position of the beam spot on the disk will also affect the amplitude of the signal,

as different regions of the disk will be deformed by different amounts during oscillation.

The measured level of beating can be affected by this, and it is quite possible to observe

next to no beating (i.e. something more akin to a simple exponential decay) if the spot

is placed in a region of high motion for one of the twin modes but not the other. The

decay, when external damping factors are minimised, depends on the mechanical losses of

the resonator material/s, and the beating, decaying signal has to be modelled in order to

extract the mechanical loss value of the sample for this mode.
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3.4.2.1 The modelled amplitude decay

To extract mechanical loss when two degenerate mode twins, very close in frequency, have

been excited, the decay is fitted as the superposition of two decaying waves of the form

A(t) = A0ei(ωAt+φA)e−
t

τA , B(t) = B0ei(ωBt+φB)e−
t

τB . (3.5)

Each defines amplitude evolution with time, with both a periodic oscillatory and a de-

cay component. The amplitude of each waveform at a given time t has initial starting

amplitude components A0/B0, angular frequencies ωA/ωB which are simply the measured

frequencies of each twin mode in Hz multiplied by a factor of 2π, as well as the initial

phases of each wave φA/φB in radians at the start of data acquisition. Each also has a

decay component given by the decay constants 1
τA

/ 1
τB

where

τA/B =
2

ωA/BϕA/B
, (3.6)

with the ϕA/B being taken as the ‘measured’ losses of a given excitation. Note that this

is a rearranged form of Equation 3.1. The superposition of two such waveforms yields a

decaying sinusoidal wave akin to that measured on GeNS and is given by

C(t) = A(t)+B(t) (3.7)

= A0ei(ωAt+φA)e−
t

τA +B0ei(ωBt+φB)e−
t

τB

= A0e−
t

τA

(
ei(ωAt+φA)+

B0

A0
ei(ωBt+φB)e−( 1

τB
− 1

τA
)t

)

C(t) = A0e−
t

τA

(
(1)ei(ωAt+φA)+

(
B0

A0
e−( 1

τB
− 1

τA
)t
)

ei(ωBt+φB)

)
. (3.8)

For more simplistic waveforms with no phase shifts or decay components undergoing

beating the superposition can be expressed as

C(t) = A(t)+B(t)

= A0ei(ωAt)+B0ei(ωBt). (3.9)
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The intensity of such a wave can be represented by taking the absolute square of this

value [189]:

I(t) = |C(t)|2 ≡C(t) ¯C(t) (3.10)

= A2
0(cos2 ωAt + sin2 ωAt)+B2

0(cos2 ωBt + sin2 ωBt)

+2A0B0(cosωAt cosωBt + sinωAt sinωBt)

= A2
0 +B2

0 +2A0B0 cos(ωA −ωB)t

I(t) = A2
0 +B2

0 +2A0B0 cos(∆ωt). (3.11)

Similarly, Equation 3.11 can be adapted to express the more complex beating amplitude

temporal evolution, incorporating the decay factor and phase difference of each component

wave as outlined in Equation 3.8, where the prefactor terms are not simply just A0 and

B0, but use the prefactor components in Equation 3.8 to yield:

I(t) =

(
A0e

− t
|τA|

)2(
12 +

(
B0

A0
e
−( 1

|τB|−
1

|τA| )t
)2

+2(1)
(

B0

A0
e
−( 1

|τB|−
1

|τA| )t
)

cos(∆ωt +∆φ)

)

= A2
0e

−2 t
|τA|

(
1+
(

B0

A0

)2

e
−2( 1

|τB|−
1

|τA| )t +2
B0

A0
e
−( 1

|τB|−
1

|τA| )t cos(∆ωt +∆φ)

)
(3.12)

I(t) =

(
A0e

− t
|τA|

√
1+
(

B0

A0

)2

e
−2( 1

|τB|−
1

|τA| )t +2
B0

A0
e
−( 1

|τB|−
1

|τA| )t cos(∆ωt +∆φ)

)2

. (3.13)

Here A0, B0 and ∆ω are defined as real positive numbers. The form of the intensity

evolution of the beating signal as shown in Equation 3.13 is useful for modelling and

interpretation. Specifically if a model where the two degenerate modes have different

decay constants is fit, the equation can be used as is, whereas if the decay constants are

equal it is easy to see how the equation reduces. The final fit for a beating and decaying

amplitude signal takes in the intensity in Equation 3.13 as input, as well as an estimated

(small) background level from the data, yielding:

C(t) =
√

I(t)+C2
background. (3.14)
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The individual parameters need to be estimated and refined in order to fit the model to

the data via Equations 3.13 - 3.14. The flow diagram for this fitting process is shown in

Figure 3.7. First, all ringdown data is screened and cleaned to ensure e.g. none captures

a large portion of background signal after detectable oscillation has ceased, and no signal

spikes arising from electronic interference remain, both of which can lead to poor fitting.

A simple exponential decay is fit to all the passed data which allows for initial estimates

of A0, τA and an upper limit on the value of B0. Next, the exponential fit is subtracted
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Figure 3.7: Flow diagram showing the major processes used to perform the optimised fit
of Equations 3.13–3.14 to the beating ringdown data.
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from the measured beating decay signal in order to produce a flattened sinusoidal trend,

to which the beat frequency is fitted. With these results, estimates for the phase shift are

trialled iteratively until the best fitting phase shift of the beating decay signal is found.

Lastly, with all of these initial parameter estimates, a fit of the form of Equation 3.14

is made, by first setting τB ̸= τA and trialling multiple iterations of all the parameters,

until an optimised fit with minimised residuals of the difference between the modelled

and measured vibrational amplitude time dependence is found. These minimised residual

τ values are taken and via Equation 3.6 yield ϕA and ϕB i.e. the best estimate of the

mechanical losses of the two degenerate modes for a given measurement.

In Figure 3.8 the measured ringdown data and final best-fit for a particular excitation of a

blank silica disk are shown, as well as the residuals between the data and fit. The fit of the

losses of the two excited degenerate modes close in frequency are displayed in the figure,

along with other fit variables. Typically in practice at least six repeat measurements are

Figure 3.8: Comparison between the measured and best-fit ringdown data of the 16.7 kHz
mode on a blank 75 mm diameter, 2.7 mm thick silica disk. The lower plot shows the
residual data from the fit (the direct difference between best fit trend line and the measured
data). Best-fit parameters are also displayed.
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carried out of each mode pair per balance of the disk on the sphere, and at least three

re-balances/re-seating of the disk on the sphere, hereafter referred to as ‘suspensions’, are

made to verify measurement repeatability. Once this repeatability is verified, the lowest

mean loss value obtained from the different suspensions is carried forward as a mode’s

‘best’ loss estimate. In repeating this measurement procedure for multiple modes, multiple

times per mode, across multiple suspensions of the sample, a distribution in the measured

losses can be built, with trends across frequency observed. Then in further repeating this

whole process after different temperature, post-deposition heat treatments of the sample,

its optimum lower loss state can be found.

3.4.2.2 Factors to consider before accepting the fitted losses

Fundamentally for a perfect homogeneous cylinder suspended precisely on its geometric

centre, the losses of degenerate modes should be the same. Any difference in measured

loss likely arises due to imperfections in the suspension or in the geometry of the disk

leading to one mode’s motion being more damped by external sources than the other.

For example, as the sample oscillates, geometry imperfections and suspension off-centring

can result in greater sphere surface area contact with a nodal line which defines the

motion in a particular mode shape across the disk, and not its twin (with motion ∼45◦

rotated across the disk’s face) thus damping its motion more. Contamination and surface

inhomogeneities can also potentially lead to damping of one or both twin modes and as

such great care must be taken to ensure all suspended samples are well cleaned before

measurement, and that the substrates themselves are well polished. As a result of these

factors, for a given measurement the lower of ϕA and ϕB is typically taken forward as the

best approximation of the true measured loss.

However, artificially low loss fits can sometimes be generated for one of the two loss values

in a beating decay and care must be taken to not choose these values. This typically

occurs if very little beating is observed in a particular measured decay, and it appears like

a simple exponential. Fitting Equation 3.14 to a decay such as this results in only one

of the two fitted loss values being accurate, and both can be compared with the initial
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simple exponential fit value to determine which. Artificially low values can also arise if

the data to be fitted includes a significant portion of the background noise following the

ringdown of the excited motion, so again care is taken to crop the data to encompass as

much of the signal as possible where decay is clearly still ongoing.

In fringe cases, unlike the example shown in Figure 3.8, where the fit does not model

the ringdown data well, either one, or often both, loss values for the fit must be totally

discounted and excluded from subsequent analysis. There are many factors that enter into

this decision, such as comparison of both fit loss values with the simple exponential decay

modelled loss, the magnitude and shape of the residuals, and comparison with data from

the same resonance measured multiple times on the same and across other suspensions.

Finally, for a given sample suspension, care must also be taken to verify that there exists

no clear evolving trends in the measured losses solely with time. As an example, if the loss

of one mode is getting significantly worse with repeat measurement, then the disk is likely

not in equilibrium and gradually slipping, in which case all values should be discounted

and the disk re-suspended. These checks were applied to every measurement in this and

all GeNS studies undertaken.

3.4.2.3 Measured mechanical losses

The procedure and considerations outlined in Section 3.4.2.1 and Section 3.4.2.2 are used

to measure the loss of a number of modes of a sample, allowing possible frequency-

dependence to be investigated. For each mode, the mean and standard deviation of the

loss values obtained from the repeated measurements of a given mode during a particu-

lar sample suspension are calculated and plotted. Figure 3.9 shows the four suspensions

taken for the first uncoated fused SiO2 disk measured solely by the author on GeNS; two

on the vibrometer setup, two on the split photodiode setup. In general one can see some

variability between the different suspensions, but a relatively consistent lower bound level

of the loss is observed amongst the four suspensions. These ‘best’ level results are plotted

on the right-hand side of Figure 3.9 for each setup, and represent the lowest mean loss

found for each mode, across all suspensions. The good agreement between the vibrometer

and split photodiode setup is apparent.
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For some modes there is relatively high variability between the four suspensions. This

highlights the importance of performing multiple suspensions until the ‘true’ loss level for

all modes of the sample is found, which is approximated by the lowest loss results with

observed repeatability. It should be noted as well that the data from the authors’ first

measured disk is presented here, and it has some of the largest suspension variability of any

sample measured throughout the work in this thesis. A likely explanation for this is the

simple fact that for these measurements the balancing, aligning, and cleaning techniques

were still being developed and practiced. Due to the observed equivalence in the best

losses between the two setups, going forward, measuring on either system was determined

to be equivalent, and best losses acquired irrespective of the measurement setup.

One final consistency observation of note, true to most samples, and illustrated in the

representative data in Figure 3.9 is that the last mode around 30 kHz here has generally

the highest variability between different suspensions. It also typically exhibits the lowest

signal-to-noise of all modes, and decays the quickest due to both its higher loss and

relatively low excitation level above the background. As such it is often harder to measure

and fit this mode well, which the higher suspension-to-suspension variability reflects. The

0 10 20 30
frequency [kHz]

2

3
4

5

6
7

8×10 7

VB best
PD best

0 10 20 30
frequency [kHz]

2

3
4

5

6
7

8

m
ea

su
re

d 
lo

ss

×10 7

VB 1
VB 2

PD 1
PD 2

Figure 3.9: (Left) Mechanical loss values measured for eight modes of a blank SiO2 disk
between 2–32 kHz, after re-balancing twice on the two GeNS systems at Glasgow; one with
a vibrometer read-out, one with a split photodiode. (Right) The lowest mean loss values
obtained between the multiple repeated measurements of each mode acquired between
the two suspensions on either system.
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lowest losses of this mode from suspensions VB2 and PD1 shown here had higher SNR

than the other two suspensions, likely resulting from the laser spot reflecting from a region

of significantly higher motion, resulting in more consistent results than for the other two

suspensions.

The graph of the final ‘best’ losses in Figure 3.9 (and indeed for all the disks measured

in this study) appears to show two distinct loss trends with frequency on these first eight

measured resonances; a lower loss trend shared by the higher of the two 16 kHz modes

and the ∼25 kHz mode, and a high loss trend with steeper gradient between the other six

modes. Though the mode frequencies between the two geometries of disk measured in this

study differed, the same trend with mode shape was witnessed. This loss variation with

frequency and/or mode shape, is likely to partially originate from a different split into

bulk and shear motion dependent on the mode shape [141] or indeed excess losses due

to disk face/barrel polishing discrepancies [190]. To better understand this mode shape

dependence and eventually pull out coating losses the disk motions were modelled with

finite element analysis.

3.4.3 Modelling vibrating disks

Finite element analysis (FEA) was performed on all disk samples undergoing oscillation

in GeNS in order to estimate their resonant frequencies, understand the pattern of motion

induced at those frequencies, and the elastic strain energy density stored in the coating

and substrate for coating loss extraction. The resonant frequencies are found by model-

ling the disk both coated and uncoated in COMSOL Multiphysics [191] and running its

built-in eigenfrequency model to produce resonant frequency estimates for the modelled

disk. These estimates are used to assist in experimentally finding and exciting the mode

frequencies. Both geometric and material properties of the disk are required to perform

accurate analysis. The diameter and thickness of each disk were measured with a set of

digital calipers with error of ±0.1 mm at different points across the sample, which were

averaged and input into the model to build the geometry. For amorphous materials, the

Young’s modulus, Poisson ratio and density are also required of both the substrate and

any coating modelled on top. For fused SiO2 disks, these substrate properties were taken

from generally accepted values [192], with all geometric parameters later being refined for
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all uncoated disks, once the real measured frequencies were known, so that the models

better reflected these. This was achieved by inputting a range of values for each geometric

property, constrained by known uncertainties in each geometric measurement, and para-

meter optimising until the set of values yielding the closest matching frequencies to the

real data were found.

FEA is a numerical modelling method which can be used to investigate an object’s physical

properties and its response to various applied forces. After defining an object’s geometry

and its material properties, FEA software divides the geometry into a mesh of individual

elements. Each element in the mesh is allocated specific partial differential equations,

which the model will use to characterise the element’s behaviour in response to some

process [193]. An FEA model will then solve each of these differential equations and

combine all the results to generate a solution for the entire object. The accuracy of a

finite element model generally increases with increasing number of elements. Therefore

to ensure reliable results, the number of elements is increased incrementally until the

desired output converges - i.e. there is no further significant change with further increase

in element density.

For the FEA models used in this thesis work, the number of elements was changed until

a model consistently reproducing eigenfrequency estimates and elastic strain energies to

within <1% of the previous number of elements trialled was achieved for all of the first

forty predicted modes of a disk - a quantity greater than the number measured on any

sample. After these converged models were produced, the resonant mode frequency estim-

ates were recorded. From this, information of their mode shape and percentage of elastic

strain energy stored in bulk and shear motion can also be extracted. Indeed, one learns

that the two modes with a lower loss trend at 16 kHz and 25 kHz, shown on the right side

of Figure 3.9, exhibited a greater fraction of bulk motion and are both from a separate

family of mode than the other six studied modes.
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Figure 3.10: Finite element analysis representation of the first twenty-two resonant mode
shapes of a vibrating disk, grouped by family, with each twin mode paired. For a given
mode shape m/n represent the number of present nodal circles/lines.
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Figure 3.10 represents the first twenty two modes predicted with FEA, grouped by ‘family’.

Mode shapes are defined by the notation (m,n) where m is the number of nodal circles

and n is the number of nodal lines representing the regions/shape of displacement. Modes

with zero nodal circles (m = 0) represent the ‘clover’ modes, and ones where both m,n̸=0

represent the ‘mixed’ modes. The first sixteen modes present between these two families

on a thin disk are represented in Figure 3.10, and it is these which are measured across

all the disks in this study. Observed beating in the ringdowns result from the interference

between twin modes close in frequency, with identical shape that is rotated ∼ 45◦ with

respect to each other.

The other two families of modes represented in Figure 3.10 are the ‘drumhead’ modes

with no nodal lines (n = 0), and the ‘rocking’ modes with only one nodal line (n =

1). Neither of these are shown in the following results but are worth mentioning. The

drumhead modes cannot be measured on GeNS as the vast majority of their motion

is concentrated at the centre of the geometry, at/close to the suspension point and as

such are totally friction damped by interaction with the sphere/lens on which the disk is

balanced. This is not the case for the clover or mixed modes presented in these studies,

which have nodes at the centre of the disk and most motion occurs close to the edges

of the disk, far from the balance point. Similarly the rocking modes, so named as when

excited the disk begins to ‘see-saw’ back and forth in one axis, are often not detected due

to both significant motion near the centre and mostly minimal displacement along the

vast majority of the edge region. However, they can occasionally be measured in GeNS if

the laser spot happens to coincide with an edge region of higher motion, but when this

happens their measured losses are typically much higher than clover or mixed modes due

to the damping experienced near the centre as the sample rolls back and forth over the

sphere, so are discounted as true sample mechanical loss measurements with GeNS.

Figure 3.11 shows, as a visual aid, the mode shape of each measured mode plotted along-

side the measured losses from Figure 3.9. Though the exact frequencies and magnitude of

the losses differed amongst the different disks, this same general trend in lower measured

loss of the mixed modes versus the clover modes, with the clover losses increasing more

rapidly with frequency, was seen on all samples.
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Figure 3.11: Finite element analysis representation of the first twenty two resonant mode
shapes of a vibrating disk, grouped by family, with each twin mode paired. For a given
mode shape m/n represent the number of present nodal circles/lines.

3.4.3.1 Modelling a coated HR stack topology

Modelling multiple connected thin interfaces in FEA comes with a host of associated com-

plexities. Due to this the TiO2:SiO2/SiO2 coating stacks in this study are approximated in

the FEA models as a composite mono layer of thickness equal to the total thickness of the

stack and of composite material properties given by suitable thickness weighted averaging

of each individual material’s properties. Specifically the composite Young’s modulus can

be expressed as a weighted sum [76, 182]

Ycomposite =
∑n

i=1Yiti
∑n

i=1 ti
(3.15)

where Y represents Young’s modulus, t the thickness, and subscript i denotes the differ-

ent materials to be averaged. The composite density was calculated following this same

form. Given that there are two materials to be averaged for the coating stacks in this

study, and each layer of the same material in this stack are nominally the same thickness

Equation 3.15 becomes

Ycomposite =
Y1t1 +Y2t2

t1 + t2
, (3.16)
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The composite Poisson ratio can be calculated as follows [76, 182]

νcomposite =
Y1t1ν1(1−ν2

1 )+Y2t2ν2(1−ν2
2 )

Y1t1ν1(1−ν2
2 )+Y2t2ν2(1−ν2

1 )
. (3.17)

The composite Young’s modulus, density, and Poisson ratio can be used in combination

with the stack thickness to produce a model of a coated disk to be solved with FEA. The

two HR stacks in this study each had a specified number of quarter-wavelength optical

thickness layers (QWL) at 1064 nm. This means the total thickness of the stack tstack can

be defined as

tstack =
n

∑
i=1

1064[nm]

4ni
Ni =

n

∑
i=1

tiNi, (3.18)

where n represents the refractive index of material i, N the total number of layers of

that material, and t is its physical thickness. HR-1 had 18 TiO2:SiO2 layers (63.2% Ti

composition) and 17 SiO2 layers, each λ/4n thickness, making its total thickness ∼5.7

microns. HR-2 was specified for full gravitational wave detector ETM reflectivity with 22

TiO2:SiO2 layers (69.5% Ti composition) and 21 SiO2 layers, each λ/4n thickness, making

its total thickness ∼6.8 microns.

3.4.3.2 Inferring doped material elastic properties

To perform the single composite layer HR stack FEA approximation, as outlined in the

previous subsection, first the material properties of both the mixed TiO2:SiO2 and the

SiO2 comprising the stack had to be estimated. Nominal amorphous IBS SiO2 Young’s

modulus, density and Poisson values were taken from the literature [165], and significant

deviation from these is not expected. For the mixed material, density values were acquired

for the single layer coatings from Rutherford backscattering spectrometry measurements

as shown previously in Table 3.1, and these values were broadly consistent with being a

mix of the densities of pure IBS TiO2 and SiO2. The densities of the mixed layers in the

HR coating stack (which differed in cation content from the single layer counterparts) were

estimated via volumetric weighted averaging of values for pure TiO2 and SiO2, following

a similar form as Equation 3.16.
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To estimate the Young’s modulus and Poisson ratio of the mixed material, the author

built an analytic model in MATLAB following relations derived by S. Barta [194]. These

relations describe the effective Young’s modulus and effective Poisson ratio of a multi-

component particulate mixed material in the framework of the average field approxima-

tion. The average field approximation method follows from the notion that a randomly

chosen isotropic granule of globular form with characteristic Young’s modulus Y and

Poisson ratio ν is submerged into an (unlimited) effective medium, with characteristic

effective Young’s modulus YEFF and effective Poisson’s ratio νEFF [194]. The paramet-

ers Y and ν are stochastic quantities, which are determined through n-point correlation

functions. The average field approximation method only requires knowledge of the local

distribution function and not the n-point correlation functions. On the one hand, this

is advantageous as only local distribution information is needed, but on the other hand,

being an approximation it uses incomplete information of the structure and statistics of

the mixed material on a sub-macroscopic level.

Barta discusses these limitations of this average field approximation and indeed after

a long derivation defines two equations required to be solved simultaneously to yield

the relations for the effective material parameters - Equations 3.19–3.20. Despite the

simplifications, it was determined that this average field approximation approach was

suitable for calculating effective mechanical-elastic properties in this study, as has been

successfully done prior in others [195, 196, 197]. The equations are obtained by means

of the average stress and average linear strain tensors and through defining an effective

material tensor. Their solution gives the relations for effective parameters and are defined

as follows [194]

n

∑
i=1

ci
A−Ai

2A+ Ai
Bi
(µi +1)

= 0 (3.19)

n

∑
i=1

ci

A
B − Ai

Bi

2A+ Ai
Bi
(µi +1)

= 0, (3.20)

where ci is the volumetric fraction of each constituent material i in the mix, µi is defined

as the Poisson constant (inverse of the Poisson ratio) such that

µEFF =
1

νEFF
, µi =

1
νi
, (3.21)
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and the variables A and B are defined as follows

A =
µEFFYEFF
µEFF +1

, Ai =
µiYi

µi +1
(3.22)

B = µEFF −2, Bi = µi −2. (3.23)

From these relations one can see how the effective Young’s modulus and Poisson ratio

depend on the volume fraction and the properties of the individual components. Once

the simultaneous equations are solved to yield values for A and B, Equation 3.21 and

Equation 3.23 can be used together to solve for the effective Poisson ratio of the mix,

and then this can be input into Equation 3.22 to solve for its effective Young’s modulus.

It should be noted the solution of Equations 3.19–3.20 in fact yields two possible values

for B and hence for the effective Poisson ratio. One of these solutions lies between the

Poisson ratios of the two pure materials and one does not and as such the latter is treated

as nonphysical and discarded. Notably the solutions of Equations 3.19–3.20 can generally

be obtained only by numeric methods, such as those incorporated with the model the

author developed using MATLAB’s Symbolic Math Toolbox [198].

In lack of directly measured material properties of pure TiO2 and SiO2 made in the same

IBS system under the same conditions, values for the Young’s modulus and Poisson ratio of

the pure IBS materials taken from the literature were used in this analysis and outlined in

Table 3.2, along with the effective material properties calculated for the mixed material

layers of both stacks. In order to achieve this, the cation concentrations of both TiO2

and SiO2 acquired via ERD-TOF for the mixed material layers of each stack had to be

converted into a volumetric fraction, by considering the atomic mass and density of each.

The mixed material was modelled as a binary system where only TiO2 and SiO2 were

considered, and the known impurities such as argon and carbon comprising at maximum

of around 3.5% of the real mixed materials were not. Figure 3.12 shows how the calculated

mixed material properties varied with cation content. Once the mixed material properties

for the desired Ti cation concentration were found, the FEA composite mono layer HR

stack material properties were calculated using Equations 3.16-3.18 and are also detailed

in Table 3.2.
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Figure 3.12: Effective Young’s moduli and Poisson ratios calculated for mixed TiO2:SiO2
materials from Ti cation concentrations of 1% – 99% (in 1% steps).

Table 3.2: Material properties of pure and mixed IBS SiO2 and TiO2, as well as a composite
stack property estimates.

Material ρ [kg/m3] Y [GPa] ν
SiO2 2202 72.0 0.170
TiO2 4230 151.0 0.280
TiO2:SiO2 (63.2% Ti) 3303 103.8 0.241
HR-1 composite (63.2% Ti) 2695 86.2 0.202
TiO2:SiO2 (69.5% Ti) 3443 109.5 0.249
HR-2 composite (69.5% Ti) 2746 88.5 0.204

3.4.4 Extracting coating loss from measured losses

Measurements of the loss of a sample before and after being coated can be used to find

the loss of the coating itself. To do this, it is necessary to know what fraction of the total

elastic energy of the sample, vibrating with some mode shape, is stored in the coating

- as it is only this energy which ‘experiences’ the loss of the coating material. With the

mode shapes of the measured resonances identified, and converged well-matching FEA

models produced for the same sample both coated and uncoated, the elastic strain energy

residing in the coating and substrate for all the excited modes can be extracted. These

can then be used to infer the coating mechanical loss.
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The measured loss ϕM of a coated sample can be expressed as

ϕM =
1

ET
(ECϕC +ESϕS) , (3.24)

where ET is the total elastic strain energy stored in the sample undergoing some particular

motion, and EC and ES are the portions of this energy stored in the coating and substrate

respectively (ET = EC + ES), with ϕC and ϕS being the corresponding intrinsic coating

and substrate losses. Both ϕM and ϕS are measured using the GeNS, and the elastic strain

distribution in a given mode shape is calculated through FEA. This equation can be

rearranged to find the coating mechanical loss [140]

ϕC =
ET
EC

(ϕM −ϕS)+ϕS. (3.25)

Of note, the prefactor term in Equation 3.25 is the inverse of a term sometimes defined

in the literature as the dilution factor D – the ratio of elastic energy stored in the coating

to that in the full sample defined as [165, 199]

D =
EC
ET

=
EC

EC +ES
. (3.26)

Following an approach highlighted by Reid and Martin [200], Equation 3.25 can be simpli-

fied when the coating volume is much smaller than that of the substrate (e.g. the coating

thickness is much thinner than the substrate thickness). In this case, the strain energy

stored inside the substrate is much larger than that stored in the coating i.e. EC ≪ ES

and so ES ≈ ET. Therefore for a given resonant frequency f0, the coating mechanical loss

can be approximated as [200]

ϕC( f0) =
ES
EC

(ϕM( f0)−ϕS( f0)) . (3.27)

This equation frame work allows for extraction of the intrinsic coating loss under the

assumption that thermoelastic loss of the coating material is not a significant contributor

to the overall dissipation. If it was significant then Equations 3.25 and 3.27 would instead

represent the sum of the intrinsic coating loss, and coating thermoelastic loss. This ES
EC

term defined as the ‘energy ratio’ is approximately equal to the inverse of the dilution
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factor defined in Equation 3.26 when EC ≪ ES and can be extracted directly from the

FEA model. The energy ratios for each of the four HR stack coated samples in this study

are shown in Figure 3.13 and Table 3.3. Note that lower values for the mixed modes

compared with the clover modes can be observed.

The different energy ratio values for different samples arise from variation in their physical

dimensions. Both HR-2 samples were of similar geometries and as such have very similar

energy ratios to each other. HR-1 A was a sample with coating deposited onto a substrate

with similar dimensions to both the HR-2 samples, its energy ratios are higher, reflecting

the thinner HR-1 coating with a lower value for EC. With these ratios computed, the

analysis framework is complete and all measured ringdown data measured using the GeNS

can be converted into coating mechanical loss values, with trends through frequency, mode

shape and post-deposition heat treatment able to be extracted.

One aside to this analysis is that EC can be further split into the contributions of strain

energy in the coating stored in bulk (EC,κ) and shear EC,µ (where EC = EC,κ +EC,µ). One

finds, while both families of mode have a majority of their elastic strain energy stored in

shear, the mixed modes generally possess a significantly higher proportion in bulk. This,

however, was not necessary for these TiO2:SiO2 coating studies for converting the coating

mechanical loss into CTN values.

Table 3.3: Energy ratios calculated in COMSOL Multiphysics for the four coated
TiO2:SiO2/SiO2 HR stack samples approximating the stacks as a composite mono layer.

Stack energy ratios sorted by mode shape
Mode HR-1 A HR-1 B HR-2 A HR-2 B
(0,2) 134.6 52.3 109.5 109.5
(0,3) 135.9 52.2 110.6 110.6
(0,4) 137.6 52.3 111.9 111.9
(0,5) 139.5 52.4 113.5 113.5
(1,2) 131.4 51.4 106.9 106.9
(0,6) 141.7 52.6 115.3 115.3
(1,3) 137.8 51.8 108.9 108.9
(0,7) 144.1 52.8 117.2 117.3
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Figure 3.13: The elastic strain energy ratios calculated for the resonant modes of the four
samples coated with the two TiO2:SiO2/SiO2 HR stacks. The values for HR-1 B coated
on a much thinner, and smaller diameter disk than the other three samples is displayed
on the inlay with axes representing the same terms as the main plot.

3.4.5 Titania-silica coating mechanical loss results

Following the measurement procedure outlined in Section 3.4.1 to the measure the mech-

anical losses of fused SiO2 disks before and after coating via gentle nodal suspension, and

applying the analysis framework described from Sections 3.4.2 - 3.4.4 the mechanical loss

of the coating can be extracted. Samples coated with the two highly reflecting coating

stack designs incorporating QWLs of TiO2:SiO2 and SiO2 as the high and low index lay-

ers with topology described in Section 3.3 were studied. HR-1 was determined to have

nominally 63.2% Ti in its mixed layers with HR-2 having nominally 69.5% Ti, as shown

in Figure 3.2.

Each coating was deposited onto two disks; four samples in total, denoted HR-1 A, HR-1

B, HR-2 A, HR-2 B. Sample HR-1 B had approximate dimensions of ∼50 mm diameter

and thickness ∼1 mm, while all the others had approximate dimensions ∼75 mm diameter

and thickness ∼2.7 mm. Their individual dimensions were verified from multiple point

measurements per disk with a set of digital calipers. Figure 3.14 shows the as-deposited

coating mechanical results for all four of these samples with frequency. Each data point
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represents the ‘best’ coating loss values acquired after multiple GeNS suspensions, where

for each coated disk suspension, the mean of the losses from multiple measurements of each

resonant mode was calculated, and the lowest of these mean values between the different

suspensions is taken as the best value. The corresponding best uncoated (blank disk)

values are subtracted from these, and the difference is scaled by the elastic strain energy

ratio between coating and substrate for the relevant mode as defined in Equation 3.27.

The plotted coating loss error bars represent the corresponding standard deviation of the

coated and uncoated best results added in quadrature and also scaled by the energy ratio.

With an average of 6 repeated measurements per mode, per suspension, at least 3 sus-

pensions per state of the disk, and both the uncoated and coated disk data considered

to extract the coating losses, this corresponds to typically between 10-15 measurements

being represented by each data point on the coating loss versus frequency plots presented.

For all the individual measurements a fit similar to that represented in Figure 3.8 is made

towards performing this analysis.

From Figure 3.14 a clear agreement between the measurements of both samples of each

coating can be seen. Particularly the HR-1 data, where two different geometries of disk

were coated, highlights the success of isolating coating loss independent of sample dimen-

sions. The coating mechanical loss is an intrinsic material property and should not be

influenced by the geometry of the sample onto which it is deposited, and indeed for all

samples very good agreement in coating loss is observed. There are 13 measurements from

which direct comparisons can be drawn for both coatings, with all bar one of these the
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Figure 3.14: As-deposited coating mechanical losses as a function of frequency for both
samples coated with HR-1 (left) and both coated with HR-2 (right).
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values, for one mode of one sample, lying within measurement error of the other sample

deposited with the same coating. The agreement between samples is apparent. A few less

modes were measured for sample HR-2 B as-deposited than for the other three disks in

the as-deposited state, but all modes were measured for all samples in the future runs

after heat treatment.

As well as agreement between the samples with the same coating, one can also see very sim-

ilar levels of loss between the two different coatings, as may have been expected for coat-

ing stacks comprised of thicker pure-SiO2 layers and of thinner layers of mixed-material

differing in Ti content by only ∼5%. Each exhibits a broadly constant loss trend with

frequency at a level of ∼4-5×10−4, suggesting that both high-index materials have very

similar losses as-deposited. This flat loss trend with frequency suggests no large difference

between the bulk and shear loss of the coatings as well, as this would be reflected with

the mixed modes (with a significantly greater portion of energy stored in bulk motion)

having different losses than the clover modes.

It is well known that heat treatment can significantly reduce the mechanical loss of bulk

fused SiO2. This reduction in loss is believed to be a result of a reduction of internal

stresses in the SiO2 [201]. It is also believed for many amorphous solids above 10 K, the

internal dissipation largely results from thermally activated re-orientations of bonds over

potential barriers [202] and that heat treatment possibly alters the distribution of these

potential barrier heights [203] reducing the loss. Ion-beam sputtered coatings are often

heat treated after coating deposition to reduce the stress in the coating and to reduce the

optical absorption [204] and this is indeed true for current GWD coatings.

Each sample was put through various rounds of progressive post-deposition heat treat-

ment, with the losses being recorded in order to find which temperature yielded the lowest

losses of the coatings, and therefore potentially would lead to the largest improvement in

GWD coating thermal noise levels. Each sample was heat treated to the target temperat-

ure in air, similar to the procedure undertaken for current GWD coatings. Specifically the

samples, in all bar one instance described later, were heat treated to target temperature

with a controlled ramp up rate of 100◦C/hr, and held at the desired temperature for 10 hr
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before being allowed to freely cool back down to room temperature, and removed from

the oven for measurements. At least one common temperature point was reached between

the two samples deposited with the same coating to further check consistency. The results

of these studies will now be discussed.

3.4.5.1 Coating loss of the 63.2% Ti HR stack through heat

treatment

Figure 3.15 shows the coating loss of the samples coated with HR-1 versus heat treatment

temperature, excluding the 700◦C heat treatment of HR-1 B, which is shown in Fig-

ure 3.16. The coating losses from both HR-1 disks results maintain good agreement with

each other after heat treatment. The results from the common heat treatment of 550◦C

yielded near identical coating losses from each disk - taking the average of all modes for

comparison (which exhibit no trend with frequency), the loss of the two samples agreed

to within 2%, which is also less than the variance exhibited between modes of the same

sample of 3% and 8% respectively. Neither sample had the same heat treatment prior to

this step, suggesting in this case that heat treatment temperature was more dominant to

the overall coating loss than heat treatment history. A general decreasing trend in loss
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Figure 3.15: Coating mechanical losses as a function of frequency for the 63.2% Ti
TiO2:SiO2/SiO2 HR stack, after different stages of post-deposition heat treatment. The
results for sample HR-1 A are plotted on the left, and for HR-1 B on the right.
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with heat treatment temperature, with the losses again being by and large constant across

the frequencies measured was observed until 600◦C. At 650◦C (on HR-1 B, shown by the

red pentagons) a loss split between the mode families was witnessed, with both the mixed

modes (>0,n) now exhibiting higher coating losses than the clover modes (0,n).

This loss increase at 650◦C was accompanied by macroscopic physical changes to the

samples, with large blisters of a few millimetres in size noticed after heat treatment.

Blister formation in optical coatings results from issues with the adhesion/cohesion [205].

Specifically, blisters can arise during post-heat treatment cooling if the contraction of the

coating differs significantly from that of the substrate, giving rise to compressive stress. As

such, blisters result from so called compressive stress failure [206]. This stress can lead to

the formation of blisters, as the coating tries to shrink but is constrained by the substrate.

As the mixed modes have a larger proportion of their motion across the face of the disk

(and larger bulk strain energy storage) than the clover modes do (see Figure 3.10), it is

conceivable that these inhomogeneities across the face led to higher measured losses in

these modes. It is also possible that the blister formation led to micro-cracking around

the defect regions which could also have increased the losses, though unfortunately this

data is not available for this particular sample as the disk was subsequently heat treated

to 700◦C before it could be examined under an optical darkfield microscope. Though the

effect on the clover modes is also likely not zero, the excess loss of the mixed modes of

the sample at 650◦C is clearly apparent for HR-1, and as such the losses for the measured

(1,2) and (1,3) modes will be discounted from subsequent analysis and averaging of values

at this temperature step.

The lowest loss results for this coating arose after heat treatment at 600◦C before any no-

ticeable defects manifested. This was found on sample HR-1 A, with loss of (1.32±0.16)×10−4,

though the losses of the clover modes after 650◦C on HR-1 B were quite similar, and it

was decided to heat treat this sample which had already blistered further to observe

whether the clover modes continued the downward trend in loss, and to study if more

macroscopic defects arose. HR-1 B was therefore heat treated next to 700◦C with coating

loss results shown in Figure 3.16. After this heat treatment the sample now also exhibited

macroscopic cracking in the coating across the whole diameter of the sample with more

blisters forming. Cracking, in contrast to blister formation (with too great compressive
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stress), results from tensile stress failure [206]. A material experiences tensile stress when

it is elongated or pulled and compressive stress when it is compacted. Too high levels of

tensile stress has been well documented to induce cracks in optical coatings [206, 207]. It

is apparent that the sample experienced critically high levels of (various kinds of) stress as

its material properties (of both the coating layers and substrate) were altered through the

heat treatment process to these temperatures. Details of the different samples for which

defects arose and their corresponding heat treatments procedures are shown in Table 3.4.

At 700◦C the loss of HR-1 no longer appeared to be flat across frequency, and nor did

it seem to have a significant loss split between mode families as at 650◦C for the same

sample. Instead it exhibited a general increasing trend in loss with frequency, with all

modes now exhibiting higher losses than at the previous heat treatment step.

The losses of this sample at 700◦C were witnessed to become progressively worse with each

re-suspension of the sample (three were attempted), and indeed the losses also became

progressively worse with each repeat measurement on the same suspension. Disk slipping

for these was ruled out by monitoring the stable return laser spot position, and another

disk was simultaneously measured on the other GeNS system inside the same vacuum
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Figure 3.16: Coating mechanical losses as a function of frequency for sample HR-1 B, after
different stages of post-deposition heat treatment, including the cracked coating 700◦C
measurement.
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tank, and did not exhibit this worsening trend with time (ruling out contamination)

which meant the increasing losses could only have come from sample change. The number

of cracks was in fact witnessed to increase from the first to the third suspension, and

the accompanying increasing losses with these seemed to strongly suggest correlation

between the cracking and measured loss of the disk resonator. It is therefore believed that

the numerous cracks were the primary factor which led to this increase in loss, and the

sudden divergence from the previously witnessed flat loss trend with frequency. As such

the values reported in Figure 3.16 for 700◦C come only from the first suspension.

The mean loss acquired from all measured modes of these HR-1 samples through heat

treatment is presented later in Figure 3.19 (excluding this 700◦C suspension). Their results

are discussed alongside the results from the samples coated with HR-2, the latter of which

shall now be discussed.

3.4.5.2 Coating loss of the 69.5% Ti HR stack through heat

treatment

A similar investigation into the effects of post-deposition heat treatment on HR-2 with

69.5% Ti high index TiO2:SiO2 layers was conducted. This coating was manufactured

at a much later date and during this time it was discovered that the oven used to heat

treat the samples in Glasgow had developed a fault which meant as the samples were

set to cool at a specific rate from their dwell temperature, they instead cooled naturally

back to room temperature following a broadly exponential cooling decay. As such for

these samples it was decided to test in another oven if the cool rate was controlled, if

defects could be avoided at the higher temperatures. Therefore when both samples HR-2

A and HR-2 B were heat treated to 600◦C, HR-2 B was placed in an oven with 50◦C/hr

controlled cooling, whereas HR-2 A (and indeed the previous temperature steps of HR-2

B) followed the heating procedure outlined in Section 3.4.5.

Figure 3.17 shows the post-deposition heat treatment coating loss evolution for each of the

HR-2 coated samples. The as-deposited data is not plotted here to provide a more zoomed

in view of the fine temperature step changes of HR-2 B but can be viewed in Figure 3.14.

The coating losses for HR-2 were, similarly to HR-1, found to be lowest at 600◦C. The
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Figure 3.17: Coating mechanical losses as a function of frequency for the 69.5% Ti
TiO2:SiO2/SiO2 HR stack, after different stages of post-deposition heat treatment. The
results for sample HR-2 A are plotted on the left, and for HR-2 B on the right.

loss levels at this common point heat treatment between the two HR-2 samples agree

very well with each other, despite their different heat treatment histories and slightly

different heat treatment procedures. This again suggests, as with HR-1, that the actual

dwell temperature, rather than the sample history or heating/cooling rate dominates the

resulting coating loss. In the next section the mean coating loss acquired from all the

measured modes is also shown in Figure 3.19.

Sample HR-2 B was heat treated using a much finer range of temperature steps compared

to the other three samples. In doing so it was noticed that its losses generally began to

increase slightly from 500◦C to 525◦C, before subsequently reducing at 550◦C and again

at 600◦C - this is perhaps best viewed later in Figure 3.19. This small peak in the loss

ultimately may simply arise because any coating loss improvement between the 25◦C

temperature steps is minuscule compared to the variability of the measurement technique

itself. After the 600◦C heat treatment there is clear improvement witnessed for the coating

loss on both samples.

Both HR-2 samples, upon reaching 600◦C, irrespective of heat treatment procedure/history,

showed signs of compressive stress failure, with numerous macroscopic blisters of a few

millimetres in size forming in the coating. Most of these were localised to the outer 20 mm

of the coating face where the quality of polishing would be expected to be worse, which

may indicate some correlation between the two. The slower and controlled ramp rate

did not have a noticeable effect on the defect formation nor the loss level: see Table 3.4.
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Sample HR-2 A was also heat treated to 650◦C where its coating was witnessed have

cracked (showing tensile stress failure) after removal from the oven, with multiple large

fractures across the coating face. Upon measuring its losses, they were found to have

increased an order of magnitude compared to 600◦C, and are shown in Figure 3.18.

Notably, unlike HR-1, no frequency dependent loss was seen to arise in the HR-2 B sample

after the onset of cracking, and indeed much higher levels of loss were noted post damage

in HR-2 than in HR-1 on the whole. The HR-2 coating stack is ∼20% thicker than HR-1,

and assuming similar material properties, as exemplified by the similar loss levels and

close cation concentrations of the high refractive index layers in the stacks, HR-2 likely

experiences greater levels of stress on the whole and this perhaps goes some way to explain

the dichotomy in observed coating loss levels/trends at 650◦C in both coatings. Of course

if the defects arising in HR-1 happened to line up with the regions of high strain-energy

storage for the mixed modes but not the clover modes, that may also explain differences

in the measured trends.
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Figure 3.18: A selection of coating mechanical losses as a function of frequency for HR-2
B, after different stages of post-deposition heat treatment. Specifically previously omitted
650◦C data is now shown.
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3.4.5.3 Titania-silica HR stack losses discussion

Both HR stack designs presented in this study achieve promising coating mechanical

loss levels slightly lower than the current aLIGO/adV ETM coating stack design of

∼1.50×10−4 after post-deposition heat treatment at 600◦C. HR-1 achieves loss of

(1.32±0.16)×10−4, and HR-2 achieves loss of (1.46±0.14)×10−4. These represent reduc-

tions from the as-deposited states of the coatings through heat treatment of around 70%,

and show the importance of this post-deposition process for IBS coatings. The current

GWD coatings, unlike these investigated stacks, are not simple QWL topologies, they in

fact have slightly thicker layers than QWL of SiO2 and slightly thinner than QWL of

TiO2:Ta2O5, which has the effect of decreasing their stack loss overall versus the QWL

design. This was done primarily to provide additional suitable coating reflectivity for the

arm length stabilisation system lasers of current detectors which operate with auxiliary

532 nm laser light [114], but provides coating thermal noise improvements as a secondary

boon. As such, one might expect a slightly larger improvement of coating stacks incor-

porating this new material versus current GWD coatings, if they were also manufactured

with similar layer thicknesses optimisation.

Figure 3.19 shows the average coating losses calculated from taking the mean of the

losses from all measured resonant modes at a given heat treatment, with the error bars

representing the standard deviation. This approach was adopted because of the observed

by-and-large constant coating loss trend in frequency. The two exceptions to this are

both for sample HR-1 B at 700◦C where the losses increased and were not constant with

frequency and at 650◦C where just the mixed mode losses were observed to increase with

respect to the clovers (see Figure 3.16). At both of these heat treatments the sample

gained new defects. For 700◦C an average is not plotted at all, and for 650◦C only the

clover mode losses were considered for the averaging shown in Figure 3.19.

Of course it is not just the mechanical loss that matters for coating thermal noise reduc-

tion, and when the improvements in loss are only slight, the refractive index of the stack

layers will play a large role, as this determines the total thickness of the coating for a

given reflectivity, directly impacting the thermal noise. In these HR topologies the aim

was to test a replacement candidate for TiO2:Ta2O5 in current room temperature detector
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▊

Figure 3.19: Coating mechanical losses for both TiO2:SiO2/SiO2 stack designs as functions
of post-deposition heat treatment temperature. Each point represents the average loss of
6–8 measured modes for a particular heat treatment step, with the standard deviation
between them used as the error bars. Note that the points at 100◦C represent the as
deposited average loss as the deposition temperature was near this.

designs. Though the losses of the TiO2:SiO2 based stacks were found to be slightly lower

than the current TiO2:Ta2O5 based stacks, the refractive index of TiO2:Ta2O5 is larger

than the TiO2:SiO2 investigated here. This means that the individual layers of TiO2:SiO2

will be thicker by Equation 3.18, and due to a lower refractive index contrast with SiO2

additional bi-layers would be needed to achieve the same reflectivity of current detector

coatings. Both of these factors increase the thickness of a stack incorporating the new

high refractive index material, and would counter some of the improvement in the coating

thermal noise from the lower mechanical loss. In the following section all these factors are

considered and used to calculate the coating thermal noise level (shown on Figure 3.20).

Conversely, both compositions of TiO2:SiO2 investigated here have higher refractive in-

dex than another proposed high-n candidate TiO2:GeO2 with 44% Ti concentration, and

therefore would yield a thinner overall stack than this other candidate material. As will be

seen in Chapter 6, TiO2:GeO2 seems to have significantly lower loss at (its own optimal

heat treatment of) 600◦C, but current recipes yield worse optical losses than TiO2:SiO2.

Thus, a favoured candidate is not yet clear.
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The defects that emerged in these TiO2:SiO2 HR coatings following the heat treatments

above 600◦C appear to have very likely impacted the measured losses. There may be

scope to alter the substrate, deposition, and post-deposition heat treatment parameters

to suppress their manifestation, as has been achieved in the past for other IBS oxide

coatings [208] , which could result in higher achievable heat treatments and even lower

losses. A subsequent study based on the promising mechanical losses of these TiO2:SiO2

based coatings was launched, into directly measuring their coating thermal noise on smal-

ler scale super polished substrates in collaboration with colleagues at the Massachusetts

Institute of Technology (MIT).

3.5 Directly measured coating thermal noise of the

69.5% Ti titania-silica HR stack

For the second HR coating run of these TiO2:SiO2 based coatings, with calculated ∼69.5%

Ti cation concentration in its high-n layers from the ERD-TOF measurements (see Fig-

ure 3.2), three 25 mm diameter, 6 mm thick super polished Corning 7980 fused SiO2 disks

were included. These samples were sent to colleagues at MIT to perform a complementary

study in quantifying the coating thermal noise (CTN) these coatings would produce in

the most sensitive frequency range of current GWDs at ∼100 Hz, where it dominates the

detector noise. The highly-polished substrate surface was essential for reducing optical

scatter down to acceptable levels to enable the direct CTN measurement. The samples

were only coated within an 8 mm diameter circular region in the centre and also had an

anti-reflective coating of approximately 5 mm in diameter on the opposite face to mitigate

backside reflections. A similar post-deposition heat treatment study to the one performed

by the author for the mechanical loss samples was undertaken, with each sample being

brought to and from target temperature with a ramp rate of 50◦C/hr. In all cases, bar

one, the samples were left to dwell at temperature for 10 hours. The CTN measured in

this experiment could then be compared to calculations of the CTN made by inputting

the measured coating losses shown in Figure 3.19, into Equation 2.41.
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3.5.1 The directly measured CTN setup briefly explained

The CTN measurement setup at MIT [209] employs a Fabry-Pérot folded cavity, in which

the folding mirror is the sample to be measured. To mitigate external noise coupling,

the cavity is mounted on a vibrationally isolated platform and placed inside a vacuum

chamber. Three optical modes co-resonate in the cavity - the TEM00, TEM02 and TEM20

modes. Each mode, due to their differences in shape, probes different areas of the sample’s

face, with the TEM02 and TEM20 overlapping only in a small region at the centre. Three

laser beams are used: one locked to the TEM00 cavity mode, used to suppress cavity length

noise and laser frequency noise which is common to all three modes. Two pick-off beams

are frequency shifted and locked to the TEM02 and TEM20 resonant frequencies of the

cavity, which emerge at slightly different frequencies due to differences in the horizontal

and vertical radii of curvature of a real (imperfect) optic being measured.

The CTN, which is spatially independent between the modes, results in a fluctuation in

this frequency difference between the TEM02 and TEM20 resonances. The fluctuations

in the frequency difference between these two beams, emerging due to CTN (as well as

other typically weaker noise sources that, unlike the CTN, mostly cancel on subtraction),

is measured by interfering the beams and monitoring the resulting beat signal. This beat

frequency, can then be converted into an equivalent cavity length change, and thus, the

amplitude spectral density of the CTN NCTN extracted. The operation of this setup is

outlined in much more detail in a 2018 article by Gras and Evans [209].

Though this experiment quantifies the thermal noise sensed by TEM02 and TEM20 modes

in a folded cavity across frequency space, more typically of interest for GWD is the thermal

noise of the fundamental mode (TEM00) of a linear cavity N00
CTN. Thus correction factors

must be implemented to scale for the cavity geometry, mode shape, and for difference in

laser beam size, which are discussed at length in [210]. Ultimately the final conversion

from the measured CTN amplitude spectral density NCTN in this setup with beam size

wS (typically ∼50 microns) to CTN experienced in a linear cavity where a beam of size

wL locked to the TEM00 mode is used is [209]

N00
CTN( f ) = 0.616×

(
wS

wL

)
NCTN( f ). (3.28)
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Substituting in the beam size values typical to this experiment and for aLIGO (∼6.2 cm),

the prefactor terms simplify to ∼5×10−4. With Equation 3.28, one can use the measure-

ments from this folded cavity setup to estimate the level of CTN experienced in a GWD

over a range of frequencies and fit trends in frequency to the measured data. The sensitiv-

ity band well encompasses the most sensitive frequency range of current room temperature

GWDs where CTN is dominant, and through these measurements new HR coatings can be

rapidly tested with their GWD CTN improvement prospects characterised. Samples with

exact coatings used in aLIGO/adV currently were also measured in this setup, so direct

comparisons can be made against these as a reference standard without this conversion

to its expected level in a GWD cavity.

3.5.2 Direct CTN measurement results of 69.5% Ti HR stack

through heat treatment

Of the three 25 mm diameter super polished samples coated with the HR-2 design across

their central 8 mm, two were characterised extensively by collaborators at MIT in the

experimental setup described in the last section. These two samples were both alternat-

ingly heat treated in 50◦C steps (100◦C steps individually) from 250–700◦C with fixed

heating/cool rates of 50◦C/hr, where each sample was held at temperature for 10 hours.

Thereafter, influenced by the previous mechanical loss results, sample 1 was solely heat

treated in increasing 25◦C steps, until a CTN minimum point, followed by a defect form-

ation point were found. After the optimum CTN post-deposition heat treatment temper-

ature was found, sample 2 was heat treated once more to this temperature. The third

sample was held in reserve, and all were eventually shipped back to the author for further

optical and structural characterisation studies outlined in Chapters 4 and 5.

Figure 3.20 shows the directly measured CTN values for the HR-2 stack from the high-

finesse folded cavity setup at MIT, alongside the calculated CTN from the average coating

mechanical losses measured by the author and colleagues in Section 3.4.5, and shown in

Figure 3.19. The loss-to-CTN conversions were made using the values acquired for the

average HR-2 stack coating losses in Equation 2.41. The results from this calculation

were used to compare results between the two techniques, and show very good agreement

between the six common temperatures measured on both setups. The calculated CTN
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Figure 3.20: Directly measured CTN at 100 Hz of the 69.5 % Ti HR coating (HR-2), scaled
to the aLIGO end test mass beam size (represented as diamonds and squares for samples
1 and 2), and CTN calculated from the HR coating mechanical loss shown by the red
triangles, corresponding to the losses in Figure 3.19. The black dashed line represents the
current aLIGO CTN at 100 Hz, with the blue dotted dashed line representing the upgrade
goal.

values from the mechanical loss measurements, agree to within at worse 4% of the values

measured directly at MIT. Of note, the slight upturn witnessed in the CTN calculated

from the loss at 525◦C is not captured in the direct CTN measurements, as 25◦C steps were

only adopted post 700◦C, with the step size being 50◦C prior to this. However the common

temperature values measured either side agree well, and the gradient through temperature

in the direct measurements significantly plateaus in this region when compared with,

say, below 400◦C and above 600◦C. This supports the previously discussed hypothesis in

Section 3.4.5.2 that the material’s loss/quality factor is not improving greatly at these

intermediate temperatures.

The major difference between the results from the two setups is that on the direct CTN

setup the samples continued to improve after 600◦C, and were in fact found to produce

optimum CTN levels on samples free of defects after heat treatment at 850◦C. In contrast

the mechanical loss samples, with much larger geometry and coating area, on potentially

not as well polished substrates, manifested blisters and cracks along the coating at tem-
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Figure 3.21: Images of the two super polished TiO2:SiO2 HR coated samples used in the
direct CTN measurements, after the final heat treatment of each. A crack emerged on
sample 1 after 950◦C, 10 hour heat treatment, whereas sample 2 remained immaculate.

peratures beyond 600◦C, with accompanying increases in the measured loss. This could

imply the stress experienced in the coating was different for both sets of samples, leading

to the associated compressive/tensile stress-linked defects (see Section 3.4.5.1) occurring

at lower temperatures in the loss samples.

Sample 1 measured in the high finesse cavity was heat treated up to 950◦C where it

experienced one macroscopic crack across the coating, and the coating appeared to visually

become slightly cloudy, perhaps as a result of advanced crystallisation. Prior to this, the

lowest CTN measured was at 850◦C after 10 hours, and as such sample 2 was heat treated

to this temperature but for a longer 100 hour dwell duration. Images of both samples after

these final heat treatments can be seen in Figure 3.21.

The direct measurement of the CTN is a much more localised measurement (at the level

of the beam spot size) than mechanical loss measurements, which sample the loss from

the entire vibrating sample. As such any defects, imperfections, as well as the macroscopic

cracks, are less likely to be impactful on the direct CTN measurement when they are far

from the area of the coating sampled by the cavity laser beam. Indeed similar low levels

of CTN have been seen with the folded cavity setup for similar samples with and without

cracks present [211], whereas these clearly had an impact on the measured loss.
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Sample 1 and sample 2 yield equivalent CTN values as-deposited of 1.2×10−20 m√
Hz

, serving

as a consistency check of the deposition process. After the 850◦C, 10 hour heat treatment,

the CTN levels were recorded at 5.0×10−21 m√
Hz

, and 4.8×10−21 m√
Hz

after 100 hours. These

are a reduction in the CTN levels of the as-deposited coating of 57% and 59% respectively

as a result of heat treatment, and represent a reduction of the aLIGO CTN to 79% and

75% of its current value, respectively. This was achieved from a coating which dark field

microscopy showed was free from defects, clearly highlighting the high promise of titania-

silica mixes as a next generation GWD upgrade coating material candidate. The CTN

calculated from the loss measurements, at 600◦C just before the onset of defects (which

is in good agreement with the directly measured CTN, as discussed), is equivalent to the

aLIGO CTN level.

Despite the significant CTN improvement upon current ground-based GWD mirrors at

850◦C, this coating by itself does not yet meet the aLIGO+/adV+ goal of a factor of two

reduction in CTN [90], with it only reaching half way towards this. It is worth noting that

this stack is four layers, or ∼10%, too thick as the high-n refractive index was slightly

larger than predicted. One can see via Equation 2.41, that the amplitude spectral density

(square-root of the power spectral density) of the CTN scales directly with the square-

root of coating thickness. Having more layers should not greatly impact the extracted

average coating mechanical loss, but will influence the overall CTN, meaning that ∼5%

lower CTN results could likely be achieved.

The 69.5% HR stack optimum heat treatment of this coating is close to (only 50◦C below)

the optimum heat treatment temperature of another promising very low mechanical loss,

but higher optical absorption coating candidate - silicon nitride [115]. Should the optical

loss (absorption and scatter) prove low for TiO2:SiO2, then pairing these materials with

SiO2 in a multimaterial design with a few bilayers of TiO2:SiO2/SiO2 on top could be

very promising for future GWDs. A similar argument could apply as well for pairing it

in a multimaterial design with TiO2:GeO2 (discussed in Chapter 6) for heat treatment at

around 600◦C.
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Material properties can vary significantly depending on the deposition process. As such, for

a preliminary study, these coatings, which were not made in the same system that deposits

the current state-of-the-art GWD optical coatings, yield very impressive results. Due to

this deposition variability, it is quite possible as well that the stack mechanical loss/CTN

is significantly influenced by the loss of the pure-SiO2 layers. The loss of SiO2 single layers

produced by FiveNine optics has not been studied separately. The possibility of SiO2 being

the source of excess losses in certain coating designs has been suggested before, though

is not thought to be the case for current aLIGO/adV coatings [82, 212]. Attempts to

determine this through comparison of the stack mechanical losses with mechanical losses

of single layer coatings of TiO2:SiO2 deposited onto thin disk substrates will now be

discussed.

3.5.3 Estimating the loss of the pure silica layers and inferring

an optimistic CTN

Similar to the loss samples measured for both HR stacks, a ∼50 mm diameter, by ∼1 mm

thick disk was deposited with the 62.3% Ti TiO2:SiO2 single layer coating of 272 nm

thickness referred to in Table 3.1, and characterised on GeNS following the same analysis

procedure. The bulk of the measurements on this disk were undertaken by collaborators

at Maastricht University, with the author carrying out all its heat treatments using the

same oven at the University of Glasgow to keep procedural consistency with the stacks.

A few repeat measurements in Glasgow to serve as cross checks between the two systems,

or to simply acquire the data and avoid shipping delays, were also performed by the

author, with all cross check measurements between the two systems yielding the same

losses within error. The average coating loss results through heat treatment for this single

layer are shown in Figure 3.22 alongside the previously characterised HR samples from

Figure 3.19.

To within error (see Table 3.1) HR-1 and this single layer have the same cation concentra-

tion ∼63%. Interestingly, both of these, despite one being a single layer and one being an

HR stack including pure-SiO2 layers, have identical coating losses. A lower HR loss would

be expected due to the loss of the SiO2 layers in the stack generally being low [82, 213].



3.5. Directly measured CTN of the 69.5% Ti titania-silica HR stack 110

0 100 200 300 400 500 600 700
heat treatment temperature [°C]

0

1

2

3

4

5

6

7

av
er

ag
e 

co
at

in
g 

lo
ss

 [ 
]

×10 4

HR-1 A
HR-1 B

HR-2 A
HR-2 A
62.3% Ti SL

▉

Figure 3.22: Coating mechanical losses for both TiO2:SiO2/SiO2 stack designs as functions
of post-deposition heat treatment temperature, as well as the 62.3% Ti TiO2:SiO2 single
layer (black crosses). Each point represents the average loss of 6–8 measured modes for
a particular heat treatment step, with the standard deviation between them used as the
error bars.

Attempts were made to calculate the SiO2 layer losses from the total HR stack losses

using the single layer mixed material results. Following a method outlined by Penn et

al. [172] the loss ϕ2 of one of two materials comprising a stack can be inferred from the

composite coating stack loss ϕC and the loss of the other material ϕ1 using

ϕC =
Y1 t1

Ycomposite tstack
ϕ1 +

Y2 t2
Ycomposite tstack

ϕ2 (3.29)

∴ ϕ2 =

(
ϕC − Y1 t1

Ycomposite tstack
ϕ1

)(
Ycomposite tstack

Y2 t2

)
. (3.30)

For this case, the subscripts 1/2 represent the TiO2:SiO2/SiO2 respectively. The single

layer losses and HR-1 losses (with same high-n layer Ti content as the single layer) were

compared at the common temperature points. Then, using Equation 3.30, estimates of

what losses the pure SiO2 layers in the stack would need to have to result together with

the TiO2:SiO2 single layer losses, to produce the measured HR-1 losses, were made. This

SiO2 loss is shown by the blue triangles in Figure 3.23. The green and black points show

values of IBS-SiO2 coating mechanical losses from the literature. The grey, dashed lines
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Figure 3.23: Mechanical loss estimates of the SiO2 layers of the HR stack, obtained from
the mixed-single layer and HR losses [214], and SiO2 loss from the literature A [213] and
B [165].

represent exponential least-square fits through all three data sets, indicating their trends.

These trends were used to infer the improvement factors at 850◦C for these IBS-SiO2,

as both were not actually measured at this temperature, but do have data at higher

and lower heat treatment temperatures. The one hollow blue triangle assumes further

improvement of our SiO2 after heat treatment at 850◦C, by the same factor observed for

the green circle literature data A. [213], which was lower than the improvement factor of

the black squares [165], as a conservative estimate of potential improvement. This is an

improvement of a factor of ×1.85 at 850◦C, versus the SiO2 loss estimate at 450◦C.

This suggested the loss of the SiO2 coating layers within the HR stacks was quite high

compared to other IBS-SiO2 coatings - observable in Figure 3.23. Excess loss in the HR

coating, e.g. due to layer interface effects, may be an alternative explanation for the

discrepancy of single layer and HR loss [149]. Other effects, like thickness related stress

relaxation may also cause excess loss particularly on thin substrates [149], but this seemed

unlikely to be the dominant source in this study with relatively thick samples showing

consistent loss for different thicknesses as shown in Figures 3.15 - 3.19.

In order to infer the effect of potentially high SiO2 loss, or other excess loss in the stack,

on the CTN, the fit of the SiO2 losses (blue triangles in Figure 3.23) was used to extract

the corresponding high-n TiO2:SiO2 losses from the directly measured CTN at each heat

treatment temperature via rearrangement of Equations 2.41–2.42. These high-n losses

were then combined with the best SiO2 loss numbers from the literature (the fit of the

black squares in Figure 3.23) in order to produce an ‘optimistic’ potential CTN of a stack
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Figure 3.24: Directly measured CTN at 100 Hz of the 69.5 % Ti HR coating (HR-2), scaled
to the aLIGO end test mass beam size (represented as diamonds and squares for samples
1 and 2), and CTN calculated from the HR coating mechanical loss shown by the red
triangles, corresponding to the losses in Figure 3.19. The black dashed line represents the
current aLIGO CTN at 100 Hz, with the blue dotted dashed line representing the upgrade
goal. The green circles show projected CTN values calculated from individual TiO2:SiO2
and SiO2 losses, assuming lower loss SiO2 layers than those present are incorporated.

employing the best known loss SiO2, the results of which are shown in Figure 3.24. These

literature values come from the same IBS chamber where the current GWD coatings are

deposited [165]. The other parameters used for SiO2 in this calculation were a Young’s

modulus of 73.2 GPa, a Poisson ratio of 0.11, and n = 1.45 which are parameters identical

to those used by Granata et al. [165]. This analysis suggests that a maximum CTN

reduction to ∼ 45% of current aLIGO/AdV could be achieved, going beyond the aLIGO+

targeted improvement. This is the maximum possible improvement, if we could eliminate

all excess loss by using the best possible silica instead of that used in these samples.

However, improved SiO2 could also possibly reduce the loss of the TiO2:SiO2 layers in the

coating, improving performance even further.
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3.6 Table of defect formation

Table 3.4: Overview: Crystallisation and damage of samples after heat treatment. The heat treatment temperature after which the defect was
observed is shown, with the highest temperature after which the sample appeared undamaged given in brackets.

Ti [%] type substrate diam. polish T [◦C] observations

58.5 SL thin disk 2” λ/10,≦ 5Å 600 (550) randomly spread damage observed under microscope
63.2 HR-1 thick disk (A) 3” super pol.d 600 (550) ring shaped bubble-like defects in outer region of sample
63.2 HR-1 thin disk (B) 2” λ/10,≦ 5Å 700 (650) cracks across the coating
62.3 SL thin disk 2” λ/10,≦ 5Å 550 (525) shows some small cracks in the centre (from GeNS)
69.5 HR-2 thick disk (A) 3” super pol.d 600c (550) bubbles and cracks
69.5 HR-2 thick disk (B) 3” super pol.d 600 (550) ring shaped bubble-like defects in outer region of sample
69.5 HR-2 CTN (1) 1”a super pol. 950 (925)b cracks across the sample
69.5 HR-2 CTN (2) 1”a super pol. 850 no defects

aCoated only in centre with diameter 8 mm, while all other sample where coated up to the edge.
bHeat treated with a controlled ramp down (all steps), while all other samples were allowed to cool down naturally (in a different oven).
cLast heat treatment step with same procedure/oven as the CTN sample.
d The 3” mechanical loss samples were super polished on one side, and many of them were suspended with that side contacting the GeNS

’ lens prior to coating, which could have also lead to scratches of the super polished surface.
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3.7 Summary of the titania-silica loss and coating

thermal noise investigations

These studies into characterising the mechanical loss and CTN performance of TiO2:SiO2

based coatings for future GWDs yielded very promising results. The evolution of two dif-

ferent coating stacks with high index layers which consist of (63.2±1.7)% and (69.5±1.3)%

TiO2 was tracked through various stages of heat treatment. Optimum amplitude spectral

density CTN levels of 4.8×10−21 m√
Hz

were found for the latter composition after 850◦C,

100 hr post-deposition heat treatment, which is around 75% of current aLIGO/adV levels,

and was achieved on a sample free of defects.

Mechanical loss results for each stack, measured via GeNS, were found to be independ-

ent of frequency/mode shape for all samples free of defects, with each stack producing

similar levels of loss (within uncertainties) through heat treatment. For the loss samples

the optimum heat treatment seemed to be around 600◦C, before the onset of macroscopic

cracking in the coatings. This was not seen on the samples produced for direct CTN meas-

urement, which had a much smaller coating area and were deposited on super polished

substrates until after a 300◦C higher anneal at 950◦C. From the measured mechanical

losses, the CTN was able to be calculated. All CTN values obtained at the same heat

treatment temperatures between the mechanical loss study, where CTN was inferred,

and the directly measured CTN study (prior to cracking in the loss samples) agreed to

within no greater deviation than 4% of each other, showing great consistency between

both techniques.

In the absence of single layers of SiO2 made via the same process as the HR stacks, analysis

was performed to estimate the losses of the SiO2 layers of the stack. These results suggest

that the SiO2 layers may have significantly higher losses than expected, and therefore

would increase the CTN. Applying the losses of SiO2 single layer coatings made in the

same ion beam sputtering system which deposits the current GWD coatings, suggests the

potential of further reductions in CTN to up to 45% of the current GWD levels for these

stacks, which would reach the targets for next generation upgrades.
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Ultimately these investigations yielded highly promising results for a new material candid-

ate for GWD mirror coatings, and could be highly impactful for the field of gravitational

wave astronomy. These results will potentially shape the direction of research in the com-

ing months and years for facilitating sensitivity improvements of detectors. Although with

some (but not all) of the samples manifesting blisters and/or cracks at higher heat treat-

ments there may yet be issues left to solve. This work shows the potential of TiO2:SiO2 as

a new material which could deliver on the CTN goals for future upgrades, with significant

improvements versus current detector coatings. Indeed with the mechanical loss and CTN

of these materials characterised, subsequent investigations were launched by the author

into characterising their optical losses and their structure, in order to further verify their

validity - explored in the next two chapters. The culmination of all these studies recently

led to a first author Physical Review Letters publication in 2023 [171].



Chapter 4

Optical loss studies of titania-silica

HR coatings

4.1 Introduction

In Chapter 3, the mechanical losses of ion beam sputtered (IBS) titania-silica mix coat-

ings and their potential to meet the coating thermal noise (CTN) requirements of next

generation gravitational wave detectors was presented. As well as the thermal noise, there

are very stringent optical loss tolerances for future detectors. These tolerances are at the

parts per million (ppm) level, with no greater than 0.5 ppm optical absorption, and no

greater than 10 ppm optical scatter permitted [124]. This chapter describes investigations

of the optical absorption and scattering of these coatings, with these values quantified

through varying key stages of post deposition heat treatment.

The culmination of the studies presented here, as well as those in Chapters 3 and 5,

resulted in a first author Physical Review Letters publication in 2023 [171].

4.2 Optical absorption studies of the titania-silica HR

coatings

The optical absorption investigations were carried out primarily via photothermal common-

path interferometry. These studies were conducted by the author and fellow researchers

at the University of Glasgow, and by the author and Dr Liyuan Zhang while undertaking

a research placement at the California Institute of Technology (Caltech).

116



4.2. Optical absorption studies of the titania-silica HR coatings 117

4.2.1 Photothermal common-path interferometry

The Photothermal common-path interferometry (PCI) technique [215] involves crossing

the waists of two laser beams of different wavelengths on the surface of a sample. The

first beam, dubbed the “pump” beam, is at the wavelength of interest for characterising

the sample’s optical absorption. This pump beam is of significantly higher-power, and

with comparatively smaller waist size (typically ×2–4 smaller [216]), than the second

laser, dubbed the “probe” beam - making the pump beam much higher intensity than the

probe. The pump beam is optically chopped at a specific frequency to provide periodic

illumination, and therefore, heating of the sample, thus producing a periodic thermal

lensing effect [215, 217]. The thermal lens is generated by the refractive index of the

sample changing due to heating from absorbed laser light. The portion of the much larger

probe beam that passes through the (pump-induced) thermal lens, will interfere with the

part of the probe beam which is unaffected by the thermal lens. The resulting interference

pattern causes a signal S proportional to the absorbed pump power. By scaling this signal

to the signal produced from another sample of known absorption, dubbed the “calibration

sample” Scal, the signal from the sample of interest can be converted into an absorption

value α . This can be expressed as [79]:

α = γ
S

Scal

PcalΩcal
PΩ

αcal, (4.1)

where αcal is the known optical absorption of the calibration sample, P and Pcal are the

powers of the pump beam during the acquisition of the signal from the sample of interest

and the calibration sample respectively. Similarly Ω and Ωcal are the corresponding probe

beam powers, and γ is known as the substrate-correction factor.

The properties of the thermal lens depend on the properties of the substrate upon which

it is induced. Therefore, when scaling an absorption signal from a sample of a different

substrate material to the calibration sample, this correction factor needs to be applied [79].

All PCI absorption measurements presented in this thesis are for coatings deposited on

fused-SiO2 substrates, scaled to signals from fused-SiO2 calibration samples, so for these

studies γ ≈ 1.
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Figure 4.1: Schematic diagram of the PCI system at the University of Glasgow. A sample
to be measured is mounted on an x-y-z translation stage. The photodiode (PD) resides
on an imaging stage that can be moved in the z-direction.

A schematic diagram of the PCI setup at the University of Glasgow is shown in Figure 4.1.

The probe signal is monitored with a photodiode, and modulation of the probe signal is

monitored with the lock-in amplifier. To measure the absorption of the coating, the waists

of the probe and pump beams must be crossed on the surface of the sample. In practice

it is easiest to keep the waist crossing point fixed, mount a sample on an x-y-z translation

stage and pass it through the crossing point (in the z-direction) while monitoring the

signals on the photodiode and power meter. Once the coated surface is at the correct

z-position, if desired, the sample can then be moved in x and y (adjusting the z position

if necessary to account for tilt) to acquire a map of the absorption across the sample

surface.

The time delay in the response of the sample to the heating from the pump laser, is

linked to the thermal diffusivity of the sample [217]. This delay is measured as a phase

for a given absorption signal. In the case of a thin coating, heat conducts rapidly into the

substrate material and, as such, the majority of the signal is produced in the substrate.

The phase of the absorption signals, for all samples measured in this project, was therefore

expected to correspond to the thermal diffusivity of fused-SiO2 (with peak signal at the

coating/substrate interface).

The photodiode monitoring the probe signal is placed on an imaging stage (a fine-control z

translation stage). The imaging stage operates on the principle of a Galilean telescope. Its

function is to maximise the area of measurement for the thermal lens-induced perturbed

probe beam and its distance to the beam crossing point, so that a common photodiode
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can be used to monitor the probe signal for any sample installed in the setup [79]. The

imaging stage also enables compensation for measuring samples of different thicknesses

- by adjusting the stage in the z-direction one can compensate to keep the probe signal

maximised, and thus maintain high measurement sensitivity.

4.2.2 Absorption of the 69.5% titania-silica HR coating obtained

on two PCI systems

The optical absorption of the HR-2 coating stack with SiO2 / TiO2:SiO2 (69.5% Ti com-

position) was studied extensively by the author and fellow collaborators using two in-

dependent PCI systems. This coating was previously found to show lower thermal noise

than current GWD coatings – see Figure 3.24.

The PCI setup at the University of Glasgow utilised a 70µm waist diameter 1064 nm

pump beam, and 230µm waist diameter 1620 nm probe beam configuration, chopped at

408 Hz with no more than 2.4 W of laser power incident on a sample being measured. The

Caltech PCI setup utilised a 60µm waist diameter 1064 nm pump beam, and 450µm waist

diameter 633 nm probe beam configuration, chopped at 1000 Hz with no more than 9 W

of laser power incident on a sample being measured. In measuring samples with identical

histories, and in one case the exact same sample on both setups, the author hoped to

confirm the optical absorption values of the samples, the absorption uniformity across

distinct but nominally identical samples coated at the same time, and also verify the

consistency between the two independent PCI systems which were used.
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4.2.2.1 Discussions of the equivalence of different sampling tech-

niques and samples

A variety of coatings deposited on Corning 7979 and 7980 fused silica substrates [218] were

measured in this absorption study. The samples were of varying geometry and substrate

surface quality. When investigating effects of heat treatment, most samples were directly

heat treated at the desired temperature, whilst others had undergone multiple stages of

heat treatment at successively increasing temperatures, as they were the same samples

used in the mechanical loss and CTN studies in Chapter 3. Details of the heat treatment

histories and absorption values obtained for each sample are outlined in Table 4.1.

When dealing with low absorption samples, typically below a few ppm absorption, meas-

urements can become quite time consuming and challenging as it can be difficult to resolve

such low signals. Therefore great care must be taken to align, calibrate and shield the setup

from factors such as ambient noise.

As the measurements were carried out with 1064 nm pump beams, and the coating stacks

permitted only ∼10 ppm transmission at 1064 nm, the substrates only received ∼0.001%

of the total pump light power incident on the coating top surface. The substrates, though

different in terms of geometry and polishing, were all made of low absorbing fused silica,

and as virtually no light would be reaching them during measurement in order to be ab-

sorbed, the influence of any substrate absorption in these measurements can be considered

negligible. Indeed the absorption values are dominated for the most part by only the top

few bi-layers of the coating stack [219].

Three sampling techniques were employed to characterize the various coated sample sur-

faces via PCI: multiple point measurements, line scans, and surface maps, with the tech-

nique chosen dictated primarily by the time constraints for a given measurement. The

sampling technique variations should have no great impact on any particular absorption

values obtained for a coating of high homogeneity. In point measurement sampling, a

certain number of randomly distributed absorption measurements across the sample are

acquired, with the mean and standard deviation of these taken as the final absorption

value and spread. Once a sufficient quantity of point measurements are acquired, the mean
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value from these should nominally converge on the values of a large area surface map.

The minimum number of point measurements for a given sample in this study was five,

though if the absorption values acquired varied greatly, many more point measurements

would be taken. For line and map scans a large region of the surface is systematically

sampled at equally-spaced intervals, equivalent to many tens, hundreds, or thousands of

point measurements, with mean and standard deviation of the data-set again calculated.

In scan measurements, the sample tilt has to be very precisely accounted for, so as to

ensure the beam waists are crossing at the coating surface for all the measurements. Map

scans can take orders of magnitude longer to complete than point sampling measurements,

and through these the entire surface can be characterised.

To demonstrate the equivalence of the different sampling techniques, two independent

measurements for the optimum CTN 850◦C, 100 hour heat treated sample are shown

in Figures 4.2 and 4.3 as examples. Five point scan measurements were taken with the

Glasgow PCI, and a 4 mm diameter circular absorption map about the optic’s centre was

acquired by the author using the Caltech PCI (containing 1257 sampled points). Taken

together they represent the largest contrast in sampled points in the entire study, and both

measurements were used to probe the same value on the same sample, so will serve well

to illustrate the equivalence of the sampling techniques and the two setups themselves.

Both measurements gave the same mean absorption value of 0.82 ppm with a standard

deviation of 0.11 ppm for the point scan measurements on the Glasgow PCI, and 0.16 ppm

for the Caltech PCI map.
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Figure 4.2: Absorption measurements of the HR-2 850◦C, 100 hour heat treated sample
from the Glasgow PCI. The top figure shows z-scan measurements for five points of the
sample taken at the University of Glasgow, and the bottom their corresponding phase
values – the central peak in the absorption signal corresponds to the absorption measured
at the coating surface. This maximum absorption signal is achieved as the sample’s coated
surface passes (in the z-direction) through the cross point of the pump and probe beam
waists. The incident pump beam power during these measurements was 2.4 W and the
mean absorption value from these five point measurements is 0.82 ppm.

Figure 4.3: Absorption map of the central 4 mm circular diameter of the HR-2 850◦C, 100
hour heat treated sample’s surface, taken by the author on the Caltech PCI – equivalent
to 1257 point measurements. On the left figure the colour scale is capped at 1.5 ppm,
whereas on the right the same data has it capped at 5 ppm, to highlight the cluster of
largest/lowest absorption points (inside red circle), later determined to correspond to a
location where surface contaminants were present. The incident pump beam power during
this measurement was 9 W, with a mean absorption value obtained of 0.82 ppm.
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Any surface absorption measurement (central peak value) accompanied by a surface phase

value diverging greater than 15% from the nominal phase value was discarded as a failed

measurement as it was assumed to result from misalignment of the samples tilt, and the

acquired value was not originating from the coating surface. None of the point scans shown

here are considered failed measurements. The same phase stringency is applied to each

point of the map.

For the map data, the four highest absorption points, i.e. the only ones with greater than

5 ppm absorption across the entire surface, as well as the one point of lowest absorption,

all appear in a cluster within a small 500 micron-wide region (red circle in Figure 4.3).

Subsequent visual inspection revealed a small contaminated region on the optic after this

measurement of approximately this size in this region of the sample, on an otherwise

immaculate appearing surface. This was later removed with further cleaning, thus, these

five points were also discarded as not true measurements of the coating absorption, and

considered significantly influenced by the contamination on top of the surface. Unfor-

tunately, there was not time to measure it again post-cleaning at Caltech, though this

should not significantly affect the results. Once this was all accounted for, the remaining

map points were considered valid, and the mean absorption of the map (now consisting

of 1252 remaining points), as well as the mean of all five Glasgow PCI point scans could

be calculated, along with the corresponding standard deviations.

Tests have been performed on the Glasgow PCI by the author and by others [164, 182], for

other coatings, which showed the equivalence of performing multiple point scan absorption

measurements versus a surface map measurement of samples with reasonably uniform

absorption. The two independent absorption measurements of this same sample shown

here, taken on two different PCI systems not only lie within the error bounds of each

other, but also yield the exact same mean value of 0.82 ppm, showing strong agreement

irrespective of the sampling technique employed, and irrespective of which system acquired

the measurements. These results also highlight the independence of the final absorption

result obtained with respect to incident pump intensity, given that the incident Caltech
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PCI pump intensity was ∼ ×5 higher than in the Glasgow PCI measurements. With

confidence in the agreement between the independently obtained values for the same

sample on different setups, the absorption evolution of this coating through heat treatment

will now be discussed.

4.2.2.2 Absorption of the 69.5% titania-silica HR coating through

heat treatment

Figure 4.4 shows the measured optical absorption at 1064 nm for the HR-2 coating through

different stages of heat treatment. A general downward trend in absorption with heat

treatment can be seen until approximately 550◦C where, thereafter, the absorption trend

flattens approaching values close to and below 1 ppm. The error bars in all cases result from

the variation of absorption measured across the coating and are the standard deviations

between the multiple measurements at each heat treatment. Two results were acquired

for two different as-deposited samples, and they lay within the error range of each other,

highlighting the absorption homogeneity of different samples coated in the same run,

residing in different parts of the coating chamber during deposition.

Between 600◦C - 800◦C no absorption measurements were acquired via PCI, so it is

possible that the coating absorption significantly decreases further in this unmeasured

region and then rises again, though the absorption estimates from cavity measurements

shown later in Figure 4.6 suggest this is unlikely as they are consistent with a relatively

flat absorption trend at these temperatures. All heat treatments lasted 10 hours, except

for the 850◦C step, which lasted for 100 hours – details of all heat treatment histories can

be seen in Table 4.1. The value of 0.82 ppm, measured at 850◦C using both the Glasgow

and Caltech PCI is approximately an 86% reduction from its as-deposited value, and was

achieved from a sample free of defects. This was the same sample that achieved CTN

levels of 75% of current GWD coatings in the same heat treatment state.

Of note, at 600◦C two samples were measured, yielding (0.84±0.09) ppm and (1.69±0.08) ppm

respectively. The first result was from a 1-inch diameter, 1 mm thick sample, heat treated

directly to 600◦C with a 50 K/hr heating and cooling rate. The second result was from a

3-inch diameter, 2.5 mm thick sample, heat treated progressively to 600◦C in a number of
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Figure 4.4: Optical absorption values at 1064 nm of the 69.5% Ti high-n layer HR stack
coating through heat treatment obtained via PCI. The heat treatment duration at 850◦C
was 100 hours, while the heat treatment duration at all other temperatures was 10 hours.
The one point indicated with a red × at 600◦C are from measurements of a sample where
many macroscopic defects formed during heat treatment. The markers and error bars
represent the mean and standard deviation of all measurements on the surface at each
heat treatment.

steps at different temperatures, with heating rates of 100 K per hour and with free (ini-

tially rapid) cooling to room temperature. Both values were obtained via multiple point

measurements. The latter sample exhibited much macroscopic blistering, and cracking

across the coating surface after heat treatment at 600◦C, whereas the former continued

to appear immaculate under visual inspection – though it was later learned after optical

microscope inspection that it in fact had one ∼100µm diameter defect. One can see that

the damaged sample with many defects had around double the absorption value of its

counterpart. Further, the immaculate-to-eye sample generally seems to follow the trend

of absorption set by the samples at the prior heat treatments where again no defects were

observed. For the sample with many defects, many points were taken both at/near and

away from macroscopic defect regions, yet the variability witnessed for that sample is low,

meaning the absorption is consistent across that sample and also distinct from the other

sample at the same target temperature. Thus, it seems the heat treatment heating/cooling
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Figure 4.5: Optical microscope images of the HR-2 sample annealed at 600◦C exhibiting
many macroscopic defects (a)-(e), and the sample also annealed at 600◦C which did not
(f)-(g).
(a)-(b) are respectively bright-field images of two of its many blisters, and a crack.
(c)-(e) show blisters under dark-field view from different parts of the surface.
(f) an image of the sample heat treated to 600◦C, which showed no visible-to-eye defects.
(g) a bright field microscope image of (f)’s one small and dim ∼100µm diameter defect.

rate did not just impact the coating structural integrity (manifestation of defects), but

it also impacted the absorption globally, even away from the regions where defects were

observed to manifest. An assortment of microscope images for these two different 600◦C

heat treated samples are displayed in Figure 4.5.

Bright- and dark- field images of the samples were taken to observe the degree of scattering

from the different defect regions. On the sample which manifested many blisters and cracks

at 600◦C heat treatment, the perimeters of each blister exhibited high light scatter when

observed under dark-field (Figure 4.5(c)–(e)), as did the cracks. Figure 4.5(e) shows a

dark-field image of a blister which formed at the very edge of the coating, accompanied

by cracks which span across the length of the sample. The centres of some blisters appeared

to contain within them a much smaller bright circular region (see Figure 4.5(c)). These

appeared at different depths from the blister, as to resolve many of them clearly, the

microscope focal height had to be adjusted, to a point where the rest of the blister was

out of focus. This perhaps suggests these are points where the blister has burst, they

could also be nexus points of coating/surface non-uniformity /contamination lower down

in the sample that manifested the blister.
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Interestingly, on the other sample, which appeared defect-free to the eye, one similarly

sized feature to these small spherical regions formed on heat treatment (Figure 4.5(g)).

However, this feature is much dimmer than any feature seen on the other sample under

dark-field illumination. Subsequent heat treatment of this sample could yield interesting

results and insights into its relation (or lack there-of) to defects that emerge.

4.2.2.3 Summary of the 69.5% titania-silica HR PCI results

This coating possessing a sub 1 ppm optical absorption value at the intended wavelength

and optimal heat-treatment temperature for CTN is a significant and highly promising

result, particularly from a preliminary coating run with no bespoke absorption optimisa-

tion parameters implemented for this HR stack design. A high level of agreement between

each PCI system can be seen from the results. Independent of experimental factors such

as incident pump light intensity or sampling technique, the lowest mean absorption value

was found to occur at this optimum CTN heat treatment, with both systems confirming

0.82 ppm mean absorption with standard deviation of 0.16 ppm on the map measurement

(∼19.5% variability). Current GWD ETM coatings have absorption values obtained from

surface maps of (0.27±0.07) ppm [124], i.e. a variability of ∼26%. Comparing the values

acquired for HR-2 and these, we see that though the overall absorption value is higher,

the variability is on-par with current high-quality GWD coatings. Though, care must be

taken in this comparison as the absorption map size for the current GWD ETM in the

literature was for an order of magnitude larger diameter [124].

Though not quite reaching the desired sub 0.5 ppm target for GWD upgrades [124], sub

1 ppm is still a significant achievement for this preliminary investigation, and there is

likely to be significant scope for improvement of the absorption of this material. The

actual system which the current GWD mirror coating manufacturer, Laboratoire des

Matériaux Avancés (LMA), uses to coat the test masses has a track record of producing

ultra-low absorption IBS coatings [124]. So identical coatings made in this system, might

be capable of achieving the desired absorption.
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4.2.3 Comparison with cavity absorption measurements

The optical absorption of the HR-2 coating was also estimated in the folded-cavity setup

used for the direct CTN measurements described in Section 3.5.1. This was done by

collaborators at MIT, by recording the resonance frequency of the high-finesse cavity as a

function of circulating power with the sample installed. By comparing this against values

for a coating of a known optical absorption, the absorption of these coatings could then

be inferred. Each measurement from the folded cavity comes from a single point on the

sample of diameter no greater than 50µm near the centre of the coating surface, resulting

in the absorption values shown in Figure 4.6 as the green + and blue × markers. In this

study the two samples investigated in the cavity setup were heat treated at progressively

increasing temperatures until (1) an optimal CTN temperature was found, and/or (2)

defects emerged on the given sample. The absorption can again be seen to reduce with

increasing heat treatment temperature to a minimum of approximately (0.9±0.4) ppm at

650◦C, and then remains fairly constant until it starts to increase slightly at 800◦C. Most

of the heat treatments were carried out for 10 hours. However, at 850◦C, cavity sample

1 was heat treated for 10 hours, and sample 2 for 100 hours. No significant difference in

absorption between these was found. The uncertainty on the cavity measurements is quite

high and generally larger than the PCI results in this study, but the method still serves

to give a good approximation of the absorption trend in this coating.

One drawback with these cavity measurements was that due to the setup configuration

at the time, neither the sample, nor the laser spot could be moved and as such these

absorption values are based only on a single point measurement at each heat treatment.

If the absorption varied significantly from point-to-point on the coating, this could give a

value which is not representative of the coating on the whole. Hence one would be slightly

less confident in these values compared to the previously discussed PCI measurements

where the sample could be moved allowing any point on the surface to be measured, and

an average of these measurements found.
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Figure 4.6: Optical absorption values at 1064 nm of the 69.5% Ti high-n layer HR stack
coating through heat treatment obtained via PCI and in situ CTN cavity measurement
estimates. For cavity sample 2 and PCI measurements at 850◦C, the heat treatment was
100 hours, while all other measurements were for 10 hour annealed samples. The one point
indicated with a red × at 950◦C is done so to highlight that the sample cracked.

Figure 4.6 shows a general agreement between absorption measured with the PCI and

with the cavity technique. Notably, at 850◦C the PCI data comes from ‘sample 2’, i.e.

the same one as measured in the cavity set up, and in the same state, and while both

setups yield low absorption values, the values are not within error of each other (though

the extremes of the ranges being only ∼0.1 ppm apart). The cavity absorption is over

double the 0.82 ppm measured on both PCI setups. From the PCI map, after removing

the 5 ‘bad’ points from the contaminated region (see Figure 4.3) only 4 of the remaining

1252 points exhibited absorption values above 1.5 ppm (<1%). This then perhaps alludes

to potential contamination affecting the cavity measurements or indeed limitations of the

scaling technique, as both independent PCI systems arrived at the same consistent (around

50% lower) absorption value. This could stem from the singular point measurement in

the cavity setup indeed being slightly higher absorption than the nominal representative

surface mean, and/or due to the fact that the sample went through many rounds of



4.2. Optical absorption studies of the titania-silica HR coatings 130

cleaning by the same operator before the PCI measurements in both Glasgow and Caltech

(which themselves agree with each other). However, the discrepancy between the cavity

measurement and PCI on the whole through heat treatment is still rather small, with the

range of values for each temperature step agreeing for the most part.

The CTN cavity system at MIT has since been upgraded, such that measurements can

now also be made at multiple points across the sample face instead of just one fixed point

in the centre. Now the setup can probe CTN and absorption homogeneity. The former is

more significant on the whole, but the latter would hopefully allow for both the values

and the uncertainty on the cavity absorption measurement to be refined, which could lead

to a more in depth comparative study for future samples.

4.2.4 Comparison of two titania-silica HR coating compositions

A brief study was carried out into the absorption of the HR stack with high-index layers

of a lower Ti cation content (63.2%). Figure 4.7 shows the PCI absorption results of a

63.2% HR coating (previously dubbed HR-1) compared to the 69.5% HR coating (HR-

2). The 63.2% HR results are generally higher than for the 69.5% HR coating. It is

well known that coatings made via IBS (and other techniques) can be deposited oxygen-

poor, and gradually become more stoichiometric as they are heat treated in air, taking

in more oxygen from the environment and filling their oxygen deficiencies [220, 221]. The

negative effects of oxygen deficiency on absorption and other material parameters, and

improvements yielded from heat treatment have been previously well studied for oxide

films [220, 222]. Indeed it may be the dominant absorption improvement factor at low

temperatures, more-so than factors such as material relaxation [222].

In the as-deposited state, the 63.2% coating’s higher absorption could result from it being

deposited in a farther from stoichiometric state than the 69.5% sample and, thus, per-

haps possessing greater oxygen deficiency. This would support results previously found

by Bassiri et al. that greater Ti concentration may mitigate oxygen loss in as-deposited

coatings [223]. We can see that the most drastic absorption improvement occurs after the

first heat treatment at 450◦C for 10 hours, and here both coating absorption values now

lie within their errors resulting from the variation of absorption across the coatings. This
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Figure 4.7: Optical absorption values at 1064 nm of the 69.5% and 63.2%Ti high-n layer
HR stack coatings through heat treatment obtained via PCI. For 69.5% at 850◦C, the
heat treatment was 100 hours, while all other measurements were for 10 hour annealed
samples. The points indicated with a red × represent that those samples had cracked
and/or blistered. The markers and error bars represent the mean and standard deviation
of all measurements on the surface at each heat treatment.

perhaps alludes to absorption improvements as a result of oxygenation, and that the two

materials of slightly different cation concentration are very similar optically once their

vacancies are filled. Looking at all heat treated and defect free 63.2% results beyond this,

it can be seen that though around a similar level, the values either lie within the error

range or are higher than the 69.5% results. Interestingly, for heat-treatments which res-

ulted in defect formation (cracking / blistering), the 63.2% coating’s absorption did not

increase significantly, like was seen for the 69.5% coating – staying around the ∼1 ppm

level. Beyond this temperature, at 650◦C the trend also seems to remain relatively flat,

which is similar to the defect free 69.5% HR-2 samples.

Overall the data presented here is not conclusive to determine which of the two coatings

has the lowest comparative absorption. The 69.5% coating was studied in more detail,

due to its demonstrated promising CTN values. All 63.2% samples were heat treated at

a faster rate in an oven with no temperature controlled ramp down, which seem to have

been factors for defect suppression and average absorption values in the 69.5% coatings,

as can be seen in Table 4.1. In order to draw a more definitive comparison between the two
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Table 4.1: Optical absorption values obtained via PCI for the titania-silica mix high-
n layer HR sack samples through heat treatment. The corresponding heat treatment
histories and ramp up/cooling procedures are also shown. For all bar the 850◦C sample
the heat treatment dwell duration was 10 hours.

optical absorption values through heat treatment [ppm]
69.5% HR 63.2% HR

as-deposited. 5.90±0.12 8.20±1.80
heat treatment 50◦C/hr ramp, 100◦C/hr ramp, 100◦C/hr ramp,

controlled cool uncontrolled cool uncontrolled cool
450◦C (direct) 2.07±1.00 1.20±0.20
500◦C (progressive) 1.36±0.04
525◦C (progressive) 1.08±0.03
550◦C (direct) 0.92±0.24 1.90±0.40
575◦C (direct) 1.00±0.15 1.30±0.70
600◦C (direct) 0.84±0.09
600◦C (progressive) 1.69±0.08 * 1.14±0.12 *
650◦C (direct) 1.15±0.58 *
850◦C, 100 hr (progressive) 0.82±0.11

* are used to indicate values obtained from the three samples with macroscopic defects.

stacks with different high-n layer concentrations, these results could be expanded upon by

heat treating samples of the 63.2% coating to key temperatures with controlled cooling

and at a slower ramp rate, mimicking the previous 69.5% results, as well as performing

further measurements at higher temperatures, such as 850◦C and select values in the, as

of yet unmeasured, 200◦C region below.

4.2.5 Absorption summary and further discussions

The coating stack incorporating the 69.5% Ti material achieved its lowest absorption

value of (0.82±0.11) ppm at the heat treatment which is optimum for coating thermal

noise, which was verified on three independent setups at Glasgow, Caltech, and MIT.

Both the Glasgow and Caltech PCI setups were observed to agree well with each other

at the low/high extremes of the absorption range. The previous limitations of the folded

cavity absorption inference technique have been discussed, however after these studies the

collaborators at MIT upgraded their sample holder stage, such that measurements can

now be made at multiple points across the sample face instead of just one fixed point

in the centre. Re-measuring some of these samples with these recent upgrades now in

place in the folded cavity setup could prove valuable for obtaining a more global view of

both the CTN and absorption variations across HR coated samples. The former is more
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interesting on the whole, but the latter would lead to absorption surface maps from this

different technique, which could be directly compared with the PCI maps, and allow for

greater diagnosis of potential absorption discrepancies. The 63.2% Ti HR stack results

were confirmed to be a similar level of absorption to their 69.5% counterparts, though a far

less in-depth study was conducted for this coating. These sub-ppm absorption results for

this initial study of HR stacks with titania-silica mix high-n quarter wave layers, and pure

silica low-n quarter wave layers, are overall extremely promising as future gravitational

wave detector coating candidates, given that they come close to the 0.5 ppm requirement

for future detectors.

Following the initial measurements reported here, further titania-silica mix/silica HR coat-

ings have been deposited by the current GWD coating vendor LMA, and fellow researchers

continue to actively expand the development of this material [224]. The prospects of pro-

ducing an HR coating with absorption losses below the 0.5 ppm target seem good.

Another potential avenue of further research for this material could be in incorporating it

as part of a multi-material design with silica, and higher-absorption silicon nitride [115]

in the lower layers. The optimum heat treatment temperatures of silicon nitride and the

titania-silica studied here, appear to only be 50◦C apart, with silicon nitride seemingly

possessing even lower mechanical loss, and higher refractive index than titania-silica [165].

This means that depositing layers of both in a multi-material design could potentially be

quite promising for producing an HR coating with low CTN levels, whilst also having low

absorption. Having only a few layers of titania-silica on top of a stack comprising mostly

of silicon nitride and silica, could also potentially help mitigate the defect formation

witnessed on some of the samples in this study.
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4.3 Optical scattering studies of the 69.5% titania-

silica HR coating

Mitigation of the scattered light from GWD optics is another crucial factor for the de-

tection of weak and distant astronomical signals. Noise due to scattered light has been

a frequent disturbance in Advanced LIGO and Virgo, hindering the detection of gravita-

tional waves [225]. It causes a direct reduction in the quality of quantum squeezed states

of the interferometers [226]. Scattering from the test masses also results in a direct reduc-

tion of power in the Fabry-Pérot arm cavities, with the scattered light from the primary

test masses potentially hitting walls and baffles and re-entering the interferometer beam,

introducing additional noise [227, 228]. The average scatter from a collection of many

aLIGO test masses was found to be around (9.5±2) ppm [123].

This section describes the characterisation of the optical scatter of the titania-silica HR

coatings carried out during a research placement at Caltech and California State Univer-

sity Fullerton (CSUF).

4.3.1 Factors which give rise to optical scattering

When light enters a new medium a number of interactions will occur. Some light will be

reflected at the same angle to the normal as the incident ray, but on the opposite side of the

normal. Some light will also be transmitted, refracting as it travels through the second

medium, as described by Snell’s Law [229]. Some of the light energy will be absorbed

upon interaction, generating heat and thermal distortion in the second medium. Some

light, however, will also be scattered at angles different from the specular reflection angle,

the vast majority of which will be Rayleigh scattered as is described more in Section 5.1.1.

Light scattering from a layer of material can originate either from local variations of

the properties in the interior of the layer, or from the irregularities of the physical sur-

faces or interfaces that form its boundaries. These two sources can be classed as volume

scattering and surface scattering respectively, and it is generally accepted that the lat-

ter usually dominates in multilayer dielectric coatings [230]. Volume scattering is solely

a function of the characteristics of the ideal multilayer and the observation conditions.
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Surface scattering depends on the roughness of the various surfaces. For the production of

high-performance low-loss dielectric multilayer systems, ion based deposition techniques

such as ion plating deposition (IP), ion assisted deposition (IAD), and ion beam sputter-

ing deposition (IBS) have been historically favoured [119]. Coatings deposited with these

techniques show almost no structure of their own, and so topographic features of the

interfaces strongly depend on the topographic structure of the substrate on which they

were coated. Smooth well polished substrate surfaces are therefore essential for the pro-

duction of multilayer systems with small surface roughness, and thus low optical scatter

losses [119].

It is well known that the roughness of boundary surfaces is always responsible for at

least part of the scattering of the incident light [230]. In the past half-century a growing

number of applications have demanded that multilayer optics reach the theoretical ideal

performance [230]. As an example, for current aLIGO and for its next iteration aLIGO+,

the design requirements specify the scatter from a single test mass should be no more

than 10 ppm [124].

Light scattered from interfaces within an HR stack does not emerge in the direction of

specular reflection. As a result, unusual phase relationships and thereby scattered light

patterns can also occur [231]. Regardless of this complexity, if one simply quantifies all

light power scattered from a surface to all angles other than the incident angle of the

illuminating light source, one can quantify its total optical scatter (for a given wavelength).

4.3.2 Using an integrating sphere to measure optical scatter

Total integrated scatter (TIS) is a measure of the total amount of light scattered by

the sample in all directions [119]. This quantity can be recorded through the use of an

integrating sphere and carefully aligned optics. An integrating sphere essentially spatially

integrates radiant flux [232, 233], and has ports which can be opened to allow light to enter

and escape. In essence, integrating spheres are hollow spheres with interior walls which

form a near-perfect Lambertian surface [234], making any luminance on the sphere interior

wall constant. In other words, the inner-wall can be considered as a perfectly diffusing

and highly reflecting surface [235]. These properties as well as the spherical shape, lead
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Figure 4.8: Images of an integrating sphere before (left) and after (right) its interior is
illuminated with a collimated laser light source, showing the homogeneous diffuse distri-
bution of the light once bounced off the inside walls.

to a homogeneous distribution of any light flux entering the sphere over its interior walls,

via multiple diffuse reflections off the walls. As such the brightness of any spot on the

wall is proportional to the reflected flux [119, 232]. In order to achieve this, integrating

spheres can incorporate a highly reflective and spectrally-flat inner-wall material such as

Spectralon ® [236, 237, 238]. The uniform and diffuse light distribution produced by an

integrating sphere is illustrated in Figure 4.8.

By illuminating a sphere with the scattered light signal from a diffuse reflectance standard

of known optical properties one can calibrate the sphere [232, 235]. At a later time, the

scattered light signal from a sample of interest can then be measured and scaled to that

calibration so one can infer the TIS of that sample.

Figure 4.9: Surface radiation exchange diagrams. (Left) A diagram showing the general
exchange between two randomly oriented surfaces. (Right) The exchange is now confined
between two points belonging to the same hollow sphere.
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The following from Equations 4.2-4.8 are derived and discussed much more extensively in

the “Integrating Sphere Theory and Applications” technical guide published by Labsphere

Inc. [232]. The theory of the integrating sphere is derived from the theory of radiation

exchange within an enclosure of diffuse surfaces, and although the general theory can be

quite complex, a sphere yields a simple, yet unique, solution. Consider first, as illustrated

in Figure 4.9, two diffuse surfaces randomly orientated with respect to each other and

separated by some distance S, and a radiation exchange that will take place between two

differential elements on these surfaces. The fraction of energy leaving the first element on

the first surface dA1, and reaching the second element on the other surface dA2, is known

as the exchange factor dFd1−d2 , and is given by

dFd1−d2 =
cosθ1 cosθ2

πS2 dA2, (4.2)

where θ1 and θ2 are measured from the surface normals. Now consider that those two

differential elements dA1 and dA2 are in fact two points on the internal perimeter of a

spherical shell of radius r. The distance S between the two points can now be written as

S = 2 r cosθ1 = 2 r cosθ2, (4.3)

and therefore, in substituting Equation 4.3 into Equation 4.2, for the internal wall of a

sphere

dFd1−d2 =
dA2

4πr2 . (4.4)

This result is significant as it shows the radiative exchange factor inside a sphere is

independent of distance between the two points, and of viewing angle. Therefore the

fraction of flux received by dA2 is the same for any radiating point on the sphere.

Finally, if the infinitesimal area dA1 instead exchanges radiation with a finite area A2,

Equation 4.4 becomes

dFd1−d2 =
1

4πr2

∫
A2

dA2 =
A2

4πr2 , (4.5)
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and since this result is also independent of dA1

F1−2 =
A2

4πr2 =
A2

AS
, (4.6)

where AS is the surface area of the entire sphere. Therefore, the fraction of radiant flux

received by a detector of active photo-surface area A2 placed at an opening port of the

integrating sphere, is simply the fractional surface area it consumes within the sphere.

Another important result follows from this, that when comparing signals from two different

samples (of comparable reflectivity) using the same integrating sphere, one can simply

compare the ratio of the scattered light signal directly striking the photodetector in each

case – no extrapolation of the total flux of all the scattered light radiated from the sample

surface and covering the entire sphere wall is necessary.

The ports of the integrating sphere allow for interaction with the lab environment. These

can be used to position samples of interest, photodetectors, and light sources. The re-

flectivity of the surface of the sphere as well as the size and location of ports, detectors,

and baffles will all influence how the light bounces around inside the sphere [233]. All

of these parameters will influence the light integration ability of a sphere and introduce

complexity that will have to be accurately accounted for. The radiance LS of an internally

illuminated fully enclosed sphere (i.e. with no ports), from an input flux Φ0, when the

sphere has wall reflectance ρ (where |ρ| <1), after the incident light has undergone N

reflections from the walls, would be given by

LS =
Φ0

πAS
ρ

∞

∑
n=0

ρn =
Φ0

πAS

ρ
1−ρ

, (4.7)

where n is defined as (n = N - 1). But when the internal wall reflectance uniformity is

altered by entrance ports of total fractional sphere area f , the sphere surface radiance

then becomes [232, 234]

LS =
Φ0

πAS(1− f )
ρ(1− f )

1−ρ(1− f )
=

Φ0

πAS

ρ
1−ρ(1− f )

=
Φ0

πAS
µ, (4.8)

where µ is referred to as the sphere multiplier.
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Figure 4.10 shows the integrating sphere configuration which was used in this study to

measure the TIS signal of highly reflecting samples. Measurements are made by scaling the

scattered light signal from a sample of interest, to the scattered light signal from a diffuse

reflectance standard calibration sample of known optical properties. Laser light enters

from the north port of the sphere, striking a sample of interest at the south port, which

the sphere rests atop to minimise the gap and minimise stray light entering or leaving

the detector from the south port. The laser beam enters at near normal incidence striking

a highly reflecting sample, so the vast majority of the light exits again from the north

port and only diffusely scattered light remains to illuminate the walls of the sphere. A

photodiode is placed on the west port to allow for signal acquisition - note the placement

of a baffle directly between the detector and the scattering sample.

Equations 4.2-4.6 hold only for a diffusely and uniformly illuminated detector. When

using integrating spheres, it is therefore important that the section of the sphere sampled

with the photodiode does not contain any hot-spots directly irradiated from the sample

or laser. Any light entering the photodetector, before it has been diffusely reflected off the

inner walls will introduce a false response [232], poor spatial light integration [233], and

consequently, give rise to artifacts in the measured signal. Conversely, the more bounces of

the light off the inner-wall before entering the detector, the more uniform that distribution

sample

sample holder

integrating
sphere

photodiode

laser beam

samplephotodiode

laser beam

baffle

Figure 4.10: The Caltech integrating sphere setup used to quantify the scatter of high
quality optics. (Left) A labelled photograph of the part of the setup close to the integrating
sphere. (Right) A diagram of the integrating sphere internals.
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of light becomes [233]. Large errors can also arise if the angular distribution of the light

reflected from the specimen of interest and entering the detector is different from that

reflected by the calibration standard sample [232, 233]. To prevent all these errors, a

baffle is placed inside the sphere. Baffles are struts, typically made of (or coated with) the

same material as the rest of the integrating sphere inner wall, and can be considered as

extensions of the sphere surface [232, 233]. They are positioned to shield the detector from

first strike reflections from the sample, blocking the detector’s view of this light which has

not undergone diffuse reflection off the sphere surface. Its inclusion ensures the scattered

light reaching the photodiode is diffuse, uniform, and free of artifacts [233].

As described by Equation 4.6, a photodiode positioned on the inner wall of the sphere

detects an amount of light power which is proportional to the luminescence of the entire

sphere wall, which is in turn proportional to incident light flux. This measurement is

independent of the location of the detector, and (thanks to the baffle) it is also free from

first strike artifacts of light coming directly from the sample [119]. Thus a perfect spatial

integration is obtained.

The scattering loss from a sample is simply the ratio of the scattered power PS to the

input power from the laser beam PI, whereas the integrated scatter (TIS) from an optic

is defined as [119, 239]

T IS =
PS
PIR

, (4.9)

where R is the sample intensity reflection coefficient.

To extract the TIS of a sample of interest (superscript S), its scatter signal must be scaled

to the scatter signal from a diffuse reflectance standard (superscript REF):

T ISS

T ISREF =
PS

S
PS

I RS/
PREF

S
PREF

I RREF , (4.10)

leading to:

T ISS =

(
RREF

RS

)(
T ISREF

PREF
S

)(
PREF

I
PS

I

)
PS

S . (4.11)
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Two important sources of error are electronic noise in the photodetector, and optical noise

from unwanted sources coupling into the measurement [119].The optical noise can come in

the form of unwanted ambient light from the lab entering the sphere (background). It can

also emerge from the laser beam in the following ways; scattering on dust particles and

molecules of the atmosphere, scattering and diffraction of the laser at the entrance/exit

port windows, and back-scattering from beam dumps back into the sphere [119]. All of

these noise sources need to be suppressed in order to obtain a high precision measurement.

To account for the background light coupling into measurements via the open ports of the

sphere, the signal on the photodiode with the laser switched off must also be recorded. We

can define the signal measured on the photodiode PPD as a combination of the fractional

scattered light power PS and the background signal PB:

PPD =
APD
4πr2 PS +PB, (4.12)

where APD is the surface area of the detector photo-surface, so

PS =
4πr2

APD
(PPD −PB) , (4.13)

and Equation 4.11 therefore becomes

T ISS =

(
RREF

RS

)(
T ISREF

PREF
PD −PREF

B

)(
PREF

I
PS

I

)(
PS

PD −PS
B

)
. (4.14)

With this, one can now quantify the optical scatter from multiple points across our samples

and infer an average scatter for a coated surface of interest.

4.3.3 Integrating sphere scatter measurements

A full schematic of the integrating sphere setup used is shown in Figure 4.11. The light

source is a 760 mW Nd:YAG 1064 nm laser. The laser is regulated by a half-wave plate

and a Faraday isolator, which respectively ensure specific (linear) light polarisation and

protect the laser from back reflections. An optical chopper acts to modulate the beam

and suppress ambient/ electronic noise by means of lock-in detection, providing a high
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Figure 4.11: Schematic of Caltech integrating sphere optical scatter set-up.

signal-to-noise ratio at the chopper frequency. Photodiodes are placed on pick-off beams

before and after the optical chopper to monitor the power of the laser beam entering the

integrating sphere. The beam is also passed through a quarter-wave plate and a series

of convex lenses to ensure the beam is circularly polarised and remains well collimated

upon entering the sphere - 0.3 mm in diameter on the sample surface. Both the sample

of interest and the diffuse reflectance standard are held on a motorised linear translation

stage such that a scatter map of any given sample can be made by moving the sample

around the fixed position laser beam.

The integrating sphere had an internal wall diameter of 4 inches, with circular ports

1.5 inches in diameter. The polar angle collection range of the integrating sphere is defined

by the sizes of the north and south ports, leading to a polar angle collection range from

1.0◦ to 75◦. The collected scatter is measured with a photodiode coupled to the output

port of the integrating sphere. The diffuse reflectance standard used is a nominally flat

disk of 99% reflecting Spectralon ®, which has comparable reflectivity to the inner lining

of the sphere which is made of the same material. Calibration is accomplished by installing
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the diffuse reflectance standard at the south port and normalizing the measured signal

to the incident power. After the calibration, Equation 4.14 can then be used to scale the

scattered signal acquired from a sample of interest to the calibrated signal from the diffuse

reflectance standard and infer its TIS.

4.3.3.1 Integrating sphere scatter results for the titania-silica

HR coatings

The scatter from two of the 69.5% Ti “HR-2” stacks was investigated. The two samples

were super polished silica disks of 1-inch in diameter where an 8 mm diameter region in the

centre was coated. Scatter maps were acquired of the innermost 4.8 mm circular diameter

of the samples, ensuring measurements were acquired far from the coating-substrate edge

region, with a measurement taken every 250-300 microns, yielding 197 measured points.

One sample was measured as-deposited, the other had been heat treated at 850◦C for 100

hours - the same sample which achieved the best coating thermal noise and absorption

values. Figure 4.12 shows the scatter maps taken from each sample and Figure 4.13 shows

the plotted histograms of the scatter values obtained.

The mean TIS of the heat treated sample map was found to be 4.6 ppm, which is around

64% higher than for the as-deposited sample which had a mean TIS of 2.8 ppm. It should

be noted that despite the increase, the scatter following heat treatment is still very low.

Both maps in Figure 4.12 also show that the scatter of each sample seems to generally

mean mean

Figure 4.12: Surface maps of the measured scatter from (left) the as-deposited sample and
(right) the heat treated sample for optimum CTN performance. The colour bar for each
is scaled from 1-6 ppm to aid visual comparison.
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be slightly lower towards the edge of each mapped area. The heat treated sample has

approximately double the amount of points registering greater than 10 ppm TIS than the

as-deposited sample. These could be localised pockets of high scatter arising after heat

treatment, but they could also arise from intrinsically worse surface roughness in the heat

treated sample, or indeed differences in cleaning quality between the samples prior to

measurement.

Recall, as discussed in Section 4.3.1, the surface roughness of the bare substrate makes

a significant contribution to the scatter obtained. As the exact same sample was not

compared prior to and after heat treatment, the differences in the amount of high scatter

points could be attributed to slight differences in the substrate surface quality - overall

the number of outlying high scattering points on each sample are of the same order of

magnitude. Equally, cleaning quality can play a role in these measurements. The samples

were cleaned with red First Contact polymer solution [240, 241, 242] and an ionised top

gun source [243, 244] directly before measurements, and the measurements took place in a

class 100 cleanroom, all to reduce the amount of, and opportunity for, dust accumulation

on the samples. However, First Contact can occasionally leave micro-particles of residue

Figure 4.13: The data for the as-deposited sample is shown in blue (top), and the data
for the sample heat treated from optimum CTN is shown in red (bottom). The bin size
is 0.2 ppm, and both axes are log scaled.



4.3. Optical scattering studies of the 69.5% titania-silica HR coating 145

on the surface when removed and of course the surface can not be completely dust-free,

which statistically should not greatly impact the averaging for larger map areas with tens-

of-thousands of data points, but for these 4.8 mm diameter maps with only 197 points,

it could play a significant role when drawing comparisons. In fact, the 850◦C sample

was noted on a later microscope inspection to have a few small micro-particles of First

Contact still present, and would certainly give rise to at least some of the observed higher

scattering points.

The histograms of both samples in Figure 4.13 show that despite the few high-scatter

points, both samples show very low overall scatter. The as-deposited sample exhibited a

root-mean-squared (rms) error across the mapped area of 0.2 ppm on the mean of 2.8 ppm,

and the 850◦C, 100 hour heat treated, sample possessed a rms error of 0.5 ppm on its mean

value of 4.6 ppm. The prediction value used for the rms error calculations was the dataset

mean, and the fact that the rms error values are an order of magnitude lower than the

mean in each case highlight the generally good scatter uniformity of the samples.

This same system has been used to measure all the aLIGO test masses. Specifically as

part of these characterisations, one aLIGO test mass was measured multiple times un-

der identical laboratory conditions, and the change on the mean TIS measurement of

this same sample between these repeated measurements was found to be approximately

2 ppm - or 21% of the nominal mean value of 9.5 ppm. This estimate of the error arising

from the repeatability of the measurements of that test mass has been applied to the

scatter measurements made of all subsequent GWD ITMs and ETMs acquired in this

system [123]. Accounting for this means each test mass should only need be mapped once.

From this, one might expect a similar level of repeatability on any other by-and-large ho-

mogeneous HR sample measured in this system. Accounting for this 21% variance allows

for better comparison of these titania-silica HR coating values with the real GWD ETM

values measured on this system. This yields final values of (2.8±0.6) ppm as-deposited,

and (4.6±0.9) ppm after 850◦C, 100 hour heat treatment.
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This coating at optimum CTN heat treatment has optical scatter which is near half

the value of the current aLIGO test masses which was measured on the same system

to be (9.5±2.0) ppm [123]. Given that this coating was designed to have the equivalent

reflectivity as an end test mass, and the end test masses have typically higher scatter than

the input test masses [124, 245], this low scatter result is very promising. However, care of

course must be taken when directly comparing TIS values from maps of different area (the

aLIGO test mass maps are typically 50 mm and 160 mm in diameter) and from different

substrates having undergone different face super-polishing procedures. Unfortunately, due

to the demand for these samples in other measurement systems around the world, the same

sample was not able to be mapped pre and post heat treatment. Doing so would have

allowed for more conclusive results about the apparent increase in high scatter points after

heat treatment. However a generally small increase in global scatter of around 2 ppm

is clear. The low average heat treated scatter values (with the final uncertainty also

accounting for known variability on repeated measurements of samples in this system)

gives great confidence in the low scatter potential of this coating.

4.3.4 Angle-resolved scatterometer studies

It was postulated that perhaps any large increase in scatter with heat treatment would

not be seen, if the scatter originated from the presence of crystals much smaller or much

larger than the measurement beam size. The integrating sphere setup employed a 0.3 mm

diameter beam, and the coating thermal noise cavity employed a 0.1 mm diameter beam.

Indeed, low scatter was seen with the integrating sphere, and the CTN cavity setup would

see the effects of high scatter via a significant increase in the measurement noise, for scatter

values ≳ 10 ppm - which was not observed. Both of these results suggested low scatter of

these samples for these beam sizes, and as a much larger diameter beam would be used

in a real GWD, it was desired to verify the scatter once more, using a setup with as large

as possible a probe beam. As the physical coating diameter on each sample was only one

order of magnitude larger at 8 mm, this set an upper limit on the largest beam size which

could be used to probe scatter from these samples.
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The author launched a second scatter investigation with collaborators at California State

University, Fullerton (CSUF) in which experiments were performed on the as-deposited

and 850◦C heat treated samples, previously measured with the integrating sphere, using

an angle-resolved scatterometer (ARS) system. The light source used was a 1056 nm su-

perluminescent diode, which was collimated such that it illuminated a circular diameter

of 5.2 mm in the centre of the coated sample.

4.3.5 Angle-resolved scatterometer technique

An ARS measures the bidirectional-reflectance-distribution-function (BRDF) of a sample

by keeping the angle of incident light fixed, and measuring the intensity of light reflected at

many different angles. For a given surface undergoing illumination from a specific incoming

direction, the BRDF describes how much light will be scattered in different directions from

an illuminated point on that surface. It depends on factors such as the surface’s physical

properties (i.e. orientation, roughness, contamination, bulk homogeneity), surface optical

properties (i.e. transmittance, reflectance, absorptance, refractive index), as well as the

light power, wavelength, incidence angle, and the viewing angle of the detector [239]. A

distinction between the TIS and the BRDF is that a BRDF quantifies the amount of

scattered light as a function of solid angle at a particular orientation, while the TIS is

a cumulative measurement of light back-scattered across all angles [246]. TIS values can

therefore be inferred through integrating BRDF values measured at particular scattering

angles (multiplied by cosine of the scattering angle) over the full solid angle of back-

scatter (i.e. a hemisphere) [247, 248]. Note that due to measuring at discrete angles, and

being limited in measurement capabilities towards high angles (close to 90◦) due to signal

clipping, the TIS values obtained are approximations of the “total” integrated scatter.
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Figure 4.14: Angle-resolved scatterometer setup: (left) full schematic [247] and (right)
image with labelled key components [249]. Both source files were edited by the author.

With the ARS, the sample surface and incoming light source orientation are kept fixed

with respect to each other, and both are placed on a rotating stage and rotated in unison

with respect to a fixed position detector CCD camera, which measures the scattered light

at many different scattering angles. Figure 4.14 shows an image and schematic of the ARS

setup.

Measuring the scattered light signal (as a function of angle) from a diffuse reflectance

standard sample of known scatter, first with a power meter swapped in place of the CCD

camera, and then again with the CCD, calibrates the setup, and allows for the CCD

counts to be accurately converted into a power signal. The calibration samples used was a

diffuse reflectance standard of 99% reflective Spectralon ® [236, 237, 238], which scatters

the light in a highly predictable and uniform manner [238]. This calibration enables, at a

later time, the simultaneous surface image acquisition and quantification of the scattered

light power from a sample of interest, placed in the system at a later time, imaged with

the CCD camera alone.
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The superluminescent diode of the ARS setup outputs to a 90:10 beam splitter fibre

optic cable, with 10% going to a power monitoring photodiode and the remaining 90%

guided to a reflective collimator. The collimated light is then fed through a linear polariser

which horizontally polarizes the light, and it is then further narrowed using an iris. A

superluminescent diode (coherence length ∼10µm) was favoured as the light source over a

laser (coherence length ∼100 km) as it leads to a more constant measure of scatter because

it produces less time-varying coherent effects such as the twinkling of point scatterers [246].

During the calibration measurements, the BRDF of the diffuse reflectance standard for

multiple scatter angles was constructed using the following equation [239, 246, 247]:

BRDF =
PS

PI Ω cosθS
, (4.15)

where PI is the incident light power, PS is the scattered light power (detected by the

power meter switched in place of the camera), which subtends a solid angle Ω, and was

orientated with respect to the normal of the sample surface at a polar angle θS (in the

plane of the light beam).

After this, with the CCD camera now in place, images of the scattering surface could

be taken at the same scattering angles. As the sample is revolving and changing angle

with respect to the camera, the proportion of the total image area/photo-surface that

the sample’s surface subtends also changes. The sample face appears widest at the lowest

polar angles, but at higher angles it appears to narrow significantly. For each CCD image,

a region of interest (ROI) corresponding to an area of significant measured scattered light

(i.e. meeting a specific photon count threshold) can be defined. Once this is done, for each

image, the counts over this entire ROI are summed and normalised by the incident light

power, and the exposure time of the camera Texp giving [247]

ARBCCD =
∑k Vk

PI Texp
. (4.16)
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Here Vk is the value of the kth pixel in the ROI, and ARBCCD is the arbitrary unit count

value from the CCD, normalised to the incident power and exposure time. For clarity

the values pertaining to this calibration measurement specifically will now be denoted

with the superscript ‘CAL’. A calibration function FCAL that relates the BRDF measured

previously using the power meter in place of the camera, and the corresponding CCD

counts can be defined [247]

FCAL =
BRDFCAL cosθS

ARBCAL
CCD

. (4.17)

As the sample of interest is rotated, some diffuse light from the sample barrel and optic

holder, in addition to the scatter from the beam spot, will enter from the edges of the ROI,

to varying degrees at the different angles – examples of this can be seen in Figure 4.15

and later in Figure 4.19. To better estimate the optical scatter from just the sample face

enclosed in the ROI, instead of one ROI, six concentric elliptical ROIs of increasing size are

defined to decouple the external diffuse scatter skewing the CCD counts. The sum of the

counts within each of these ROI are calculated and normalized as in Equation 4.16. These

six values are then fit to a linear function versus pixel area (of each given ROI), which then

defines a y-intercept value that estimates the true sample BRDF [246]. One would expect

Figure 4.15: ARS sample images taken at different polar scattering angles. The perimeters
of the six concentric elliptical ROIs are defined with faint blue lines in each image - the
primary (smallest) ROI has the boldest blue line and represents a height on the sample of
approximately 10 mm. Note the diffuse light not originating from the sample face entering
the ROIs at 17◦, 53◦, and 75◦.
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the unwanted light scattered off the barrel/mount coupling into the measurements to be

much more prevalent in the larger of the concentric ROIs (closest to the barrel/mount) and

have decreasing effect towards the centre of the optic in the smaller of the ROIs. For any

future given sample of interest the calibration factor along with this corrected y-intercept

fit value of its counts, dubbed ARBCCD Y, can be used to extract its corresponding BRDF

as follows [246, 247]

BRDF = FCAL ARBCCD Y. (4.18)

For all images taken with the camera, a corresponding dark image of the same exposure

time, but with the light source turned off, is taken and subtracted from the measure-

ment image. This removes the camera noise and any ‘hot’ pixels. Steps are also taken

to suppress all ambient room light and changing background level as much as possible

during measurement: the room lights are switched off, the operator controls the apparatus

remotely, and shielding is placed surrounding the setup, as shown in Figure 4.14.

The TIS can be estimated by integrating a measurement of the BRDF multiplied by

cosθS over the full solid angle of scatter (i.e. over a hemisphere for back-scatter). The

hemispherical reflectance, called RH, is related to the sample’s TIS and its reflectivity R

(≈1 for HR samples), and can be stated in a rearranged and expanded form of Equation 4.9

which incorporates the BRDF [247, 248]:

RH =
PS
PI

= R T IS =
∫ 2π

0

∫ π/2

0
BRDF cosθS sinθS dθSdϕS, (4.19)

where ϕS represents the azimuthal scattering angles. For clarity, the polar scattering angles

θS characterize the deviation of scattered light from the incident beam’s direction in the

plane perpendicular to it, while the azimuthal scattering angles describe the orientation of

scattered light around the incident beam’s axis. As the angle of in-plane sample rotation

with respect to the camera has to be < 90◦ so as to image light scattered from the

sample face (and not have it viewed through the barrel), one is limited to 0 <θS< π/2 for

the subtended polar angle. An assumption that the BRDF is independent of azimuthal

scattering angles can be made, since the coated optics being investigated have well polished

faces that should scatter isotropically at a given polar angle [247]. This allows for the

integration of the accumulated ARS data over only polar angle. The solid angle integral
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can therefore be approximated as a sum of the scatter in individual sectioned ring areas

Ωring centred on the polar angles of measured scatter θS. For visualisation, imagine a

segment of a sphere, sectioned from its centre to its edge by a cone with slants defined by

angle θ . This conical section of the sphere, with its apex at the apex of the solid angle,

and with apex angle 2θ defines the solid angle the light subtends in the field of view in

the detector. This solid angle is defined as [250]

Ω = 2π(1− cosθ). (4.20)

Figure 4.16: Diagram showing the conical section of the hemisphere of backscatter that
the camera samples during ARS measurement.

To calculate the solid angle of a ringed region of this spherical based cone between two

different subtended angles, one simply subtracts the subtended angle of the first region

from the second, yielding

Ωring = 2π(1− cosθ2)−2π(1− cosθ1)

Ωring = 2π(cosθ1 − cosθ2). (4.21)

Applied to the ARS experiment, Ωring is the solid angle subtended by angles between θ1

and θ2 defined by

θ1 = θS −dθ/2

θ2 = θS +dθ/2, (4.22)
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where dθ is the angular resolution (i.e. step) of the ARS measurement.

With the solid angle integral being approximated as a sum of the scatter in these individual

sectioned ring areas for each of the measured scattering angles θS, Equation 4.19 can be

simplified to yield [247]:

R T IS(θS) = Ωring(θ1,θ2) BRDF(θS) cosθS, (4.23)

and finally

T IS(θS) =
2π(cosθ1 − cosθ2) BRDF(θS) cosθS

R
. (4.24)

One can also see the similarities to Equation 4.23 as a rearranged and equated form

of Equations 4.9 and 4.15 with Ω approximated as the sum of all the Ωring sections.

Equation 4.24 yields the polar-angular dependant TIS, which can be sampled and summed

over many polar scattering angles to achieve the integrated scatter value. It should be

noted that here the measurements are not ‘total’ integrated scatter since only a given

angle range can be accessed due to obstacles such as the laser and the optic holder.

So for this technique the integrated scatter is extracted from integrating the BRDF over

only a partial hemisphere of back-scattering (with isotropic scattering in azimuthal angles

assumed) [246, 247].

4.3.6 Angle-resolved scatterometer results

The two 69.5% Ti high-n layer titania-silica/silica HR stack samples, previously measured

with the integrating sphere, were remeasured using the ARS. In doing so, a direct com-

parison between the two techniques could be drawn, and it was hoped to learn if there

was significant excess scatter witnessed in using a probe beam encompassing around ×300

greater surface area in the 850◦C heat treated sample than the previous integrating sphere

result.
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The effects of various cleaning processes on the scatter measurements were also recorded

for these optics. Specifically samples were measured in the ARS after: (A) only being

lightly sprayed with ionised airflow to remove surface dust after transport; (B) measured

after drag wiping with isopropyl alcohol followed by ionised airflow spray; and finally

(C) after cleaning with a commercial polymer cleaning solution First Contact plus ion-

ised airflow spray. The latter was the cleaning technique the author also adopted in the

integrating sphere experiment for these samples.

4.3.6.1 Analysis of images after different cleaning methods

The 850◦C heat treated sample was measured in the ARS first after only being sprayed

with ionising airflow to remove dust, and then it was measured a second time after being

cleaned with First Contact immediately prior to ARS measurement. Upon removing it

from its container at CSUF, faded streaks could be seen across the sample face upon

visual inspection. These were attributed to drag wipe cleaning with contaminated chem-

Figure 4.17: ARS images for the two titania-silica 69.5% high-n layer HR stack samples
before and after cleaning with First Contact (‘FC cleaned’). The as-deposited sample was
drag wipe cleaned with isopropyl alcohol and sprayed with ionised nitrogen gas prior to
the first measurement to remove dust (‘DW cleaned’), whereas the 850◦C heat treated
sample was not chemically cleaned and only sprayed with ionised nitrogen flow for the
first measurement (‘not cleaned’) . The primary ROI, ∼10 mm tall, is indicated with the
boldest blue circle in each image.
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icals/cloth occurring during previous measurements undertaken by colleagues for other

experiments, and were subsequently easily removed by future rounds of cleaning. However,

measuring it in this state after only lightly spraying with ionised airflow to remove surface

dust, and comparing to the results after a subsequent round of cleaning would serve as

an excellent baseline showing the impact of any surface contaminant on the scatter.

The as-deposited sample on the other-hand, looked immaculate to the naked eye. It was

first measured in the ARS immediately after a standard drag wipe cleaning with isopropyl

alcohol [247] and then sprayed with the ionised nitrogen gun in an attempt to remove any

surface contamination not visible-to-eye. After this it was also measured a second time

after cleaning with First Contact and the nitrogen gun, comparing two well established

optical cleaning methods for scatter measurement preparation [246, 247].

The images presented in Figure 4.17 on the whole appear quite dark, due to the samples

globally having quite low scatter, but with a few high scattering points seen as white

pixels. There is a clear reduction in the number of these high scattering points after

First Contact cleaning in both samples versus the previous measurements. The 850◦C

annealed sample in the ‘not cleaned’ state where it was only lightly sprayed with ionised

air, clearly exhibits much more scatter than all the other measurements. Looking carefully

at Figure 4.17 the pattern of faint streaks previously observed by eye can be clearly seen

in the measurement as clustered points of high scatter, aligned near-vertically. The other

three images all show a bright thin vertical line of high scatter right-of-centre. This was

determined to be the edge of the 8 mm coating surface to within 0.2 mm accuracy, by

scaling the feature’s pixel distance from the centre, and the total optic diameter in pixels,

both into millimetres using geometry measurements from a set of digital calipers. Its

presence indicates notably high scatter at the very edge of the coatings compared with

the rest of the coated surface, and was particularly significant in the scatter at the lower

polar angles as its presence quickly faded at angles greater than 10◦. On the other-hand,

for the 850◦C sample before cleaning with First Contact, the coating edge scatter is clearly

obscured by the much higher scatter surface contamination.
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In each measurement, the roll-axis orientation of the samples is kept relatively similar

with the aid of markings on the barrel. Any features then seen in both images of the same

sample after separate rounds of cleaning are likely to be real features embedded in, or

just below, the coating on the front face, or to originate from back surface back-scattering

viewed through the front face of the optic. Any high scattering features of the front surface

will rotate with the direction of travel, and any originating from the back surface would

be seen to move in the opposite (yaw-axis) direction to polar angle rotation. Within the

coating diameter there is no distinct pattern, clustering, or other macroscopic trend to

the high scatter points present in the First Contact cleaned optics, and all of these are

small compared to the total imaged surface. This is good evidence for a well cleaned optic,

and clearly the First Contact cleaning compared with just drag wipe, or top gun cleaning

resulted in the lowest surface contamination.

4.3.6.2 Comparison of ARS images and integrating sphere maps

The images of both titania-silica/silica HR samples which were cleaned with First Contact

corroborates the integrating sphere results shown in Figures 4.12 and 4.13. Each indicate

the presence of very few points on each surface with high scatter, and indeed that the

850◦C sample possessed more of these high scattering points than the as-deposited sample,

correlating with the higher scatter of that sample overall.

Re-orientating and overlaying the 4.8 mm diameter integrating sphere scatter maps from

Figure 4.12 on the smallest angle-of-incidence scatter images for both samples yields Fig-

ure 4.18. Care needs to be taken here as the ARS images are each taken at approximately

3-5◦ from normal, and the integrating sphere measurements are taken at normal incid-

ence. There will therefore be slight - predominantly horizontal - spatial distortions in the

matching of map and image which will skew the alignment of the ARS imaged points with

corresponding integrating sphere map regions. As such, some leniency must be afforded

for high scatter points detected nearby, but not exactly matching up with where they

were recorded in one experiment or the other. That being said the integrating sphere

maps and the ARS images clearly match up well, with only 3-4 high scatter points (red

circles) on the matched region measured in each experiment seemingly not appearing in

one measurement or the other of the same optic.
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Figure 4.18: ARS First Contact cleaned images for the two titania-silica 69.5% high-n
layer HR stack samples overlapped with the integrating sphere (IS) scatter maps found
in Figure 4.12. The white spots are points of high scatter as imaged on the ARS, the
coloured region represents the overlay of the IS map where hotter colours correspond to
higher scatter. The bottom two images duplicate the top images but with highlighted
regions indicated by red circles, showing the few high scatter points that were seen in one
experiment but not the other. The image is cropped at the primary ARS ROI, ∼ 10 mm
wide, which the 4.8 mm wide integrating sphere maps fit well within.

There are multiple factors which could lead to high scatter points being detected in one

of these scatter measurements and not the other. Firstly, there might be points that only

seem to highly scatter very close to normal incidence (integrating sphere) and not at 3-

5◦ (minimum ARS angle). Also, since different wavelengths of light were used in the two

experiments, and the stack was specified for high reflectivity at 1064 nm, one might expect

to see some points in the ARS images which actually originate from some 1056 nm light

that transmitted through the front face, and were back-scattered off the back side and its

AR coating boundaries - these are less likely to have been picked up with the integrating

sphere which measured with 1064 nm light. Both sample surfaces could of course also be

slightly damaged between measurements, though later microscope imaging suggested this

is unlikely.
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Lastly, though First Contact polymer cleaning was used in both experiments, and seem-

ingly leads to the cleanest results, it can occasionally leave a small number of micro

particles of residue when the polymer is peeled off the optic. These can be removed with

subsequent rounds of cleaning, but can generally not be seen by eye, thus it is likely

different regions of each optic were affected by a few small remaining particles of First

Contact during each experiment. As such the apparent roughness and reflectivity changes

this particulate could induce, can appear as high scatter. The same is also true of any

dust that falls onto the optic after the cleaning process in each case.

4.3.6.3 ARS image high scatter features at larger polar angles

The evolution of the image scatter with polar angle rotation in these samples is perhaps

best visualised in videos made via compiling all ARS images of the First Contact cleaned

samples from around 3 - 80◦. Five second movies can be viewed at the following links for

the as-deposited sample [251] and for the 850◦C heat treated sample [252] (recommended

playback speeds of ×0.25). The compiled images serve as an excellent visual tool, for

interpreting how the scatter of the coating evolves at the many captured angles, and also

highlights limitations brought on by other scattering sources.

Figure 4.19 shows the image of as-deposited First Contact cleaned sample at 29◦ rotation.

A near solid halo of high scatter can be seen beyond the coating edge (the edge boundary

indicated by the green square). At this angle this halo lies entirely within the primary

region of interest defined by the solid blue ring, and is approximately 9.6 mm in diameter.

To set the diameter of the coated area during deposition, a mask will be placed in-front

of the optic at some distance away from it. One might expect some sputtered particles to

land beyond the target coating surface as they individually approach the optic from many

different angles during deposition, or even deflect off the mask. In doing so they will have

a small extended range in which they can settle on the sample beyond the desired coating

perimeter, based on the thickness of the mask and its distance from the face (among other

factors). As many of these particles bombard the optic to build up the coating, one could

expect statistically, all these independent interactions to build up a defined thin halo of
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Figure 4.19: Image of the as-deposited First Contact cleaned sample, captured at a polar
angle of 29◦ by the ARS camera. Inside the primary region of interest, a large circular
perimeter of high scatter can be seen. The green square indicates the location of the front
side coating edge witnessed with visual inspection (too dim to see in this image). The red
circle highlights a visible section of high scatter originating from the back side AR coating
edge. The orange diamond highlights scatter from the sample mount, which is bleeding
into the final ROI. Lastly, the yellow triangle is highlighting scatter from the barrel.

particulate beyond the main coating edge as the optic rotates in the chamber and the

high angle particles deflect past the mask edge. Of note, from these ARS images it was

clear that this bright ring lay off centre by approximately 0.5 mm with respect to the main

coating surface perhaps indicating a tilt in the mask.

The red circle in the figure highlights a similar mask shadow halo of high scatter on

the back surface, which was seen to move opposite to the direction of rotation. The

orange diamond shows bright scattering from the mount, in this image, which in general

becomes more and more prominent at higher polar angles. Eventually, at large angles,

light from here will cross into the regions of interest where counts are collected, increasing

the apparent scatter, and limiting the ability to resolve scatter intrinsic to only the optic -
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the same is true for light scattered off the barrel (yellow triangle) though in this particular

image there is no significant barrel scatter coupling into the ROIs. These features act to

shorten the resolvable polar angle range and at certain angles could significantly influence

the measured scatter.

From the images obtained with the ARS, the differences produced by different cleaning

methods were catalogued, with the best cleaning method to reduce the quantity of high

scatter features seeming to be through the application of First Contact polymer solution.

Images of the optics at many polar scattering angles were acquired. The observed high

scatter points in the smallest angle-of-incidence images seemed to on the whole match

quite well with the previous scatter maps acquired with an integrating sphere, with fea-

tures exclusive to only one measurement, or the other, on the whole being attributed

to differences in surface contamination, observing angle, and wavelength. Elevated scat-

tering from the coating edge, and in a halo beyond this edge were also identified. Some

back-scatter originating from the back face was seen to clearly be visible as well in both

samples, suggesting a significant amount of transmission at 1056 nm at the ppm level.

4.3.6.4 ARS integrated scatter results for the titania-silica HR

coatings

Images of the samples at multiple angles were acquired and analysed, with the positions

of their high scattering features identified. Information was also gained about which high

point scatterers of each sample truly originated from their front faces (and which were

from the back face or arising from mounting features) through observing their spatial and

intensity evolution with polar angle. With all this the scatter from the sample coatings

could now be accurately quantified, and features arising in the BRDF and images through

angle understood. First, the BRDF at each polar scattering angle was calculated as de-

scribed in Section 4.18 using Equation 4.3.5. The larger the BRDF at a particular angle

the more scattered light signal is being directed onto the camera.
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Figure 4.20: BRDF data for the two titania-silica 69.5% high-n layer HR stack samples
before and after cleaning with First Contact (‘FC cleaned’). The as-deposited sample was
drag wipe cleaned with isopropyl alcohol and sprayed with ionised nitrogen immediately
prior to the first measurement (‘DW cleaned’), whereas the 850◦C heat treated sample
was only sprayed with ionised nitrogen for the first measurement (‘not cleaned’) .

Figure 4.20 shows the impact different cleaning techniques had on the BRDF. For the

heat treated sample, cleaning with First Contact resulted in a reduction in the BRDF of

one-to-two orders of magnitude across the whole range of polar scattering angles, when

compared after only being blasted with a top gun. For the as-deposited sample, which

was freshly drag wipe cleaned before the first measurement, the improvement from First

Contact cleaning was less, but it still had a significant impact on the scattering below

angles of 40◦. These results serve to show the strong effects of surface contamination on

scatter measurements.

Out of the three cleaning methods tested, clearly First Contact cleaning yielded the best

results for both samples, as was already gleaned from the acquired images. The error bars

on the BRDF measurements in Figure 4.20 account for the fractional uncertainties in the

input power meter measurement, CCD noise, and the corresponding calibration factor
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errors of these. The fluctuations on measured scattered light power from the power meter

swapped in place of the camera as part of the calibration process, and the standard error

from the fitted CCD counts versus ROI area are also considered. The fractional errors on

all of these are added in quadrature to produce the final BRDF error bars.

Between around 48◦-51◦ for the as-deposited First Contact cleaned sample a noticeable

sudden drop in the BRDF can be seen. Comparing with the acquired CCD images [251]

provides some explanation of this. At the start of this angle range, a high scatter spot

present in one of the outer regions of interest was witnessed to suddenly vanish, and

just after 51◦ another high scattering point appears in the primary (smallest) ROI. High

point scatterers suddenly appearing/disappearing can lead to significant shifting in the

BRDF. If a feature of high scatter seemingly moves through the different ROIs, defined

by the multiple blue circular rings which can be seen in Figure 4.17, one would expect a

change in the measured scatter signal. This is because the CCD counts, which are scaled

to obtain the BRDF via Equation 4.18, are also scaled by the solid angle/area subtended

by the elliptical region of interest in which they are detected as per Equation 4.23, and

the ellipses all encompass different sized areas. As the optic was rotated in polar angle

some high scattering features could also be seen to move opposite to the direction of

rotation (and, thus, cross through different ROIs), indicating that these points indeed

originated from the back side, shining back through the front face and also coupling into

the measurements. These will have varying influence on the measurement, depending on

the ROI in which they reside for a given angle.

A general increase in scatter towards lower angles can be observed for all samples – as

one might expect, more of the light is scattered at angles closer to the angle-of-incidence

of the light source illuminating the sample. However in comparing both First Contact

cleaned samples, we can see distinctly different BRDF trends at lower scattering angles.

The heat treated sample has over an order of magnitude higher scatter at the lowest

angles below ∼ 10◦. As discussed in Section 4.3.6.1, this comes from the feature seen at

the coating edge for that sample. Below 10◦ for the heat treated sample a very high scatter

vertical streak was present, which can be viewed in the 3◦ image of Figure 4.15 and in the

compiled video [252]. A feature of similar brightness was not present in the as-deposited

images [251].
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Figure 4.21: Integrated scatter data for the as-deposited and 850◦C heat treated samples
taken with the ARS after cleaning with First Contact and an ionised nitrogen.

The BRDF values were used to calculate the integrated scatter via Equation 4.24. The

integrated scatter is a cumulative measurement of the BRDF values acquired for all meas-

ured polar scattering angles, and represents the total level of scatter from each sample.

Figure 4.21 shows the integrated scatter values obtained for both optics, with each point

representing the sum of all the previous BRDF values at each polar scattering angle, plus

the BRDF value obtained at that angle converging to the ‘total’ integrated scatter.

The heat treated sample shows (5.2±1.8) ppm TIS between angles of 3-80◦, and the as-

deposited sample exhibits (2.9±1.0) ppm TIS across the same angular range. Assuming

nominally identical surface polishing in both samples, as no scatter data exists for the

as-deposited state of the heat treated sample, it appears that the 850◦C 100 hour heat

treatment has significantly increased the scatter. As the TIS values also do not at all

sharply increase or spike at the high polar angles, and they appear to follow a clear

defined trend, it shows that sufficient decoupling from the effects of diffuse mount and

barrel scatter (very prominent at these angles) was achieved. The uncertainty range in
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each value here represents a 35% random error of the ARS system, which is derived from

variance in previous repeated measurements of a sample in the system under identical

conditions. This error is significantly large enough that the calculated errors in the BRDF

shown in Figure 4.20, and in the polar angle measurement can be ignored.

4.3.7 Comparison of the measured scatter from the different

techniques

The scatter measurements recorded with the integrating sphere and ARS setups agree

to within error for both the as-deposited and heat treated samples. Table 4.2 collates

these integrated scatter values obtained for the 69.5% Ti titania:silica/silica HR stack

samples between the integrating sphere, ARS and CTN cavity setups. Regardless of beam

size used, there is general consistency for each sample measured between the setups. The

same seems true, regardless of slight differences in the TIS angle capture ranges, and also

regardless of the fact that the ARS measurements were performed at a slightly different

wavelength than the integrating sphere and the cavity CTN setup. All of this evidence

suggests that these differences between the integrating sphere and ARS setups only lead

to small overall change in measured value and do not dominate the measurement over the

intrinsic surface/material properties of the samples. The fact that the scatter values agree

between setups where different beam sizes were employed (the largest encompassing 65%

of the total coated surface area), perhaps suggests that if the heat treated coating was

indeed crystallised, any crystals present were much smaller than the smallest beam size

used (0.1 mm diameter) - i.e. micro or nanocrystallites. This was indeed found to be the

case as will be discussed in Chapter 5.

A clear increase in the scatter between the as-deposited and the 850◦C, 100 hour heat

treated samples was observed, though the larger error range on the ARS values makes

this increase less definitive from just this measurement alone. It is, however, clear from

the integrating sphere measurement. Figure 4.18 also showed that both dedicated scatter

systems resolved regions of high point scatterers that by and large agree in their spatial

distributions. Outlying high points not seen in one measurement or the other perhaps

result from differences in surface contamination during measurement or from limitations in

comparing the integrating sphere TIS map with only one ARS image at the lowest angles.
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Table 4.2: Comparisons of the measured scatter of the 69.5% Ti titania-silica mix HR
stack coatings. Upper bounds from the CTN cavity setup, and estimates of the TIS from
the integrating sphere (IS) and ARS setups are displayed. Current aLIGO ETM coating
values obtained from the IS and a CASI setup are also shown. As-deposited values are
highlighted in blue, with optimal CTN heat treatment values in red.

sample and setup beam diameter [mm] λ [nm] TIS [ppm]
as dep. (CTN cavity) 0.1 1064 < 10
as dep. (IS) * 0.3 1064 2.8±0.6
as dep. (ARS) ** 5.2 1056 2.9±1.0
850◦C, 100 hr (CTN cavity) 0.1 1064 < 10
850◦C, 100 hr (IS) * 0.3 1064 4.6±1.0
850◦C, 100 hr (ARS) ** 5.2 1056 5.2±1.8
aLIGO ETMs 500◦C, 10 hr (IS) * [123] 0.3 1064 9.5±2.0
aLIGO ETMs 500◦C, 10 hr (CASI) [124] 2.0 1064 4.9±1.5

* For the IS, integrated scatter is given for scattering angles between 1◦<θS<75◦ [123].
** For the ARS, integrated scatter is estimated from integrating the BRDF over the

partial hemisphere of backscattering of approximately 3◦<θS<80◦, assuming
isotropic scattering in azimuthal angles. [246, 247].

The integrating sphere TIS map is constructed with the system seeing point scatterers

across the entire sampled angle range at once, whereas the ARS images can only show

the high scatterers present at the one discrete image angle, and many were witnessed to

appear/disappear with rotation. Both setups also showed that for each sample there are

a small number with points of much higher scatter present than the average scatter of the

rest of the surface.

The current Advanced LIGO optics have all been characterised using the same integrating

sphere setup at Caltech [123] and using a Complete Angle Scatter Instrument (CASI)

setup at the coating manufacturer LMA [124]. Table 4.2. Though at first these aLIGO test

mass numbers from the two setups may seem quite different, this is a result of the different

analysis methods each employs. The integrating sphere setup’s mean TIS is calculated by

measuring the TIS (i.e. scatter at all angles) for each mapped point individually, and

then the values for all points are averaged. Instead, the CASI constructs a scattering map

at only one fixed scattering angle for all points. An average value of the BRDF at that

one fixed scatter angle for all points in the CASI map is found. Then, to convert this

measurement into TIS, a point representative of this average BRDF value is chosen, and

a complete BRDF measurement as a function of the scattering angle for just that point
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alone is then made. In integrating the BRDF curve for that point versus angle, the TIS

is estimated [253]. The CASI analysis does not, therefore, factor in that (e.g.) the higher

scatter points (say from contamination, damage etc.) may not produce the same BRDF

trend versus angle.

When comparing the integrating sphere map histograms of many of the test masses (sim-

ilar to the ones in Figure 4.13) one can observe that, the peak of the histograms (typically

lower than the reported mean value) agree well with the stated values from the CASI

system, usually to within 1ppm or better. As example, the scatter measured with the

integrating sphere setup from two of the super polished ETM (“SPETM”) aLIGO op-

tics, showed the sample denoted SPETM02 had integrating sphere measured mean TIS of

7.2 ppm, but the most commonly occurring scatter values from the surface map (peak of

the histograms) are between 4-5 ppm [254] which is consistent with the published CASI

measurements for that sample [124]. Likewise another sample, SPETM04, had a mean

TIS value of 10.5 ppm as measured with the integrating sphere, but with the mode from

the mapped points being between 7-8 ppm – this is again consistent with the CASI res-

ults of 8 ppm for this optic [255]. So in the literature there is in fact agreement between

the integrating sphere maps and the CASI’s TIS values generated from a representative

point, despite the initial appearance of disparity from the values in Table 4.2. As the ARS

constructs a full angular dependant BRDF from scattered light of a ∼5 mm illuminated

surface at once, it is quite reasonable that it produced quite comparable values to the

integrating sphere ∼5 mm diameter map mean measurement in this study. However one

may observe if sampling from one point on a much larger coated area optic, such as a

GWD test mass with this ARS, that it may then align more with CASI value due to

the relatively similar size of beam used (assuming that the point is representative of the

average scatter).

In comparing the current GWD mirror coatings to the titania-silica based HR coatings

(which have full ETM specified reflectivity), it can be seen that the candidate material

performs just as well or better than the coatings currently installed in Advanced LIGO

and Virgo in terms of scatter. Comparing the optimum heat treatment numbers for both

coatings measured on the same integrating sphere setup yields the most direct comparison,

and the scatter from the titania-silica coatings in this case is around half of what was
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measured across multiple aLIGO test mass optics. In also comparing the peak value of

the scatter histogram obtained for the heat treated titania-silica sample of ∼2.4 ppm (see

Figure 4.13) to the LMA CASI obtained current aLIGO ETM coating values, again this

factor of two improvement can be seen. Note that great care is still needed when comparing

these one inch test samples to the aLIGO/adV mirrors, due to the large difference in map

area, as well as potential differences in the substrate surface quality, as both substrates

will have undergone different polishing procedures. Nevertheless, these low scatter results

for the optimal CTN heat-treated coating are very promising indeed.

4.4 Titania-silica optical loss study conclusions

In these dedicated optical loss studies, initial estimates of the optical absorption and

scatter made by collaborators at MIT using their CTN cavity setup were able to be

refined more precisely and found to a much greater degree of confidence. The author

undertook and coordinated dedicated absorption characterisation studies of these titania-

silica mix coatings using the PCI technique. Consistent results from two independent

setups for the 69.5% Ti content HR stack were found, yielding (0.82±0.11) ppm after

being heat treated at an optimum CTN temperature of 850◦C for a dwell duration of 100

hours. This equated to approximately an 86% reduction for the coating absorption versus

its as-deposited state. It was also around half the initial estimate for the heat treated

absorption from the CTN cavity setup.

Two optical scatter characterisation investigations were also launched, using an integrating

sphere and ARS to quantify the integrated scatter over a wide angle range. The scatter

results from these also agreed with each other rather well and yielded integrated scatter

values at heat treatment temperature for optimum CTN of ≈5 ppm. This is comparable

to the level of, or lower than, the current coatings used in room temperature detectors,

and comfortably meets the target requirement for the next detector upgrades, being at

half the required design specification [124].
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Both of these results highlight the great potential of titania-silica mixes as a viable mirror

coating material candidate for the next generation of gravitational wave detectors. They

certainly appear to reach well below the average scatter requirements for future detect-

ors [124] and an average absorption value of below 1 ppm, though not quite the 0.5 ppm

target, still shows great promise - especially for a preliminary investigation. These optical

loss studies along with the previous mechanical loss and CTN investigations made up the

bulk of the work leading to a Physical Review Letter first author publication in October

2023 [171], and has also resulted in follow up studies being commissioned on behalf of the

aLIGO and adV collaborations, where the GWD coating manufacturer LMA has begun

production of this material for investigation [224].



Chapter 5

Titania-silica HR coating

crystallisation investigations

5.1 Introduction

Raman spectroscopy is an analytical measurement technique using scattered light from

a sample to measure its vibrational energy modes, and probe its chemical and structural

composition. In the case of the titania-silica mix coatings that have been under invest-

igation through Chapters 3 and 4, this technique was used to determine primarily the

presence of crystallisation. The onset of crystallisation in amorphous coatings has previ-

ously been reported to worsen the optical properties such as absorption and scattering [82,

256]. It was hoped that for the high-n layers in the stacks, the mixing of titania with silica,

which is known to not crystallise until much higher temperatures, would somewhat sup-

press the crystallisation of the mixed material, above the crystallisation temperature of

pure titania. Pure IBS titania is known to crystallise above around 350◦C, and in 1987

C.Y. She demonstrated the crystallisation suppression of single layer IBS titania-silica

mixes versus their pure IBS titania counterparts made via the same process [257]. They

found that a mixing with 10% silica content was sufficient to suppress crystal formation

to a heat treatment temperature almost 200◦C higher than for pure IBS titania. As the

optimum heat-treatment temperature for CTN found for these HR stacks is several hun-

dred degrees above the pure titania crystallisation temperature, and this optimum CTN

heat treatment was accompanied with low absorption values and no significant increasing

absorption trend versus lower heat treatment temperature measurements, determining

the structure of the HR coatings became of great interest.

The culmination of the studies presented here, as well as those in Chapters 3 and 4,

resulted in a first author Physical Review Letters publication in 2023 [171].

169
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5.1.1 Raman spectroscopy brief principles

Raman spectroscopy extracts chemical and structural information of a sample, through

the detection of Raman scattering. Any sample exposed to monochromatic light of some

frequency, will reflect, transmit, absorb, and scatter the incident light. The vast majority of

this scattered light will have the same frequency as the incident light - Rayleigh scattering

[258, 259]. However some scattered light will also be shifted in frequency with respect to

the inbound light - this is known as the Raman effect. This inelastic scattering of light

was first postulated by A. Smekal in 1923 [260], and it would be five more years before it

was experimentally observed by C. V. Raman and K. S. Kishnan [261], for which Raman

was awarded the 1930 Nobel Prize in Physics [262]. This Raman scattering is much rarer

than Rayleigh scattering; about 100 times less intense than Rayleigh scattering [263] and

only occurring for approximately one in 106 - 108 incident photons [264, 265].

One can visualise scattering simply as a two photon process [263]. When a photon of

incident monochromatic light interacts with the sample, some energy is absorbed by the

sample, allowing one of its electrons in a particular energy state/vibrational level to ascend

to a higher virtual energy state. This virtual energy state is not stable, and as such, the

configuration is very short-lived, with the electron almost immediately falling back to a

lower energy state, losing energy and subsequently re-emitting a scattered photon as it

does [266, 267]. In the case of Rayleigh scattering, the electron will fall back to its original

energy level, and therefore the energy (and hence wavelength) of the incident photon is

conserved, with only the direction being changed on emission. In Raman scattering, the

process is inelastic and the electron will fall back to a different energy state than it was

in prior to interaction with the light field. In doing so, the energy lost by the electron

is different from the energy it absorbed from the incident photon, and consequently the

emitted and incident photon energies, and therefore wavelengths, are not equal - giving

rise to the Raman effect [268]. The inequality condition for incident (i) and scattered (s)

photons in Raman scattering can be stated as:

h
λi

̸= h
λs
, (5.1)
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where λ represents the photon wavelengths and h is Planck’s constant. When the wavelength

of the emitted photon is greater than that of the incident photon, the electron has net

absorbed energy in the interaction - this is known as Stokes Raman scattering. Inversely,

if energy is lost by the sample as the electron settles into a lower vibrational level than

it was in initially, the scattered photon wavelength decreases and its energy increases,

and this is known as anti-Stokes Raman scattering. Quantum mechanically Stokes and

anti-Stokes are equally likely processes [269]. However, with an ensemble of molecules,

the vast majority will be in the ground vibrational level (Boltzmann distribution) and

anti-Stokes scatter is less statistically probable [264]. As such the Stokes Raman scatter is

always more intense than the anti-Stokes, and therefore it is nearly always Stokes Raman

scatter which is measured through Raman spectroscopy.

A material will have a characteristic ‘Raman fingerprint’ with spectral features based

on its molecular structure and chemical composition. In practice, Raman scattering is

represented as a spectrum as a function of intensity versus the Raman shift. Raman shift

is simply the difference between the reciprocals of the scattered photon wavelength and

the excitation wavelength. Plotting this way allows for visual comparison of a spectrum to

other spectra even when different laser excitation wavelengths are used. Typically, Raman

shifts are reported in wavenumbers, which have units of inverse length. The Raman shift

in wavenumbers, ∆ν̃ is given by

∆ν̃ =
1
λi

− 1
λs
. (5.2)

Most commonly, the wavenumber is given in units of inverse centimetres (cm−1).

Following Placzek [270, 271], the intensity of Raman scattering at a particular Raman

shift can be expressed in the form

Is = 4π2a2∆ν̃−4Ie|ẽeαes|2dΩ, (5.3)
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where a represents the fine-structure constant ≈1/137. The scattered energy per unit time

(intensity) into a solid angle dΩ is given by Is, while Ie represents the energy per unit

area per unit time (irradiance) of the excitation incident on the sample. The unit vectors

ẽe and es define the directions of the electric fields of the exciting and scattered radiation

respectively, and α is the scattering tensor of a given material, which will depend on its

composition, structure, and the size of the particles or features within it.

The main purpose of this investigation was to determine, after various heat treatment

stages, if the titania-silica coatings had remained amorphous or had begun to form crys-

talline structures. The characteristic Raman spectra of amorphous and crystalline solids

of the same chemical composition can appear significantly different, primarily due to

the total absence and presence, respectively, of spatial order and long range transla-

tional symmetry. Amorphous materials lacking any spatial order, can be thought of as

collections of formula units of the same chemical composition, but possessing varying

bond angles and lengths depending upon chemical bond interactions with their nearest

neighbours [272]. Their spatial arrangement is disordered, and as such amorphous ma-

terial Raman spectra tend to manifest very broad bands with widths of up to several

hundred wavenumbers. Conversely, crystalline materials possess long-range translational

symmetry and have unique - or at least a much narrower range of - bond angles, and

through this far more ordered structure manifest tall and narrow Raman peaks [273, 274].

Therefore as a sample transitions from amorphous to become more and more crystalline

through heat treatment, one expects the broad diffuse spectral bands present to converge

into much narrower sharp peaks with increasing intensity over a decreasing spread in

wavenumber [275].

5.2 Titania-silica mix Raman spectroscopy experiment

Raman scattering was used to track any crystallisation in both of the titania-silica mix HR

stacks. These experiments were carried out on coated silica substrates of various geomet-

ries, ranging from 1-inch eighth-disk wedges to full 3-inch disks taken to various stages

of heat treatment. The measurements were performed during a research placement at

Université Claude Bernard Lyon 1 and continued upon return to the University of Glas-
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gow. In Lyon, Raman spectra were recorded using a LabRAM HR Raman spectrometer

equipped with two EDGE filters - ultra steep longpass filters - meaning that only Stokes

Raman measurements were possible. The incident light source was a 473 nm laser. In Glas-

gow, Raman spectra were recorded using a LabRAM HR Raman spectrometer equipped

with two EDGE filters, with a 532 nm laser light source. Raman spectra were recorded

from shifts of 100-1200 cm−1, and the incident laser power was limited in each system to

0.6 mW (Lyon) and 1 mW (Glasgow). This was done to avoid any laser induced damage

or crystallisation of the coatings, as it is well known that both sample heat treatment,

and heat transfer from too high incident laser power can induce crystallisation in optical

coatings [257]. Therefore it is important that care is taken to not impart too high laser

powers and induce local crystallisation/burning when probing the structure via Raman

spectroscopy (and indeed in other measurements).
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Figure 5.1: Comparison of the 69.5% Ti high-n layer HR stack coating as dep and bulk
substrate Corning 7980 SiO2 Raman spectra measurements, with spectra of as-deposited
amorphous IBS SiO2 [276] and TiO2[277] films, and anatase (crystalline TiO2) [278]
[A][276],[B] [277],[C] [278].



5.2. Titania-silica mix Raman spectroscopy experiment 174

Figure 5.1 shows the measured Raman spectra for the as-deposited 69.5% Ti high-n layer

HR coating and the uncoated silica substrate, as well as spectra from the literature for

amorphous IBS TiO2 and SiO2, and the crystalline anatase form of TiO2 for comparison.

One can see that the Raman spectrum for the HR stack (black line) contains features

arising from both amorphous IBS TiO2 and SiO2, as expected. The coatings, which are

designed for high reflectivity at 1064 nm, transmit about 90% of light at the Raman

excitation wavelengths used in this study, meaning that the substrate will also produce

some Raman signal. The significant influence of SiO2 substrate signals on the Raman

spectra of thin IBS films in the absence of masking materials was well documented by L.

S. Hsu et al. [274]. Specifically they, in fact, investigated its effects on TiO2 films.

In Figure 5.1, one can see that of the five broad flat peaks emerging in the measured

HR spectrum, the first and third primarily result from the TiO2 present in the coating.

The second, fourth, and fifth prominences in the HR spectrum similarly seem to arise

primarily from the influence of SiO2. Figure 5.1 also shows an example spectrum of anatase

- a crystalline form of TiO2. Unlike with the amorphous spectra, the anatase has much

narrower peaks, with maximum heights significantly higher than, and in some cases orders

of magnitude, above the background. As expected the HR coating has no signs of these

tall sharp peaks, confirming that no crystallisation is present in the as-deposited coating.

In Figure 5.2 a comparison of the spectra of the 69.5% and 63.2% Ti high-n layer HR stacks

is shown. The absolute magnitude of the peaks between the spectra here is unimportant,

rather, comparing the relative heights and slopes of the broad peaks and features within

one spectrum, and contrasting these trends with those obtained in the other spectrum

will allow for useful conclusions to be drawn. The spectra, on cursory inspection, look

very similar. As well as having a proportionately higher SiO2 content, the 63.2% coating

is also ∼15% thinner, so one might also expect a slightly larger impact on the spectra

from the substrate. Both factors in this case would lead to an increase in the influence of

SiO2 on the 63.2% HR spectrum.
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Figure 5.2: Comparison of the Raman spectra of the 69.5% and 63.2% Ti high-n layer HR
stack coatings. In the inlay, the 63.2% data is re-scaled so that the second broad band
between 400-500 cm−1 has equal intensity in both spectra to aid in visual comparison.
The main plot spectra have underwent no specific scaling.

The relative height of the first and second peaks is very similar for both coatings (see

Figure 5.2 inlay). However, the relative height of the third peak (compared to the second)

is smaller in the 63.2% Ti spectrum than in the 69.5% Ti spectrum. This peak arises

from TiO2 (see Figure 5.1), and this decrease in relative height is consistent with the

lower TiO2 content. Along with this, the slope between peaks 3 and 5 - which is mostly

influenced by the TiO2 - is less steep in the coating with proportionally less TiO2. The

fourth and fifth peaks primarily arising from SiO2 are also more pronounced in the 63.2%

spectra, which again suggests there is fractionally more SiO2 in the thinner coating stack

with less Ti. Following these baseline measurements, the heat treatment investigations

could begin.

5.2.1 Titania-silica mix Raman spectroscopy heat treatment study

The Raman spectra of samples heat treated for the optical absorption, mechanical loss and

coating thermal noise studies were measured at a variety of heat treatment temperatures.

Figures 5.3 and 5.4 show the Raman spectra acquired for the 69.5% and 63.2% Ti high-n

layer HR stack coatings. The emergence of narrower sharp spectral peaks of increasing
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Figure 5.3: Raman spectra acquired for the 69.5% Ti high-n layer HR stack coating
through multiple stages of heat treatment. Displayed on the inlay are the 850◦C and
950◦C spectra (from the samples used to measure CTN) presented on a log scaled y-axis.

Figure 5.4: Raman spectra acquired for the 63.2% Ti high-n layer HR stack coating
through multiple stages of heat treatment. The crystallised spectra are displayed on the
inlay shifted in y to better visualise peak evolution.
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intensity at higher heat treatment temperatures indicates crystallisation and its growth

in these samples. For the 69.5% Ti HR coating, the spectral indicators of crystallisation

manifest at 575◦C, whereas for the lower titania concentration, they are not observed

until 600◦C. In both coatings, at the manifestation points we see the clear emergence of 4

peaks at approximately 150, 400, 530, and 630 cm−1. These are all consistent with anatase

crystalline titania formation, modulated by the amorphous silica and titania signals. This

is perhaps best visualised from comparison of the spectra in Figure 5.1. As the samples

are progressively heat treated beyond the initial crystal formation point, the spectra show

stronger evidence of titania crystallisation; the peak intensities increase, and most peak

positions shift slightly in wavenumber, to then generally align better with values from the

literature for crystalline titania [279, 280, 281] . At higher temperatures another small

characteristic anatase titania peak also clearly emerges in the spectra at around 200 cm−1.

Table 5.1 shows comparisons of the spectral peak locations found for both stacks after

different stages of heat treatment, and values from the literature. The introduction of silica

seems to have suppressed titania crystal formation to higher temperatures than expected

for pure titania by at least 100◦C, as expected from the literature [257]. The coating with

a higher silica concentration crystallised at a slightly higher temperature (approximately

25◦C higher), which is consistent with silica suppressing crystallisation. The continued

growth of the peaks seen in all measurements up to 950◦C also suggests that none of the

coatings are fully crystallised and still retain some amorphous structure.

5.2.2 Titania-silica mix Raman spectroscopy heat treatment study

- extended discussions

Interestingly, the 63.2% HR coating behaves differently to its counterpart. Another weak

peak can be seen manifesting at approximately 250 cm−1 both at the onset of crystal-

lisation and as it persists throughout all subsequent stages of heat treatment. It is not a

characteristic anatase peak, but rather indicates the presence of rutile crystalline TiO2 in

the coating [279, 280, 281]. Even after heat treatment at 850◦C peaks are seen to continue

to rise in intensity, suggesting the structure is not yet fully crystallised, but if heat treated

to even higher temperatures beyond what is necessary for our purposes, one might also
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Table 5.1: Raman shift peak positions recorded for the two HR coating stacks after crys-
tallisation emergence and as heat treatment progressed, compared with previous Raman
measurements of crystal powders. The rutile peak row is highlighted in grey.

Crystalline TiO2 Raman peak positions [cm−1]
63.2% 600◦C 63.2% 650◦C 63.2% 800◦C 69.5% 575◦C 69.5% 850◦C 69.5% 950◦C Expected around: Assignment

146 148 143 148 140 140 146[X]/147[Y] Eg

- 197 197 - 198 191-202* 194[X]/198[Y] Eg

240 248 245-249* - - - 235[X][Y]/247[Z] -
399 399 397 404 398 393 395[X]/398[Y] B1g

512-521* 520 520 521 517 516 514[X]/515[Y] A1g +B1g

604-620* 623 634 615 633 634 636[X]/640[Y] Eg

* - low spatial resolution measurement
[X][279],[Y] [280],[Z] [281]

expect a fully crystallised titania anatase structure to partly convert to rutile [273]. The

different structural behaviour in these two high-n coatings which differ by ∼6% Ti con-

tent through heat treatment is fascinating and noteworthy, but further characterisation

is beyond the scope of this thesis.

Table 5.1 shows the evolution of the crystalline spectral peaks through heat treatment.

There are many factors which could lead to slight disagreements when comparing Raman

spectra of identical materials between different setups, one being the room temperature at

which a particular measurement was taken [282]. In the case of a multi-layer coating stack,

one could also expect the light field penetration though the coating stack for different

wavelengths of laser light to differ, leading to varying levels of influence from the substrate

on the final spectra, though as discussed later Figure 5.5 shows this was not the case in this

study. The enhancement of the Raman signal from thin films is highly dependent on the

complex index of refraction of the individual coating layers and substrate materials [283].

Among other things, the index of refraction determines the period and amplitude of the

variation in the Raman intensity with thickness. This all being said, good agreement

between these two coatings Raman peaks with expected peak locations coming from bulk

crystalline powders is observed. In all bar the primary peak, a general shift towards better

agreement between the measured thin film data and the bulk powder values is observed

with increasing heat treatment (as the crystal structure grows) - particularly for the

three lower intensity anatase-TiO2 peaks at the highest Raman shifts. These three peaks,

coincide with of a region of high signal arising from SiO2. The total signal will therefore
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have a larger SiO2 contribution, potentially distorting the positions of TiO2 peaks. As the

crystalline TiO2 signal increases with heat treatment, the effect of the SiO2 on the overall

signal is diminished. Since the coatings do not appear to be fully crystallised, there will

also be some residual amorphous TiO2 influencing the measurements as well.

In general, as the level of crystallisation in these coatings continues to increase through

heat treatment, the amorphous signal should become relatively lower as the peaks increase

in intensity and narrow, and one might expect the thin film results to conform more to the

bulk crystal powder values. Through heat treatment we may also hope to relieve stress

in the coatings induced by the thermal mismatch of the coating and substrate properties,

which can also affect the Raman spectra [284]. The vibrations of a crystal structure

are described not in terms of the vibrations of individual atoms but in terms of collective

motions in the form of waves, known as lattice vibrations [285]. It is these lattice vibrations

that can give rise to Raman scattering and through measurement we gain information of

its ‘Raman active’ lattice vibration frequencies [286]. In this way incident light can interact

with the crystal to induce or destroy one or more lattice vibration quanta - phonons. With

the presence of a strain/stress in the crystal, its lattice vibration changes [284], and hence

the spectral peak positions may shift significantly. The thermal expansion coefficient of

SiO2 is generally positive and near zero in the range of (10−6−10−7)/K [287]. Glass mixes

of TiO2:SiO2 have previously been shown to achieve both negative and positive thermal

expansion coefficients before and after heat treatment [287, 288, 289]. This expansion

mismatch in the alternating coating layers, and indeed potential swapping of sign, through

heat treatment could lead to significant stress changes in the coating. Indeed a coating

stack with an overall negative thermal expansion paired with the SiO2 substrate could

lead to significant tensile stress on the sample and could also factor into the cracking

witnessed on some of the samples [206].

Overall, the peak positions in the samples heat-treated at the highest temperatures do

agree quite closely with crystal powders. However the primary anatase peak at 140 cm−1

at the highest heat treatment appears to be significantly red shifted (lower Raman shift

than expected) with respect to the expected values. This could perhaps, as discussed,

result from thermal (tensile) stress effects [290], but it could also perhaps hint at an

evolution of the O/Ti stoichiometry in the high refractive index layers, which would
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influence the crystal structure and Raman shift. Parker and Siegel noted previously in

a series of studies [291, 292], that for the primary anatase-TiO2 Raman peak, purely

oxygen content, and not crystal growth, induced a large peak shift. Specifically, between

samples with relatively similar O/Ti ratios of 1.96 and 2, a decreasing 9 cm−1 Raman shift

was noted with the increasing O content. Such a small change in stoichiometry clearly

led to a very significant red shift. They achieved this increase in O content through

in-air heat treatment - the same process used in this study. There is potential for a

similar effect to be occurring here, where the mixed coatings are absorbing more oxygen

through heat treatment, and could even be absorbing more than the desired amount and

becoming oxygen rich at the higher heat treatments. Another means of potential oxygen

content shift in the crystallising high-n layers could also come from inter-diffusion of

elements between the SiO2 and TiO2:SiO2 layer boundaries. Inter-diffusion at adjacent

layer boundaries has also been seen previously to lead to stress changes in some multi-layer

films [290, 293]. Ultimately either oxygen absorption into the coating or inter-diffusion

through heat treatment could be plausible mechanisms of increasing oxygen content in

the high-n layers, or inducing stress changes, and potentially explain the significantly red

shifted main Raman peak with heat treatment.

One can also observe trends emerge between the point groups to which the optical phonon

modes belong (see Table 5.1). The A1g mode is one which undergoes out-of-plane motion,

has singular degeneracy, even parity under inversion, and is symmetric with respect to

the principle axis of symmetry undergoing out of plane vibrations [294, 295]. The B1g

mode conversely undergoes in-plane motion, has singular degeneracy, even parity under

inversion, and is anti-symmetric with respect to the principle axis of symmetry [294, 295].

An Eg mode also undergoes in-plane motion has double degeneracy, with a 2 dimensional

irreducible representation [294, 295, 296, 297]. The rutile Raman peak at around 247 cm−1

does not coincide with any theoretical calculations for the fundamental modes allowed by

symmetry in this phase, and is known to be the compound vibration peak due to the

multiple-phonon scattering processes [279, 298].
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From Table 5.1, the in-plane vibration Eg and B1g anatase modes have their Raman

bands all red shifted after the maximum heat treatment with respect to bulk crystalline

powders. (In this observation we exclude the Raman band around 200 cm−1, which is

challenging to localise due to its close proximity to a much larger intensity peak.) The

only band containing elements of the A1g and out-of-plane motion (516 cm−1) experiences

a slight Raman blue shift. Though this band also has elements of B1g motion, the final

blue shift observed concurs with previous optical thin film studies by Lee et al., which

indicated that the rate of Raman shift evolution in A1g peaks is greater than that of the

evolution of peaks manifesting from in-plane vibrations [299]. Red and blue shifting of

the peaks are potential indicators of tensile and compressive strain respectively. Opposing

red/blue shift trends between Eg and A1g peaks witnessed here in our thin film coatings

with respect to crystal powders were also witnessed by Lee. It was also noted that as more

layers of the same thin film material were deposited on the same sample, all spectral peak

locations eventually converged to the bulk case. However we can not so easily compare

our titania-silica mix/silica bi-layer stack coatings to this as in that previous study the

same crystalline material was sequentially layered. With each bi-layer of our stack we

introduce more pure-silica which remains amorphous, so we would, again, not necessarily

expect increasing the number of bi-layers in the titania-silica mix/silica stack to bring

convergence to the bulk material properties Lee et al. witnessed.

5.2.2.1 Correction of spurious Raman spectra features

In the 69.5% HR coating 850◦C and 950◦C spectra a peak at 480 cm−1 can also be seen,

which does not coincide with any form of crystalline titania: see Figure 5.3. Those two

spectra were the first taken on the Glasgow Raman system, and the artifact was later wit-

nessed on all samples measured in Glasgow, but in none of the same samples measured in

Lyon, and seemingly originated from the main band of silica as can be seen in Figure 5.1.

Given that a Raman spectrum of the same material should in principle be identical re-

gardless of acquisition wavelength, the presence of this ‘spike’ highlighted something was

significantly affecting the acquired data. One hypothesis was that a much greater portion

of the light field could be transmitting through the thin-film structure (designed for re-

flectivity at 1064 nm) to the substrate at 532 nm (used for excitation in Glasgow) than at
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Figure 5.5: Modelled transmission spectra for wavelength range 400-550 nm, for the 63.2%
HR coating.

473 nm (used in Lyon), and hence the silica substrate could have a greater influence on

the measurements taken in Glasgow. However after running transmission models using

the TFCalc [300] optical modelling software, the transmission to the substrate at these

wavelengths (for both coatings) was found to be very similar - ≈93% transmission for

green light, and ≈90% for blue as can be seen in Figure 5.5. This small increase in trans-

mission would not account for the emergence of such a prominent spectral feature in the

Glasgow data.

A systematic study was then carried out to identify experimental conditions that could

suppress the spike. The study involved testing the effect of focus depth on a sample

spectrum, by measuring the crystallisation onset 600◦C 63.2% HR sample and adjusting

the focus point of the laser beam on/through the sample by ±6µm. In doing this for

different focus depths, above, inside, and below the ≈5µm thick coating, the changing

influence of the silica substrate could be clearly witnessed in the spectrum between 300-

700 cm−1. The coating signal could be much more clearly resolved when the focus was

optimised to coincide better with the coating surface. Figure 5.6 shows the difference of

focusing just 3µm into the coating versus the top surface with an objective lens of ×50

magnification and numerical aperture of 0.5. The stronger influence of the silica substrate
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Figure 5.6: Raman spectra acquired using different objectives for the 63.2% Ti HR stack
at 600◦C heat treatment (left), and for the 69.5% Ti HR stack at 850◦C heat treatment
(right). For the 63.2% coating, two spectra taken with the 0.5 NA objective are shown;
A. focus point 3µm below the top surface, B. focus point at the top surface.

is clearly seen in spectrum A between Raman shifts of 200-500 cm−1 with the laser beam

waist focused deeper into the coating, than in spectrum B when it was focused on the top

surface. However, even after this optimisation, the spike at 480 cm−1 was still observable

in the Glasgow measurements.

As the spike was still present and seemed to coincide in wavenumber with the main Ra-

man band of silica, a second investigation was launched in swapping the Glasgow objective

lens to one with a higher numerical aperture. All Raman measurements in Glasgow were

previously conducted with an objective lens of ×50 magnification and numerical aperture

of 0.5, whereas with the Lyon measurements a ×100 magnification 0.9 numerical aper-

ture objective was used. The numerical aperture is a measure of the solid angle of light

collection of the microscope objective [301]. A large value numerical aperture corresponds

to a greater solid angle. In our case, this quantity has implications for the laser beam

profile incident on the sample. Ideally, one would like to fill the back aperture with the

laser beam such that it comes to a diffraction limited spot in the field of view [302]. Not

all the rays travelling down the barrel of the microscope objective lens will reach it at the
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same angle of incidence. Objectives with the greater numerical apertures will cause the

rays passing through the lens near the perimeter to refract at the larger angles. Therefore,

one can envision a distribution of angles of incidence on the sample that is dependent on

the numerical aperture [271]. Specifically the numerical aperture (NA) is defined as [301,

303]

NA = n sinθ , (5.4)

where n is the refractive index of the immersion medium between the objective and the

sample of interest (in our case for air n≈1), and the θ is maximum light cone angle.

The depth resolution (z) of a confocal microscope (focusing a probe laser of wavelength

λ ) is inversely proportional to the square of the numerical aperture and given by [301,

303]

z =
nλ

NA2 . (5.5)

From Equation 5.5 it can be calculated that swapping objectives from 0.5 to 0.9 NA should

have an effect of reducing the depth resolution of the system by a factor of 3.24, and hence

greater suppress substrate influence once focused on the sample top surface - care was

also taken to ensure the lenses were cleaned and free of particulate left by other users.

Upon acquiring new data for the 600◦C 63.2% HR and the 850◦C 69.5% HR samples with

the ×100, 0.9 NA objective, the spike at 480 cm−1 was no longer present, proving the

second investigation successful. These results can be seen in Figure 5.6 and comparisons

made with Figures 5.3 and 5.4. To show even more explicitly the impact of the objective

on thin films, Figure 5.6 also includes Raman spectra recorded using a ×10, 0.25 NA

objective typically used only for initial surface focusing. Due to the ×13 greater depth

resolution of the 0.25 NA objective versus the 0.9 NA objective, the signal using the former

appears to strongly resemble the blank amorphous silica substrate. Using the 0.25 NA,

the only distinguishable features of titania being present is the crystalline peak around

140 cm−1, and in the case of the 850◦C sample undergoing advanced crystallisation, also

the modulation of the spectrum from the 634 cm−1 titania peak.
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5.3 Titania-silica mix supplementary GI-XRD meas-

urements

From the Raman spectroscopy investigations, the presence of crystallisation in these coat-

ings, and some key aspects of their nature, were characterised. However information on

the crystal size was not possible to acquire. Grazing incidence x-ray diffraction (GI-XRD)

measurements were later used to quantify this. These measurements performed on samples

heat treated to varying final temperatures would also serve as a verification of the crys-

tallisation temperatures found via Raman spectroscopy.

Colleagues at the University of Strathclyde performed GI-XRD measurements on heat

treated samples of both HR stacks, and confirmed the crystallisation temperatures for

both stacks found in Raman, serving as a further verification of the results already ob-

tained. Through these measurements, it was also discovered that the nature of the crystal-

lisation in both cases was from the formation of titania nano-crystallites in the coatings.

The crystallites were initially around 2-3 nm in size at the onset of crystallisation in the

respective stacks (575◦C and 600◦C), but were found to have grown to be between 6-10 nm

after 850◦C heat treatment.

5.4 Titania-silica mix crystallisation conclusions

These Raman measurements were performed to ascertain whether the HR coatings under

investigation had crystallised, and if so, whether the mixing of silica with the titania

suppressed crystallisation until higher temperatures. Evidence was witnessed for both,

as well as indicators of significant strains and/or oxygen acquisition in the coatings at

the higher heat treatments of interest for optimal coating thermal noise. The 69.5% Ti

high-n HR coating crystallised at 575◦C as anatase, and the 63.2% Ti high-n HR coating

crystallised at 600◦C as an anatase-rutile mix. This result was not necessarily expected for

coatings differing in Ti content by 6%, and, understanding the exact factors that led to it

may be of interest and have application for fields beyond gravitational wave observation
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astronomy. For instance, studies of mixed crystal phase titania have previously shown

that in certain configurations they can yield greater photoactivity than pure anatase and

pure rutile [304, 305], which means a mixed crystal titania coating could potentially be

of interest in an anti-reflective (AR) configuration for solar cell production.

Further to the results achieved, it would be of interest to study more IBS titania-silica mix

ratios in order to better understand how the mixing ratios affect crystal formation and

structure. Performing oblique incidence Raman spectroscopy on a modified setup could

also yield improved results with the potential to significantly eliminate even more the

substrate influence on the spectra. Doing so would allow for much thinner coatings to be

well characterised through Raman spectroscopy, as the high incident angle would result

in a much shorter depth profile into the samples. This in turn would allow for much more

accurate information to be obtained for, say, single layer coatings. Previous measurements

on pure IBS titania coatings on silica and silicon substrates with a modified oblique angle

technique yielded a 50-fold reduction of substrate influence on the final spectra compared

with the standard near-normal incidence measurements [257, 274], and illustrates how

implementing this setup configuration change could be very beneficial for measurements

of these and other thin film coatings in the future.

Ultimately these results, combined with the studies presented in Chapter 4, led to an in-

teresting outcome. A coating stack previously composed of two fully amorphous materials,

had its high-refractive index material undergo advanced stages of crystallisation after heat

treatment, yet its optical losses remained relatively low and unchanged. Understanding

the underlying physical mechanisms that lead to the continued low levels of absorption

and scatter witnessed after the formation and growth of nano-crystallites, should provide

key insights for the design of future proposed state-of-the-art optics. This, potentially,

has large implications for a plethora of high precision experiments beyond gravitational

wave detection, such as those which involve optical atomic clocks.



Chapter 6

Mechanical loss studies of

titania-germania coatings

6.1 Introduction

This chapter describes research undertaken at the California Institute of Technology (Cal-

tech) LIGO Laboratory under the supervision of Dr Gabriele Vajente. During this study

the author characterised the mechanical losses of numerous single layer and HR stack

coated disks comprising of 44% Ti, titania-doped-germania, and amorphous silica depos-

ited onto SiO2 disk substrates.

A mixed material of 44% titania (TiO2), and 56% germania (GeO2) by cation concentra-

tion, henceforth referred to as TiO2:GeO2, was identified by Vajente, et al. in 2021 [148]

as a highly promising replacement high-refractive index material to pair with pure silica

(SiO2) with potential to meet improved thermal noise targets for future upgrades to the

current generation of ambient temperature gravitational wave detectors (GWD). The

initial motivation to investigate coatings based on GeO2 arose from the discovery of a

correlation between the fraction of edge-sharing versus corner-sharing polyhedra in the

atomic structure of materials and their room-temperature mechanical loss, as reported for

ZrO2:Ta2O5 in [150]. GeO2 shares some key similarities with the current room temperature

GWD low-index material, SiO2. Both are known to exhibit a prevalence of corner-sharing,

and SiO2 is the amorphous oxide which exhibits the lowest known room-temperature loss

across the acoustic frequency range [82, 155, 156]. Additionally at cryogenic temperatures

(∼100 K), a peak emerges in the mechanical loss of amorphous GeO2 [306], similar to the

one found in amorphous SiO2 [307] and indeed other amorphous oxides [308, 309, 310].

187
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Earlier studies by Yang, et al. [151] on pure GeO2 confirmed that the atomic packing could

further be altered to improve the atomic structure via elevated temperature deposition,

and post deposition heat treatment of the coatings. As such, it was deemed an interesting

material to investigate.

The primary ethos for doping GeO2 with TiO2 was so that a mixed material with larger

refractive index could be produced, and hence a thinner HR coating stack than if made

incorporating pure GeO2, could eventually be achieved. Vajente, in collaboration with

colleagues at Colorado State University (CSU) and others in the LIGO scientific collabor-

ation, concluded that after trialling numerous cation concentration mixes of single layers

of TiO2:GeO2, that 44% Ti doping seemed the most promising composition for reducing

coating thermal noise via its improved (lowered) mechanical losses. Specifically, it had op-

timally low mechanical loss after 600◦C, 108 hr post deposition heat treatment, whilst still

remaining amorphous [148]. The work undertaken by the author involved characterising

the mechanical losses of both new optimised deposition single layer IBS coatings produced

by CSU, and characterising various multi-layer stacks incorporating both TiO2:GeO2 and

SiO2. Alongside these investigations, sister studies of the mechanical losses of the first

runs of single layer TiO2:GeO2 and multilayer coatings produced by the GWD coating

manufacturer LMA were also initiated.

All samples discussed in the following studies were made from Suprasil® 313 [311] fused-

SiO2, nominally ∼75 mm diameter, ∼1 mm and polished to an optical grade [147]. The

mechanical losses of each were characterised in the Caltech GeNS system described in

Section 6.2, using the analysis methods discussed in Section 3.4.2–Section 3.4.4 for general

GeNS measurement. The samples were measured in their uncoated state, as-deposited,

and following varying rounds of post-deposition heat treatment, with fixed heating/cooling

rates of 100◦C/hr to, and from, the desired temperature. Each sample underwent multiple

GeNS suspensions at each temperature step, with multiple resonant modes from 1–30 kHz

measured, multiple times during each suspension, and coating loss calculated. The mean

coating loss values acquired for a particular resonant mode, for a particular suspension

of the disk, were then compared with those values acquired from the other suspensions

in the same post-deposition heat treatment state of the sample in order to acquire the

‘best’ approximation of the loss of the coatings, as in Section 3.4.2.3. For any identical
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coatings from the same batch, deposited onto more than one substrate, checks were also

carried out to verify their extracted coating losses agreed with each other (an example

is shown in Figure 6.8), with the ‘best’ coating losses for the vibrational modes of each

sample displayed in all the following results plots in this chapter.

6.2 Comparisons between mechanical loss

measurement procedures at Caltech and Glasgow

The mechanical losses of coatings and substrates were measured in much the same way

at Caltech as they were at the University of Glasgow. The GeNS system at Caltech had

four GeNS platforms upon which disk samples are suspended inside a vacuum chamber, as

shown in Figure 6.1. The motion of each disk is measured by a HeNe laser and a quadrant-

photodiode. Unlike the process used in Glasgow, a high voltage amplifier is driven with

broadband white noise, such that many vibrational modes of the disk are simultaneously

excited.



6.2. Comparisons of loss measurement procedures at Caltech and U of G 190

Figure 6.1: (Top) Labelled image of the four GeNS platforms mounted inside a vacuum
chamber at Caltech. (Bottom) Topside view of the layout of the four GeNS platforms,
showing the paths of the impinging laser beams in red, before and after striking a suspen-
ded sample. Image and diagram shared by Vajente with the author and adapted [312].
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Figure 6.2: Comparison of the quadrant-photodiode signals taken before and after the
excitation is applied to a suspended uncoated silica disk. X and Y denote disk displacement
measured with the optical lever readout across the orthogonal vertical and horizontal axes
of the quadrant-photodiode respectively. Post-excitation, the X and Y spectra together
clearly show all the resonant modes of the disk ≲30 kHz. Below 2 kHz the signals are
limited mainly by acoustic and seismic disturbances, and above this they are shot noise
limited. However, it is clear from the amplitude of the peaks post-excitation that this
noise background level is not a limitation for the measurement. The fundamental mode
of this disk can be seen at around 1.1 kHz.

In the Caltech GeNS setup no initial mode-search is carried out by performing targeted

sweeps through frequency space. The white noise excitation allows for simultaneous meas-

urement of the disk motion induced at all mode frequencies below 32.5 kHz, limited by

the sampling frequency of 65 kHz. The resonant modes of the disk are instead identified in

the post-excitation frequency spectrum, by comparing it to the spectrum pre-excitation.

Figure 6.2 show the pre and post-excitation signals detected by the X and Y channels

of one of the quadrant-photodiodes for one such disk, and the excited peaks are clearly

apparent.
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The ratio of the spectrum post-excitation divided by the spectrum pre-excitation is used

to automatically identify all excited resonances: all frequency bins where the ratio of

post/pre spectrum is larger than a certain threshold (typically 10) are identified. The

evolution with time of the amplitude of each of the identified peaks is then tracked by

computing Fourier transforms over time periods which can range from minutes to hours

depending on the level of loss of a given sample. The analysis method outlined previously

in Section 3.4.2.1 is then applied to the beating amplitude decays witnessed for a given

mode of a sample to extract its measured mechanical loss.

There are a few differences with the analysis methods employed across the Caltech and

Glasgow setups. With reference to the flow diagram shown in Figure 3.7 of the process

for fitting of a beating decay to the acquired amplitude ringdown data at Glasgow, the

Caltech procedure adds an additional branch, this is shown in Figure 6.3. Specifically, it

also fits a model which forces the two fitted loss values of a degenerate beating pair of

modes to be equal, and compares this to fits of the data made assuming both initially

have different losses. Between these two, the model with minimised residuals between the

fit and the data is taken as the estimate of the measured losses.

This analysis used to be part of the Glasgow analysis code, however it was removed as

it was found that the initially non-equal model, after several iterations, would generally

converge on loss values of a mode pair being equal, if indeed that was the best fit to the

data. This was removed from the Glasgow process to improve computation speed, with

thresholds being placed that if the two fitted loss values agreed within 10%, the higher

loss value would be overwritten with the lower of the two. Extensive work was previously

performed by Glasgow colleagues which confirmed that removing this analysis branch

indeed did not significantly impact the fitted results [313].
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Figure 6.3: Flow diagram showing the major processes used to perform the optimised fit
of Equations 3.13–3.14 to the beating ringdown data at Caltech. This is similar to the
analysis procedure for Glasgow GeNS measurements shown in Figure 3.7, but with an
additional branch highlighted in yellow.
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There are differences in the analysis pipelines implemented between Caltech and Glasgow

which pertain to material property selection. At Glasgow, coating material properties,

such as the Young’s modulus, Poisson ratio, and film density are initially estimated with

values from the literature for a given material, or indeed from direct measurements of

the material properties where they are available. For a mixed material, the composite

averaging method shown in Section 3.4.3.2, is also used. These estimates are then input

into a finite element analysis model of a coated disk of specified coating and substrate

thicknesses, which was built upon from a previous blank disk model that had modelled

geometry and mode frequencies which closely match the measured mode frequencies of

that disk while it was blank.

In the Caltech analysis, for each sample, the resonant frequency shifts (δ fi) for every

mode resulting after coating the disk are recorded, as are the measured losses of the

coated disk ϕM, i and uncoated substrate ϕS, i . A model has been developed of coated disks,

which can be used to compute the excess loss measured (versus the uncoated substrate)

as a function of the material parameters: Young’s modulus (Y ), Poisson ratio (ν), and

density (ρ). This model is based on finite element simulations of the blank substrates,

performed with COMSOL Multiphysics [191]. This is similar to the process at Glasgow,

except as opposed to building a bespoke model for each disk, the Caltech analysis code

uses the observed frequency shifts of the modes, upon coating, to fit the data to a pre-

generated library of material properties which would induce this frequency shift, and hence

compute the energy ratios/dilution factors for each mode. To assist with this analysis, the

coating density and thickness of single layer coatings are independently measured through

Rutherford backscattering spectrometry and ellipsometry prior to this analysis, as such

only the Young’s modulus and Poisson ratio are refined in this process.

Ultimately, though the processes may differ, after optimisation of the material parameters,

one would expect to see equivalent mechanical loss results achieved from either analysis

pipeline/ measurement. Verifying this consistency is an active area of research between

both institutions. Initial checks of uncoated samples have yield promising agreement,

however a full comparison of any significant discrepancies (or lack thereof) that arise

from a plethora of uncoated and coated samples measured and analysed on both systems

is interesting planned work in the near future.
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6.3 Mechanical loss studies of LMA titania-germania

An investigation was undertaken into measuring the mechanical losses of single layers of

44% Ti, TiO2:GeO2 and pure SiO2, as well as a coating stack comprising of both, deposited

by the Laboratoire des Matériaux Avancés (LMA), in their ion-beam-sputtering (IBS)

‘Grand Coater’ system. This is the same chamber in which current aLIGO/adV coatings

are manufactured, and these studies would serve as an important step for verifying the

candidacy of TiO2:GeO2 as a future GWD coating.

Specifically, two single layer TiO2:GeO2 coated GeNS measurement samples, one single

layer of SiO2, and one 20-layer stack of quarter-wave-layer thickness at 1060 nm were

made. All samples, save one, were single-side coated, with the first of the two TiO2:GeO2

samples being coated with around 500 nm of material on both sides. Details of the coating

thicknesses, as well as other deposition parameters for these coatings can be found later in

Table 6.1. These coatings were all deposited at 100◦C, with the single layers being depos-

ited after the chamber had reached a base pressure of <8×10−6 mbar, whereas deposition

of the stack began only once the chamber had reached a base pressure of <5×10−7 mbar.

The higher chamber base pressures for the single layers were selected primarily due to

timing requirements for this path-finder study, and to observe if they influenced defect

formation in coatings made from this chamber, as a sister study with coatings manufac-

tured by Colorado State University had indicated [314] - see Section 6.4. All samples were

measured as-deposited and after three heat treatment stages at 500◦C, and 600◦C, with

dwell times of 10 hr, and a final heat treatment again at 600◦C, but for a longer 108 hr

dwell.

One unexpected occurrence that arose at the onset of this study, was that the double-sided

coated TiO2:GeO2 single layer sample was observed to contain a cloudy ring of darker

appearing material on one face, encompassing the outermost few mm of the sample.

Figure 6.4 shows an image of the sample. Through optical microscopy this ‘halo’ was

confirmed to be present on only one of the two sides, and after talks with the manufac-

turer, and inspecting of its distinct and off-centre orientation, its source was traced to

a washer/spacer the sample rested on while in the deposition chamber. When the side

coated first with TiO2:GeO2 was flipped to be in direct contact with the washer to en-
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Figure 6.4: (Left) Image taken of the disk coated with TiO2:GeO2 on both sides under
green light after heat treatment at 500◦C - the visual difference of the outer most region
(‘halo’ feature) is apparent. (Right) Zoomed in darkfield microscope image taken of the
boundary between both regions.

able coating of the second side, their interaction led to the imprinted ring observed. It

could not be removed with chemical cleaning with isopropanol and acetone. The halo also

became more visually pronounced after the very first heat treatment at 500◦C, with the

material of the ring appearing to have crystallised (see the right hand side of Figure 6.4).

The coating loss results from the double-side coated sample with the halo were, however,

very similar to those from the single side coated sample. Figure 6.5 shows the coating

mechanical loss results obtained from the double-side (DS) and single-side (SS) coated

TiO2:GeO2 samples, as well as the single-side coated SiO2 and 20-layer stack samples
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Figure 6.5: Graphs of the coating losses measured via GeNS of the four samples, as
deposited (left), and after final heat treatment at 600◦C for 108 hr (right) of all modes.
Clover modes are represented by unfilled markers, and mixed modes with filled markers.
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as-deposited and after the final heat treatment at 600◦C for 108 hr (replicating the op-

timum heat treatment for other single layer TiO2:GeO2 coatings deposited by CSU found

previously [148]). Mechanical loss results from both the single-side and double-side coated

TiO2:GeO2 single layers are broadly equivalent both as-deposited, and especially after fi-

nal heat treatment, perhaps suggesting that the halo structure does not impinge too deep

into the coating, meaning, at most, only a very small relative volume of altered material

versus unaltered would be present in the layer.

One can also see that the loss results for the 20-layer stack are consistent with it being

composed of the two other materials, given that its losses consistently lie between the

two. There are two distinct features that inform us that the TiO2:GeO2 is dominating the

loss of the stack over the SiO2; the overall loss level, and the overall loss trends. The loss

of the stack is generally closer in value to that of the TiO2:GeO2 single layers, and as the

▊

▊

Figure 6.6: Individual graphs showing the coating losses measured via GeNS of each
of the four samples, through all stages of heat treatment separately. Clover modes are
represented by unfilled markers, and mixed modes with filled markers.
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TiO2:GeO2 begins to exhibit a strong frequency dependence in the losses at the final heat

treatment (while the SiO2 losses remain broadly flat) the stack also exhibits a noticeable

but weaker frequency dependence. Figure 6.6 shows the losses of all four samples at all

heat treatments (i.e. excluding the as-deposited state) with bespoke graph scaling so as

to better observe their values and trend, this is particularly useful for the significantly

lower loss SiO2 single layer coating (shown in the bottom left plot of Figure 6.6).

Of great note as well are the single layer SiO2 losses characterised in this study. The losses

were low and near-constant with frequency, and in line with previously deposited LMA

SiO2 from this system after 500◦C, 10 hr heat treatment [82]. Large SiO2 loss improve-

ments following 600◦C, 10 hr and 108 hr heat treatments were recorded. After the 600◦C,

10 hr heat treatment the losses had fallen to 58% of the previous 500C, 10 hr values of

(3.3±0.7)×10−5 and, further, after 108 hrs at this final temperature they were of the level

(8.0±0.7)×10−6, which were only 24% of the average values found after 500◦C, 10 hr -

showing a reduction of 76% in the loss of the low index material. This is significant as

500◦C, 10 hr is the current heat treatment temperature and duration of the current GWD

coatings recipe. Therefore the benefits of heating SiO2 at this slightly higher temperature

for near ×11 greater duration are apparent, and this study serves as a first such character-

isation of SiO2 from the same deposition system as the GWD test masses are coated. Loss

results comparable to these final SiO2 values have been achieved previously from LMA’s

SPECTOR IBS deposition system, but after the coatings underwent a much higher tem-

perature 900◦C heat treatment for a much shorter (standard) duration of 10 hr [165].

These results on the whole show great promise for meeting future GWD noise reduction

goals.

The single layer TiO2:GeO2 results also show great promise. The current aLIGO/adV

coating high-index material is 27% Ti, TiO2:Ta2O5 made in the same chamber also exhib-

its a similar frequency dependence in the loss when measured via GeNS. The TiO2:GeO2

results at around the same lowest measurement frequencies of these TiO2:Ta2O5 studies

(∼1.1 kHz) have almost a factor of ×4 lower loss than the TiO2:Ta2O5 [82] and have a

decreasing trend with reducing frequency. Performing a simple power law fit to the single

layer TiO2:GeO2 data where ϕc = a f b, using linear regression methods similar to as was

done for the current TiO2:Ta2O5 [82] one extracts a and b values of around 3.2×10−5 Hz−b
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and 0.13 respectively. This fit would produce losses in the 100 Hz range where CTN is

dominant, also of around a factor of ×4 less than TiO2:Ta2O5 [149] with only a ∼10%

reduction in refractive index. Further to this, these single layer results can be compared

directly to values acquired by Vajente et al. in [148] for the average loss of all modes

measured between 1–30 kHz. These fully heat treated TiO2:GeO2 single layer samples in-

vestigated in the study have an average loss of (1.1±0.2)×10−4 compared with previous

TiO2:GeO2 single layer coatings which had an average loss of (1.0±0.2)×10−4 , where

these error ranges represent the standard deviation from all measured loss values. Note

that the frequency dependence of the losses appears significant so simple averaging like

this will not take this into account.

No sample exhibited coating cracking at any point in this study, but both TiO2:GeO2

single layer coatings were found to grow a few blisters after heat treatment at 600◦C, for

10 hr. On the other hand the SiO2 single layer, and the stack containing both materials,

but deposited at a lower base pressure, did not. This suggests that the significantly lower

base pressure used during the stack deposition assisted in suppression of the stresses

that form these kinds of defects. However this stack sample did begin to exhibit small

sites of what appeared to be delamination in various regions of the coating, suggesting

further adjustment of the deposition parameters is needed to completely suppress defect

formation [314]. Regardless of these defects, the losses still continued to fall after heat

treatment at this and the subsequent heat treatment step.

6.4 Studies of titania-germania single layers made via

different processes

Along with the study of the LMA coatings, loss studies of coatings deposited in CSU’s

SPECTOR IBS system were also undertaken. CSU had found after many iterations of their

TiO2:GeO2 coatings, that they were able to prevent blistering and cracking in the material.

Unlike many of their own previous runs [148], and those of the runs from LMA discussed

in the previous section, these CSU coatings were deposited only after the chamber reached

an elevated temperature of 200◦C, and base pressure of <1.6×10−7 mbar were achieved.
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Figure 6.7: Comparison of the coating losses measured via GeNS of the different
TiO2:GeO2 single layer coatings with different deposition parameters, as deposited (left),
and after heat treatment at 600◦C for 10 hr (right). Clover modes are represented by un-
filled markers, and mixed modes with filled markers. Deposition details can be found in
Table 6.1.

This single layer material (CSU) was compared with both the previously discussed run

from LMA (LMA-1), and a new run from LMA (LMA-2). The new LMA run, informed by

the CSU studies, also trialled an elevated temperature deposition, but at the maximum

chamber temperature the Grand Coater could reach of 150◦C. Details of parameters for

these coating runs, along with the previous coatings are shown in Table 6.1, and the best

loss results for all three coatings as-deposited, and after 600◦C, 10 hour heat treatment

are shown in Figure 6.7.

From the as-deposited and 600◦C, 10 hr results it would appear that both LMA, and

the CSU coating all have comparable losses. As-deposited LMA-2 has lower losses than

LMA-1, which is consistent with the 50◦C elevated temperature producing amorphous

coatings of more ordered structure and consequently lower loss [151, 315, 316]. The higher

temperature coating ions will have more energy to move about the substrate surface during

deposition and as such over time a more ordered structure closer to an ideal-glass forms.

Upon heat treatment to (the much higher temperature of) 600◦C both of the LMA coating

losses can be seen fall even further in line with each other. On the other hand, these CSU

coatings appear to have slightly higher losses as-deposited, perhaps appearing to break the

trend of elevated temperature deposition reducing the loss. However, care must be taken

when comparing coatings from different systems, as features such as slight difference in

chamber cleanliness, or ion source, can lead to significantly different losses [208]. Though,

in counter to this, the CSU coatings were deposited with approximately fifty times lower
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Figure 6.8: Comparison of the coating losses measured via GeNS of the different
TiO2:GeO2 single layer coatings with different deposition parameters, that were able to
be annealed at the final step of 600◦C for 108 hr - i.e. LMA-2 run is excluded. Clover
modes are represented by unfilled markers, and mixed modes with filled markers. Depos-
ition details can be found in Table 6.1.

base pressure than the LMA single layer runs so in theory the environment in the CSU

chamber may have less particulates. It would subsequently be discovered that the CSU

coatings were deposited less stoichiometric than expected, and this could also contribute

to the observed higher as-deposited losses.

The CSU coating, after 600◦C 10 hr heat treatment, appears to align with the loss of the

LMA coatings above 5 kHz, but seems to possess slightly higher losses at lower frequency.

However, unlike in the as deposited case, these slightly higher losses at low frequencies

potentially result from not finding the true loss level during the two 600◦C, 10 hr measure-

ments for the CSU coated samples. The primary evidence supporting this is that when the

subsequent 600◦C, 108 hr heat treatment was performed, the coating losses of LMA-1 and

CSU both actually yield virtually equivalent results across the entire measured frequency

band - see Figure 6.8.
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Figure 6.9: Image showing the haziness the LMA-2 single layer sample developed some
time after the 600◦C, 10 hr measurement, as a consequence of absorbing water from its
surroundings.

Unfortunately, the LMA-2 TiO2:GeO2 coating was observed to turn hazy in the time

between the 600◦C, 10 hr step and the planned 600◦C, 108 hr step so was not further

heat treated - see Figure 6.9. TiO2:GeO2 is hydrophilic, and as such is known to absorb

water from the surrounding atmosphere at its surface, resulting in a change of the optical

and mechanical properties [147]. However, this is not as large a concern for a multi-layer

HR coating stack capped by a SiO2 half-wave layer. To combat this in the TiO2:GeO2

single layers, the coatings, between, and after, measurement are stored in vacuum sealed

containers. However the LMA-2 sample still became contaminated. Poor vacuum sealing of

this particular sample when stored, or perhaps the presence of excess water in the chamber

after alignment, potentially as a result of a small spillage from the alignment water dish,

and then spread through the chamber when the vacuum pump was turned on, could be

potential causes. However as its 600◦C, 10 hr losses align with the first LMA single layer

of TiO2:GeO2, it is likely that its 108 hr results would not have differed significantly from

those of LMA-1 presented in Figures 6.5–6.6.

At the final heat treatment step, the CSU sample losses align with the LMA-1 results

within measurement spread in most cases. The argument could also be made that at the

lowest recorded frequency ∼1.1 kHz the CSU coatings have slightly better losses than

the LMA-1 coatings. The losses from both CSU TiO2:GeO2 coated samples are plotted

separately in Figure 6.8, to show how well they agree with each other, and is representative

of the general agreement seen between all GeNS samples coated with the same coating
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across all 21 disks for which measurements are presented in this chapter. Notably, however,

there is a slight but observable disagreement between the measured losses at ∼1.1 kHz

from both CSU disks, which affects the trend of the loss/frequency slope, which would

ultimately influence the extracting of losses at lower frequency.

Aside from the hazing, the LMA-2 samples were observed to manifest no defects after

the 600◦C, 10 hr heat treatment. The CSU samples also showed no blistering or crack-

ing, making these the most promising future GWD detector candidates in this study, as

they achieved their extremely low loss results free of defect. Performing a simple power

law fit to the data from both CSU coated disks separately after 108 hr heat treatment

yields estimated loss levels at around 100 Hz of only (18.3±1.7)% of the current GWD

high-index material TiO2:Ta2O5. The fact that these results are achieved alongside signi-

ficantly improved low-index SiO2 levels shown in Figure 6.6 when compared with current

500◦C, 10 hr heat treatment, highlights the great prospects for these materials after 600◦C,

108 hr heat treatment for future detector coating designs. However, to produce compar-

able reflectivity, these boons would be mitigated by requiring a stack of overall ∼46%

greater thickness (see Equation 2.6) than the current ETM GWD coating, as many more

bi-layers (26 total) would be required, with each having high-index layers of roughly ∼10%

thicker than TiO2:Ta2O5. Still, the prospects of significantly improved CTN results these

materials could yield is apparent from the greater relative reduction in loss versus re-

quired increase in thickness. From Equation 2.31 one could roughly estimate a level of

improvement in the amplitude spectra density of the CTN of these coatings, as the loss

of the stack is dominated by the high-n layer losses, of δCT N ≈
√

0.18×1.46 ≈ 50%. This

estimate is very much in line with previous predictions for TiO2:GeO2 [148] and is also

neglecting the fact that the SiO2 loss was shown here to improve by around an order of

magnitude with this same heat treatment. This work has thus shown great promise for

advances in future detector coatings, and the ability of these coatings to achieve these

results whilst free from defects.
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Table 6.1: List of all single layer coatings and one stack design measured in the initial
TiO2:GeO2 investigations of this thesis. The sample ID, materials, number of layers,
thicknesses, deposition temperature TDEP, and chamber base pressure during deposition
p are shown. The final column also lists the defects which arose through heat treatment,
if any, with a note of any contamination during or after deposition in brackets.

sample ID № of material thickness TDEP p defects
layers [nm] [◦C] [mbar]

LMA-1st coating runs

SS-SiO2 1 SiO2 701 100 8×10−6 none

20L-stack 20 both [1410+1830] 100 5×10−7 delamination

DS-TiO2:GeO2 2 TiO2:GeO2 [501/498] 100 8×10−6 blisters (halo)

SS-TiO2:GeO2 1 TiO2:GeO2 564 100 8×10−6 blisters

LMA-2nd coating run

LMA-2-TiO2:GeO2 1 TiO2:GeO2 539 150 8×10−6 none (hazing)

CSU single layer coating run

CSU-TiO2:GeO2 1 TiO2:GeO2 483 200 2×10−7 none

6.5 Mechanical loss studies of titania-germania HR

stacks

As well as the aforementioned studies in characterising single layer coatings from LMA

and CSU, and one stack comprising of 10-quarter-wave-bi-layers of TiO2:GeO2 and SiO2,

the author investigated the mechanical losses of two HR stack coating designs of these

two materials. Specifically, two stacks, meeting the GWD end test mass (ETM) coat-

ing reflectivity requirement, deposited in CSU’s IBS system were studied. These stacks

comprised of 52 alternating layers of TiO2:GeO2 and SiO2. The stacks had deposition

parameters identical to the CSU TiO2:GeO2 discussed in Section 6.4, optimised in an

attempt to prevent blister/cracking formation upon heat treatment.

Each stack was designed for use at 1064 nm, with total thicknesses of ∼8.6µm. The final

deposited layer of each stack was SiO2, so as to protect the TiO2:GeO2 from exposure

to the lab environment, as has been found to be detrimental previously (see Figure 6.9).

This final layer is also a near-half-wave of silica so as to not reduce reflectivity. Besides

these similarities, the two topologies are quite different. The first stack, dubbed 52L-A,
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had layers of constant, near quarter-wave (QWL) thickness, though in the design phase

had undergone thickness/material optimisation, similar to as is done for current GWD

coatings [82], where the TiO2:GeO2 and SiO2 layer thicknesses were approximately 11%

thinner and 7% thicker than 1064 nm QWLs respectively. One benefit of this optimised

thickness design is that it should reduce the total coating mechanical loss/CTN of the

stack when compared with a stack comprising of QWLs, as these are dominated by the

higher-loss TiO2:GeO2 - see Section 6.3.

The second stack, dubbed 52L-B, was designed to produce the same level of reflectivity

of the first stack, but with reduced optical absorption. Research into IBS-TiO2:GeO2 at

present has shown it to have higher absorption at 1064 nm than SiO2 made under the same

conditions [314], and as most of the impinging laser light is reflected back from the top few

bi-layers, with less and less light present with depth into the stack, this design sought to

decrease the relative thickness of the top-most TiO2:GeO2 layers. As such it has a gradient

of increasing TiO2:GeO2 and decreasing SiO2 layer thickness the deeper into the stack.

The success of this design has recently been shown by colleagues at Stanford University,

to achieve absorption at 1064 nm of around 3.3 ppm, and 3.8 ppm after 600◦C 10 hour, and

100 hour heat treatment respectively [314, 317]. These absorption results for 52L-B were

directly compared with those of 52L-A, and were seen to be approximately ∼40%-50%

lower than the stack of near constant layer thicknesses [314, 317]. Visualisations of each

stack design are shown in Figures 6.10–6.11.
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Figure 6.10: Layer structure of the 52L-A coating designed for high reflectivity at 1064 nm.
One can observe the near constant layer thickness of ∼125 nm TiO2:GeO2, and ∼197 nm
of SiO2, plus a half-wave SiO2 cap layer at the top of the stack.

Figure 6.11: Layer structure of the 52L-B coating designed for high reflectivity at 1064 nm,
with reduced optical absorption [317]. One can observe the decreasing TiO2:GeO2 thick-
ness towards the top of the stack.
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6.5.1 Titania-germania HR stack loss results

Two SiO2 disk samples (75 mm diameter by 1 mm thick) were coated with coating 52L-A,

and one disk was coated with 52L-B. The mechanical losses of each were characterised

in the Caltech GeNS system described in Section 6.2, using the analysis methods found

here and delved into at greater depth previously through Section 3.4.2–Section 3.4.4 for

general GeNS measurement. The samples were measured in their uncoated state, as-

deposited, and following 600◦C, 108 hr dwell post-deposition heat treatment. For the two

52L-A samples, it was verified that they produced the same losses as each other within

measurement spread, with the best loss values being presented in the following results.

Figure 6.12 shows the coating mechanical loss results obtained for both HR stack designs

as-deposited and after post-deposition heat treatment (modelling each as a composite

layer for extracting the energy ratios as in Section 3.4.3.1). Both stacks were found to

have identical coating losses to each other before and after heat treatment, with losses at

the final (600◦C, 108 hr) heat treatment reducing by around a factor of ×6 for most modes

when compared with the as-deposited numbers. The high level of agreement between 52L-

A and 52L-B was expected given that, by thickness/volume, they have identical amounts

of TiO2:GeO2 and SiO2 (to within ∼1%) made under the same conditions in the same

system - see Table 6.2 later.
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Figure 6.12: Coating mechanical losses of the two TiO2:GeO2/SiO2 HR stacks measured
as-deposited (left) and after heat treatment at 600◦C, for 108 hrs (right). The losses of
clover and mixed modes are represented with hollow and filled markers respectively.
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Generally, as-deposited, the coating losses are broadly flat with frequency, with values

around ∼3.2×10−4. Here only modes up to 20 kHz were sampled instead of the standard

30 kHz due to an error with the measurement software. Though with the observed flat loss

trend through frequency, not sampling the higher frequencies should not be detrimental.

Upon heat treatment, above 15 kHz the HR stack losses are also observed to be broadly

flat with frequency at a level of ∼5.2×10−5. However, as shown in Figure 6.12, at lower

frequencies the mixed modes appear to exhibit a significant frequency dependence, with

their losses decreasing with frequency up to 10–15 kHz. On the other-hand, the clover

modes - which have a lower proportion of bulk strain energy stored during vibration than

the mixed modes - still exhibit broadly flat losses across frequency. Previously (see Fig-

ure 6.6) the 20-layer stack deposited at LMA showed similar results at this heat treatment

for the mixed modes, but to a much lesser extent. However, the generally flat trend of the

loss of the clover modes below 10 kHz seen in these 52-layer coatings was not witnessed

on this other stack coating and this was quite a surprising result given that:

• (A) The 20-layer stack deposited by LMA conversely showed a significant increase

in the losses of these clover modes from 1 kHz–10 kHz at comparable heat treatment

following the trend of the LMA single layer TiO2:GeO2 coatings - Figure 6.6.

• (B) The 52-layer stacks should be dominated by the loss of the TiO2:GeO2 layers.

Single layers of TiO2:GeO2 made with the same recipe, in the same coater were

shown to exhibit a large frequency dependence in the clover modes at this heat

treatment. However, this is not observed in these 52 layer stacks.

As the previous 20-layer stack and single layer results also show that the heat treated losses

from both mode families generally converge at higher frequencies, these HR stack results

potentially suggest the presence of a mechanism leading to reduction of loss improvement

upon heat treatment below 10 kHz. Indeed, for these HR coatings, both the slope of the

clover modes previously witnessed has vanished, and the only mixed mode with frequency

<10 kHz, has proportionally higher loss than witnessed on any prior samples. This is a

significant result, because if the mechanical losses of the coating are higher than expected

below 10 kHz, it would suggest that these HR designs could produce higher CTN than



6.5. Mechanical loss studies of titania-germania HR stacks 209

previous estimates of around 45% of current detector coatings [148], and no longer meet

the target of 50% CTN improvement. Indeed, colleagues at MIT would later directly

measure the CTN of these coatings to be higher [318] than estimated from previous CSU

single layer predictions [148], which will be discussed further in Section 6.7.

These 52-layer coatings are more than double the thickness of the previously measured

stack, with more than double the number of interfaces. Either could be a potential source

for less loss reduction on heat treatment. Generally, thicker coatings can lead to greater

deformation of the substrate on which they are coated, which can lead to excess losses

on single-side coated samples, versus those coated on both sides to counteract this de-

formation [149]. Since, the substrates in this study are much thicker and with comparable

coating thickness (ratio of HR coating/substrate thickness of ∼1/120th) making the de-

formation if any likely quite small.

Increasing the number of interfaces could lead to more sites of potential interdiffusion,

which is a process of diffusional exchange of atoms across two materials that are in con-

tact, and is driven by the chemical potential gradient existing across the boundaries [319].

The present Ti, Ge, O, and Si atoms (as well as any impurities such as Ar, or C) bond-

ing in different configurations than intended at and near the interfaces, would result in

small amounts of undesired material, with potentially much higher loss. Interdiffusion is

routinely observed when bonded dissimilar materials are put to high temperature, such as

with thermal barrier coatings (e.g. in turbine materials), and is also observed to emerge in

as-deposited multilayer coatings due to deposition conditions [319]. The latter is less likely

to be the case here given that the loss trends in the 20-layer and 52-layer stacks, made

in different systems with different parameters, are similar as-deposited. In the literature

no strong evidence of significant interface losses between layers has been found for GWD

detector IBS coatings [149, 172], but that does not mean it is necessarily negligible in

TiO2:GeO2/SiO2 based stacks upon heat treatment.
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Towards verifying these potential sources leading to a reduction in loss improvement

on heat treatment, the author assisted LIGO colleagues in devising a study to observe

potential changes in mechanical loss with the number of interfaces or with the total

thickness of the coating of many different TiO2:GeO2/SiO2 stack topologies made under

identical conditions to each other. The results of this study acquired by the author and

Vajente are described in the next section.

6.6 Various topology stacks excess loss study

In order to investigate any effects on the coating mechanical loss of changing the number of

interfaces and total thickness, a study was devised in collaboration with Caltech and CSU,

where multiple different stack topologies were deposited onto fused-SiO2 disk substrates.

Specifically, five different stack designs of nominally equivalent total thickness, thinner

than the 52-layer HR coatings, were made with varying numbers of interfaces, and differing

volume ratios of the two materials.

Table 6.2: List of all TiO2:GeO2/SiO2 coating stack designs explored in this study, showing
their number of layers, total thicknesses, average individual material layer thicknesses, and
the total coating volume comprised of SiO2 expressed as a percentage. Thicknesses were
measured via spectrophotometry. For 52L-B’s structure see Figure 6.11.

ID № of plot total stack layer dTi:GeO2 dSiO2 volumetric
layers marker thickness (dT) structure SiO2 %

2L 2 ∼1.6µm constant ∼808 nm ∼800 nm ∼50%

8L-A 8 ∼1.6µm constant ∼205 nm ∼190 nm ∼48%

16L 16 ∼1.6µm constant ∼97 nm ∼103 nm ∼52%

8L-B 8 ∼1.7µm constant ∼106 nm ∼309 nm ∼74%

10L 10 ∼1.7µm constant ∼137 nm ∼201 nm ∼60%

52L-A 52 ∼8.6µm constant ∼125 nm ∼197 nm ∼62%

52L-B 52 ∼8.6µm varying varying varying ∼63%
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All of these new stacks were designed to be ∼1.6µm thick, i.e. ×5.4 thinner than the 52-

layer coatings, with constant layer thickness. In order to investigate the effect of potential

excess interface losses, three stacks of near-equal total thicknesses/volume of both ma-

terials present, but with increasing number of interfaces; 2-layers, 8-layers, and 16-layers

were made. A second 8-layer stack but with instead SiO2 layers ×3 thicker than the

TiO2:GeO2 layers, with nominally the same total stack thickness as the first was also de-

posited, in order to better perceive how the volumetric split of the two materials influences

loss trends in the stacks. Finally a 10-layer stack of nominally equivalent individual layer

thicknesses/material volume split as 52L-A (which is also the same material volumetric

split of 52L-B) was made, and its losses characterised, in order to be compared against

them. The actual layer thicknesses were confirmed for each coating via spectrophotometry

(with measurements also being made via ellipsometry for the stacks with <10 layers) by

collaborators at CSU. The details of all stack topologies are shown in Table 6.2.

For each of the five new coatings, two GeNS samples were coated per run, with each giving

broadly consistent and equivalent results to the other, with the best losses obtained (see

Section 3.4.2.3) presented in the following for each measured mode.

6.6.1 Comparing two 8-layer stacks of different material content

Firstly, to view the influence in the stack loss trends the two individual materials exhibit,

the coating losses were quantified for the two 8-layer stacks before and after heat treatment

- these results are shown in Figure 6.13.

For the single layer coatings characterised previously in Section 6.3, the SiO2 generally

exhibits a flat trend with frequency both as-deposited and heat treated, whereas the

TiO2:GeO2 as-deposited had been seen to exhibit a slight positive frequency dependence

in its loss, though is also mostly flat with frequency. These qualities are reflected in these

8-layer stack results, with 8L-B, which is comprised of 74% SiO2 by volume, having flat

as-deposited losses. Whereas 8L-A, which has almost double the amount of TiO2:GeO2

within the same total thickness, exhibits a slight increasing loss trend with frequency.
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Figure 6.13: Coating mechanical losses of the two TiO2:GeO2/SiO2 8 layer stacks measured
as-deposited (left) and after heat treatment at 600◦C, for 108 hrs (right). The losses of
clover and mixed modes are represented with hollow and filled markers respectively. The
percentages denote the percentage of volumetric SiO2 in the coating.

However the influence of the TiO2:GeO2 is most apparent after heat treatment, where

much stronger frequency and mode family dependence’s of the losses of 8L-A are witnessed

than the 8L-B coating, suggesting this dependence comes primarily from the TiO2:GeO2.

This was expected given the trends seen previously in Sections 6.3–6.4 for the single layer

coatings, which are reminiscent of these 8L results. Indeed another general point is that

the losses of 8L-A are all higher than 8L-B, which again is consistent with the TiO2:GeO2

being a higher loss material than the SiO2, as seen previously.

With the losses of these two stacks characterised and compared with each other and

with previous single layer results, the ability to observe the general influences of the

relative volumetric material split in a stack was confirmed. This comparison can be made

with isolation from varying interface and thicknesses, given that both were (by-and-large)

the same for each 8-layer coating. Also, unlike the 52-layer coatings, both of these 8-

layer coatings exhibit increasing frequency dependence in their losses after heat treatment

from the low to high frequencies, even though 8L-B has proportionally lower TiO2:GeO2

volumetric content than both the 52L stacks made with the same process which exhibit

flat loss trends through frequency. This, in-tandem with the previous analysis, ultimately

suggests that the losses measured at low frequencies for the 52-layer coatings had not

improved as well as one might have expected after heat treatment.
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6.6.2 Investigating the effects of increasing interfaces on loss

In order to determine if the number of interfaces led to excess losses for stacks comprised

of the 44% Ti, TiO2:GeO2 and SiO2, results from three different stacks were compared.

Alongside coating 8L-A characterised in the last section, a 2-layer and a 16-layer stack

(dubbed 2L and 16L respectively) were studied. All three of these ∼1.6µm stacks were

measured to have the same total thickness within a 28 nm (i.e. <2%) spread, with ap-

proximately the same TiO2:GeO2 to SiO2 ratio of (50±2)%. Therefore a comparison of

the loss results from these coatings before and after heat treatment would yield insights

into potential interface losses, isolated from both thickness and composition.

Figure 6.14 shows the mechanical loss results obtained from these coatings. Interestingly,

both as-deposited and after heat treatment a slight, but measurable, increase in loss

with number of interfaces is observed. As-deposited, this trend is seen across the whole

frequency space, with the 16L losses being generally larger than the 2L ones, with the

8L-A losses being in between these (or in some cases equivalent to the 16L or 2L losses

within error). As the deposition parameters were nominally identical, between these runs,

and the other topology parameters were kept the same, this suggested some small residual

loss related to the number of interfaces.
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Figure 6.14: Coating mechanical losses of the three TiO2:GeO2/SiO2 of identical thickness
and relative material contents, but with varying number of interfaces. The as-deposited
and post heat treatment at 600◦C, for 108 hrs results are shown on the left and right
respectively. The losses of clover and mixed modes are represented with hollow and filled
markers respectively.



6.6. Various topology stacks excess loss study 214

Upon heat treatment, this effect is observed to still be present to an extent, though above

10 kHz the losses of the 16L and 8L-A samples become indistinguishable within error.

For all bar one of the 2L clover modes (represented by the hollow black circles), the

losses were still measured to be slightly lower than their 16L and 8L-A counterparts. The

only one that did not was the 12.8 kHz (0,7) mode which was observed to have slightly

uncharacteristically higher loss than the trend of the other modes would suggest in its

two heat treated suspensions. It is believed this slightly high measured loss of this mode

arose as a result of imperfect suspension/sample preparation and its true loss is probably

slightly lower, and could likely be resolved with more suspensions/ sample cleaning.

Overall, the effect on the loss of increasing the number of interfaces seems quite small, and

proportionally does not appear to change greatly with heat treatment, with most losses

of the 16L modes measured to be, at worse, ∼10% higher than their 2L counterparts both

before and after heat treatment. The final heat treatment temperatures are significantly

(×3) higher than the deposition temperatures, providing much more energy for atomic

interdiffusion, and yet no great evolution in the loss differences between the three stacks

is witnessed on heat treatment, so this does not appear to be the likely culprit for the

disparity. The overall substrate deformation due to stress from the coatings should also be

comparable for each of these three stacks. Perhaps then, the slight excess losses witnessed,

unchanging on heat treatment, is brought about by small amounts of contamination in

the process from switching between ion targets in chamber for coating successive layers.

Indeed, in any case the effect seems minimal, even at the lower frequencies where it appears

to be the most prominent. The 16L stack has ×4 the number of interfaces as the 2L, as

such the disparity in loss trends at low frequencies seen previously with the 52-layer CSU

HR coatings compared with these and the previous 20-layer LMA stack does not seem

likely to be caused purely by an interface effect. In all cases for the 2L, 8L-A and 16L

stacks the loss trends through frequency of the form also witnessed in the single layer

TiO2:GeO2 can still be resolved, with the much thicker full reflectivity HR stacks being

the only ones in these studies to exhibit far more uniform loss trends through frequency

upon heat treatment - see Figure 6.12.
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However, as a noticeable but small effect is still perceived from differing numbers of

interfaces, a further study into characterising the loss of, say, a 52-layer stack of ∼30 nm

thick layers of each material, such that its total thickness is the same as the three presented

here could yield further insights. Equally a 4-layer stack of comparable total thickness

and material split could aid in quantifying the effect of interfaces. Concurrently, also

characterising a stack comprising of 8, ∼1.1µm thick layers, such that its thickness is

comparable to the HR coatings could yield further information for disentangling the effect

of the number of interfaces versus the total thicknesses actually required for full GWD

reflectivity on the loss, and hence CTN. As these three coatings, post heat treatment,

can be seen to have lower losses at lower frequencies, still following the trends of single

layers, returning a few of these samples back to chamber for coating of a few sets of

much thicker layers, making the re-coated samples have total thickness of ∼8.6µm, with

minimal change in interfaces, could be trialled to see if they lose their lower loss with lower

frequency trend when more layers are coated on top (after a subsequent round of post-

deposition heat treatment). This could also help determine whether the less improved 52L

HR stack losses at lower temperatures result primarily from an increase in overall bulk

material.

6.6.3 Comparisons of the HR coating losses to a nominally

identical material-split 10-layer stack

To complement the previous results, a 10-layer stack (10L) of similar thickness to the

2L, 8L-A, 8L-B, and 16L coatings, but with relative TiO2:GeO2/SiO2 volumetric split

similar to the 52L-A, and 52L-B HR coatings was produced and characterised. The loss

results for this in comparison to these HR stacks and 8L-B of the highest SiO2 content

are displayed in Figure 6.15 both as-deposited and after heat treatment, with the heat

treated clover and mixed mode trends also plotted separately in Figure 6.16 to aid in

visual comparisons.

As expected from the analysis of the other stacks, the 10L, 52L-A, and 52L-B stacks were

observed to have identical losses as-deposited across the whole frequency range, and upon

heat treatment the thicker stacks with more layers, showed less loss improvement below

15 kHz than the 10L coating. After heat treatment the thinner 10L stack showed signific-
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Figure 6.15: Coating mechanical losses of the two 52 layer TiO2:GeO2/SiO2 stacks, and a
thinner 10 layer stack containing nominally identical proportions of the two materials, and
the 8 layer stack (8L-B) with fractionally more SiO2. These were measured as-deposited
(left) and after heat treatment at 600◦C, for 108 hrs (right). The losses of clover and mixed
modes are represented with hollow and filled markers respectively.

antly improved losses versus 52L-A, and 52L-B below 15 kHz, with its losses flattening to

be in line with them beyond these frequencies. Though these results were predicted from

the studies in the last two sections, confirming it served as an important step in assessing

the apparent detrimental-loss effect observed in the full HR stack. The heat treated loss

of the 10L coating at the lowest measured frequency of ∼1.1 kHz is around ∼30%–32%

lower than the losses of the 52 layer coatings, with the gap seeming to further widen

towards lower frequencies. Along with these, the 8L-B coating (with more SiO2) results

are plotted to show that the material volumetric composition still dominates overall.

For the HR stacks, it is apparent that the clover modes exhibit a relatively flat trend over

the entire measured frequency band, and the mixed mode losses decrease with frequency.

The inverse is seen on the 10L stack with the mixed modes seemingly possessing flat loss

with frequency and the clover losses increasing with frequency - all these results can be

seen in Figure 6.16. On subsequent analysis of the fractional strain energies stored in bulk

versus shear in the coating for each mode, it was found that the clovers in all three stacks

had similar proportions of bulk energy, but the bulk energy in the mixed modes had all

proportionally increased in the HR stacks with respect to the 10L. This increase in bulk

strain-energy storage in the 52L coatings was around 5% versus the 10L coating for all

mixed modes, except the first mixed mode at ∼ 6 kHz where a much larger increase of

17% in bulk energy storage was found.
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Figure 6.16: Coating mechanical losses of the two 52-layer stacks and 10-layer stack of
similar material splits, at the final heat treatment, with the clover mode losses plotted on
the left and the mixed mode losses plotted on the right.

Further analysis was carried out in finding the relative loss improvement of the 10L stack

through frequency. Upon grouping the modes of different families appearing at similar

frequencies, one finds the measured loss improvement is consistent between the families.

For example, both the clover and mixed modes of the 10L stack at ∼6 kHz exhibit loss

improvement of 17%, and similarly, both clover and mixed modes at around ∼20 kHz, and

∼29 kHz each respectively exhibit 7% and 8% improvement when compared with 52L-B.

This suggested that perhaps the level of relative loss improvement with frequency was

independent of proportion of bulk/shear strain energy storage in a given mode.

6.7 Titania-germania HR CTN estimates

Ultimately it is desired to extract CTN values from these loss results for the full HR

stacks, to gauge the level of improvement they would yield in a GWD (at around 100 Hz).

As discussed, the heat treated loss trends of these stacks are not straightforward. Ideally

one would want to quantify the frequency dependence of the bulk and shear losses for both

the constituent materials of the stack, and use a CTN model such as the effective medium

(Equation 2.45) to estimate the CTN. In the absence of heat treated single layer SiO2 data

deposited by the same process used for the SiO2 layers in the HR stacks, this becomes more
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challenging. As shown in Chapter 3 for TiO2:SiO2 based HR coatings, good agreement

can be reached with direct CTN measurements when the losses of the SiO2 layers are

not known. To do this previously the CTN model proposed by Yam (Equation 2.41) was

adopted, making the assumption that the coating has equal bulk and shear losses.

This study on TiO2:GeO2/SiO2 showed that the HR stacks exhibit quite different loss

trends with frequency than thinner stacks (Figure 6.16), and that the loss of the full

HR stacks improve less on heat treatment at lower frequencies than the thin stacks do.

Inspecting the post heat treatment losses of modes belonging to different families (i.e.

with different bulk/shear energy splits) at similar frequencies between the thinner and

thicker stacks, it was seen that the difference in losses were comparable. Thus, the higher

losses of 52 layer stacks versus the 10 layer stack would not appear to be strongly related

to bulk/shear effects, and seem more likely to arise from another effect - perhaps related

to the total overall thickness of the coating as interface effects seem small. As a result, a

coating thermal noise analysis which assumed equal bulk and shear losses was carried out,

and it seems likely that this approach may still provide a reasonable approximation for

these coatings. A fuller analysis, including measurements of the loss of the silica layers, is

of interest as future work to allow refinement of the thermal noise predictions.

Yam’s equation for CTN (Equation 2.41) shall be used, modified slightly since the SiO2

layer losses are not known. Every individual layer is approximated to have equivalent

loss and elastic properties which correspond to the values for the stack that induced the

observed frequency shift in the samples versus their uncoated state. In doing this, and still

designing the stack structure with correct thickness and refractive index corresponding

to the single layer properties of the two materials, one can make an approximation of the

CTN. However, unlike with the TiO2:SiO2 coatings studied in previous chapters, these

TiO2:GeO2 HR stacks have significant frequency dependence in the losses, which need to

also be accounted for when inferring what the loss levels would be at around 100 Hz - the

frequency at which we wish to evaluate the CTN. Simple linear extrapolations from the

loss data points were carried out to yield estimates of the losses of each stack at 100 Hz.
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Table 6.3: Coating thermal noise estimates from mechanical loss results of the 52-layer
TiO2:GeO2 and SiO2 based coating stacks, the key material properties needed to calculate
these values are also given. The directly measured CTN of each stack in the folded-cavity
setup at MIT is also shown in the bottom row. All values are represented as a percentage
of the nominal aLIGO CTN at 100 Hz of ∼ 6.8×10−21Hz− 1

2 .

CTN estimates of TiO2:GeO2 HR Stacks and key parameters
as-deposited 600◦C, 100 hr

Properties 52L-A 52L-B 52L-A 52L-B
νC 0.22 0.22 0.16 0.16
YC [GPa] 74+16

−16 74+16
−16 75+17

−17 74+17
−17

ϕ just-clovers
C, @100 Hz [×10−5] - - 5.0+0.5

−0.5 4.9+0.2
−0.2

CT Njust-clovers
@100 Hz [% of CT NaLIGO] - - 62+5

−3 62+3
−2

ϕall-modes
C, @100 Hz [×10−5] 32.1 33.0 5.3+1.0

−1.0 5.2+0.4
−0.4

CT Nall-modes
@100 Hz [% of CT NaLIGO] 156+7

−3 164+8
−8 64+8

−5 63+5
−2

Directly measured [318]
CT NMIT

@100 Hz [% of CT NaLIGO] N/A N/A 72 66

However, due to the quite different loss–frequency trends witnessed for the clover and

mixed modes, as an additional check an extraction of the loss down to 100 Hz was also

done for just the clover modes, to evaluate the effect on the overall estimates of the CTN.

Given the generally lower losses of the clover modes versus the mixed modes toward lower

frequencies, with both families falling in line at higher frequencies, this second estimate

would serve as a lower limit on the overall CTN.

As mentioned in Section 6.2, the Young’s modulus and Poisson ratio of coatings could be

inferred through the frequency shift observed between the samples in their coated and un-

coated state. Using these values for the stack coated samples along with the extrapolated

losses at 100 Hz the CTN could be extracted for the as-deposited coatings and for the

coatings after 600◦C 100 hr heat treatment. The 52L-A, and 52L-B coatings in their heat

treated states were also measured in the MIT direct CTN measurement setup described

in Section 3.5.1, thus allowing for verification of these predictions. Table 6.3 shows the

results of these calculations, along with the losses, Young’s moduli and Poisson ratios that

were used in Equation 2.41.

The estimates of the CTN levels of these coatings from the loss results at 600◦C 100 hr

heat treatment are: for 52L-A 64+8
−5% of the current aLIGO coatings, and for 52L-B 63+5

−2%.

When taking just the clover modes to estimate the CTN, these values both drop by around

only 2% - see Table 6.3, giving some confidence in the robustness of this analysis approach.
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For both coatings, the heat treated CTN values represent a reduction by around 60%

from their as-deposited CTN levels. Both coatings having very similar CTN to each other

makes sense given that the total difference in thickness/volume between the two materials

in the stacks was only around 1%. Indeed given that the stack losses dropped to ∼16% of

their as-deposited values on heat treatment for both coatings this CTN reduction seems

reasonable, as through Equation 2.31 for example, we can see the CTN amplitude spectral

density is proportional to the square root of the loss and so (1−
√

0.16)≈ 60%. This result

for the CTN of these stacks is exceptionally low, and almost provides the desired 50%

reduction versus current detectors, but is still significantly higher than the 45% of aLIGO

levels initially predicted from single layer loss measurements of TiO2:GeO2 [148].

As a verification of these CTN estimates, the influence of the only parameter without

well defined uncertainties, νC, was further investigated. The code used to estimate the

elastic properties of coatings from the frequency shift they induce in the resonances of

disk samples often cannot well approximate the Poisson ratio. This is due to the fact that

slight changes in Poisson ratio has very little impact on the frequency shifts, and hence

the energy ratios/dilution factors extracted for inferring coating mechanical loss. This

weak dependence on the Poisson ratio, is the likely source of the apparent change in the

estimates from 0.22 to 0.16 post heat treatment. Both values, however, are still consistent

with the stack being a composite mixture of IBS TiO2:GeO2 and SiO2 with values found

of 0.25 and 0.11 respectively [148]. Nevertheless, to test the impact of changing this

parameter, estimates were made for 52L-B in keeping all other parameters fixed and

allowing νC to vary from 0–0.3, which produced a variation in the final CTN estimates

obtained of no greater than 6% between the two extremes of the range.

These CTN estimates were further verified through comparison with direct measurements

made by collaborators at MIT, which yielded CTN of 72%, and 66% of current aLIGO

levels for the 52L-A and 52L-B coatings respectively [318]. Both measurements are in

agreement with the range of values predicted from the loss results. This agreement with

the direct cavity CTN measurements gives further confidence in the validity of the values

obtained, despite the quite different loss trends observed between the mode families. The

fact that there was minimal change in the CTN estimates when running the analysis with

just the clover mode losses also suggest that any potential large increase in the bulk losses
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at lower frequency (as inferred from the steep increasing trends of the mixed modes) does

not contribute to the CTN significantly. Another possible explanation for this is that some

other factor is leading to the loss increase of the mixed modes, rather than an increase in

bulk loss, such as unobserved defects or contamination, though this lies outside the scope

of this analysis.

Ultimately, despite the significantly different loss trends which arose between single layers

of TiO2:GeO2 and the full reflectivity HR stacks, the CTN of these samples has been

characterised, and witnessed to be in agreement with direct thermal noise measurements.

They both appear to provide a significant reduction in CTN versus the current aLIGO

coatings, with 52L-B also having demonstrated a promising path forward for reducing the

impact of the optical absorption of TiO2:GeO2 as well, with no detriment to the CTN

performance.

6.8 Titania-germania loss study conclusions

A range of studies to investigate factors affecting the mechanical loss of TiO2:GeO2-based

coatings, and SiO2 layers for use in these coatings, were carried out.

The mechanical losses of initial coatings produced by the GWD coatings manufacturer

LMA were measured. These investigations identified an optimal heat treatment regime

for single layers of TiO2:GeO2 of heating to 600◦C for 108 hours. Following this heat

treatment, the coating losses were around ×4 lower than the currently-used GWD coating

high refractive index material, TiO2:Ta2O5. This level in loss reduction held both at the

lowest measured frequency of 1.1 kHz, and after extrapolation down to 100 Hz where

the CTN dominates the noise in current room temperature detectors. The loss of the

TiO2:GeO2 (ϕC) was found to vary with frequency as ϕC = 3.2×10−5 f−0.13. This reduction

in loss for the high-n material was also accompanied by great improvements in the losses

of SiO2 coatings made via the same process. The SiO2 improved in loss by around 76%

versus the 500◦C, 10 hour results, which are representative of current GWD SiO2 coatings,

seemingly reducing to (8.0±0.7)×10−6 after 600◦C, heat treatment for 108 hours, which

in itself is an important and highly impactful result.
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Subsequent investigations were launched into LMA, and CSU single layer coatings pro-

duced with elevated deposition temperatures at 150◦C and 200◦C respectively, and using

an order of magnitude lower chamber base pressures of ∼ ×10−7 mbar. These changes

were implemented in order to mitigate defects seen to arise in the TiO2:GeO2 single layer

coatings and stacks with heat treatment. Ultimately these studies successfully verified

that those alterations led to single layers and stacks free from blisters or cracks after

the final heat treatment, and had no detrimental impact on the mechanical losses of

TiO2:GeO2. The losses of the defect free TiO2:GeO2 CSU single layers was seen to follow

a near identical trend with frequency to the LMA single layers, though with slightly lower

losses towards lower frequencies, and as such could be estimated to yield loss levels of

(18.3±1.7)% of the currently employed TiO2:Ta2O5 at 100 Hz.

Two full-reflectivity HR coatings were made of these two materials and measured via

GeNS. One which had a uniform layer structure (52L-A), and one where the thicknesses

of the layers was altered throughout the coating in order to have less of the higher absorp-

tion TiO2:GeO2 near the top of the stack (52L-B), thus less light would be interacting

with it. Both these stacks, while still reducing overall in their losses with heat treat-

ment, did not reduce as much as expected from the single layer results, towards lower

frequencies. Both exhibited broadly flat loss across frequency for their clover modes, and

conversely exhibited increasing loss towards lower frequency for their mixed modes after

heat treatment. Because of this, subsequent studies were launched into characterising the

effects of increasing the number of layer interfaces, total thickness, and fractional material

composition. The results indicated that interface effects were relatively small, and that

total thickness and material split seem to be the largest contributors to the observed

differences in loss.

Ultimately CTN values for these full stacks were able to be extracted yielding values of

64+8
−5% and 63+5

−2% of current aLIGO levels for 52L-A and 52L-B respectively, which was

also verified by collaborators at MIT. These results show both the great promise of this

TiO2:GeO2 as a next generation GWD coating material, with it’s exceptional mechanical

losses. However, the result is also around ×1.5 higher CTN than HR stacks of this coating

were predicted to achieve, based on previous single layer estimates [148]. The smaller
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improvement in the loss of these stacks versus single layers after heat treatment would

appear to be the cause for this. Whilst the mechanism for this reduced loss improvement is

not fully understood, attempts were made to characterise it, and hone in on the potential

causes, laying the groundwork for future research.

Regardless, these coatings are still highly promising candidates for the next upgrades

of GWDs, with exceptionally low CTN. Although their absorption is still at the few-

ppm level [317] and requires further research investment into the deposition parameters

to resolve sub-ppm absorption. That being said, this also means it would be a very in-

teresting material to pair with the previously investigated TiO2:SiO2, or indeed current

TiO2:Ta2O5, both of which have sub-ppm optical absorption and low scatter. A stack

comprising primarily of alternating TiO2:GeO2 and SiO2, but with the top few bi-layers

of TiO2:GeO2 swapped with either of these other two materials, could indeed be one way

forward for the very next detector improvements.



Chapter 7

aLIGO test mass characterisation

studies

7.1 Introduction

This chapter describes investigations conducted as part of a visiting researcher place-

ment at the California Institute of Technology (Caltech) from August 2022 - December

2022, alongside Dr GariLynn Billingsley, Dr Camille Makarem, and Dr Liyuan Zhang in

the LIGO Caltech Core Optics Components division. During this placement the author

characterised numerous parameters of LIGO test mass optics.

Absorption maps were produced of the two LIGO-Livingston (LLO) end test mass (ETM)

optics, previously installed in the first through third observing runs of Advanced LIGO,

in order to locate and characterise their so-called ‘point absorbers’, some of which will

have affected detector duty-cycle while both ETMs were in use in the detector. An optical

microscope survey of these point absorbers was also conducted, and a new cleaning pro-

cedure was developed for potential use in future optics in order to mitigate their influence,

and in some cases remove them entirely.

Alongside this work, the author also assisted in the high precision geometric character-

isation and analysis of three uncoated input test mass (ITM) optics, later to be coated

and installed in future LIGO upgrades. The thicknesses, diameters, and barrel marker

locations/orientations required for suspending the optics were determined. Their front-

face surface profiles were also characterised to high precision using a custom Zygo TM

VerifireTM interferometer [320], from which their radii of curvatures were also inferred.

The latter of these geometric measurements are detailed in this thesis.
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7.2 Characterisation of LLO ETM point absorbers

Optical absorption can be broadly split into two categories; uniform, and non-uniform [321].

Uniform absorption is characterized by an approximately spatially invariant absorption

value across the sample. The aLIGO ETMs, which employ TiO2:Ta2O5 and SiO2 coat-

ings to form a highly reflective (HR) mirror, possess a by-and-large uniform absorption

of (0.27±0.07) ppm [124] across their front surface. The influence of this absorption, and

the anomalies in the ETMs which result via induced heating of the optic are well un-

derstood and certain effects can be well mitigated. Two such anomalies (as discussed in

Section 2.2) are thermal lensing, and curvature changes. GWDs have thermal compensa-

tion systems [322, 323], as will be discussed later in this chapter, which provide low spatial

frequency correction of the resulting net test mass deformation from these effects [324].

Non-uniform absorption, on the other hand, is any form of absorption with high spatial

frequency arising from features much smaller than the laser beam, leading to much more

localised effects that are randomly distributed [321, 325]. A salient example of this is a

“point absorber”.

Point absorbers are sub-millimetre, highly absorbing points which are seemingly scattered

stochastically across the surfaces of the primary optics of the Advanced LIGO and Ad-

vanced Virgo detectors [321]. The interaction of these point absorbers with high power

laser light in the arm cavities, results in anomalies such as nanometre scale substrate

lenses, and thermo-elastic deformations which significantly reduce the sensitivity of the

detectors. The resulting reduction in performance arises directly through a reduction in

the power-recycling gain, and indirectly through the feedback control system [321].

The existence of point absorbers in the aLIGO optics has been known since the first

observing run [326]. However, their origin, and the exact mechanisms that give rise to

them in the GWD optics are not well understood, and as such this is a highly active area

of research [321, 326]. Some may arise from contamination during measurement, trans-

portation, and installation at the detector sites, whereas others may come from features

embedded inside the coating, deposited during the coating process, or indeed arising dur-

ing the post-deposition heat treatment process [326]. Regarding those potentially forming

during coating production, spectroscopic inspections of ‘witness’ samples coated in the
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same runs as the aLIGO and adV test masses, have reported high concentrations of alu-

minium in regions of higher absorption in the coatings [321] – perhaps giving insight into

the nature of some point absorbers. Regarding post-coating deposition contamination,

some investigations have reported additional point absorbers seemingly appearing during

the inspections of the optics [321]. Investigations conducted onsite in LLO and LHO, as

well as those by the author at Caltech using an optical microscope, reveal a vast menagerie

of point absorbers with myriad features on the test masses, many showing clear signs of

having formed through different mechanisms.

7.2.1 The impact of point absorbers on gravitational wave de-

tection

There are multiple laser power dependent loss mechanisms arising from the presence of

point absorbers, that reduce the performance of a GWD. For example, local distortions of

the mirror surface due to point absorbers can give rise to wide-angle scattering of the laser

beam in the interferometer arms. This leads to a loss of power in the arm cavity as they

deflect a portion of the light to the walls of the beam tube, stopping it cycling through

the arm cavities [326]. The primary source of cavity losses actually comes from resonant

enhancement of losses of intermediate higher order optical modes [321, 325]. These losses

include scattering and resonant loss of light power from the fundamental optical mode

into higher order modes (HOM). Point absorbers cause this due to the distortions of

the mirror surface they induce, leading to subsequent distortions and phase shifts in

the reflected wavefronts. The cavity will resonantly enhance/suppress those modes as a

function of the round trip phase they accumulate in the cavity. HOM experience a greater

degree of clipping at the edges of the optic and therefore high loss [321].

In a dual-recycled Fabry-Perot Michelson interferometer, such as aLIGO and AdV, any

decay in power-recycling gain can be observed as a function of the input laser power PIN

and the stored laser power in the cavity PA. The latter is itself a product of the former,

the beam splitter transmission (nominally 50%), the power recycling gain GP, and the

optical cavity gain GA defined as [321]

PA =
1
2

GP GA PIN. (7.1)
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The optical power absorbed by a point absorber, is dependent on its physical size, and the

power stored in the arm cavities. The latter of which, from Equation 7.1, can be seen to

be dependent on the input laser power. The amount of power absorbed will then influence

the amount of localised deformation on the optic. As discussed, these deformations then

lead to power loss in the arm cavity due to heat transfer, and to deflection of portions of

the beam, leading to some light not traversing the whole cavity. It is essential to determine

the resulting surface deformation induced from a point absorber arising both inside and

outside the high absorbing region. With these, the full deformation induced by the point

absorber on its host optic can be inferred.

Brooks et al. produced an equation framework for approximating the point absorber

induced surface deformations [321] expanding on previous work by Winkler et al. [327].

They also went on to estimate the power loss into HOM from the fundamental mode

as a result of these surface deformations, ultimately determining that the losses from

point absorbers would increase with increasing cavity power [321]. The full mathematical

treatment is not essential for the project undertaken by the author at Caltech. However,

interesting future work may lie in modelling the deformations one might expect from the

point absorbers that were discovered, based on their positions, sizes, and absorption values

recorded, and seeing how the overall effect compares with the losses observed through O1–

O3.

To illustrate that the loss of cavity power due to point absorbers will impact detector

performance, Equation 7.1 will be rearranged whilst considering the following approxim-

ation. Since the ITM power transmission is very low, and the ETM power transmission

is much lower (TITM =1.4% and TETM =5 ppm respectively) the following approximation

holds for the optical gain of the Fabry-Perot arm cavity [321]

GA ≈ 4
TITM

. (7.2)

Substituting Equation 7.2 into Equation 7.1 and rearranging, one can glean that any loss

in the light power stored in the cavity will directly reduce the overall power recycling gain

GP ≈ 1
2

TITM
PA
PIN

. (7.3)
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One can use the power-recycling gain as a proxy for the overall interferometer performance

at high frequencies. Brooks et al. [321] predict that the power-dependant reduction in

GWD performance from point absorbers could significantly degrade maximum stored

cavity power by up to 50%, and hence limit detector sensitivity. Though, with system

wide corrections implemented, such as re-alignment of the input laser, they expect to

mitigate this to a minimum 33% deficit in arm power build-up at nominal operating power

of 125 W. Assuming no other adverse effects to interferometer operation, they predict a

corresponding increase in the shot noise floor of 15%–20% above the nominal aLIGO

design specification noise floor due to this effect [321]. Given that future GWDs demand

a stored cavity power of approximately an order of magnitude or more higher than in

Observing run 3 (O3) [98, 328], with similar laser intensity to full-power aLIGO [125, 321],

reducing both the quantity and absorption of these high point absorbers, hence mitigating

their influence on the optical fields of GWD, is of crucial and increasing importance [321,

326].

7.2.2 PCI absorption maps of LLO ETMs

The photothermal-commonpath interferometry (PCI) technique as described in Section 4.2.1

was used to map the absorption of the LIGO Livingston ETM optics. These were the first

such measurements on “advanced” detector test masses, at the end of their lifespan, after

having been removed from a gravitational wave detector. Images of a test mass installed

in the setup can be viewed in Figure 7.1. It was hoped that these measurements, along

with the subsequent imaging microscopy investigation conducted, would help identify and

characterise the point absorbers that are present and arise throughout the lifespan of an

optic. With the point absorbers located, alternative cleaning methods could then be tri-

alled on those point absorbers that arose from contamination, to see if their impact could

be reduced, or indeed if they could be completely removed.
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Figure 7.1: Images of the Caltech PCI system with LLO ETM-Y installed. The left image
is of ETM-Y seated in its translation stage, the right image highlights the paths of the
pump and probe laser beams of the PCI, for a more detailed PCI schematic, see Figure 4.1.

For each ETM, a surface absorption map, of diameter 100 mm about the optic’s centre was

constructed by stitching together point absorption measurements at 0.2 mm intervals. The

Caltech PCI setup used for these measurements was described previously in Chapter 4,

Section 4.2.2. It should be noted that, in-situ, the main aLIGO laser encompasses a

diameter of around 124 mm on the ETM face [328]. Therefore, there could be additional,

unstudied point absorbers that may have affected detector performance, residing in this

small unmeasured region beyond the area of the maps. However, due to the large time

the map scans take to complete - around 17 days for 100 mm diameter - larger scan areas

were impractical.

Histograms of the measured map points of each test mass are shown in Figure 7.2. Absorp-

tion values for around 200,000 points on each of the ETMs – dubbed ETM-X and ETM-Y

– were acquired, but care should be taken when interpreting absolute absorption values

from these initial measurements, as the coatings are thin and alignment can drift over

the 2-3 week measurement. Also the pump laser was operated at relatively low intensity,

during this scan, to protect the optic from potential laser damage, but consequently the

signal-to-noise on the measurements is lower. Irrespective of the slight drifts, and larger

relative noise, a measurement of a point absorber should still yield significantly higher

than the average absorption of the vast majority of the surface and they can therefore

be identified as candidates to investigate further once their spatial location was found.

One can see from the histograms that the vast majority of points measured still appear
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Figure 7.2: Histograms of the measured absorption, obtained via PCI, of each point of
the 100 mm diameter maps about the centres of ETM-Y and ETM-X.

to produce absorption values between 0.2–3.0 ppm for both ETM-X and ETM-Y, and the

threshold for which points to investigate further on this scale was those initially exhibiting

greater than 50 ppm absorption. In this study, this resulted in around 70-90 initial point

absorber candidates for each of the two ETMs.

Even though these measurements took place in a class 100 cleanroom, over the 17 day

scan time, some dust would still fall onto the sample during measurement, and in fact

most of these candidate points would originate from this dust or from particulate and

surface contamination accumulated during the transportation, and handling of the optics,

or perhaps leftover residue from previous rounds of cleaning. After the initial scan was

conducted, each high-absorption candidate was then verified by returning to the relevant

sample coordinates, adjusting surface position until a maximum absorption signal was

found, and then attempting to clean this location by wiping with a polyester knit q-tip

soaked with isopropanol (IPA).

If the absorption dropped to the normal levels of the surface after cleaning, then the

candidate was considered spurious, originating from easily removable dust or contamina-

tion. Otherwise this cleaning would be repeated for that point, until no change/no further

change in the absorption was observed after at least two consecutive attempts. If a higher
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than the normal coating absorption signal persisted, the candidate was considered to be

a genuine point absorber and the absorption estimates from the initial scan were updated

with new estimates post-cleaning. From this, around twenty point absorbers for each

ETM were identified. The pump beam used was 60µm diameter, so for any point ab-

sorbers physically larger in diameter than this, the measured absorption would represent

only a lower-bound limit.

A final additional search for point absorbers was conducted, after all these candidates were

verified. The author illuminated each ETM with a bright torch held close to the sample

front face. In doing so any small points that shone brightly and which did not correspond

to the coordinates of previously identified point absorbers, were then verified in the same

way as above with the PCI and repeated cleaning with a polyester knit q-tip and IPA.

This resulted in one additional real point absorber being confirmed, dubbed ETM-X y,

which resided approximately 1 cm outside the initially mapped area of ETM-X and was

the second largest absorption point absorber found on ETM-X. The naming nomenclature

“ETM-X a, b, c,...” follows the order in which each was confirmed as a ‘real’ point absorber.

Maps showing the relative locations of all the identified point absorbers are shown in

Figures 7.3 and 7.4 for ETM-Y and ETM-X respectively. The relative sizes of the markers

on the right-hand side plots of each figure represent the magnitude of that point absorber’s

absorption with respect to the others. One can see there is no clear pattern nor trends in

where they have manifested, although for ETM-X the highest point absorbers found do

appear to be clustered together in the upper-central region of the map. Table 7.1 lists the

absorption values in ppm measured from each point absorber.
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After these measurements an optical microscope was then installed and a visual survey

of the point absorbers conducted, which allowed for their physical sizes and features to

be observed.

For ETM-Y 23 point absorbers were found, and for ETM-X 20 were found - all of which

resided within the main interferometer beam area. Of these, four on each test mass were

observed to have greater than 1% absorption at 1064 nm, and 5-6 points on each optic

were found to be physically larger than the pump beam diameter - these are indicated

with tick markers in Table 7.1. The three point absorbers exhibiting both the largest

apparent absorption values, and largest physical sizes all appeared quite similar, and

visually distinct from all other point absorbers found. These were ETM-X h , ETM-X y and

Table 7.1: All LLO ETM-Y and ETM-X point absorbers found via PCI mapping. The cor-
responding ID, absorption recorded at 1064 nm in ppm are shown. Also shown is whether
the point absorber was physically larger than the PCI pump beam size of 60µm.

№ ETM-Y ID �60µm �> 60µm ETM-X ID �60µm �> 60µm
α1064 [ppm] α1064 [ppm]

1 ETM-Y o 41700 ETM-X h 64200
2 ETM-Y r 22800 ETM-X y 44300
3 ETM-Y n 16800 ETM-X c 20600
4 ETM-Y b 10300 ETM-X l 18000
5 ETM-Y w 9000 ETM-X u 5600
6 ETM-Y a 8800 ETM-X e 5500
7 ETM-Y f 6700 ETM-X f 4200
8 ETM-Y u 4900 ETM-X r 3500
9 ETM-Y t 4700 ETM-X p 3000
10 ETM-Y v 4700 ETM-X s 3000
11 ETM-Y h 2800 ETM-X w 2500
12 ETM-Y i 2200 ETM-X d 1900
13 ETM-Y k 1900 ETM-X g 1300
14 ETM-Y c 1700 ETM-X o 980
15 ETM-Y d 1300 ETM-X x 720
16 ETM-Y s 900 ETM-X n 650
17 ETM-Y m 770 ETM-X k 550
18 ETM-Y g 450 ETM-X q 470
19 ETM-Y p 350 ETM-X t 310
20 ETM-Y j 280 ETM-X a 90
21 ETM-Y e 150
22 ETM-Y l 150
23 ETM-Y q 98
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Figure 7.3: Spatial coordinates of the LLO ETM-Y point absorbers (left) plotted with
respect to the centre of the optic. A corresponding bubble plot (right) shows the relative
1064 nm absorption of each point absorber. The large burn mark point absorber found
is imaged on the inlay of the left-hand graph, and highlighted in red on the right-hand
graph.

Figure 7.4: Spatial coordinates of the LLO ETM-X point absorbers (left) plotted with
respect to the centre of the optic. A corresponding bubble plot (right) shows the relative
1064 nm absorption of each point absorber. The microscope images of the two large burn
mark point absorbers found are imaged on the inlay of the left-hand graph, and highlighted
in red on the right-hand graph. Note that point ETM-X-y was not found during the initial
scan, as it was ∼10 mm outside the initially mapped area.

ETM-Y o. Each appeared with the microscope to be ovular craters of ≈0.1 mm diameter.

Two such craters were found on ETM-X: ETM-X h, and ETM-X y, with measured lower

bound absorption of 6.4% and 4.4% respectively at 1064 nm. ETM-Y a had a lower bound

estimate on its absorption of 4.2%.
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Figure 7.5: Bright-field (top row) and dark-field (other rows) microscope images of the
three large crater point absorbers of highest recorded absorption found on the LLO ETMs.
On the bottom row for ETM-X y the image is focused at a different depth from the row
above, and for ETM-Y o, a longer exposure time was taken than for the image above it.

For the purposes of the following discussions on the microscopy studies we shall focus on

a subset of the 43 point absorbers catalogued, primarily those which exhibited the highest

absorption – the craters and the following highest absorption points with around 1% and

greater measured absorption.

Each of the craters was observed to have significant depth, due to the necessity to sig-

nificantly alter microscope focal height in order to clearly resolve the centre and edge of

each to high precision. The centre of each crater was the point deepest into the ETM

surface. None of the other point absorbers found exhibited such large downward depth

profile, and none of the others (of sufficiently large enough physical size to image clearly)

were as perfectly ovular/circular. Images of all three of these large point absorbers are

shown in Figure 7.5.
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The distinct lack of optically bright features near the centre of each of these crater point

absorbers, as seen in their dark-field images, and increased scatter at the perimeter, and

indeed the particulate that surround them (seen here with ETM-Y o), suggest some de-

structive process has perhaps occurred. One plausible explanation is that they are the

remnant of an explosion or ‘burn’ which arose from interaction with whatever was previ-

ously in the centre of these craters – something with catastrophically high-absorption –

and the high power LLO GWD primary laser beam/ as power was built up in the arm

cavity. If this is indeed the cause there is not much that can be done to mitigate them

once they arise. To better understand why they might form, scrapings of ETM-Y o and

its surroundings, were sent to collaborators at NASA’s Jet Propulsion Laboratory for

compositional analysis, but unfortunately their studies were inconclusive.

7.2.3 Cleaning off some of the highest absorption point absorbers

There were a few other point absorbers with similar, but slightly lower, absorption to

the crater points. Most of these appeared as firmly affixed contaminants or as features

slightly embedded in the coating. A new cleaning technique was trialled in attempt to

remove many of these or at least significantly reduce their impact.

The current cleaning procedure involves wiping areas with a polyester knit q-tip soaked in

IPA, or indeed pouring on First Contact Polymer solution (of similar cleaning capability

to IPA) over wide areas of the optic, and peeling off the film that forms. It was decided

to trial two more aggressive cleaning processes.

• Firstly, swapping the polyester q-tip for a firmer cotton-bud, still soaked in IPA.

• Secondly, swapping the IPA on the cotton-bud for a stronger solvent; acetone.

The soft polyester knit q-tips currently used, are great for cleaning without leaving fibres

and residue on the test masses, like one would see from standard lens tissue or a cotton-

bud. These fibres themselves could appear as their own point absorbers, burn, or otherwise

contaminate the vacuum chamber of the detector when installed. However, the cotton-

buds have both a rougher and firmer surface, so it was thought that they could be useful

in attempting to remove firmer-affixed surface contamination point absorbers. Unlike the

polyester knit q-tips, the cotton-buds can also be soaked in stronger solvents like acetone
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Figure 7.6: Bright-field microscope images of, from left to right, the second-to-sixth highest
absorbing point absorbers of ETM-Y before (top) and after (bottom) the new cleaning
method trials with soaked cotton q-tips. Point-r and point-n were only cleaned using
isopropanol, point-b only with acetone, and point-w and point-a, were cleaned with both
isoproanol then acetone (with their images shown being after the latter cleaning).

without dissolving, and as such could facilitate deeper cleaning. The point absorbers

on which these new cleaning methods were trialled in order of decreasing absorption

were ETM-Y r, n, b, w, and ETM-Y a, which were the second-to-sixth highest absorption

point absorbers found on ETM-Y. After the cleaning process their absorption levels were

remeasured with the PCI. Microscope images of each point absorber, before and after

these cleaning trials, can be seen in Figure 7.6.

Of these, all bar point ETM-Y a (henceforth referred to as point-a) were seen to improve

by simply switching from a polyester knit q-tip to a cotton-bud. Point-a was the lowest

absorption of the investigated points, and appeared to be a small blob of pink particulate

∼ 10 micron in size resting atop the optic - perhaps being a melted piece of affixed surface

plastic or of First Contact polymer from previous cleaning before being installed in the

detector. Upon switching to acetone, point-a was almost completely removed, with only a

thin remnant outline of it remaining (see Figure 7.6). After just IPA cotton-bud cleaning,

point-r seemed to completely vanish and likewise point-n left only a small remnant. These

two point absorbers were not cleaned with acetone in order to later see the impact on the

absorption values of just switching to the cotton-bud.
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Ideally after every round of cleaning a corresponding absorption measurement would have

been acquired, but this was not practical as the microscope had to be mounted on the

PCI optical stage, and constantly swapping it in/out and resetting up/aligning every

measurement so as to not block the PCI optics would be far too time consuming and

potentially introduce alignment errors and/or loss of spatial information. Thus, for point-

n which did not appear to be fully removed, upon subsequent cleaning with acetone one

might find further reduction in the absorption. The fifth largest absorption point absorber,

point-w, was the only one not witnessed to change in appearance greatly, with either new

cleaning method.

Table 7.2 shows the absorption results obtained with the PCI for the point absorbers where

the new cleaning methods were trialled. One can see the large reduction in absorption for

all of the point absorbers. The second and third highest point absorbers –point-r and point-

n – which previously exhibited ∼2% (i.e. 20000 ppm) absorption, were either completely

removed (point-r) or at worst had improved by 2 orders of magnitude (point-n), just from

switching to a cotton-bud while keeping the same cleaning solvent. Point-r and point-a

visually appeared to be mostly removed (though only after acetone cleaning for point-a)

and similarly no longer showed measurable absorption greater than the normal levels of

the coating. Point-b and point-w which experienced the smallest visual and absorption

changes, still improved in their level of absorption by 75% to 80% respectively. Both were

expected to improve the least given that from the visual microscope inspections they had

changed the least of the five, but their absorption reductions are still significant. Of note,

point-b appears to have similar type of residue to point-a, but with a much brighter grain

at the centre, perhaps indicating significant surface damage. Point-c, of initially much

Table 7.2: The absorption measured via PCI of the LLO ETM-Y point absorbers after
cleaning with a cotton-bud and IPA/acetone.

ETM-Y ID α1064 (�60µm) [ppm] α1064 (�60µm) [ppm] level of
before after (new cleaning) improvement

ETM-Y r 22800 comparable to background >99.95%
ETM-Y n 16800 150 99%
ETM-Y b 10300 2600 75%
ETM-Y w 9000 1800 80%
ETM-Y a 8800 comparable to background >99.95%
ETM-Y c 1700 comparable to background >99.95%
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lower absorption than the others presented here, and not specifically targeted in these

new cleaning trials, resided quite close to point-b (see Figure 7.3) and while cleaning

point-b it was realised that the cotton-bud was also dragged over point-c as such it was

also remeasured in the PCI, and found to have also vanished from the cotton bud cleaning.

7.2.4 LLO ETM point absorber conclusions

Through these investigations the ETMs previously installed in LLO were mapped and

the point absorbers hindering the detectors performance located, imaged, and had their

absorption levels quantified.

The results of these new cleaning trials on these point absorbers (though in ethos quite

simple procedural changes) are of great significance for future GWDs. They show the

great promise for reducing the influence of many of the highest-absorption point absorbers

present on GWD test masses which hinder detector performance, or indeed completely

removing them. Through this study, it was found that many of the highest absorbing

point absorbers seem to originate from surface contamination and can be removed and

mitigated by more aggressive cleaning methods. Being able to undertake these tests on

optics at the end of their operational lifespan provided a unique opportunity to perform

such characterisation on the actual optics of interest, with histories directly comparable

to what can be expected for the future test masses.

However, surveying the optic with the microscope around the regions in which they were

cleaned with the cotton-bud revealed, as expected, that many cotton fibres had shed onto

the optics. These were able to be removed with subsequent First Contact cleaning without

needing to disperse them to the lab environment with a nitrogen gun (something one

would not want to do in the chamber of a GWD). However, First Contact cleaning cannot

currently be done while the test mass is installed in a GWD as it needs to be poured onto a

horizontal surface and then left to dry, and the ITMs and ETMs are suspended with their

faces vertical. Nevertheless, these results seemed promising enough that methods for First

Contact cleaning while the test masses are in-situ in the aLIGO detectors are currently

being developed so that point absorber cleaning/removal techniques such as these could

be implemented in the future, and the fibre left behind from the process removed [329].
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7.3 ITM figure and radius of curvature studies

The surface profiles and radius of curvature of the three ITM optics were characterised

with a custom Zygo TM VerifireTM interferometer [330, 320] (which is a high power Fizeau

interferometer) optical measurement system at Caltech, henceforth referred to simply as

the Zygo. This system is designed to measure, with high precision, the surface profile of

myriad aLIGO optical components. A Zygo measurement involves comparing the surface

of an optic of interest, with the known surface of a reference optic to which the system is

calibrated. The reference optic’s surface profile and radius of curvature are characterised

to high precision prior to the measurement, with it being chosen as a reference optic due

to its high surface quality free from large aberrations. In the Caltech system the reference

optic, also known in common metrology terms as a transmission flat, or transmission

sphere, is mounted on French cleats at the collimator output of the Zygo - allowing for

repeatable reference subtraction.

The optic under investigation, referred to as the test optic, is placed in the path of the

Zygo beam (a 1064 nm, 5 mW, 360 mm diameter beam), after it has passed through the

transmission sphere, such that both the surface of interest and the reference surface are

illuminated. Then, when light waves reflect back into the Zygo from the test optic’s

surface, they interfere with the reference wavefront reflected back into the Zygo from the

transmission sphere. This interference pattern contains information about the shape of

the test optic, allowing for precise measurement of its surface deviations from the ideal

shape. A diagram showing a simplified setup can be viewed in Figure 7.7.

Figure 7.7: Diagram showing the Zygo surface profile measurement configuration, with the
test optic being measured in the converging portion of the measurement beam. Adapted
from [331].
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The transmission sphere is essentially a lens through which the Zygo laser beam passes

through before striking an optic of interest. It is used to transform the Zygo’s collimated

output laser beam into a spherical wavefront and also acts as a beamsplitter to divide

the laser light into separate ‘measurement’ wavefronts (which are forward transmitted)

and ‘reference’ wavefronts (reflected back into the Zygo) [331]. The last surface of the

transmission sphere (closest to the optic of interest) acts as the reference ‘master’ surface.

The quality of the reflected reference wavefront depends upon the figure quality of the

master surface as the master surface reflects a portion of the laser beam back into the

Zygo, forming the reference wavefront. The remaining laser light, now being a high quality

spherical wavefront, acts as the measurement beam which converges to a focus in front of

the transmission sphere and then diverges beyond this on the other side of focus. One can

think of the diverging and converging parts of the beam as a library of precise spherical

wavefronts with an infinite range of diverging radii and a limited range of converging

radii [331] - all aLIGO test masses, being convex surfaces need to be measured in the

converging portion of the measurement beam. By using a transmission sphere with a

known shape, a Zygo can provide accurate and traceable measurements of optical surfaces,

ensuring the quality and precision of optical components in aLIGO.

For surface profile measurements, it is beneficial for the transmission sphere’s radius of

curvature to be similar to that of the test optic. Matching their radius of curvatures helps

optimize the interferometric measurements for accurate and reliable results. One reason

for this is that it leads to more even spacing of the interference fringes generated during

the measurement. Similarity in curvature, indeed, reduces potential distortions in the

fringe patterns, making it easier to interpret and extract precise information about the

test optic’s surface. Aligning and calibrating the Zygo also becomes more straightforward

when the transmission sphere’s and test optic’s curvatures closely align, which assists in

the setup procedures of the system, enhancing the overall measurement reliability.
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The Zygo captures and analyses the observed interference pattern in order to determine

variations in the optical path length between the test optic and the reference surface.

From this a detailed 3-D surface profile of the test optic face can be generated. The

surface profile results can then be used to scrutinise the polishing procedure, observe

defects on the surface, and otherwise evaluate the quality of a given optic, and if desired,

also calculate its radius of curvature.

7.3.1 Zygo interferometer measurement setup procedure

For measuring the surface profiles of the three ITMs, a transmission sphere of diameter

362 mm and 2100 m radius of curvature was installed. When the transmission sphere is

first installed in the system, it must be aligned to be as perpendicular as possible to

the incoming measurement laser beam coming from the Zygo. In order to facilitate this,

a retro reflector was placed after the transmission sphere in the beam path, and the

interference pattern produced by this and the transmission sphere is then observed in

the Zygo measurement software. The transmission sphere orientation was controllable via

fine-adjustment knobs on the side of the Zygo which were used to align the transmission

sphere horizontal and vertical tilt until the interference pattern was minimised, and the

fringes were nulled - with this the transmission sphere could be considered aligned parallel

to the Zygo measurement beam. This process is illustrated in Figure 7.8 (A).

Next, one wants to ensure any optic under investigation is installed parallel to the trans-

mission sphere (i.e. also being perpendicular to the measurement beam). To ensure this,

an auxiliary, visible-by-eye, green laser was reflected off the transmission sphere surface,

and its reflected position recorded at a distance on the far wall of the lab ∼ 4 m from

the transmission sphere. This provides an easily visible reference point of the orientation

of the transmission sphere, and is illustrated in Figure 7.8 (B). With the auxiliary laser

locked in place, the test optic is then aligned to this reference point via the following

procedure:

• The mounted test optic is brought to position approximately 0.1-0.3 m from the

transmission sphere surface, care being taken to ensure that it, nor its mount clips

the auxiliary laser path.
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• The retro reflector, used previously, is then positioned in the auxiliary laser path,

directing it onto the surface of the test optic, which it is then reflected back off onto

the retro reflector, and will appear on the wall at the far side of the lab where the

reference point from the transmission sphere has been marked.

• With this, the test optic’s orientation can be adjusted through a combination of

coarsely moving the mount, as well as fine tilt controls, until the return spot from

the test optic overlaps with the reference point set previously by the transmission

sphere - illustrated in Figure 7.8 (C).

• The test optic mount is then locked in place, the retro reflector removed, and

the auxiliary laser switched off, with both the test optic and transmission sphere

shrouded in a large fabric netting before the operator then leaves the laboratory.

• Next, the produced interference pattern between the transmission sphere and the

test optic is observed with the Zygo software from a remote location, with final fine

adjustments of the test optic alignment being made, via remote control of test optic

mount actuators until the interference fringes are nulled. With this, the optic can

be considered parallel to the transmission sphere, the setup is in the configuration

previously shown in Figure 7.7, and measurements of its surface profile can be

acquired.

Note that this final adjustment is carried out remotely in order to remove influence of

vibration coupling, and temperature gradients from the presence of an operator in the

laboratory. In general, before the final alignment the system and components must be

allowed to thermalise, as temperature changes can lead to wavefront, and hence alignment

distortions - this generally means a few hours wait time between leaving the laboratory

and this final remote alignment. To mitigate vibration coupling leading to misalignment,

the system and components are all placed on a vibration isolation table. Air current

fluctuations are also mitigated by shrouding the test optic and transmission sphere in the

netting before leaving. The final remote alignment step may have to be repeated multiple

times until the fringes are observed to be stable and nulled. Generally the author waited

a further 20 minutes after the remote alignment, observing if the fringe pattern on the
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optic had changed significantly indicating alignment drift, and when it appeared stable

(i.e. the fringes were still nulled), a measurement was taken. Examples of the interference

pattern acquired for an optic at different stages of alignment before measurements were

taken are shown in Figure 7.9.

Zygo interferometer transmission sphere retroreflector

mount with fine tilt control

orientation locked after (A)

transmission sphere

mount with fine tilt control

retroreflector

auxiliary laser

auxiliary laser

orientation locked after (B)

test optic

(A)

(B)

(C)

Figure 7.8: Diagrams showing the alignment stages to facilitate the surface profile meas-
urement. (A) shows the aligning of the transmission sphere to the Zygo measurement
beam, (B) then shows the procedure for defining a reference point for the aligned trans-
mission sphere, and (C) the orientation of a test optic’s surface with that reference point,
such that it is then parallel to the transmission sphere.
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Figure 7.9: Images of the interference pattern produced by a test optic’s surface reflections
interacting with the transmission sphere reference wavefront, as recorded with the Zygo.
The left image shows initial alignment drift (greater number of fringes) after the laboratory
was left to thermalise for a few hours. The centre image fringes results from waiting 20
minutes post initial remote null fringe alignment when the test system was not yet stable,
and the leftmost image shows the same, but once the system was stable. The various
small dark blotches, mostly visible near the centre, result from factors Zygo/transmission
sphere imperfections, but mostly due to unfortunate alignment laser damage on the Zygo
camera.
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7.3.2 Interpreting the test optic surface profile from Zygo wave-

front data

With the optic of interest aligned with the transmission sphere, measurements of its sur-

face profile were acquired. In order to interpret the results, the interfering wavefronts

re-entering the Zygo are modelled by the software as the sum of a series of polynomials.

We choose the Zernike polynomials [332] for this task, which is common practice in op-

tical metrology measurements [333], largely due to their similarities with commonly seen

optical aberrations [334, 335]. The Zernike polynomials have a highly useful property,

being that they form an infinite series of orthogonal expressions over a continuous unit

circle, which enables simple deconstruction of a wavefront into a series of different Zernike

components [336]. The Zernike polynomials zm
n (ρ,θ), used to interpret the returning wave-

fronts, are expressed in terms of the normalised radius ρ (defined such that 0 ≤ ρ ≤ 1)

and azimuthal angle θ with [332, 333]

zm
n (ρ,θ) =


Rm

n (ρ)cos(mθ) if m ≥ 0

Rm
n (ρ)sin(mθ) if m < 0,

(7.4)

where n and m are the radial and azimuthal orders of the polynomial respectively. The

n values are non-negative integers, m are integers ranging from −n to n, and Rm
n (ρ) are

radial polynomials defined as

Rm
n (ρ) =


n−m

2

∑
k=0

(−1)k(n− k)!
k!(n+m

2 − k)!(n−m
2 − k)!

ρn−2k if (n−m) is even

0 if (n−m) is odd.

(7.5)

These terms all describe distinct aberrations seen in the measured wavefronts arising due

to differences in shape of the test optic surface with respect to the transmission sphere.

A list of the aberrations corresponding to the first fifteen Zernike polynomial/coefficients,

stating the aberration type, is shown in Table 7.3. The key one for measuring the radius

of curvature of an optic is the ‘power’ coefficient also known as the ‘defocus’. Power is a
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measure of the curvature of the surface/ wavefront without distinguishing between the

horizontal (x) and vertical (y) dimensions. Its units are nanometres and it is equivalent

to the height (z-displacement) difference between the centre point and the point farthest

from the centre, derived from the best fit spherical surface [337].

In this study, the Zygo software was set to immediately account for the first three Zernike

coefficients in all displayed surface profiles: i.e. piston (z-direction offset), and tilt (x/y-

plane offset) corrections were applied, allowing for easy observations of the surface fea-

tures. For objects with high curvature, power should also be accounted for, so as to not

be dominated by the overall spherical shape, though this correction is not needed for the

aLIGO optics with their large radii of curvature, typically around ∼2000 m. As well as

surface images, surface profiles (z-direction, height profiles) are taken by sampling linear

cross sections of the measured surface height in the xy-plane from edge-to-edge passing

through the centre.
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Table 7.3: List of the first fifteen Zernike polynomials (by Wyant-fringe indexing [336])
used to describe the Zygo wavefront measurement/test optic surface aberrations, accom-
panied by a visual representation of each. Each representation is viewed in the x-y plane,
with darker colours representing greater z-direction deviation, and red/blue representing
negative (into page)/ positive (out from page) z displacement respectively.

№ n m zm
n (ρ,θ) Aberration Visual

0 0 0 1 Piston

1 1 1 ρ cos(θ) Horizontal Tilt (x-axis)

2 1 -1 ρ sin(θ) Vertical Tilt (y-axis)

3 2 0 ρ2 −1 Power/Defocus

4 2 2 ρ2 cos(2θ) Vertical Astigmatism

5 2 -2 ρ2 sin(2θ) Oblique Astigmatism (rotated 45◦)

6 3 1 (3ρ3 −2ρ)cos(θ) Horizontal Coma

7 3 -1 (3ρ3 −2ρ)sin(θ) Vertical Coma

9 3 3 ρ3 cos(3θ) Oblique Trefoil

10 3 -3 ρ3 sin(3θ) Vertical Trefoil

8 4 0 6ρ4 −6ρ2 +1 Primary Spherical Aberration

11 4 2 (4ρ4 −3ρ2)cos(2θ) Secondary Vertical Astigmatism

12 4 -2 (4ρ4 −3ρ2)sin(2θ) Secondary Oblique Astigmatism

13 5 1 (10ρ5 −12ρ3 +3ρ)cos(θ) Secondary Horizontal Coma

14 5 -1 (10ρ5 −12ρ3 +3ρ)sin(θ) Secondary Vertical Coma

15 6 0 20ρ6 −30ρ4 +12ρ2 −1 Secondary Spherical Aberration
Higher order terms...
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A final alignment drift check was performed during the measurement using the Zernike

polynomial fits to the surface. This involved taking multiple surface profile measurements,

each individually taking ∼30 s to acquire, and assessing if any (undesired) evolution in

the fourth–fifteenth Zernike coefficients (all with units of nanometres) occurred with time.

Forty such surface profile images are acquired during a measurement run, with two average

surface profiles; one of the first 20 measurements, and then one of the second 20 being

constructed. The average of the first 20 measurements is then subtracted from the average

of the second 20, which for a nominally stable stationary system, should result in no

perceived changes in the wavefronts. However if the relative orientation of any of the

optics changed, this would alter the fitted Zernike polynomials to the wavefronts, and

upon subtraction, if any of the fourth–fifteenth Zernike coefficients were found to differ

by more than 0.2 nm between the two average profiles, then there was determined to be

unacceptably high alignment drift in the system. At this point the sample would then

be realigned, allowed time to settle, and a new measurement run acquired until these

twelve Zernike coefficients remained to within 0.2 nm on subtraction. Once achieved, the

environment/optic was then determined to be sufficiently stable, and the average of all 40

of these ‘stable’ measurements were then taken as the acquired surface profile of the optic.

Figure 7.10 shows a screenshot of the Zygo measurement software, showing the change of

all of the desired Zernike coefficients within this 0.2 nm tolerance, post subtraction of the

first dataset with the second.
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Figure 7.10: Image showing the subtraction profile of the average of the first 20 surface
profiles and average of second 20 surface profiles of ITM 11 orientated at 270◦. Note
the fourth–fifteenth Zernike terms (from Table 7.3) within the red boxes, all have values
below 0.2 nm on subtraction indicating a stable measurement. The surface is corrected
for both tilt and piston deviation. Note as well the black fringes and blotches near the
centre, which are artefacts of the interferometer - the genesis of which is not perfectly
anti-reflective internal optics distorting measurements of the phase and hence distorting
surface profile measurements in those regions.



7.3. ITM figure and radius of curvature studies 250

7.3.3 Removing artefacts in the Zygo data

As can be seen in Figure 7.10 some artefacts, appearing as black rings and blotches on

the wavefront profile, can be observed in the surface measurements of the optic. These

points arise due to not perfectly anti-reflective coated internal optics of the Zygo leading

to additional light coupling into the signal and distorting measurements of the phase and

hence surface profile measurements in those regions. In order to remove their influence and

obtain good estimates of the entire surface profile one must measure optics at multiple

roll angle orientations (where the artefacts are observed not to rotate with the test optic).

Specifically, the three aLIGO ITMs being studied had measurements taken, as outlined in

the previous two sections, at eight equally spaced roll angles with respect to the incoming

beam. Figure 7.11 shows a diagram of the mount used to hold the ITMs during Zygo

Optic shown at 0° rotation
. Centre ear flats 

between mount pads 

for odd measurements

Figure 7.11: Diagram of the mount used to hold test mass optics for Zygo measurement -
taken from [338]. Some key components it possesses are raisable rollers which can lift the
test mass in order to rotate it smoothly to the desired roll angle, and padded paddles for
the optic to rest on during measurement, which reside on a tiltable platform inside the
mount with fine control knobs to align it with the transmission sphere.
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measurement. The mount possesses multiple rollers, which can be manually raised and

lowered to hold the optic and rotate it to the desired roll angle, before lowering back

down into the mount frame. The roll angle orientation for each test mass was defined with

respect to the barrel etched, top fiducial marker, distinguished by an arrow head, such that

0◦ corresponded to when it resided at 12-o’clock, with 45◦ being when it resided near the

1-o’clock position and so on. Note even in the absence of the artefacts, multiple roll angle

measurements would still be taken to eliminate the influence of any distortions/stress the

mount causes on the optic. Even though the mount is designed to minimise this, the test

mass optics are so heavy (∼40 kg), they can distort under their own weight.

To facilitate matching of data acquired at different roll angles, before any measurement,

three ∼2 mm diameter circular dots of First Contact TM [241, 240] polymer were applied

to the faces of the ITMs with a fine brush, approximately 5 mm in from the barrel. One

was aligned with the top fiducial marker, and the others at the 90◦ and 225◦ points. These

markers could be seen in the measurement wavefronts, allowing for the surface profiles

at each roll angle to be rotated until the same markers overlapped in every profile. The

average surface profiles at each roll angle (now realigned to match with each other) could

then be compared and further averaged. This meant that for a given apparent surface

region where an interferometer artefact appeared, it only appeared in that location in

one-out-of-eight surface profiles (as they remain fixed upon rotation), and its impact

therefore was significantly reduced once all eight roll angle measurements were averaged.

This average of all the different roll angle surface profiles is taken as the final surface

profile of the optic, with the effect of the interferometer artefacts mitigated. Along with

this, average profiles are also made from just the even angle (0◦, 90◦, 180◦, 270◦) roll

angle measurements, and of the odd angle (45, 135, 225, 315) measurements. These can

be subtracted from each other to provide an estimate of when drift has occured in the

measurement.
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Figure 7.12: Surface images taken of the three ITM optics obtained with the Zygo in-
terferometer, with corresponding surface (height) profiles shown below each. Each image
represents the average of 320 images (40 taken at 8 different roll angles for each optic),
with the surface profiles extracted from linear cross sections of the optic’s face, approxim-
ately 300 mm in diameter, represented by the diagonal face-spanning lines in each image.
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Figure 7.13: Zoomed in surface profiles from Figure 7.12 of the inner most 160 mm of each
optic

.

7.3.4 ITM surface profile results

Following the measurement and analysis procedure previously outlined, images of the ITM

surfaces were constructed, along with accompanying surface profiles, which are shown in

Figure 7.12. Each image has tilt and piston deviations accounted for, in order for a level

surface to be visualised, and is constructed from the average of 320 individual images (40

taken at 8 different roll angles). One can observe the high level of uniformity of the polished

surfaces, with across the ∼300 mm diameter sampled, each optic deviated in height by

no greater than 4 nm. In fact, the largest deviations primarily emerge in the outermost

20 mm for each optic, where the bevel at the outer edge of the optic start influencing

results in this edge region. The surface heights further in from this are typically uniform

to within ∼2 nm as can be seen further in Figure 7.13, showing zoomed in surface profiles

of the innermost 160 mm of each ITM face.
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Figure 7.14: Zoomed in image of the central 8 mm of ITM 11 shown previously in Fig-
ure 7.12. The faint residual interferometer artefact, its clones, and the interference they
cause can be seen.

It is standard LIGO laboratory procedure to record the surface profiles of ITM and ETM

optics at 300 mm diameter (full-face) and in the inner most 160 mm encompassing a region

just beyond where the main aLIGO laser beam would impinge the optics. aLIGO is design

specified such that the main interferometer beam will be of diameter 124 mm when making

contact with the ETM front surface [328], and observing the inner most 160 mm diameter

of the optic should encompass all portions of the surface which could interact with the

laser within alignment tolerance. However, the main aLIGO laser will be even smaller

than this, at 106 mm diameter when reaching the ITM front surface [328], this 160 mm

observing region is kept the same for both families of test masses for consistency.

Each power-corrected ITM surface was by and large observed to be flat to within ∼2 nm,

but with a small bulge in the central 50 mm. In the central 8 mm region across all three

optics, as well as slight increases in surface height towards the centre, there is also generally

higher variability in the measured height signal. This central region can be seen to coincide

with the location of an interferometer artefact as observed with Figure 7.14. Though its

influence has been reduced through roll angle averaging, it is still observable faintly in the

surface images, now with seven additional clones, broadly equally spaced, and with higher

order fringes expanding out and interfering. This measurement feature, not of the optic,

will impact the measurements of its surface, and would be most influential in this central

region where the signal from all eight are overlapping - likely making them the cause for

the observed excess variability within the central region on all three ITMs, though in any

case it is a small effect.
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7.3.5 ITM radius of curvature results

In order for a GWD such as aLIGO to function correctly the size and alignment of the

beam must be well controlled. To facilitate the desired beam profile, the aLIGO ITM

and ETM optics must have radii of curvature of (1934±10) m [80], and (2240±10) m [339]

respectively. The radius of curvature of each optic must also be known precisely to within

±3 m [80, 339]. The curvature of an optic’s surface can introduce astigmatism, causing

a laser beam impinging on it to focus differently in different meridians, which must be

mitigated in a GWD. Any imperfections in the test mass curvature can also result in

beam distortions, affecting the shape and uniformity of the reflected laser beam. As such,

the full surface profiles (shown for the blank optics in the previous part) and curvature

of the optics must be well characterised to be within specifications prior to installation.

There also exist many effects which can hinder high power detector operation which must

be accounted for. One of the major ones is thermal distortion, from which the dominant

source is thermal lensing of the ITM substrates due to the laser power absorbed by the

ITM coatings [340].

Coating absorption in both the ITM and ETM optics results in thermo-elastic distortions

of the optics and a subsequent non-negligible change in their radii of curvature [340]. There

exists thermal compensation systems (TCS) in aLIGO to help correct these distortion

effects and maintain the radii of curvature, and hence maintain the beam profile within

tolerance. These comprise of ring heater actuators affixed to the faces of all test masses

to adjust their radii of curvature, spatially tuneable CO2 lasers to heat the optic surfaces,

as well as Hartmann wavefront sensors to monitor optical surface changes [341]. The TCS

ring heaters are specified to provide radius of curvature compensation of > -116 m, such

that a ±10 m of absolute tolerance adjustment can be provided with at most 17% of this

TCS dynamic range [323]. Requiring the test masses to be fabricated to within ±10 m

radii of curvature tolerance will allow the interferometer operating point sensitivity, at

all meaningful power levels, with essentially full TCS dynamic reserve at maximum laser

power [323]. Prior to installation each optic’s radius of curvature must be known and

verified to be within tolerance, with ideally, test masses of identical radius of curvature

also paired together for joint operation in both arm cavities of a detector.
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Using the surface profiles acquired of each ITM optic, their radii of curvature could be

inferred. The surface profiles are fitted using the Zernike polynomials, and power being

a measure of the curvature of the surface (equivalent to the height difference between

the centre point and the point farthest from the centre of the best fit spherical surface)

can be used to extract the radius of curvature. The equation for which, for these Zygo

measurements, is as follows:

R =
r2
app (RTS +Lcavity)

r2
app +2(RTS +Lcavity)P

, (7.6)

where R is the radius of curvature of the test optic, RTS the radius of curvature of the

transmission sphere, Lcavity is the distance between the transmission sphere an the test

optic being measured, rapp the radius of the circular aperture over which the data is

collected, and P being the power (Zernike coefficient - see Table 7.3). In this study a 2100 m

radius of curvature transmission sphere was used for all ITM measurements, and the cavity

length was measured with a meter stick, with reading uncertainty of 0.5 mm, to be between

0.1–0.3 m for all measurements. The cavity length has a small but measurable influence

on the overall radius of curvature, but its uncertainty can be considered negligible for the

radius of curvature calculation given that the transmission sphere radius of curvature is

five orders of magnitude larger. The fits of power were made over circular apertures of

diameter ∼160 mm just beyond where the main LIGO beam would impinge the ITMs

when suspended in the detector.

The power fits across all 320 acquired surface images for each of the three ITMs is shown

in Figure 7.15, each only differing within ∼4 nm between all samples. The differences

observed between different measurements of the same sample can arise from multiple

factors. The ‘jumping’ witnessed between some successive sets of of 40 measurements,

which correspond to the data-sets from the different roll-angles, result from initially setting

alignment to be on a bright or dark fringe: this can be seen for ITM 03 when comparing

results 40–120 and the 40 measurements either side of these. The variation arises from

different start phases and the slight offset this can induce on measurements. When the

measurements are witnessed to gradually and continuously change, such as for most of the

measurements of ITM 13, these instead are likely caused by temperature fluctuations of

the lab environment, which results in slight changes in the curvature of the optics. Lastly



7.3. ITM figure and radius of curvature studies 256

40 80 120 160 200 240 280 320124

126

128

130

po
we

r [
nm

]

ITM 03

40 80 120 160 200 240 280 320124

126

128

130
po

we
r [

nm
]

ITM 11

40 80 120 160 200 240 280 320
measurement number

124

126

128

130

po
we

r [
nm

]

ITM 13

Figure 7.15: Fitted power values from the central 160 mm diameter of the three ITM
optics, produced from 320 total surface images at 8 different roll angles.

when one set of 40 measurements is seen to have a constant gradient in the fitted power

data, it could suggest the test mass has not settled in that mount position, an example

of this can be seen for ITM 03 between measurements 200–240. However a result like this

could result from a constantly increasing or decreasing temperature and decoupling the

two factors in this case is not so trivial from power data alone. Ultimately all these effects

are quite small and do not alter the power estimates by more than a few nanometres for

a given measurement, which as can be seen later also does not lead to large curvature

errors.

Taking the minimum, maximum, and mean of the power acquired for each ITM, Equa-

tion 7.6 can be used to infer their corresponding maximum, minimum, and mean radii of

curvature. Also taking the standard deviation of the power data and adding it as an offset

to the mean power value, and carrying this through to calculating the radius of curvature,

and then subtracting the mean radius of curvature value, allows for an estimate of the

environmental stability of the measurement in terms of radius of curvature change. These

values are all reported in Table 7.4. One can see all three ITMs have identical radii of
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curvature to each other, within error, and all meet the stringent aLIGO ITM radius of

curvature specification, with all values falling between 1934±10 m, and each with radius

of curvature precision of better than ±3 m, with all values obtained for a given optic

differing by less than ±2 m.

ITM 03 and ITM 11 each exhibit identical radii of curvature to their previous values prior

to being coated, and then stripped of their coating in the re-polishing process. They are

identical within the measurement spread, though the mean radius of curvature of ITM

11 now better matches with ITM 13 than it previously did with ITM 03, so if wanting to

pair ITM optics for simultaneous use in a detector, to best approximation, ITM 11 and

ITM 13 are the most suiting pair of the three, though all three are viable partners.

Further tests were initiated in confirming the radii of curvature of these ITMs with ex-

tended measurement apertures up to the full face of the optic (∼300 mm diameter) with

results not changing from those quoted in Table 7.4 by greater than 2 m for any test mass,

highlighting the quality of the optics and polishing process. Similarly, multiple, cross sec-

tions were sampled with radii of curvature inferred, all yielding the same results as these

within 2 m, and each again with low spreads of <2 m. In general the re-polishing process

has proven quite successful in maintaining ITM surface profiles/radii of curvature within

specification without a reduction in surface quality.

Table 7.4: Radii of curvature R of the three ITM optics acquired with the Zygo interfero-
meter. ∆R represents the environmental uncertainty in the measurement calculated from
the standard deviation in the power data carried forward as a change in mean radius of
curvature it would induce. The values pre re-polishing of ITM 03 [342] and ITM 11 [343]
are shown as well for comparison.

Measured ITM radii of curvature with key values
Property ITM 03 ITM 11 ITM 13
RTS [m] 2100 2100 2100
Lcavity [m] 0.169 0.170 0.190
rapp [mm] 80.2 80.2 80.2
P [nm] 127.0+1.5

−1.7 127.5+1.3
−1.5 127.6+1.7

−1.3
R [m] 1939.4+1.9

−1.8 1938.8+1.7
−1.6 1938.6+1.8

−1.9
∆R [m] 1.0 0.8 0.8
Old ITM radii of curvature pre re-polishing
ROLD [m] 1939.3+0.7

−0.5 1939.2+0.5
−0.5
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In fact, in the case of ITM 11, a large surface feature, a few nanometres in height spanning

the outer edge of the optic, previously present, was able to be removed upon re-polishing as

can be seen in Figure 7.16. This particular feature would not affect detector performance,

as it was well outside the main laser beam area, though should similar features emerge

in future optics in problematic locations, these results give confidence in the re-polishing

process to produce a high quality surface not impacted by defects previously present.

Ultimately all three blank ITM radii of curvature were found to lie within specifications,

and close to the centre of the specification range. The deposition of coatings onto the

aLIGO ITM and ETM substrates is known to alter the radius of curvature by typically

<5 m so they will likely remain within specifications once they are coated as others have

historically [344]. Once coated, each optic will of course need its surface re-characterised.

A further requirement for the ITM coatings that will eventually be deposited on these

test masses, is that the surface aberrations are not altered greatly from these high quality

blank results, and based on current aLIGO constraints, they specifically must not add

surface figure Zernike coefficients higher than second order with amplitude > 0.5 nm [345].

Having these substrate radius of curvature and surface profile results to compare to, will

be invaluable for LIGO colleagues in assessing the figure properties of the future coatings,

and inferring how they interact with the substrate.

Figure 7.16: Images of the surfaces of ITM 11 captured in the Zygo setup before install-
ation in LIGO for operation in observing run 1 (old) and the ones taken as part of this
project after being stripped of its coating. A large curved feature can be seen in the old
data spanning the face of the optic in the upper north region, which has been removed
upon re-polishing. The plot on the far right shows the difference in the surface profiles
between the two data-sets, for the cross section shown in the surface images (d1) and
of a surface profile taken tangentially to this and still cutting through the centre of the
optic(d2).
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7.4 Conclusions from aLIGO test mass studies

Through the work undertaken on this research placement at the California Institute of

Technology LIGO Core Optics Components subgroup, many different features of past and

future aLIGO test masses were characterised.

The surface profiles, and radii of curvature of three uncoated ITM test masses were char-

acterised, with all being found to lie within design tolerance, all with ∼1939+2
−2 m. Two of

these (ITM 11 and ITM 13) were previously installed at the LIGO Hanford detector and

had since been stripped of their coating, and needed re-characterised for future upgrades.

These results also served as a verification of the re-polishing process, showing that the

radii of curvature of both these ITMs was unaltered within ∼0.1% measurement uncer-

tainty, from their uncoated results prior to being installed at Hanford for the start of

observing run 1. The success of the re-polishing at yielding results un-influenced by any

previous surface malformation was also demonstrated.

Alongside this work, a novel study involving mapping the absorption of GWD optics at

the end of their lifespans was also launched. Specifically the two ETMs installed at LIGO

Livingston through observing runs 1–3 were mapped in a PCI setup , with the location and

relative magnitude of their point absorbers determined. After this, an optical microscope

survey was launched to better understand the nature of the point absorbers, and a new

cleaning procedure showing great potential to greatly reduce the influence of the point

absorbers was developed. Many of the seemingly highest absorption point absorbers were

found to arise from contamination of the optic surface. Of these, many were able to

be removed with the new cleaning procedure, with those that still remained / partially

remained, having their level of absorption drop by at least 75%. This study provided a

potential path forward for mitigating the influence of point absorbers in future detectors,

which are currently a major limiting factor for GWDs, and whose impact will continue to

increase as detectors strive towards higher operating powers.



Chapter 8

Thesis conclusions

The first direct detection of gravitational waves in 2015 was one of the great feats of

physics. Almost one decade on, we are now firmly in the advent of gravitational wave

astronomy, where over 90 gravitational wave signals have been detected, and with know-

ledge gained from these observations having wide-spanning ramifications for the field of

physics. These detections have ushered in the era of multi-messenger astronomy, freeing

us from the confines of only electromagnetic surveys of astronomical events, and previ-

ously poorly characterised astrophysical systems, such as binary black hole and binary

neutron star mergers have been able to be much better understood. These detections have

also been able to provide validations of Einstein’s general theory of relativity that would

not have otherwise been possible. Through all this our understanding of our Universe has

been broadened, and we have thus been able to unlock many of its mysteries.

These detections have been made possible by the significant advances in technology and

experimental techniques achieved over the last several decades, resulting in large scale laser

interferometric detectors with the sensitivity required to measure relative displacements of

the order of an atomic nucleus. They achieve this by continuously monitoring the relative

position between highly isolated “test mass” mirrors suspended at great distances from

each other. These gravitational wave detectors can currently achieve remarkable strain

sensitives of up to ∼ ×10−24 Hz− 1
2 , but are limited by a plethora of noise sources which

reduce their sensitivity at different frequencies. Chief among these, in the most sensitive

detection band of current detectors, is the thermal noise associated with their highly

reflective mirror coatings.

260
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The research presented in this thesis has focussed on measuring many key mechanical

and optical properties of new and current coating materials. The primary goal was to find

suitable new coating materials and coating designs with potential to improve upon the

thermal noise levels in current detectors, for use in the very next round of upgrades, whilst

still meeting the stringent optical requirements of the detectors. Studies have involved

measuring, for different coatings, the key property influencing coating thermal noise: the

mechanical loss, and from this, calculating the level of improvement they could yield.

Substantial investigations were also carried out to characterise the optical properties and

structure of one promising new material: TiO2:SiO2.

Studies of the current detector coatings were also conducted. Chapter 7 details work

undertaken into mapping topographical features of various aLIGO test mass optics. Spe-

cifically the author mapped the optical absorption of the coatings of both the end test

mass mirrors installed in the LIGO Livingston detector for the first-through-third ob-

serving runs. This was carried out via photothermal-commonpath interferometry, and

from these maps the precise locations of various point-absorbers were identified. Point

absorbers were a significant problem during the previous observing run, limiting detector

performance. Subsequent microscope surveys provided insights into these point absorbers,

with those with the largest magnitude absorption seeming to originate from points of dam-

age in the coating, of which only 1–2 per mirror were found. Apart from these, many of

the other high absorption point absorbers were found to originate from contamination,

with a new cleaning method trialled to remove them. This yielded promising results for

all the point absorbers it was tested on, seemingly reducing their total absorption levels

by at least 75%, and some (notably the second highest absorption point absorber) even

being removed from the mirror surface entirely. As such, this study provided a potential

avenue for mitigating the influence of point absorbers going forward, which is of particular

importance with the circulating laser beam powers in future gravitational wave detectors

set to increase. Alongside these studies, the surface profiles of uncoated input test mass

optics to be coated in the future were characterised and their curvatures found to be

within tolerance of the LIGO detector specifications for future upgrades.
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The two candidate coating materials for future upgrades primarily focused on in this

thesis are TiO2:SiO2 and TiO2:GeO2; both are low-loss amorphous oxide candidates to

replace the high-refractive index material of current detector mirrors TiO2:Ta2O5. These

investigations concluded that both are highly promising future materials.

Investigations of mixes of TiO2:SiO2 deposited by FiveNine Optics, showed that a highly-

reflective stack consisting of a particularly promising mixture of (69.5±1.3)% TiO2, TiO2:SiO2

as the high-refractive index material and SiO2 as its low-index partner yielded optimal

CTN levels of around 75% of current detector levels, whilst having ∼0.82 ppm optical

absorption and ∼5 ppm scatter at 1064 nm, and whilst remaining free from defects after

post deposition heat treatment at 850◦C for a duration of 100 hours.

The exceptionally low optical losses were measured via several techniques. The absorption

was verified via PCI on different setups with different beam intensities showing consistent

sub-ppm absorption, and these were also compared to results acquired from a high finesse

optical cavity setup, also showing a general agreement. The scatter was measured with

the use of an integrating sphere and additionally with an angle-resolved-scatterometer,

with both setups independently showing the scatter after heat treatment to be ∼5 ppm,

which is around a factor of two lower than current gravitational wave detector coatings

measured in the same integrating sphere setup. These very encouraging optical loss results

were, interestingly, achieved after the coatings had crystallised. Specifically, for the 69.5%

TiO2 mixture, the onset of crystallisation was found to begin at 575◦C and by 850◦C heat

treatment for 100 hours, they had formed nanocrystallites 6-10 nm in size, which could

be measured at all areas of the coating.

The CTN level of this coating was determined via two different methods: direct measure-

ment in a folded-cavity setup and through measurement of the coating mechanical loss.

The two techniques gave excellent agreement up until 600◦C where defects in the form

of blisters and cracks were seen to form on the loss samples. The direct CTN samples,

on the other hand, did not manifest defects until a much higher temperature of 950◦C,
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100◦C beyond the optimum CTN heat treatment temperature. Whilst the origin of these

defects on some samples requires further investigation, the fact that neither of the samples

used for direct CTN measurement manifested any defects shows great promise for this

material.

The other coating candidate investigated extensively was TiO2:GeO2. Specifically, invest-

igations of the mechanical loss of various single layers, and of coating stack designs, using

SiO2 as a low index partner material, were carried out. Initial prototypes of these coatings

from the current gravitational wave detector coating manufacturer LMA were measured,

from which an improvement in loss of the single layers by around a factor of ×4 with

respect to current coatings was found. However, these single layer coatings were found to

form blisters after the final heat treatment at a temperature of 600◦C for 108 hours.

Complementary studies in collaboration with Caltech, Colorado State University, and

LMA were undertaken to investigate the effect of deposition parameters on suppressing

the formation of these blisters. Through this, it was verified that elevated deposition

temperatures of at least 150◦C and chamber base pressures of ∼ ×10−7 mbar prevented

blistering upon heat treatment in both stack and single layer coatings. The defect-free

CSU TiO2:GeO2 was found to yield equivalent losses to the LMA coatings, but with

slightly lower observed losses at low frequency. For all cases TiO2:GeO2 single layers were

found to exhibit a strong frequency-dependent loss. The CSU coatings were estimated to

yield loss levels as low as (18.3±1.7)% of the current detector coatings at 100 Hz where

CTN dominates detector performance.

Various stack designs incorporating the optimised TiO2:GeO2 deposition recipe were pro-

duced. Two stacks meeting the full reflectivity requirement for gravitational wave detectors

end test mass mirrors were deposited and their losses measured. One had a uniform layer

structure (52L-A). The other had varying layer thicknesses to have progressively less of

the higher absorption TiO2:GeO2 near the top of the stack (52L-B), thus reducing the

amount of light interacting with it and decreasing the total absorption of the stack. Both

of these designs were found to exhibit significantly less frequency dependent loss than the

single layers and the thinner stacks comprised of TiO2:GeO2 and SiO2. Studies of the
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effect of the number of layer interfaces, relative proportions of the two materials and total

thickness on the frequency dependence of the losses were conducted, indicating that total

stack thickness rather than number of interfaces seemed to be the primary driving factor

for the excess loss witnessed at lower frequencies.

Ultimately, the CTN level of both these full reflectivity stacks was able to be estimated

at 64+8
−5% and 63+5

−2% of current aLIGO levels, which was corroborated to be in line with

direct CTN measurements of these coatings. These are exceptionally low CTN results,

for a full reflectivity coating, and one free of defects. However, owing to their higher loss

trends at low frequencies compared to single layers, the results are significantly higher

than was predicted from previous single-layer based estimates of achieving 45% the CTN

of current aLIGO.

SiO2 single layers made by the current gravitational wave detector coating manufacturer

LMA were investigated, yielding significantly improved loss results as a result of higher

heat treatment temperature and duration versus current coatings. Specifically an average

loss of (8.0±0.7)×10−6 was measured for single layers of SiO2 produced in LMA’s Grand

Coater system after being heat treated at 600◦C, for 108 hours. When compared with

the loss after a 500◦C heat treatment for 10 hours – the current standard heat treatment

recipe – this represented an overall reduction in loss of 76%. This shows the potential

for significant benefits from extended duration heat treatment in these, and likely other,

coatings.

Whilst producing very low CTN, the particular coating runs of TiO2:GeO2 investigated in

this thesis were shown by collaborators to exhibit optical absorption levels of a few ppm,

when optimised by having thinner TiO2:GeO2 in the top-most layers of the stack. This

absorption level is unfortunately too high for adoption in current detectors. However, a

multimaterial design comprised of both the primary materials investigated in this work

may be of interest to exploit the most beneficial properties of both materials.

Both the TiO2:GeO2 and TiO2:SiO2 based coatings are highly promising candidates

for the next upgrades of GWDs, with exceptionally low CTN. The absorption of the

TiO2:GeO2 could perhaps be mitigated with the top few layers of TiO2:GeO2 replaced

with much lower absorbing and much lower scattering TiO2:SiO2. An alternative design
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could be made by swapping the top few layers of TiO2:GeO2 with the currently-used

TiO2:Ta2O5, but this is potentially less beneficial from a scattering perspective. Such

multimaterial designs could also be used to enable the high absorption of SiNX based

coatings to be mitigated. TiO2:SiO2 and SiNX have closely matched optimal heat treat-

ment temperatures, suggesting this could be a promising multimaterial combination using

TiO2:SiO2 in the top of the stack and SiNX in the bottom of the stack [165, 168].

However, the results presented here for both TiO2:SiO2 and TiO2:GeO2 on their own

merit further investigations into optimisation of both the deposition and post-deposition

heat treatment procedures, for instance significantly longer duration anneals could negate

the necessity for multimaterial topologies. Given the recent progress with both materials,

it seems highly likely that one or both of these materials will be adopted in the imminent

upgrades planned for Advanced LIGO and Advanced Virgo, and possibly for the planned

room temperature Einstein Telescope and Cosmic Explorer detectors.
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