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Abstract

The detection of charged particles is an integral part of several scientific endeavours. To

detect a charge particle, it must interact with a sensing volume and produce charges within

it that can be read out. In hybrid pixel sensor, the sensor and readout electronics can be

optimised separately, and this property makes them highly desirable for future applica-

tions.

University of Glasgow and Micron Semiconductor Ltd collaboration produces 50 µm thick

LGAD and a 250 µm thick iLGAD sensors. The LGADs are envisaged as fast-timing

detectors for particle physics experiments, while the iLGADs were developed as a techno-

logical solution to solve issues with the low fill factor in the conventional LGAD. These

detectors are produced as pad detectors of various pixel sizes and doping concentrations

for testing. The pixelated version of the 250µm thick iLGAD and an earlier iteration of a

200µm LGAD are bonded to Timepix3 readout ASICs as one-of-a-kind hybrid pixel de-

tector prototypes. In addition to these detectors, the University of Glasgow also produced

hybrid pixel detectors with high-Z sensors.

The electrical properties of the (i)LGAD pad detectors are explored via IV and CV mea-

surements. Some LGAD pad detectors are also evaluated for their gain using the TCT

with a 1040 nm infrared laser source. The doping concentration in the multiplication re-

gion dictates the electrical characteristics of (i)LGADs. The 50µm thick LGADs achieve

full depletion at voltages between 26V to 31V. Breakdown voltages were 5 to 9 times

higher than full depletion voltage, indicating a wide dynamic range for operation. The
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JTE width or, collectively, the device’s active area restricts the achievable gain and fill

factor in the 50 µm thick LGAD. The 1.0mm × 1.0mm LGAD achieves a 6.75 gain at

30 ◦C, with a 74% increase in gain for a 50 ◦C temperature drop.

The hybrid pixel detectors with (i)LGAD sensors are calibrated for energy and corrected

for time-walk with XRFs and γ-ray sources. Subsequently, their pixel responses and signal

gains are investigated with a micro-focused synchrotron beam at Beamline B16, Diamond

Light Source. No signal gain was observed in the hybrid pixel detector with 55 µm pitch

LGAD, but this is expected and fully understood—however, the 110 µm pitch variant

performed with a limited fill factor as expected, with a gain of around 5 at −350V bias

voltage. The iLGAD is a viable solution to overcome the low-fill factor of an LGAD. A

gain of around 5 at 250V bias voltage with a fill factor of more than 80% was obtained

in the hybrid pixel detector with 55µm pitch iLGAD.

The thesis also discussed the application of a hybrid pixel detector with a high-Z sensor as

a single-layer Compton camera. Proof of concept was demonstrated in a very thin (1mm

thick), 55µm pitch CdTe bonded to a Timepix3 readout ASIC. Despite limited data, an

image depicting the origin of a gamma-ray source was fully reconstructed just by utilising

the Compton scattering kinematics.
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Introduction

1.1 Pixel detectors

Radiation pixel detectors can track the trajectories of charged particles produced during

high-energy collisions in particle physics experiments. Thus they are used as imaging de-

tectors in particle physics, medical, and industrial applications. A typical pixel detector

consists of individual microscopic sensors, each with readout electronics and arranged in a

2D grid pattern called a pixel [1]. Monolithic and hybrid pixel detector architectures are

two different approaches to building pixel detectors, each with their own advantages and

disadvantages. In a monolithic pixel detector architecture, the sensor and readout elec-

tronics are integrated into the same chip, offering compactness and scalability. Monolithic

pixel detectors are known for their low power consumption, high pixel density, excellent

noise performance, and are cheaper to produce. Currently, the monolithic pixel detector

is restricted to silicon materials, where the sensor and readout electronics are fabricated

using the complementary metal-oxide semiconductor (CMOS) technology.

In a hybrid pixel detector, the sensor and readout electronics are separate components
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that are bonded together. The sensor can be picked from various semiconductor materi-

als, and the readout electronics are CMOS chips. The sensor and readout chip are bonded

using bump bonding, allowing for a high-density connection between the two components.

Despite being more expensive to fabricate, the hybrid pixel detector offers greater flexibil-

ity where the sensor and readout electronics can be optimised independently. The sensor

can be designed for high radiation tolerance and detection efficiency. At the same time,

the readout electronics can be optimised for low noise, low power, and high-speed data

acquisition.

The hybrid pixel detectors based on the CERN1 Medipix/Timepix families of readout

application-specific integrated circuits (ASICs) have been used in particle physics exper-

iments and other fields such as education, space, and weather dosimetry, synchrotron

imaging, studies of sensor materials, spectroscopic imaging (X-ray, γ-ray & particles)

and electron microscopy[2]. The event-driven architecture introduced in Timepix3[3, 4]

presents a significant improvement in the readout architecture that permits immediate

data transfer whenever a pixel hit occurs. The Timepix3 has become the flagship readout

ASIC of the Medipix Collaboration in the past decade and has been successfully trans-

ferred to many applications. The prototype readout for the LHCb2 upgrade, VELOpix

ASIC[5], is the latest ASIC variant based on the Timepix3.

Interest in the hybrid pixel detectors based on the Timepix3 readout ASIC continues

to grow despite being a decade old; recent studies and applications include fast neutron

detection [6], 3D charged particle momentum mapping in Free Electron Laser (FEL) fa-

cility [7], dose monitoring in FLASH radiotherapy3 [8, 9] and Ion Microscope Imaging

Mass Spectrometry [10]. The advancement of integrated circuit process technology and

sensor materials continues to push the limit of pixel detectors in the future, where pix-

1Conseil Européen pour la Recherche Nucléaire or European Council for Nuclear Research
2Large Hadron Collider beauty
3A novel radiotherapy method that delivers an ultra-high dose (≥ 40Gy/s) in milliseconds irradiation.
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els will become smaller and more sophisticated. Recently, Through-Silicon Vias (TSV)

technology [11] became available and has already been implemented in the upcoming

Medipix4/Timepix4 readout ASIC currently under development within the Medipix4 col-

laboration. This technology enables further miniaturisation of ASIC and the development

of larger area pixel detectors via edgeless tiling. Spectroscopic and colour-discriminating

imaging based on single-quantum processing became crucial for future X-ray imaging sys-

tems [12–14]. Hence, pixel detectors remain relevant today and will play more significant

roles in the future. The proceeding sections describe the motivation for undertaking the

projects described in this thesis, the aims and novelty of said approach, and an overall

thesis overview.

1.2 The motivation

The ATLAS4 and LHCb VELO Upgrade II proposed future silicon detectors with ≤ 30 ps

time resolution to mitigate the expected signal pile-up in the upcoming High-Luminosity

LHC (HL-LHC) accelerator[15, 16]. The Low Gain Avalanche Detector (LGAD) [17] was

identified as one of the technologies for such detectors. These proposals sparked interest

in LGAD, and such detectors have been explored by diverse institutions such as CNM5

[18, 19], FBK6[20], Hamamatsu Photonics (Japan) [21, 22] and Brookhaven National Lab-

oratory (USA)[23] in recent years.

The University of Glasgow, collaborating with Micron Semiconductor Ltd, has expanded

on previous LGAD research in [24] to develop two LGAD prototypes. The first is a thin

50µm pad LGAD with a Junction Termination Extension (JTE) structure produced in

various sizes across three wafer batches. This LGAD is envisaged as an ultra-fast detector

detection with sub-30 ps time resolution, meeting the ATLAS and LHCb VELO Upgrade

4A Toroidal LHC Apparatus
5The Institute of Microelectronics of Barcelona (IMB-CNM-CSIC), https://www.imb-cnm.csic.es/en
6Fondazione Bruno Kessler, Trento, Italy. https://www.fbk.eu/en/
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II requirements. The second is a 250µm thick inverse-LGAD (iLGAD), available in both

pad device and pixelated configurations, produced on two wafers. This prototype builds

on earlier findings that revealed limitations in conventional LGAD designs, particularly

the inability to produce substantial gain at 55µm pixel pitch[25]. The development of the

iLGAD specifically aims to overcome these gain limitations at small pixel pitches.

Multiple sizes of pad devices were cut from the LGAD and iLGADs wafers and were de-

livered to the University of Glasgow. The electrical properties and gain of the 50 µm thick

LGAD are investigated—however, time resolution measurement is a subject of another

work and was excluded from this thesis. The iLGAD is a very recent addition to the

LGAD variants. Their electrical properties and radiation response are not fully under-

stood. Understanding their fundamental properties helps optimise the operation of the

detectors and enables developers to design applications that utilise their capabilities effec-

tively.

This thesis also examines the performance of hybrid pixel detectors with (i)LGADs sen-

sors under radiation exposure. Initially, 300µm thick pixelated LGADs with 55, 110, and

220µm pixel pitches were bonded to Timepix3 ASICs in 2019. These pioneering devices,

being the first of their kind, were characterised using synchrotron radiation at the Beam-

line B16 facility of Diamond Light Source (DLS) in late 2019 to assess their previously

unknown radiation response. Following this, pixelated iLGADs with identical pixel pitches

were cut from the iLGAD wafer and bonded to Timepix3 ASICs. These new hybrid pixel

detectors underwent identical testing conditions at the same synchrotron facility during a

second beam session in 2021.

The University of Glasgow also produced hybrid pixel detectors with high-Z semiconductor

detectors. These detectors are 5mm thick with highly pixelated 110 µm-pitch CZT bonded

onto a Timepix and Timepix3 readout ASICs. This technology is mature, and both
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detectors are fully characterised, but their potential applications are yet to be explored.

The single-layer Compton camera (SLCC) based on the hybrid pixel detector with high-Z

semiconductors recently gained popularity following the work in[26]. Thus, it was decided

to revisit and reanalysed data acquired with both detectors to explore its potential for an

SLCC system.

1.2.1 Aims and novelty of thesis work

This thesis seeks to explore the following subjects;

(i) To characterise the thin LGAD (50 µm thick) and the iLGAD pad devices produced

within the University of Glasgow - Micron Semiconductor Ltd collaboration.

(ii) To characterise the hybrid pixel detector with 300 µm thick LGAD with radioisotope

and X-ray fluorescence (XRF) sources. Also reanalysed the radioisotope and XRF

data previously acquired with the hybrid pixel detector with 5mm thick 110µm-pitch

CZT.

(iii) To characterise the two hybrid pixel detectors with LGAD and iLGAD sensors with

micro-focus synchrotron radiation.

(iv) To explore the potential of the Hybrid pixel detectors with high-z semiconductors

for a single-layer Compton camera system.

The LGAD and iLGAD pad devices and the hybrid pixel detectors with LGAD sensors are

produced using Micron Semiconductor’s process technology. The hybrid pixel detectors

characterised in this thesis are the world’s first small-pixel LGAD and iLGAD bonded

to Timepix3 readout ASIC. Characterisation of such hybrid pixel detectors with a micro-

focus synchrotron beam has not been reported in any publication. The CZT sensors used

in this study are grown with different manufacturing processes and differ from recent stud-

ies in [27–29]. Additionally, it is noteworthy that one of the CZT sensors in this study has
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been affixed to the most recent high-performance Timepix3 readout ASIC.

Moreover, this thesis also contributes to the development of analysis code to process

the hybrid pixel detector’s data. The analysis code is based on the Python 3 IDE and

is compatible with the ADVACAM Pixet Pro software7 data format. It has been used

successfully in characterising the hybrid pixel detectors and the single-layer Compton

camera system. The single-layer Compton camera demonstrated in this thesis uses a

much thinner (1mm thick) high-Z Cadmium Telluride (CdTe) sensor which also uses

bespoke code to process data with additional Compton kinematics criteria. Therefore, it

aslo differs from other published works. In conclusion, cumulative findings from this thesis

are valuable additions to the existing knowledge in this field.

1.3 Thesis overview

This thesis is divided into 9 chapters; the first 4 chapters describe the background of the

subject, fundamental theories of semiconductor detectors, an overview of the Medipix Col-

laboration’s Timepix3 readout ASIC, and detector’s characterisation techniques. Chapters

5, 6, 7 and 8 are the core chapters of this thesis.

Chapter 5 presents the characterisation of the 50 µm thick LGAD and 250µm thick iLGAD

pad devices. Both of which are characterised electrically by IV and CV measurements. Ad-

ditionally, the signal gain in the 50µm thick LGAD is characterised by Transient Current

Techniques (TCT) with a 1040 nm infrared laser. Results of the electrical characterisation

and gain measurements as a function of doping concentration, pixel sizes and tempera-

tures are presented and discussed. Characterisation of the hybrid pixel detectors with

XRF and radioisotopes is presented in Chapter 6, with detailed descriptions of the exper-

iment setup, analysis scripts, energy calibration and time-walk correction in hybrid pixel

7The acquisition software used with the ADVACAM (https://advacam.com/) readout system.
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detector with LGAD sensor and the response of the hybrid pixel detector with 5mm thick

CZT to radioisotopes with higher energy.

Chapter 7 describes the two synchrotron test beam campaigns involving two hybrid pixel

detectors with LGAD and iLGAD sensors conducted at the Beamline B16, Diamond Light

Source (DLS), in 2019 and 2021. The synchrotron test beam setup is explained, and the

key findings are presented and discussed. Chapter 8 explores the viability of a hybrid pixel

detector with a high-Z semiconductor sensor for an SLCC system. A proof-of-concept of a

SLCC with a 1mm thick CdTe bonded to a Timepix3 readout ASIC is shown with 122 keV

γ-ray. Lastly, the conclusion and outlook are given in Chapter 9.
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2
Theoretical background

This thesis uses two types of semiconductor materials as detector elements: Silicon and

high-Z compound semiconductors, Cadmium Telluride (CdTe) and Cadmium Zinc Tel-

luride (CZT). The LGAD and iLGADs detector elements are fabricated with p-type silicon

and produced as test devices in pad detectors and pixelated form. The pixelated LGAD

and iLGAD are then bump-bonded to Timepix3 readout ASICs. The detector elements

are characterised and calibrated by various photon sources, X-ray fluorescence (XRF), γ-

ray from radioisotope decay, and the synchrotron radiation from the particle accelerator.

It is essential to fathom the fundamental properties and operation of semiconductor de-

tectors, the interactions and energy loss of charged particles and photons and the signal

generation and formation in semiconductor detectors. It is also necessary to understand

the basic principles of the readout electronics used to process the semiconductor detectors’

signals and the uncertainties that influence the detector performance.

This chapter is divided into four sections. The first section briefly overviews the funda-

mental properties of semiconductor materials, focusing on silicon and high-Z compound

semiconductor (CdTe & CZT) materials. The second section describes the operation prin-
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ciples and the semiconductor detector’s basic structures. The energy loss mechanisms

of charged particles and photons are introduced in the third section. The last section

discussed signal generation and formation. Also, briefly introduce the readout electronics.

2.1 Semiconductor physics

Semiconductor detectors use semiconductor materials to detect and measure charged par-

ticles and photons. Semiconductors are a good medium to detect charged particles and

photons since they are a high-density medium (as opposed to a gaseous medium) and,

most importantly, produce higher ionisation yields with lower charge generation fluctua-

tions that guarantee excellent spectroscopic resolution. The most commonly used semi-

conductor material for radiation detectors is silicon. However, other materials, such as

germanium (Ge) and compound semiconductors, are also utilised, depending on the ap-

plication’s specific requirements. This section reviews the semiconductor physics relevant

to this thesis, including the properties of semiconductor materials, intrinsic and extrinsic

semiconductors, charge transport, charge multiplication in silicon sensors, and carrier loss

in CdTe/CZT materials.

2.1.1 Energy band and semiconductor materials

Solid materials are defined by energy bands called valence and conduction bands. Figure

2.1 shows the energy band structure of insulators, semiconductors and conductors. A con-

ductor may have overlapping valence and conduction bands or a partially filled conduction

band. In contrast, an insulator has all its electrons in the valence band while the conduc-

tion band is empty, and both energy bands are widely separated. The semiconductor has

a narrow energy gap between the valence and conduction bands and a balanced number of

charge carriers in their respective energy bands. The energy level at the top of the valence

band is referred to as the valence energy (EV ), while the bottom of the conduction band is

the conduction energy (EC). The energy differences, EV - EC is called the bandgap energy
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Figure 2.1: The energy band of solid. (a) An insulator has empty electrons in the conduction
band. It is filled with the electron in the valence band, (b) semiconductors with almost full of
electrons in the valence band but almost empty of electrons in the conduction band, and (c) (d)
conductors with partially filled conduction band or overlapping valence-conduction band [30]

.

(EG). The EG is the energy required to free an electron from valence to the conduction

band. This energy is temperature-dependent and defines the electrical properties of the

material. The EG is considered non-existent in conductors, very narrow in semiconduc-

tors (typically between 0.4 eV to 4 eV) and significantly large in insulators (> 5 eV) [31, 32].

Silicon is an elemental semiconductor from group IV(B) with four electrons in its out-

ermost orbital shell. The silicon used for detector construction is made from a single

crystal with a diamond structure[30]. Silicon has low bandgap energy (≈ 1.12 eV) with

a modest atomic number (Z=14) and density (2.33 gcm−3), which makes it unsuited for

room-temperature operation and measuring high-energy photons (> a few hundred keV).

Silicon is typically fabricated as thin semiconductor detectors (≈ a few hundred microns)

for particle tracking in particle physics experiments or charged particle detectors (α & β

particles) in nuclear science applications.

There is a demand for semiconductor detectors capable of absorbing high-energy pho-

tons and operating in room-temperature environments, especially as imaging detectors

in medical and industrial applications. Work in [33] (and references therein) proposed
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requirements of such a detector where the semiconductor material should have an EG >

1.4 eV for room-temperature operation and high effective atomic number (Z > 30) to pro-

vide adequate absorption of high-energy photons. The latter requirement suggests that

such detectors must be made with a combination of elements.

Table 2.1: Physical properties of Si, Ge, CdTe and CZT (adapted from [34] [33])

.

Material Si Ge CdTe CZT

Crystal structure Cubic Cubic Cubic (ZB) Cubic (ZB)
Atomic number 14 32 48, 52 48, 30, 52
Density (g/cm3) 2.33 5.33 6.2[34], 5.85[33] 5.78
Bandgap, EG (eV) 1.12 0.67 1.44[34], 1.5[33] 1.57[34], 1.48[33]
Pair creation energy, Ei (eV) 3.62 2.96 4.43 4.6[34], 4.64[33]
Resistivity, ρ (Ω·cm) 104 50 109 1010

µeτe(cm
2/V) > 1 > 1 10−3 10−3 − 10−2

µhτh(cm
2/V) ∼ 1 > 1 10−4 10−5

µeτe(cm
2/V) > 1 > 1 10−3 10−3 − 10−2

µhτh(cm
2/V) ∼ 1 > 1 10−4 10−5

Fano Factor, F 0.06[35] 0.06[35] 0.06[35] 0.10[35]

Cadmium Telluride (CdTe) and Cadmium Zinc Telluride (CZT) are two wide-bandgap

compound semiconductor materials that have been extensively explored as room-temperature

imaging detectors in medical and industrial applications[34][33][36][37]. The physical prop-

erties of the CdTe and CZT compared to silicon and germanium are shown in Tab. 2.1.

The CdTe and CZT are compound semiconductor derived from the group - IIB metal (Cd)

and group - VIA cation (Te). The CdTe is a binary, while CZT (Cd1−xZnxTe) is considered

as a pseudo-binary which contain more than two elements but only made of two elements

(Cd and Te). The CZT can be ideally regarded as CdTe crystal with the introduction

of Zn atoms for a fraction x of the Cd atoms. Both CdTe and CZT compound semicon-

ductor have a cubic zinc blende crystal structure with high atomic numbers (> 30), wide

bandgap energies (EG > 1.4 eV), and high density, which guarantees room-temperature

operation and good absorption of low to mid-energy photons. CZT has at least one order

of magnitude greater bulk resistivity than CdTe. Therefore, CZT has a smaller leakage

current, enabling it to be biassed at higher voltages and operated at higher temperatures.
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The CdTe and CZT semiconductor materials currently available today are far from per-

fect. They mainly suffer from material defects and impurities during crystal growth and

manufacturing. Material defects and impurities act as trap centres, causing poor charge

transport and significant disparity between the electron and hole mobility-lifetime (µτ)

properties. The CdTe, in particular, suffers from a polarisation effect that causes a re-

duced count rate and charge collection efficiency (CCE) during a prolonged operation.

This effect is mainly due to the trapping and de-trapping of charge carriers, which affect

the detector’s space charge distribution and electric field profile[34]. The effect can be

minimised by operating the CdTe at lower temperatures and higher biassed voltage[38].

2.1.2 Intrinsic & Extrinsic Semiconductors

An intrinsic semiconductor is a semiconductor with a lower impurity concentration than

the thermally generated carrier concentration. The thermally generated carrier concentra-

tion for holes (p) and electrons (n) is deduced from the Fermi-Dirac occupation probability

function (Fn(E)) and given as [30]

(2.1)p = NV exp
EV − EF

kT

(2.2)n = NC exp
EC − EF

kT
,

where the NC and NV are the effective density states of conduction and valence bands, k

is the Boltzmann constant, T is the temperature in Kelvin, and EF is the Fermi level. The

product of electron and hole concentration (n ·p = NCNV exp EC−EV

kT
) depends only on the

bandgap energy EG. The Fermi level for intrinsic semiconductors, Ei is the energy level

close to mid-bandgap where the number of electrons and holes are equal : n = p = ni,

thus the Ei and the intrinsic carrier concentration, ni are defined as

(2.3)Ei =
EC + EV

2
+

3kT

4
ln

(
mp

mn

)

(2.4)
ni =

√
NCNV exp−EC − EV

2kT

=
√

NCNV exp− EG

2kT
,
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with mn and mp are the mass of electrons and holes, respectively.

Intrinsic semiconductors have limited use as semiconductor devices, and obtaining high

purity in semiconductors is extremely challenging. In most cases, the intrinsic semiconduc-

tor is deliberately doped with impurity atoms to alter the property of the semiconductor.

A doped intrinsic semiconductor is called an extrinsic semiconductor. Depending on the

number of electrons in the outer shell of these dopants, impurity atoms either donate or

accept electrons to or from the lattice. For example, if silicon is doped with phosphorus,

as phosphorus has five valence electrons, it “donates”one electron to the conduction band

to form a covalent bond with four electrons. The phosphorus acts as a donor atom, pro-

ducing an n-type semiconductor. In another scenario, boron with three valence electrons

“accepts” one electron from silicon to form the covalent bond and generate a positively

charged hole in the valence band. The boron acts as an acceptor atom, producing a p-

type semiconductor. The proceeding subsection discussed the important charge transport

processes that are relevant to the scope of this thesis.

2.1.3 Carrier transport and resistivity

A diverse range of transport processes collectively governs the operation of a semiconduc-

tor device. For simplification, only the drift, diffusion and charge multiplication that are

relevant to the context of this thesis are discussed. The electron in thermal equilibrium

(in non-zero temperature) moves in all directions by thermal motion. Their motion is

due to random scattering after collisions with the lattice atoms, impurity atoms or other

electrons. However, the net displacement is zero when no bias voltage is applied. The

average time and distance between collisions is called the mean free time and the mean

free path. Given that the mean kinetic energy of free charge carriers at room temperature

is
3

2
kT , a typical mean free path is 10−5 cm and mean free time, τc ≈ 10−12 s[30].

In the presence of an electric field, the charge carriers experienced force and accelerated in
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the direction determined by the electric field. The net average drift velocity for electrons

are

(2.5)vn = −
(
q · τc
mn

)
E

and similarly, for holes,

(2.6)vp = −
(
q · τc
mp

)
E ,

where q is the elementary charge and E is the electric field. Equation 2.5 and equation

2.6 show that the drift velocity is proportional to the magnitude of the electric field, E.

The drift velocity rises linearly at low E, becomes non-linear at high E, and saturates

at very high E. It would be worth noting that the semiconductor detector operates at

saturated drift velocity. The proportionality factor (q·τcmn
= µn or

q·τc
mp

= µp ) is called

the mobility. It describes how strongly the electric field determines motion. The charge

carrier mobilities (µn, µp) are dependent on temperature and doping concentration [30].

Equation 2.5 and equation 2.6 now can be simplified to

(2.7)vn = −µnE

(2.8)vp = −µpE .

Besides the drift mechanisms, the free charge carriers also experience diffusion. Upon

creation, electron-hole pairs experience a random thermal motion that spreads from the

origin point with time. The charge spread distribution is approximated by a Gaussian

function with σ given by [39] [32]

(2.9)σ =
√
2Dt ,

where D is the diffusion coefficient, and t is the elapsed time. According to the Einstien

equation, the D is related to the mobility, µ as [30]

(2.10)Dn,p =
kT

q
µn,p .

Resistivity also holds significant importance in the context of semiconductor detectors.

Materials with high resistivity are desirable because they can achieve full depletion at lower
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biassed voltages. Typical values used in high energy physics detectors are ≈ 2× 105Ωcm.

The doping concentration controls the resistivity, ρ, defined as [40].

(2.11)ρ =
1

(nµn + pµp)

2.1.4 Charge multiplication

Figure 2.2: Illustration of charge multiplication in the high-field region of a semiconductor
(adapted from [30])

In semiconductor detectors, charge carriers acquire kinetic energy as they travel between

collisions with lattice atoms. When subjected to sufficiently strong electric fields, these

carriers may gain enough energy to trigger secondary ionisations during collisions. This

phenomenon, impact ionisation, is analogous to the Townsend avalanche in gas-filled pro-

portional counters. Figure 2.2 demonstrates this charge multiplication process in a silicon

detector’s high-field region. Consider a primary ionisation event at position x0, which

produces an electron-hole pair. The electron, accelerated by the electric field, accumulates

kinetic energy between collisions. Upon impact, a portion of this energy creates a new
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electron-hole pair (depicted by a solid downward arrow), whilst the remainder is trans-

ferred to lattice vibrations. Consequently, charge multiplication occurs, resulting in two

electrons and one hole reaching position x1. This process significantly amplifies the initial

charge, enhancing the detector’s sensitivity.

Gain due to impact ionisation of one type of charge carrier within a length d is described

as
(2.12)Gq = eαqd,

where αq is the ionisation coefficient of the charge carrier[18]. This coefficient, conveniently

described separately for electrons and holes, is the reciprocal of the mean distance between

successive ionisation events (in cm−1). It is highly dependent on the electric field (E) and

is defined in terms of two coefficients as

(2.13)αq = αq0 · e
−
Eq

|E|

The αq also depends on the material and temperature[41]. The terms αq0 and Eq increase

with temperature, but since the exponential term in Equation 2.13 dominates, the αq

decreases with temperature[42]. Thus, higher gain is obtained at lower temperatures. In

silicon, the impact ionisation rate ratio of electrons (αn) to holes (αh) exceeds unity. This

ratio varies with the electric field strength, approaching one as the field intensifies. When

the electric field becomes sufficiently strong, holes generate secondary charges through im-

pact ionisation. This process initiates additional avalanches, ultimately leading to device

breakdown.

2.1.5 Charge carrier loss in CZT and CdTe

The average time the charge carriers remain free before recombine is called mean lifetime,

τ . The mean lifetime depends on the “deep impurities”, which act as traps or recombina-

tion centres [32]. The trap and recombination centres contribute to the charge carrier loss

and reduce the mean lifetime. The carrier drift length λ is the mean distance of charge
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carrier drifts before recombining under the electric field. The λ is related to the mobility,

µ and lifetime, τ as

(2.14)λn,h = (µτ)n,hE.

The term µτ called mobility-lifetime product is a crucial parameter reflecting the semi-

conductor detector’s quality. The hole trapping is significant in CdTe and CZT detectors

due to its lower hole mobility, affecting charge collection efficiency. The charge collection

efficiency (CCE) is the ratio of charge collected, Q, to charge generated, Q0. For a pla-

nar detector with thickness, L assuming uniform electric field and neglecting the charge

de-trapping, the CCE is calculated according to the Hecht equation [43]

(2.15)

CCE =
Q

Q0

=

λh

L

1− exp
−
x

λh

+
λn

L

1− exp
−
L− x

λn


 ,

where x is the depth of interaction from the biased electrode.

2.2 Principle of detector operation

Semiconductor detectors operated under a reversed biassed. For silicon detectors with a

p-n junction structure, a space charge region called the depletion region exists between the

junctions. In the depletion region, the carrier density is zero [40], and this region becomes

the sensitive volume for p-n junction detectors. On the other hand, a high-purity n or

p-type semiconductor (close to intrinsic) is generally used as material for the CdTe/CZT

detectors construction [32]. So, the bulk becomes the sensitive volume of the detectors.

Photons or charged particles interact within the sensitive volume, creating electron-hole

pairs that move under an electric field’s influence and induce an electrical signal at their

respective electrodes.
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2.2.1 Reverse biassed p-n junction

A p-n junction is created by joining n-type and p-type semiconductors. Upon reaching

thermal equilibrium, a space charge region is formed between the p and n junction. A

potential difference called built-in potential, Vbi exists between the edges of the depletion

region defined as

(2.16)Vbi =
kT

q
ln

(
NAND

n2
i

)
,

with ND, NA, and ni are the donors, acceptors, and intrinsic carrier concentrations. If an

external voltage is applied in the same direction as the built-in voltage (reverse biassed),

the depletion region expands and its depth (W) becomes

W = xn + xp =

√
2ϵ

q

(
1

NA

+
1

ND

)
(Vbi + V ), (2.17)

where the xn and xp are part of the depletion region on the n- and p-side, respectively, V

is the externally applied voltage, and ϵ is the permittivity of semiconductor material.

In practice, one side of the p-n junction is heavily doped and thinner than the other. Thus,

the term
1

NA

is negligible, which means the depletion region extends much deeper into the

lower doped side. Moreover, the built-in voltage is much smaller (≈ 0.5V in silicon) than

the applied voltage. These assumptions lead to

W ≈ xn ≈
√

2ϵ

qND

V (2.18)

.

The ND is usually replaced with the term N , which is the dopant concentration of the

bulk. The voltage required to extend the depletion region over the device thickness d is

called the full depletion voltage, VFD. This quantity is an essential parameter that defines

the minimum operating voltage of a detector. The VFD is calculated from equation 2.18

with W = d as
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VFD =
qNd2

2ϵ
(2.19)

The full depletion capacitance CFD is another essential parameter of semiconductor de-

tectors. The detector capacitance influences the noise of the readout electronic system,

whilst pixel-to-pixel capacitance influences the cross-talk between pixels [44]. For a planar

p-n junction detector, the total capacitance is estimated according to the parallel plate

capacitor equation as

CD = ϵ
A

d
= A

√
qϵN

2VFD

. (2.20)

2.2.2 Basic structures of silicon detectors

The basic structure of a p-n junction in figure 2.3a is the most common structure for

silicon detectors. The junction is formed by a shallow, highly doped n+ implant on a

low-doped, high-resistivity p-type silicon substrate. In practice, the p-n junction detector

is biassed at a much higher voltage than its VFD. This condition creates a uniform electric

field of
V − VFD

d
between the electrodes. An incident particle interacts in the depletion

region, creating electron and hole pairs. The uniform electric field presents allow these

free charges to move to their respective electrodes, inducing an electrical signal that can

be detected by a readout system.

A Low Gain Avalanche Detector (LGAD) is an example of a silicon detector with an

internal gain (typically gain of a factor 5 to 10)[17]. Figure 2.3b shows a typical structure of

an LGAD that is based on a p-type silicon substrate. The main structural difference in the

LGAD structure is the additional moderately doped p-type multiplication layer diffused

under the n+. The doping profile of the p-type multiplication layer is designed to create

a high electric field region in this layer (see the electric field profile of the LGAD in figure

2.3b). The free charge generated by incident particles may gain sufficient kinetic energy to

create a secondary electron-hole pairs via impact ionisation once they enter the high field
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(a)

(b)

Figure 2.3: Basic structure of (a) p-n junction silicon detectors and (b) the Low Gain Avalanche
Detectors (LGAD) based on a p-type silicon substrate. The p-n junction is normally biassed
higher than their VFD to get a uniform electric field between electrodes. The LGAD has a
multiplication layer with a higher electric field.

region (Efield > 200 kV/cm) in the multiplication layer. A traditional LGAD typically

incorporates a deeper extension of the n+ called the Junction Termination Extention

(JTE) structure. The JTE weakens the electric field at the edges so that the high field

is concentrated in the multiplication layer. The LGAD usually multiplies a single carrier,

i.e., only the electrons, and the charge multiplication follows the exponential law [45]

N(x) = N0 ·G, (2.21)
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where N0 is the number of electrons generated from the primary ionisation, and G is the

gain due to impact ionisation described in equation 2.12.

LGADs can provide excellent time resolution compared to a standard p-n junction diode

because the signal generated in LGAD is much higher. Therefore, the LGAD was identified

as one of the candidates for the High-Granularity Timing Detector detector for the ATLAS

Phase-II upgrade [15]. A few variants of LGAD exist, namely the inverse LGAD (iLGAD),

Trench Isolated LGAD (TI-LGAD), and AC-coupled LGAD (AC-LGAD)[46].

2.2.3 Basic structures of CdTe and CZT

Figure 2.4: Two detector configurations for CdTe and CZT detectors (adapted from [34]). The
standard metal-semiconductor-metal (MSM), a pure substrate with Pt/In metal contacts which is
typical for CdTe detectors (a) and (b) the p-i-n configuration with a pure substrate, two n-/p-type
homo-epitaxial layers and two ohmic contacts

.

The metal-semiconductor-metal (MSM) and p-intrinsic-n (p-i-n) structures (figure 2.4) are

two common structures for CdTe/CZT detectors. The latter will not be discussed here

since the CdTe/CZT detectors used in this thesis are made with MSM structures. A high-

resistivity, detector-grade (high purity) CdTe/CZT substrate is sandwiched between two
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metal contacts in an MSM structure. The work function of the metal (ΦM) and the type

of semiconductors (n- or p-type) used are two parameters that decide the type of contact

that will form on the metal-semiconductor interface. The work function (Φ) is the energy

required to remove an electron from its Fermi level to a reference energy level outside the

metal. It determines charge carriers’ flow across the metal-semiconductor interface.

Suppose the work function of the metal (ΦM) is higher than the semiconductor (ΦS). In

that case, the contact becomes Schottky on an n-type semiconductor but Ohmic on a

p-type semiconductor, whilst vice versa if ΦM < ΦS. In Schottky contact, the charge

carriers move from semiconductor to metal (unilateral transfer) until the Fermi levels on

both sides of the junction are equal and this charge transfer creates a depletion region

at the semiconductor’s surface that acts as a charge barrier [47]. In contrast, the charge

carriers move from metal to semiconductor in an Ohmic contact, but the charge transfer

did not create a depletion region [48]. Gold and platinum are an example of metals

with higher work functions, while aluminium has a lower work function. Detectors with

MSM structure are difficult to fabricate since the electrical characteristics of the metal

are over-relying on the fabrication conditions. Moreover, they require significantly higher

bias voltage to obtain good charge collection and therefore generate higher dark current

(10× 10−7A/cm2 to 10× 10−8A/cm2) [34].

2.3 Interactions and energy loss mechanisms of charged

particles and photons

The LGAD and iLGAD sensors are designed for detecting soft X-rays in synchrotron

applications or charged particles in particle physics experiments, while the 5mm thick CZT

and 1mm thick CdTe are for γ-ray imaging below 1MeV range. Three types of photon

sources are used to characterise these detectors; the XRF, γ-rays, and a micro-focused

monochromatic (15 keV) synchrotron beam. Despite being tested only with photons, the
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semiconductor detector remains first and foremost a charged particle detector. Hence,

discussion on the charged particles and photons interactions is relevant. This section

briefly reviews the interactions of charged particles and photons and their energy loss

mechanisms in semiconductor detectors.

2.3.1 Interactions of charged particles

Charged particles are particles that possess either positive or negative charge. Their ori-

gins can be natural, such as cosmic rays, or artificial, e.g. particle accelerators. Charged

particles interact simultaneously with many bound electrons in the atom via Coulomb

interactions, and depending on the proximity of their encounter, they lose their kinetic

energy continuously either by excitation or ionisation [32, 49]. The energy loss by excita-

tion is where Coulomb impulsion raises the electron to the higher energy shell within the

absorber atom. In another scenario where the charged particle passes close to an electron,

the Coulomb impulsion ejects the electrons from the atom leaving the atom in an ionised

state (ionisation). The ejected electrons, called δ-rays, are highly energetic and may have

sufficient kinetic energy to create further ionisations. Under typical conditions, the δ-ray

is the primary mode in which charged particles lose energy [32]. The range of the δ-ray is

short compared to the incident charged particle, so it forms ionisation tracks close to the

primary track.

As the charged particle transfers energy to the electrons and the lattice, its velocity de-

creases. Interactions continue until the charged particle exhaust their energy and are

stopped in the absorber. The rate of energy loss dE per unit length dx [MeV/(g/cm2)] of

charged particles in an absorber medium is described by the Bethe-Bloch equation

(2.22)−dE

dx
=

4πe4z2

m0v2
NZ

[
ln
2m0v

2

I
− ln

(
1− v2

c2

)
− v2

c2

]
,

where e is the elementary charge, m0 electron rest mass, and v, z are the velocity and

charge of the incident particles[32]. The Z and N are the atomic number and number
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density of the absorber atom. The I is the absorber’s average excitation and ionisation

potential in eV. A few conclusions can be drawn from the Bethe-Bloch equation in 2.22:

i. For non-relativistic particles (v ≪ c), only the first logarithmic term is significant.

Hence,
dE

dx
varies with

1

v2
or inversely with particle’s energy.

ii. For relativistic particles (v ≈ c),
dE

dx
depends only on the incident particle’s charge

(z). Particles with a higher z have a greater rate of energy loss.

iii. For different absorber materials, the
dE

dx
depends on the product of NZ. Therefore,

absorbers with high density and atomic numbers have greater energy loss (higher

linear stopping power).

Figure 2.5: The rate of energy loss for several charged particles in air [49].

Figure 2.5 shows the
dE

dx
of several charged particles in the air. This figure indicates that

as the particles’ velocity approaches the speed of light, their
dE

dx
approaches a constant

minimum value. A particle with enough kinetic energy to be in this regime is referred

to as a minimum-ionising particle (MIP). MIPs have fixed energy loss that varies with

materials; for silicon, MIPs will have energy loss ≈ 3.87MeV/cm [50]. The distribution

of energy losses by MIPs in a thin absorber is characterised by a Landau distribution,

where the energy loss is determined by the most probable (MP) value of the distribution.
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Figure 2.6: Distribution of minimum-ionising particles (MIP) of β-particles from 90Sr decay in
LGAD silicon sensor.

Figure 2.6 shows a Landau distribution of MIPs of β-particles in a 50 µm thick LGAD

silicon sensor. For a very thick absorber, the energy loss of MIPs begins to approximate

a Gaussian [49, 50].

The Bethe-Bloch equation only describes the energy loss due to ionisation and excitation,

and only valid for moderately relativistic heavy charged particles. The energy lost due

to radiative effects (Bremsstrahlung, direct pair-production or photonuclear interactions)

becomes significant for particles with higher energy. The total energy loss of a heavy

charged particle in matters is generally given as

(2.23)−dE

dx

∣∣∣∣
Total

= −dE

dx

∣∣∣∣
Ionisation

− dE

dx

∣∣∣∣
Bremss.

− dE

dx

∣∣∣∣
pair

− dE

dx

∣∣∣∣
photonuclear

= a(Z,A,E) + b(Z,A,E).E,

where the term a(Z,A,E) is the energy loss according to equation 2.22 and b(Z,A,E).E

is the summed energy losses due to breamsstrahlung, direct electron-pair production and

photonuclear interactions.
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The energy loss describes in equation 2.22 requires corrections for incident particle elec-

trons or positrons as they have the same mass as the target. Furthermore, the breamsstrahlung

process significantly influences the energy loss even at a low energy range (≈ MeV range)

for electrons or positrons cases. The average energy loss of electrons and positrons can be

approximated as [39]

(2.24)

(
dE

dx

)
≃
(
dE

dx

)
radiative

+

(
dE

dx

)
ionisation

2.3.2 Interactions of photons

Figure 2.7: Probability of photon absorption as a function of energy in 300 µm thick silicon.
Contributions from photoelectric absorption, Compton scattering and pair production processes
are indicated, and the total absorption in 300 µm thick CdTe is given for comparison. [44]

The XRF, γ-rays and synchrotron radiation collectively categorised as photons are highly

energetic electromagnetic waves of different origins. The XRF is a mono-energetic X-ray
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emitted from the atomic shell due to the rearrangement of shell electrons in an excited

atom. The XRF is produced either from radioisotope decay by electron capture or inter-

actions of external radiation via photoelectric absorption. As the XRF energy is related

to the binding energy of the shell, the energy range for the XRF is low (typical laboratory

XRF sources < 50 keV). The γ-rays are photons emitted from the excited nuclei during a

β decay of radioisotopes or nuclear reaction. Additionally, it is also produced during the

annihilation of electrons and positrons. The γ-ray has a broad energy range from a few

keV to a few MeV. When a beam of relativistic electrons is bent into a circular orbit, a

fraction of their energy is radiated as photons, called synchrotron radiation. Synchrotron

radiation produces an intense photon beam with a broad energy spectrum. An optical

device called a monochromator utilises Bragg’s Law to obtain a specific wavelength (or en-

ergy). After this selection process, a focusing mirror can further refine the monochromatic

beam, concentrating it into specific focal spots as required for various experimental setups.

For photons with energy below 2MeV, only photoelectric absorption, Compton scattering,

and pair production lead to complete or partial energy transfer to bound electrons that

produce an electrical signal. Figure 2.7 shows the probability of photon absorption as a

function of energy in 300µm thick silicon. The contributions from the three processes

are included to highlight the dominant processes in specific energy ranges. The total

absorption probability of photons in a similar thickness CdTe is also included to indicate

the advantage of high-Z materials. The photoelectric absorption is dominant at energy

below 100 keV, between 100 keV to 1MeV Compton scattering is dominant, and above

1.022MeV, the pair-production becomes dominant.

2.3.2.1 Photoelectric absorption

Figure 2.8 shows an illustration of the photoelectric absorption. One of the shell electrons

completely absorbs the photon, followed by the emission of a highly energetic electron

called the photoelectron. The absorption of photon energy by shell electrons is made
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Figure 2.8: An illustration of photon interaction by photoelectric absorption. The incident photon
is absorbed, and the subsequent emission of photoelectrons. The atom becomes ionised with one
vacancy in its shell. The vacancy is filled by an electron from other shells. The excess energy is
liberated as XRF photons or Auger electrons.

possible by the atomic nucleus, which acts as a third collision partner to satisfy momentum

conservation. The main interactions primarily involve K-shell electrons, which have a

high interaction cross-section of around 80% due to their proximity to the atomic nucleus

[49]. The relationship between the energy of photoelectron, Ee− and the incident photon

Eγ = hv is

Ee− = Eγ − Eb, (2.25)

where Eb is the binding energy of the photoelectron from its original shell.

Photoelectron emission leaves the atom in an ionised state with one vacancy in its shell.

The vacancy is quickly filled by electrons from other shells, and the energy difference

(∆Eb) between those shells is liberated as an XRF photon (characteristics X-ray). The

transition from L-shell to K-shell produces Kα XRFs, and M-shell to K-shell produces a

higher energy XRF (Kβ) is also possible but with a lower probability. The energy of the
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XRF emitted in this process is given by Mosley’s law,

E = Ry (Z − 1)2
(

1

n2
− 1

m2

)
, (2.26)

where Ry (= 13.6 eV) is Rydberg’s constant while n andm are the shell’s quantum number.

The XRF energy for L - K shell transition (m = 2, n = 1) is

E(Kα) =
3

4
Ry(Z − 1)2. (2.27)

The XRFs produced in this process eventually lose their energy via further photoelectric

absorption to produce even more photoelectrons.

Sometimes the energy difference is not converted into a photon but transferred to an

electron from an outer shell, ejecting it from the atom. This ejected electron is called

an Auger electron1. The energy of the Auger electron is quite small compared to the

photoelectron.

2.3.2.2 Compton scattering

First observed by Arthur Holly Compton in 1925, Compton scattering is an inelastic scat-

tering between the incident photons and the absorber’s quasi-free electron. The incident

photon transfers a fraction of its energy to the electron, then is scattered at an angle

θ from their initial direction (see figure 2.9). The electron hit by the photon is called

the recoil electron and is scattered at an angle ϕ during the interaction. The recoil elec-

tron loses its energy via the mechanisms described for charged particles in subsection 2.3.1.

The amount of energy transferred to the recoil electron varies upon the scattering angle.

1Electrons with characteristics energies emitted through Auger effect - Electrons from the upper shell
fill the vacancy in the inner shell by transferring its energy to the outer shell electron and ejecting it from
the atom

29



Figure 2.9: An illustration of photon interaction by Compton scattering. The incident photon
transferred a fraction of its energy to an electron (recoil electron), then scattered at an angle θ.

The energy of the scattered photon is given by

(2.28)
E

′

γ =
Eγme

me + Eγ (1− cosθ)

=
Eγ

1 + Eγ

me
(1− cosθ)

.

Depending on its energy, it may undergo photoelectric absorption or another Compton

scattering, producing photoelectrons or Auger electrons.

2.3.2.3 Pair-Production

The electron-positron pair production is possible when an incident photon with energy

exceeding twice that of a rest-mass electron (≥ 2mec
2) interacts with the Coulomb field

of the nucleus. The pair-production in the Coulomb field of an electron is also probable

but strongly suppressed; the threshold energy for this to occur is Eγ ≥ 4mec
2 [49]. Upon

creation, the positron and electron move in opposite directions with a separation angle

of 180◦. The positron subsequently annihilates with an electron in the absorbing media,

thus producing two annihilation photons of 511 keV. The kinetic energy (Epp
k ) transferred

to the electron-positron pair is

(2.29)(Epp
k ) = Eγ − 2mec

2
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The annihilation photons may undergo photoelectric absorption or Compton scattering,

eventually imparting their energy into various charged particles.

2.3.3 Summary of charged particles and photons interaction

The interactions of charged particles and photons within the semiconductor sensitive vol-

ume have been reviewed. The charged particles undergo a continuous Coulomb interaction

with the atomic electrons and lose their energy by excitation and ionisation. The Bethe-

Bloch equation describes the energy loss of charged particles. For relativistic charged

particles, a minimum energy loss dubbed the MIP exists, which becomes the basis of detec-

tion for relativistic charged particles in particle physics experiments. Photon interactions

produce highly energetic charged particles (photoelectrons, Auger and recoil electrons),

eventually losing their energy through the same ionisation and excitation mechanisms

described earlier in the charged particle interactions subsection. In conclusion, the semi-

conductor detector is a charged particle detector. The next section discusses the signal

generation and formation in semiconductor detectors.

2.4 Electron-hole generation and signal formation

Charged particles generate electron-hole pairs directly via ionisation along their travelling

path. Photons must first produce various charged particles that generate the electron-hole

pairs via ionisation. The mean generated electron-hole pairs, Npair, are given as

Npair =
E

Ei

, (2.30)

where E is the energy absorbed and Ei is the average energy for electron-hole pair creation.

Energy absorbed must be greater than the EG to excite an electron to the conduction band,

thus forming an electron-hole pair. Silicon has a band gap energy of 1.12 eV, so photons

with wavelengths shorter than 1100 nm can be detected. Energy absorption requires en-
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ergy and momentum conservation, transferring the latter to lattice vibration, quantised

as phonons. The momentum, p =
E

c
absorbed in the lattice is very small for photons with

E ≈ EG. However, for photons with E ≫ EG and charged particles, a significant portion

of the energy is used for phonons excitation2—explains why the Ei for silicon (3.6 eV) in

Table 2.1 is higher than their EG [41].

If a Poisson distribution governs the number of pair generations, the variance of Npair in

equation 2.30 would be

(∆Npair)
2 = Npair =

E

Ei

. (2.31)

In reality, the variance in the detected signal is smaller than the value predicted by the

Poisson statistics in equation 2.31. The assumption for Poisson distribution is valid for

an individual energy loss event, but the entire event is collectively correlated by energy

conservation. Thus, the variance in the mean generated pair in equation 2.31 is modified

according to [51, 52] as

σ2 = FNpair = F
E

Ei

, (2.32)

where F is the Fano factor that has values between zero and unity. The Fano factor is

material-dependent and expected to be energy-dependent at low energy (∼ a few eV) [30].

The value of F in Si, Ge, CdTe, and CZT is between 0.06 to 0.10 [35], but F ≈ 0.10 is a

good approximation for all semiconductor detectors.

Upon generation, the electron-hole pair moves under the influence of the electric field

towards its respective electrodes. Movements of electron-hole pairs induce an instanta-

neous current on the electrodes, which is described by the Shockley-Ramo theorem [53,

54]. Despite the term “charge collection” being more popular, the signal that appears

in the front-end electronic is not generated by the collection of charge but rather by the

2The phonon excitation refers to the process where the lattice vibration gains energy and becomes
more energetic
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movement of the electron-hole pairs. The instantaneous current on an electrode induced

by a moving charge q is
(2.33)i = qv · Ewf ,

where q is elementary charge, v the carrier velocity and Ewf is the weighting field in m−1.

The Ewf is calculated by solving Poisson’s equation for unity potential on the sensing elec-

trode and zero to other electrodes [55], which in turn introduce the new unitless quantity

with zero to unity values called the weighting potential (φwp). The total induced charge

Q on an electrode is calculated by multiplying the moving charge q with the difference in

the weighting potential between the generation point and the electrode:

(2.34)Q = q∆φwp .

(a) (b)

Figure 2.10: An example of weighting potential in pixelated detectors [56]. (a) The weighting
potential for a pixel with a ratio of width (w) to detector thickness (L) of 1:10. (b) the weighting
potential calculated at a centre pixel (x = 0) for a pixel with 1:3, 1:5, and 1:10 w/L ratios and
in a planar detector.

Theφwp depends on the detector’s geometry and defines how the charge moves in a specific

electrode. As shown in figure 2.10a, the φwp is stronger closer to the pixel in the pixelated

detector and becomes a lot stronger for pixels with smaller width to thickness (w/L) ratio
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(see Figure 2.10b). These figures indicate that the carrier that moves towards the pixel

contributes the most to the induced charge Q (according to equation 2.34). This type of

electrode design is called a unipolar sensing electrode, which is important for CdTe and

CZT detectors due to the significant disparity between their electron and hole mobility. In

contrast, the φwp in the planar detector is linear, where the induced charge Q is sensitive

to the movement of both electrons and holes.

2.5 Readout electronics and system resolution

Figure 2.11: Basic schematics of front-end electronics for semiconductor detectors [57]. The reset
mechanism is not included in this schematic as this can be achieved through various configurations
(feedback resistor, constant current sources of an optical link, etc.)

A minimum-ionising particle (MIP) generates about 22 000 electron-hole pairs (≈ 4 fC)

in 300 µm thick silicon detectors. The induced signals are extremely small and mixed

with electronic noises. An amplifying and noise-filtering circuit is required to process the

signal. Figure 2.11 shows the basic schematics of a typical detector’s front-end electronics

(FEE). The FEE comprises a charge sensitive preamp followed by a pulse shaping network

(Shaper). The charge sensitive preamp is designed to have a high input impedance Ri and

high voltage gain −Av. Therefore detector current, Idet, is not flowing into the preamp

but rather charging the feedback capacitor (CF ).
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Assume the induced charge from the detector is Qi, and the voltage across CF is VF =

(Av + 1)Vi. The charge integrated in CF is QF = CFVF = CF (A+ 1)Vi which equal

the detector’s induced charge Qi = Ci Vi. The preamp input becomes a dynamic input

capacitance expressed as

Ci =
Qi

Vi

= CF (Av + 1) (2.35)

The voltage at the input preamp Vi =
Qi

CDET + Ci

, and if the FEE has very high input

capacitance ((Av + 1)CF ≫ CDET ), the output voltage of the preamp would be

Vo = −Av Vi = − AvQi

(Av + 1)CF

≈ −Qi

CF

(2.36)

Equation 2.36 indicates that system gain only depends on the feedback capacitor CF ,

which makes this system robust and insensitive to technology or temperature variations

[57]. The charge sensitive preamp produces a voltage step output with maximum ampli-

tude equal
Qi

CF

. A reset mechanism, typically a high-value resistor, is added in parallel

to the CF to prevent the CF from being saturated. Hence, the preamp output has an

exponential tail defined by the time constant of the CF and reset resistor. Only the ampli-

tude is important since it represents the energy of the incident particles (Vamplitude ∝ E),

and the long tail is undesirable. The shaper shapes the signal into a semi-gaussian pulse

(typical for ASIC readout). The shaper also has a band-pass filter composed of both high-

and low-pass filters, which provides noise filtering.

Electronic noise is an important parameter which affects the system resolution. It is de-

fined as the electrical interference from current noise sources (parallel noise) or voltage

noise sources (series noise) generated by the electronic components. The origin and con-

tribution of the parallel and series noise in the detector-readout system are well-discussed

in the literature. They will not be discussed here (detailed discussion can be found in

[55, 58]). The input noise of the preamp dominates the total noise in the system. Hence,

the preamp’s input transistor must be a low-noise transistor with an input impedance
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matching the detector input impedance for full charge transfer [30, 58].

The shaper only filters the low and high frequency components of the noise, keeping the

signal from worsening. Electronic noise is still present, propagated along the electronic

chain, and superimposed on the signal at the FEE output. The magnitude of the electronic

noise is expressed as “Equivalent Noise Charge”(ENC) in a detection system. The ENC

is defined as noise referred to the amplifier input that yields a signal-to-noise (SNR) of

1 at the output and expressed in r.m.s electron (or Coulomb) [55, 58, 59]. The noise

contributes to the uncertainty in radiation measurement. The total uncertainty for an

energy measurement with radiation detectors can be expressed as

σ2
Total = σ2

Fano + σ2
CC + σ2

ENC , (2.37)

where σ2
Fano, σ

2
CC are the uncertainties due to carrier generation (Fano Factor) and charge

collection, and σ2
ENC is the uncertainty due to the electronic noise. The uncertainty

due to Fano Factor sets the fundamental limit for energy resolution in semiconductor

detectors. The ENC usually becomes the dominant contributor to the total uncertainty

in the detection system and must be kept to a minimum when designing the FEE for

radiation detectors. The energy resolution of the detector-readout system is expressed as

full-width half maximum (FWHM) in energy unit (eV) given as FWHM = 2
√
2ln2σTotal ≈

2.355σTotal.
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3
The Timepix3 readout ASIC

The hybrid pixel detectors are comprised of pixelated semiconductor detectors and read-

out ASICs. The semiconductor detectors are introduced in the previous chapter, and this

chapter will focus on the readout ASICs. Understanding both components allows users to

master hybrid pixel detector operation and understand their characteristics, performance

and limitations. This chapter presents an overview of the Timepix3 readout ASIC, devel-

oped by the Medipix Collaboration at CERN. The chronological development of the ASIC

is presented in the first section, starting from the first one, Medipix1, to the Timepix3

readout ASIC. The second section gives an in-depth overview of the technical aspects and

the pixel’s operation in Timepix3. The proceeding section elucidates the fundamental

operation of a Timepix3-based hybrid pixel detector, focusing on equalising the detector’s

response and masking the noisy or dead pixels. The last section describes the energy

calibration and time-walk correction of Timepix3-based hybrid pixel detectors.

3.1 From Medipix1 to Timepix3

The Medipix1 or Photon Counting Chip (PCC) was introduced in 1997 as a single pho-

ton counting ASIC for the Large Hardon Collider (LHC) experiments at CERN[2]. The
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Medipix1 consist of 64 × 65 square pixels with 170µm pixel pitch. The bottom row con-

sists of dummy pixels for leakage current compensation, leaving only 64 × 64 pixels for

readout. Each pixel is connected to the preamp-discriminator-counter readout chain. The

preamp provides gain of ≈ 30mV/ke−, but only accepts positive input charge. The dis-

criminator is controlled by a single threshold that could be set for individual pixels. The

counter has a 15-bit counter depth that guarantees a high dynamic range. The hybrid

pixel detector of Medipix1 combined with gallium arsenide (GaAs) detectors attracts some

interest in medical imaging primarily due to the Medipix1’s high dynamic range [60–62].

However, it achieved limited success because its spatial resolution (170 µm) is too large for

this application. The Medipix1 readout has significant limitations. The uniform current

measured in the dummy cell compensates for the detector leakage current. Therefore it is

not suitable for detectors that have a non-uniform leakage current. Moreover, building a

large area detection system via tiling this type of detector is not possible because it has a

large dead area (guard ring) around the ASIC[63].

The Medipix2 collaboration introduced the Medipix2 readout ASIC in 2002 primarily to

explore spectroscopic X-ray imaging with a small detector pitch. The chip has 256 × 256

square pixels on 55µm pitch fabricated using 250 nm CMOS technology. The preamp is

based on the Krummenacher type charge sensitive amplifier that provides ≈ 10.5mV/ke−

signal gain. The Medipix2 has two discriminators, each with an independent threshold

for window discrimination. A few versions have been fabricated mainly to improve its

performance, with the MPIX2MXR2.0 being the final version. The Krummenacher-type

preamp provides improved leakage current compensation, allowing compensation in both

polarities. Medipix2 has a smaller pixel-pitch (55µm), which gives a better spatial reso-

lution. Moreover, building a large area detector is now feasible via tiling on three sides.

It has been extensively bonded with High-Z compound semiconductors for spectroscopic

imaging of hard X-rays and high energy γ-rays. The Medipix2 ASIC has one significant

drawback: it has no mechanism to deal with the charge sharing issues, which are severe
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in small pixels when detecting high-energy photons.

The Timepix introduced in 2006 is a modified version of the MPIX2MXR2.0 as an answer

to the request made by EUDet consortium for a 3D particle tracking ASIC in their gaseous

detector system[2, 63]. The number of pixels and pixel size are the same as Medipix2,

but the functionality of the pixel was extended. Besides the Event Counting (PC) mode

that already had in Medipix2, two more modes are introduced: the Time-over-Threshold

(ToT) mode for charge measurement, and the Time-of-Arrival (ToA) mode to measure

the arrival time of the signal. The front-end architecture is identical to the Medipix2 but

with a single discriminator. The preamp provides a signal gain of ≈ 14.7mV/ke− with a

peaking time of ≈ 100 ns, and dynamic range of ± 55 ke−. The discriminator is controlled

by a 4-bit adjustable single threshold that provides a minimum threshold of ≈ 600 e−[64].

The Timepix readout ASIC has been quite successful but has several limitations. Timepix

employs a frame-based readout method for data acquisition, which has two significant

implications: ToT measurement errors from multiple particles hitting the same pixel be-

coming one ToT value and dead time from pixel inactivity during readout. Moreover, the

ToA relies on the shutter’s opening time, which is limited by the clock period and the

counter depth, which leads to an overall precision of ≈ 10 ns [63, 65]. These limitations,

combined with the emergence of the latest 130 nm CMOS process technology, led to the

development of the Timepix3 readout ASIC.

3.2 The Timepix3 readout ASIC

The Timepix3 readout ASIC introduced in 2015, consist of 256 × 256 square pixels with

a size of 55 × 55µm fabricated using 130 nm CMOS process technology [3]. It has two

main novelties with respect to Timepix: the zero suppression data-driven readout and si-

multaneous acquisition of ToT and ToA. Table 3.1 shows the comparison of the technical
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Table 3.1: Comparison of technical specifications between Timepix and Timepix3 readout
ASICs[3, 63, 65–67].

Timepix Timepix3
Pixel

arrangement
256 × 256

Pixel size 55 × 55µm2

Acquisition
modes

1. ToT 1. ToT & ToA
2. ToA 2. ToA

3. Event counting (PC)
3. Event counting (PC)
& Integral ToT (iToT)

Readout type Frame-based Frame-based or Data-driven
Zero suppression readout No Yes

Dead time per pixel
> 300µs

(Readout time per frame)
> 475 ns

(Pulse measurement + packet transfer time)
ToA resolution 10 ns 1.562 ns

ToT resolution
Standard setting: ≈ 300 e− to 600 e− (FWHM)

Note: Timepix3 can use 4-bit fToA to improve ToT resolution
Minimum

detectable charge
> 750 e− > 500 e−

Collection polarity
e− and h+

(Leakage current compensation up to ≈ 2 ns/pixel

Figure 3.1: A Schematic of the front-end of Timepix3 ASIC[3]

specifications of Timepix and Timepix3. The Timepix3 addressed most of the limitations

identified in the Timepix readout ASIC. Introducing the data-driven readout architecture

reduces the dead time per pixel to 475 ns, mostly due to the pulse measurement and data

packet transfer time. The introduction of the 4-bit fast ToA (fToA) with a 640MHz clock
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improved the ToA resolution to ≈ 1.56 ns. It is also worth highlighting that the 4-bit fToA

can also be used to improve the ToT resolution. Moreover, the on-chip zero suppression

architecture in Timepix3 increases the maximum per pixel hit rate to 1.2 kHz, which is

equivalent to 40Mhits/cm2/s. This maximum output rate is limited by the periphery,

which has a bandwidth of 5.12Gbps[68].

Figure 3.1 shows the front-end section of the Timepix3 readout ASIC. Each Pixel is con-

nected to an analogue and digital front-end circuitry, and every 8 pixels (2 × 4 pixels)

share one common digital circuitry called the super-pixel structure. The analogue front-

end consists of a preamp and a single threshold discriminator. The Krummenacher-type

preamp has 3 fF feedback capacitor, providing signal gain of 50mV/ke− with peaking time

of around 25 ns[67]. The preamp compensates for the leakage current of the detector in

both polarities and is designed to accommodate the detector’s capacitance ranging from

25 fF to 100 fF. The discriminator has a 4-bit local threshold adjustment to adjust the

lower threshold level (THL) set by the 4-bit digital-to-analogue converter (DAC) global

threshold. This configuration provides a minimum detectable charge of ≈ 500 e−. The

total noise of the analogue front-end is expected to be in the order of 90 e− r.m.s.

The front-end of the digital section is the building block for a larger structure of 2 × 16

pixels, which is repeated to form the full matrix. It receives an incoming pulse from the

discriminator, starts the 4-bit fine time stamp counter, and latches the 14-bit time stamp

provided by the 40MHz on-chip ramp counter. The 10-bit pseudorandom counter running

at 40MHz for ToT measurement is also part of the digital front-end. The back-end of the

digital is part of a super-pixel formed by 8 pixels (2 × 4). Each super-pixel is controlled

by a single voltage-controlled oscillator (VCO), oscillating at 640MHz. The data originat-

ing from each pixel is systematically transmitted to the super-pixel through round-robin

arbitration. A token ring scheme transmits hit information from the super-pixel to the

periphery at the bottom of the pixel’s column via a double-column data bus with a speed
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of 40MHz. The transmitted off-chip data includes the pixel address (16-bit), the course

Time of Arrival (ToA) (14-bit), the fine Time of Arrival (fToA) (4-bit), the Time over

Threshold (ToT) (10-bit), and a 4-bit header.

The Timepix3 can be read out in the data-driven Zero suppression or frame-based Zero

suppression readouts. Data transmission does not depend on the shutter operation in

data-driven zero suppression readout. As long as the shutter is open, only the data

from pixels that are being hit are immediately sent off-chip. This approach helps to

optimise data bandwidth and reduce processing time and data size. The shutter open/close

operation controls the frame-based Zero suppression readout. However, unlike the frame-

based readout used in Timepix readout ASIC, only data from pixels that are being hit are

included in the frame data and transmitted off-chip. The pixels can be programmed in

either acquisition mode (taking data) or configuration mode (testing). The configuration

mode is used to program the 6-bit pixel configuration mask for threshold equalisation and

test pulse operation[66]. The pixel acquisition modes available in Timepix3 readout ASIC

are discussed in the following subsections.

3.2.1 Acquisition modes in Timepix3 readout ASIC

Table 3.2 shows three available pixel acquisition modes in Timepix3 depending on the

super-pixel Voltage-Control Oscillator (VCO) states. The pixel in Timepix3 can be op-

erated in combined ToT & ToA mode, ToA only mode, and combined Event counting &

Integral ToT (iToT) mode. The Timepix3 produces different output data depending on

the VCO super-pixel states. Only the first and the last modes, both with VCO super-pixel

in the ON states, are used for data acquisition in this thesis. Hence, the other mode is

not discussed here.

The Event Count and Integral ToT mode is designed specifically for photon counting ap-

plications. The acquisition time is defined by the opening and closing operation of the
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Table 3.2: Pixel acquisition modes depend on the VCO super-pixel states in Timepix3.

Acquisition mode
VCO super-pixel state
(ON = Fas lo en = 1)
(OFF = Fast lo en = 0)

Output data

ToT + ToA

ON
ToT = 10-bit
ToA = 14-bit

fToA = 4-bit @ 640MHz (1.562 ns)

OFF
ToT = 10-bit
ToA = 14-bit

Hit counter = 4-bit

ToA
ON

ToA = 14-bit
fToA = 4-bit @ 640MHz (1.562 ns)

OFF
ToA = 14-bit

Hit counter = 4-bit

Event counting
+ Integral ToT (iToT)

ON
Integral ToT = 14-bit
Hit counter = 10-bit

OFF
Integral ToT = 14-bit
Hit counter = 10-bit
Hit counter = 4-bit

shutter. When the shutter opens, the pixel hit is incremented into 10 bits of ToA data.

Additionally, the combined deposited energy of all hits is measured as 14 bits of iToT data.

Most of the data in this thesis are taken in the ToT + ToA mode with the data-driven

zero suppression readout. In this mode, ToT and ToA data from pixels that are being hit

are transmitted off-chip immediately. This acquisition mode is crucial when energy and

arrival time are needed for the experiment. The combined ToT and ToA data contain the

following information:

� 16-bit pixel address is the pixel coordinate of the hit (x, y).

� 14-bit coarse ToA and 4-bit fToA are the arrival time of the hit.

� 10-bit ToT is the measured charge.

Figure 3.2 shows a snippet from the ASCII file output form measurement using the data-

driven ToT + ToA acquisition mode. The ASCII data contains 6 columns corresponding
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Figure 3.2: A snippet from the output file of the data-driven ToT + ToA acquisition mode.

to the Index, Matrix Index, ToA, ToT, FToA, and Overflow values. The column Index

indicates the logged event number starting from 0. The Matrix Index represents the pixel

coordinate given as 16-bit integer numbers (0 to 65535). The y and x coordinates of a

particular pixel are obtained as y =
Matrix Index

256
− remainder and x = remainder ∗ 256.

The ToA and ToT values represent 14-bit and 10-bit integer numbers corresponding to

the number of clock edges count of the 40Mhz clock, one count each equals 25 ns. The

next subsection describes how the ToT, ToA and fToA are defined in Timepix3.

3.2.2 ToT and ToA information

Figure 3.3 shows how the ToT, ToA, and fToA information are defined in Timepix3. When

the signal is above the discriminator’s threshold level (THL), the 10-bit ToT is counted

on the first rising edge of the 40MHz ToT clock, and one ToT count is 25 ns. The ToT

depends on the width of the pulse that is above the THL. As shown in Figure 3.3, the

ToT value will change when the THL value or Krummenacher current (IKrum) is varied.

The IKrum is set at the beginning of the measurement, and for a fixed THL value, the

pulse width is proportional to the energy deposition. Hence, the ToT value is related to

the energy deposition.
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Figure 3.3: The definition ToT and ToA in Timepix3. The ToT count is incremented as long
as the signal is over the THL and is influenced by the THL and the Krummenacher current(
Ikrum) settings. The peaking time of the pulse is 25 ns independent of the pulse amplitude. The
VCO clock starts at a much earlier time stamp for the signal with a large amplitude (E1) since
it crosses the THL earlier than the signal with a smaller amplitude.

The definition of the ToA in Timepix3 is different from the ToA defined in Timepix. In

Timepix3, the ToA is obtained from the fToA and coarse ToA time stamps. A 640MHz

VCO clock starts a time stamp at 1.562 ns resolution right after the pulse crosses the

THL and stops at the next rising edge of the 40MHz clock. This timestamp is as-

signed as the fToA value. After the VCO clock stops, the 40MHz clock starts an-

other time stamp at 25 ns resolution. This timestamp is assigned as the coarse ToA

value. The fToA and coarse ToA determine the final value of the ToA as ToA (ns) =

(coarseToA ∗ 25 ns)− (fToA ∗ 1.562 ns).

Data in this thesis are taken with the AdvaDAQ USB 3.0 interface readout and PIXet
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pro software [69] except for the per pixel ToT calibration and time-walk correction in the

hybrid pixel detector with LGAD sensor (Section??) and single-layer Compton camera

(Chapter 8). The next section describes pixel equalisation and masking procedures for

hybrid pixel detectors connected to the AdvaDAQ USB 3.0 interface readout system.

3.3 Device equalisation and pixel masking

Figure 3.4: Pixel equalisation of Timepix3-based hybrid pixel detectors with the AdvaDAQ USB
3.0 interface readout and PIXet Pro software.

Pixel equalisation aims to compensate for pixel-to-pixel threshold variations due to current

mismatches and transistor threshold voltages[64]. Figure 3.4 shows an example of thresh-

old equalisation on Timepix3. The 4-bit local threshold adjustment in the discriminator

is used for this purpose, and it is done using the noise equalisation procedure as follows

[63];

� The 4-bit local threshold adjustment is set to minimum (DAC = 0), and a threshold

scan for the noise edge. Repeat the procedure at a maximum 4-bit local threshold
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value (DAC = 16). The results are two broad Gaussian distributions (red and blue)

representing the noise edge position in units of the global threshold for all pixels

(Figure 3.4).

� The 4-bit local threshold in every pixel is then tuned to the midpoint between the

two broad Gaussian. The narrow Gaussian in the middle is the distribution of the

tuned thresholds.

Figure 3.5: Fine adjustment of the global threshold with the DAC scan function.

A global threshold is found after a successful threshold equalisation. It is common practice

in Timepix3 operation to verify and make fine adjustments to the newly found global

threshold. The DAC scan function is used in this procedure by scanning the threshold for a

specific range of the threshold while monitoring the detector response. An example of such

a scan is shown in Figure 3.5. The global threshold is typically set to the corresponding

threshold value before the pixel count rises. After equalisation, some pixels might still
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Figure 3.6: Masking the noisy pixels.

produce high responses (noisy pixels). They must be disabled or “masked” to exclude the

noisy pixel in the proceeding measurement. A background measurement is required for

the pixel masking procedure (see Figure 3.6), where a few frames of data are acquired with

Event counting + iToT mode (≈ 200 frames). Noisy pixels are then masked individually

or by using a global mask value.

3.4 ToT calibration

In particle detectors, charge clusters generated by particle interactions spread during col-

lection and are gathered by adjacent pixels. The total collected charge correlates linearly

with the particle’s energy loss. A charge preamplifier converts these charges into asymmet-

ric pulses with amplitudes proportional to the incident particle energy, characterised by a

rapid rise and prolonged decay. Whilst conventional setups use ADC circuits to digitise
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Figure 3.7: The Time-over-Threshold (ToT)—Energy conversion for silison sensor bonded to
Timepix3 readout ASIC. The relationship (red line) is modelled after a a surrogate function,
f(x) [70].

the pulse peak and relate it to energy via calibration, the Timepix3 readout ASIC em-

ploys Time-over-Threshold (ToT), measuring energy based on the pulse’s duration above

a preset threshold. Although ToT simplifies the electronics, it suffers from non-linearity,

particularly in the energy range close to the threshold, due to the pulse’s asymmetry. This

non-linearity arises because low-energy events have a significant portion of their pulse be-

low the threshold, whilst higher-energy pulses spend disproportionately more time above

it, owing to the long decay tail.

Figure 3.7 shows an example of ToT to energy conversion for silicon sensor bonded to

Timepix3 readout ASIC. The relationship is modelled after a surrogate function, f(x),

described as

f(x) = ax+ b− c

x− t
, (3.1)

where a, b, c, and t are four calibration constants obtained by a least-square fit. The
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calibration curve is composed of linear (ax + b above ≈ 20 keV) and non-linear (
c

x− t
)

regions. The sharp fall off transition is set by the threshold level, the minimum detectable

enargy of the said pixel detector. The threshold level depends on the minimum thresh-

old of the Timepix3 (500 e− ≈ 2 keV), and also factoring the contribution of Fano noise

(σ2
F =

FE

Ei

), and total electronic noise (detector + ASIC). Threshold value of around 3

– 4 keV is typical for a Timepix3-based pixel detector depending on the type of detector

used[3, 4].

The ToT calibration for pixel detectors employs a combination of radioisotopes and X-ray

fluorescence sources, as detailed in [70–72]. For each pixel, sufficient data are collected

at various calibration energies. The ToT value corresponding to each photopeak energy

is extracted and plotted against energy. A surrogate function is then fitted to these data

points using least-squares minimisation, yielding calibration coefficients. This process is

repeated for every pixel, ensuring per-pixel calibration. Kroupa et al. (2017)[73] enhanced

this method by incorporating Monte Carlo simulations to account for inter-pixel charge

sharing effects.

3.5 Time-walk correction

The time-walk (see Figure 3.8a) is an anomaly in the time of arrival (ToA) that occurred

in Timepix3. This anomaly occurs when a particle deposits a large charge cloud spread

over several adjacent pixels. Each pixel collects a fraction of the total charge and produces

four pulses of different amplitudes. These four pulses are supposed to belong to the same

interaction but produce different ToAs. If this time-walk is not corrected, it introduces

errors in the ToA measurement. The work in [69] introduces a method for correcting the

time-walk in Timepix3. They use the 59.6 keV photon decay of the radioisotope 241Am

and only consider charge clusters that have pixel sizes between 3 and 4 pixels with one

of the pixels carrying half the total energy deposited(in this case, ≈ 30 keV). The ToA
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(a)

(b)

Figure 3.8: Time-walk anomaly in Timepix3. (a) Four pixels collecting fractional charges from
one charge cluster produce four different ToAs, and (b) an example of a time-walk correction
curve.
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in the pixel carrying half the total energy is used as the reference ToA (denoted as t1

in figure 3.8a). The other pixels randomly share half of the remaining energy, and the

ToA for these pixels are assigned as t2, t3, and t4. The time differences (t1 - ti) for all

identified charge clusters are calculated and plotted as a function of their energies. Figure

3.8b shows an example of such a plot, clearly showing that the time difference is higher

at lower energy. The relationship between the time difference and energy is described by

a non-linear surrogate function △T as:

△T =
a

(E − E0)b
+ c , (3.2)

where △T is the time-walk in ns, E is energy in keV, and E0 the detector’s threshold in

keV. The three free parameters c, b, and c correspond to the curvature, the asymptote,

and the offset of the function determined by a least-square fit. The ToA value for subse-

quent measurement is corrected according to: ToAcorrected = ToA−△T .

The Time-walk correction using the Timepix3 onboard test-pulse is explored in [4]. They

use the onboard analogue test-pulse at the preamp while pulsing the digital circuit with

the onboard digital test-pulse. The time-walk is computed as the difference in the arrival

time between the two pulses. The onboard test pulses are scanned over a range of energies,

and their response is fitted with a non-linear function,f(x) defined as

f(x) = P0 +
P1

x− P2

(3.3)

where P0 is the latency of the pixel, P1 is the threshold, and P2 is the time-walk. A

shortcoming of this method that is the dominant contributing factor to the error in time-

walk, the homogeneity of the detector, is excluded in the calculation.
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3.6 Chapter summary

The Medipix collaboration at CERN produced the first Medipix1 readout ASIC in 1997,

designed as a single-photon counting ASIC for the LHC experiment. The Medipix2 readout

ASIC with 65K pixels and 55 µm pixel pitch was introduced in 2002 and designed to

explore spectroscopic X-ray imaging with a High-Z sensor. The Timepix readout ASIC

was the Medipix2 collaboration’s answer to the request made by the EUDet consortium

as ASIC for their Time Projection Chamber project in 2007. This ASIC is modified

from the MPIX2MXR2.0 by extending pixel functions to measure particle energy (ToT)

and their arrival time (ToA). The emergence of the 130 nm CMOS technology and the

need to improve the Timepix drove the Medipix collaboration to produce the Timepix3

readout ASIC in 2015. This ASIC has two main novelties to Timepix: simultaneous

ToT and ToA acquisition and the data-driven with zero suppression readout architecture.

The ToA resolution is improved from 10 ns to 1.562 ns thanks to the new 640Mhz fToA

clock. Also, the data-driven with zero suppression readout improved the dead time from

300µs to 475 ns. The Timepix3 has been successfully transferred to many applications.

Furthermore, work is ongoing within the collaborative successor to Medipix3, Medipix4,

to produce an ASIC with better performance.
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4
Detector characterisation techniques

The detectors investigated in this thesis are LGADs and iLGADs in pad device forms

and hybrid pixel detectors, i.e., the pixelated detectors (LGAD, iLGAD, and CZT/CdTe)

bonded to the Timepix3 readout ASICs. Test versions of the LGAD and iLGAD pad

devices are produced to study their electrical characteristics and signal gain. Electrical

characteristics of the detectors, depletion voltage, breakdown voltage and leakage current

are important since they define the fundamental operation of the detector. Additionally,

both detectors need to have their signal gains investigated since they are designed to pro-

duce signals with gain. The electrical characteristics of the detectors are probed through

current-voltage (IV) and capacitance-voltage (CV) measurements, and their gain is eval-

uated with the Transient Current Technique (TCT).

Characteristics such as pixel-to-pixel charge sharing and diffusion and the homogeneity of

their response and gain are collectively referred to as pixel response. The pixel response

of the hybrid pixel detectors with LGAD or iLGAD sensors is not fully understood since

they are a relatively new technology. These properties are best probed with parallel

beams with a fine beam spot size and high-intensity monochromatic photon sources. A

synchrotron beam fulfils said requirements, and it has been widely used to probe the pixel
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responses of microscopic pixel detectors. The hybrid pixel detector with a CZT sensor

is a mature technology. Its pixel response is fully understood, so it only requires pixel

calibrations (energy and time-walk) for operation. The calibration is accomplished by

using radioisotopes or XRF sources. However, the calibration of the hybrid pixel detectors

is described in a separate chapter (see Chapter 6) and will not be discussed here. This

chapter describes the characterisation techniques used to characterise the pad and hybrid

pixel detectors, discusses the fundamentals of said techniques, and outlines the experiment

setups.

4.1 Electrical characterisation via IV and CV mea-

surements

A reverse biassed detector produces a small magnitude of leakage current or dark cur-

rent even in the absence of incident photons or charged particles. The leakage current

arises from various factors: thermally generated electron-hole pairs at the generation-

recombination centres at the surface of the detector and in the depleted volume; diffusion

current due to concentration gradient (from the undepleted to the depleted region); and

the high electric field effect[24, 44]. In unstructured p-n junction detectors, the thermally

generated current in the depleted volume normally dominates. This current is proportional

to the square root of the applied bias voltage and can be expressed as follows[44]:

Jvol ≈ −q
ni

τg
W ≈ −q

ni

τg

√
2ϵ

qND

V , (4.1)

with Jvol is the volume generation current per unit area, while τg and ni are the car-

rier generation lifetime and intrinsic carrier concentration, respectively. Additionally, the

temperature influences the leakage current through intrinsic carrier concentration and the

generation lifetime. The leakage current is a noise source which degrades the detector’s

performance.
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Figure 4.1: The typical current-voltage curve of a p-n junction silicon detector and the contribu-
tion of various current sources to the total leakage current. Adapted from [44].

The IV curve is an invaluable tool for detector testing as it elucidates the relationship

between the detector’s current and the applied biassed voltage. Figure 4.1 shows a typical

IV curve of a reverse biassed p-n junction silicon detector, which also indicates the contri-

bution of different current components to the total leakage current. Below full depletion,

the volume generation current is dominant. The surface generation current contribute to

the slight increase in leakage current when the depletion region reaches the backside of the

detector. At full depletion, the IV curve shows a plateau region with a very small current

increase before experiencing a sharp increase at high biassed voltage. The voltage at which

the IV curve goes from the plateau to the sharp rise is called the breakdown voltage (VBD),

and increasing the voltage further causes a hard breakdown that will eventually destroy

the detector.

In theory, the breakdown voltage is the maximum operating voltage of a detector. How-

ever, in practice, the detector is typically operated well below this value, i.e., in the plateau

region. The breakdown voltage of detectors tends to be higher for larger junction areas
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but lower for higher doping levels. The full depletion voltage (VFD), which is the required

voltage to fully deplete the detector, is another important property that can be obtained

from the IV curve. This property is extracted from the transition where the current is

proportional to the square root of voltage to the plateau region. However, the precise

measurement of the transition is difficult and better measured with the CV measurement.

Figure 4.2: Current-voltage (CV) curve of a typical p-n junction silicon detector.

The capacitance-voltage (CV) characteristics of a reverse biassed semiconductor detector

describe the relationship between the capacitance of the detector and the applied biassed

voltage. The depletion region widens as the biassed voltage increases. Before full de-

pletion, the capacitance per unit area decreased with increasing voltage (see Figure 4.2)

and becomes constant when the detector is fully depleted at higher voltages. The CV

measurement provides information about a detector’s characteristics, including the VFD,

the full depletion capacitance and width W , and the doping concentration. For abrupt

p-n junction detectors, the capacitance at a given biassed voltage is

C(V ) = A

√
qϵNeff

2V
, (4.2)
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where the Neff is the effective doping concentration.
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Figure 4.3: Obtaining the full depletion voltage (VFD) from the
1

C2
as a function of voltage plot.

As stated earlier in the IV measurement, the VFD can be obtained from the transition

between the region where the current is proportional to the square root of voltage and the

plateau region. It is difficult to extract the VFD directly from the CV curve in Figure 4.2,

but by rearranging and squaring equation 4.2 leads to

1

C2
=

2

qϵNeffA2
V , (4.3)

which links the
1

C2
to the voltage. Figure 4.3 shows an example of the

1

C2
as a function

of the biassed voltage plot. The full depletion voltage (VFD) can be extracted from the

intersection point of the linear (red dash trace) and plateau (blue dash trace) regions[18,

74]. The width of the depletion region W can also be obtained from the CV measurement

as

W =
ϵA

C
. (4.4)

Using the relation between the W and capacitance in equation 4.4 and by rearranging 4.3
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leads to the effective doping concentration at a given depletion region width:

Neff (W ) =
2

qϵA2

d(
1

C2
)

dV


−1

. (4.5)

Equation 4.5 shows that the effective doping concentration at a given depletion region

width is proportional to the inverse of the first derivative of
1

C2
with respect to voltage.

Therefore, the effective doping concentration profile across the width (or depth) of the

depletion region can be obtained from this equation by using data from CV measurements,

which is the first derivative of
1

C2
with respect to voltage. The peak doping concentration

at the multiplication layer, an important parameter for LGAD detectors, can be extracted

from the plot of effective doping as a function of depletion width (depth). The next

subsection outlines the setup of IV and CV measurements in the Glasgow Laboratory for

Advanced Detector Development (GLADD) clean room.

4.1.1 IV/CV measurement set up at GLADD

Table 4.1: GLADD Wentworth Probe Station IV/CV Operation Parameters

Measurement LabVIEW program Parameters

Current-Voltage (IV)
CurrentVoltageMeasurer K237 v1.3.2 Icompl. = 100 nA

K2700 T RH Monitor v1.0.1 Start = 0V, End = 250V
SensorMarketSurvey GUI Assist v1.3.1 ∆ = 5V

Capacitance-Voltage (CV)

CurrentVoltageMeasurer K237 v1.3.2 Icompl. > 10µA
K2700 T RH Monitor v1.0.1 Start = 0V, End = - 100V

SensorMarketSurvey GUI Assist v1.3.1 ∆V = - 0.5V

CapacitanceMeasurer v1.1.0
Correction: OPEN & CLOSE circuit
frange = 1kHz, 10 kHz, 100 kHz

Measurement f = 10 kHz

The IV and CV measurements are performed at the Wentworth Probe Station in the

GLADD clean room. Figure 4.4 shows the schematic diagram for the IV measurement.

The Keithley 237 is a voltage source and simultaneously measures the device under test

(DUT) inverse leakage current. For a standard p-type LGAD, the DUT is biassed with

a positive voltage at the n+ contact on the front side of the DUT, and the back side
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Figure 4.4: Schematic diagram for the Current-Voltage (IV) measurement at the GLADD Went-
worth probe station.

is in contact with the chuck. Both chuck and the first guard ring are grounded. The

temperature and relative humidity inside the Wentworth Probe Station are monitored and

recorded during the measurement with a Keithley 2700 multimeter. The IV measurement

is controlled by three custom-written LabVIEW programs, running on a PC (see Table

4.1). The DUT is biassed with voltage from 0 V to 250V at +5.0V interval with the

compliance current set at 100 nA. The temperature and relative humidity are also recorded

as part of the IV data for each voltage change.
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Figure 4.5: Schematic diagram for the Capacitance-Voltage (CV) measurement at the GLADD
Wentworth probe station.

The setup for the CV measurement is shown in Figure 4.5. The low potential and low cur-

rent probes (Lpot & Lcur) are connected to the DUT contact (where the gain implant layer

is) while the chuck is connected to the high potential and high current probes (Hpot & Hcur).

The voltage source is supplied by the Keithley 237 via the capacitance reference network

(denoted as metal capacitance box in Figure 4.5), and the capacitance is measured as

a complex impedance with a precise HP4284A Inductance, Capacitance, and Resistance

(LCR) meter. The HP4284A offers parallel and series RC equivalent circuit models for

measuring capacitance. The parallel RC model was used in this study as it considers the

fluctuations in surface current caused by surface resistance and aligns with the model of

a fully depleted diode [75].

Before CV measurement, the HP4284A LCR meter is calibrated at three frequency ranges
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stated in Table 4.1 to consider the effect of the decoupling capacitance and resistance in the

system. The calibration is done by performing the OPEN and CLOSE circuit corrections

at the known load provided by the metal capacitance box. As shown in Table 4.1, the CV

measurement is controlled by four custom-written LabVIEW programs. A negative bias

at -0.5V interval is supplied to the chuck, and the measurement was performed at 10 kHz

frequency. This frequency offers a good compromise between the signal and noise for this

CV measurement setup[75]. The leakage current, temperature and relative humidity are

also recorded as part of the CV data for each voltage change.

4.2 The transient current technique (TCT)

The Transient Current Technique (TCT) is one of the essential tools for studying semicon-

ductor radiation detectors. In a TCT system, a laser pulse generates free charge carriers

(electron-hole pairs). According to the Shockley-Ramo theorem, charge carriers induce

current while moving under the electric field towards their respective electrodes. For a

simple two-electrode pad detector with thickness d, the induced current is Ie,h given by

[76]

Ie,h(t) = Ne,hexp

(
−t

τeffe,h

)
1

d
µe,hE (4.6)

where the Ne,h is the number of electron-hole pairs generated, τeffe,h
is the effective trap-

ping time of carriers,
1

d
the weighting field, µe,h carrier mobility, and E is the electric field.

Several key parameters can be extracted from the TCT measurement: the sign and concen-

tration of the space charge, the full depletion voltage, the induced charge Q =
∫ tint

0
I(t)dt,

mobility measurements and the correction of charge trapping.
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(a)

(b)

Figure 4.6: (a) Schematic diagram for the Transient Current Techniques (TCT) setup at Uni-
versity of Glasgow, and (b) The DUT assembly; The pad LGAD is glued onto an Aluminium
metal.

4.2.1 The TCT setup and data analysis

Figure 4.6a shows the set-up of the scanning TCT system supplied by Particulars1 at the

University of Glasgow. The detector is biassed with a high voltage supply through a high

1Particular, Advanced Measurement System, Dragomelj 154, SI-1230 Domazle, Slovenia/Tel:+386 41
423 469, https://particulars.si/index.php
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voltage (HV) filter and a Bias-T network. A fast wide-band current amplifier (AM-02A)

amplifies the detector’s output signal, and the amplified signal is digitised and recorded

by an oscilloscope. The device under test (DUT) assembly (see figure 4.6b) is in contact

with a Peltier element and is mounted on a dual-axis motion stage. The Laser source is

split at a 90:10 ratio with a beam splitter; 90% goes to the DUT, and 10% goes to the

beam monitor. The beam monitor is a standard PIN diode that acts as a reference to

normalise the DUT against instability in the laser output during the measurement. Only

10% of the laser output is used as input for the beam monitor to limit the number of

incident photons, thereby preventing the beam monitor from early saturation.

The TCT is controlled by a LabVIEW program (3D PSTCT) running on a PC. The laser

output signal triggers the DUT pulse acquisition, and the oscilloscope is configured in

high-resolution acquisition with 500 analogue averaging modes to get reliable and stable

pulses. The TCT data is stored in binary form and analysed by a custom-written C++

program which uses features from the ROOT (root.cern.ch) library.

4.2.2 Laser focusing, alignment and MIP calibration

Focus-finding and laser alignment are essential procedures to be conducted before any

TCT measurements are taken. The focus-finding procedure (see Figure 4.7) is performed

by scanning the laser (in the x or y-axis) from the metallised to the non-metallised part of

the detector while moving the optical along the z-axis. Data is analysed with a macro writ-

ten in C++ called GetFocus.cpp, which calculates the FWHM of the laser spot, and finds

the focus position and misalignment between the detector and the optical axis. Figure

4.8a shows the plot of the induced charge as a function of scanning position in the x-axis

for a given optical distance. An error function fit extracts the FWHM of the laser spot for

a given optical distance (the red traces in Figure 4.8a). Figure 4.8b shows the plot of the

FWHM of the laser spot as a function of the optical distance (z-axis); the focus is defined

as the optical distance with the smallest FWHM value. The misalignment angle, θ (see
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Figure 4.7: The setup for the laser focus finding and alignment

Figure 4.7) between the x-axis and optical axis occurs if the transition between metallised

and non-metallised is dependent on the position of the optical axis. This angle can be

measured by measuring the position of the edge in x-axis at a different optical distances

(see Figure 4.9). If the misalignment angle θ is small (Tan θ ≈ θ), θ is equivalent to the

slope of the curve (see Figure 4.9).

In order to determine the electron-hole pairs produced by a laser, the TCT system is first

calibrated with MIPs. The experiment setup for the MIPs calibration (see Figure 4.10)

is arranged to allow coincidence detection of the β− particle from 90Sr in the LGAD and

scintillation detector. If the β− particle is a MIP, it will lose energy in the LGAD, penetrate

through and be detected in the scintillation detector. The scintillation detector’s output

signal is used as a trigger to ensure that only the MIP events are recorded on the LGAD.

Figure 4.11a shows the energy-loss spectra of 400 MIPs. The most probable value (MPV),
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Figure 4.8: (a) Plot of the induced charge as a function of x or y-axis; FWHM of laser is
extracted by an error function, (b) FWHM as a function of the optical distance plot; smallest
FWHM indicates laser at optimum focus.
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Figure 4.9: The plot of the Position of the edge as a function of the optical distance; misalignment
angle θ between the detector and optical axis is given by the slope of the linear fit (red line)

Figure 4.10: The setup for the TCT calibration using MIP from 90Sr.

extracted using a convoluted Landau-Gauss fit (red line), is ≈ 91mV. An equivalent

number of entries are recorded for laser pulses at various laser power (LP) settings. A

histogram of pulse amplitudes versus entries is plotted, and the peak value is extracted

with a Gaussian fit. Figure 4.11b shows the histogram of pulse amplitudes at laser power

setting (LP) = 55.8%, equivalent to 1 MIP. This laser power setting is used as laser pulse

output for the later gain measurement.
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(a) Energy-loss spectrum of MIP in LGAD.
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Figure 4.11: MIP calibration in TCT system. The energy-loss of a MIP is used to determine the
number of electron-hole pairs generated from the laser pulse.

4.2.3 Measurement of signal gain in LGAD devices

The signal gain of LGAD detectors is assessed through TCTmeasurements using a 1064 nm

infrared (IR) laser and is calculated as the ratio of the measured charge in an LGAD to
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Figure 4.12: An example of TCT pulses at various bias voltage from an LGAD devices. The
induced charge is calculated by integrating the pulse between their start and end times.

the measured charge in a PIN reference. The PIN reference used in the TCT setup at the

University of Glasgow is a 50µm thick, 1.0 × 1.0mm2, p-n junction silicon pad detector

from wafer 3331-19. The measurement is also performed at various temperature settings

(30, 10, 0, -10, -20, and -24 ◦C) since the gain in LGAD and the infrared (IR) absorption

in silicon are temperature-dependent. The data is analysed with a custom-written C++

macro called VoltageScanGlasgow.cpp. Figure 4.12 shows an example of LGAD output

pulses at various bias voltages acquired with a TCT system. The induced charge Q is the

integral of the pulse over its lifetime.

The pulse integration is corrected for baseline variations by taking into account the baseline

values of 0 ns to 20 ns prior to the starting of the pulse. A total of 20 to 50 pulses per

voltage step are taken to ensure statistically sufficient data for the gain measurement. The

average induced charge for n number of pulses for the DUT and beam monitor (BM) are

given as
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QDUT ± σDUT√
n

and QBM ± σBM√
n

(4.7)

where the
σ√
n

is the standard error of the mean (SEM). The normalised charge of the

DUT (LGAD or PIN reference) is calculated as follows

Qnorm
DUT =

QDUT

QBM

(4.8)

and the normalised charge error σnorm
DUT is calculated according to error propagation based

on ratio as

σnorm
DUT =

QDUT

QBM


√√√√√√


σDUT√
n

QDUT


2

+


σBM√
n

QBM


2
 . (4.9)

The gain of an LGAD device is calculated as follows

Gain± σGain ==
Qnorm

LGAD

Qnorm
PIN

± Qnorm
LGAD

Qnorm
PIN

√( σnorm
LGAD

Qnorm
LGAD

)2

+

(
σnorm
PIN

Qnorm
PIN

)2
 ,

where Qnorm
PIN and σnorm

PIN are the average normalised charge and SEM measured in a fully

depleted PIN reference device.

4.3 Synchrotron test beam

Synchrotron radiation is high-energy electromagnetic radiation emitted when charged par-

ticles travel near the speed of light in curved paths or circular accelerators. It is charac-

terised by its continuous spectrum, polarisation, and intense brightness, making it invalu-

able for applications in materials science, biology, and medical imaging. Monochromators

and focusing mirrors produce a monochromatic, focused, and parallel synchrotron beam,

simplifying data analysis by eliminating the need to deconvolute interaction depth. These

properties make synchrotron beams ideal for investigating charge sharing, homogeneity

response, and material defects in pixel detectors, offering insights that other techniques
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cannot accurately measure.

Figure 4.13: Beamline layout at the Beamline B16, Diamond Light Source(DLS) [77].

Two synchrotron test beam campaigns were conducted at Beamline B16, Diamond Light

Source (DLS), to evaluate highly pixelated (i)LGADs bonded to the Timepix3 Readout

ASIC. Figure 4.13 shows the schematic of Beamline B16, where both experiments took

place on the optical table following the diffractometer. Beamline B16 offers high-intensity,

low-divergence beams that can be monochromatic or white, with adjustable photon en-

ergies ranging from 4 keV to 20 keV for focused to 4 keV to 45 keV for unfocused modes.

These capabilities are tailored to accommodate specific user requirements, making Beam-

line B16 ideal for studying microscopic samples like highly pixelated detectors (Reference:

[78]).

4.3.1 Test beam setup

Figure 4.14 illustrates the experimental setup used in two synchrotron test beam cam-

paigns at Beamline B16, Diamond Light Source. The hybrid pixel detector is housed

within a high-density polyethylene (HDPE) casing and placed inside an Aluminium box

(Figure 4.14a). This box features a small window for beam access and sits on a 6-axis

alignment stage (Figure 4.14b), allowing precise adjustments in positional axes (x, y, z)

and tilt angles (Ψ, Θ, Φ). The synchrotron beam, tuned to ≈ 15 keV and micro-focused by
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(a)

(b)

Figure 4.14: The experiment setup used during the two synchrotron test beam campaigns at the
Beamline B16, Diamond Light Source (DLS). (a) The hybrid pixel detector under test, and (b)
the Al box mounted on 6-axis alignment stage.

a Beryllium compound refractive lens (CRL), undergoes horizontal and vertical transmis-

sion scans using a 200µm diameter gold wire. Gaussian fitting of the transmission data

extracts the beam’s horizontal and vertical spot sizes, measured to be ≈ 2 µm FWHM (see
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Figure 4.15: The vertical profile of the synchrotron beam used during synchrotron test beam.

Fig. 4.15). This setup was chosen to utilise the smallest achievable beam size at 15 keV

mono-energy synchrotron beam available at Beamline B16, ensuring precise localised in-

teraction within the detector to map small pixel detectors accurately.

The choice of 15 keV for this study is motivated by several factors. Firstly, it ensures

a high signal-to-noise ratio, as the Timepix3 minimum threshold is approximately 2 keV

(500 e−), which could increase a few keV when coupled to a detector. Secondly, the
1

e
prob-

ability of interaction for 15 keV in silicon is ≈ 400 µm, guaranteeing a high probability of

interaction within a 300µm thick silicon detector[79]. Additionally, there is a historical

rationale: the University of Glasgow began working with the hybrid pixel detector with

Medipix/Timepix ASICs around 15 years ago, initially using a 15 keV synchrotron. Con-

tinuity at this energy allows for consistent performance tracking and comparison with

historical data, facilitating long-term research and analysis.

The 6-axis stage where the detector was mounted was precisely adjusted using a laser for
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vertical alignment to ensure the synchrotron beam was perpendicular to the detector. This

alignment was confirmed by checking the laser reflection on white paper approximately 5m

from the detector. Aluminium attenuators of various thicknesses, ranging from 1.0mm to

5.0mm, were tested to balance beam intensity, aiming for a high rate of pixel hits without

significant signal pile-ups. Ultimately, the 5mm thick aluminium attenuator proved the

most effective choice in both test beams, achieving an optimal balance between beam

intensity and maintaining signal clarity.

4.3.2 Test beam scanning methods

(a) (b) (c)

Figure 4.16: The three scanning methods used during the two synchrotron test beam campaigns
at the Beamline B16, Diamond Light Source (DLS). (a) Voltage scan: Measurements at various
biassed voltages with the beam positioned at the centre of the pixel-of-interest (PoI), (b) Line
scan: Beam is scanned across 3 PoIs, and (c) 2D scan: 2D raster scan covering the PoI.

Three scanning methods characterise hybrid pixel detectors in synchrotron test beam cam-

paigns: Voltage scan, Line scan, and 2D scan. The Voltage scan (Figure 4.16a) assesses

pixel performance by varying bias voltages at the centre of the PoI. The Line scan (Figure

4.16b) evaluates pixel response, signal gain, charge sharing, and diffusion by scanning the

beam across three PoIs at optimal bias voltage. Voltage and Line scans are conducted

on pixels expected to produce signal gain and on control pixels. The 2D scan employs

a fine-step (2µm) raster across the PoI to assess pixel response homogeneity and signal

gain. Chapter 7 provides further details on scan locations. This comprehensive approach

enables thorough characterisation of detector performance and pixel-level behaviour.
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In both test beams, data are collected using Timepix3’s data-driven ToT + ToA mode,

but only ToT data are analysed. Two key measurements are extracted: the summed ToT

pixel value and the over-threshold pixel count. The latter indicates total photon interac-

tions, while the summed ToT pixel value represents total collected charges corresponding

to energy loss from synchrotron radiation (assuming 100% charge collection). Both mea-

surements are used to determine pixel response, with the summed ToT pixel value being

particularly crucial for deriving important detector characteristics. Signal gain is quanti-

fied by comparing summed ToT pixel responses from the Line scan in control (no gain)

and gain pixels. The spectral distribution of summed ToT values reveals charge sharing

and diffusion properties. Finally, the 2D scan’s summed ToT data directly indicate pixel

response homogeneity and gain distribution across the hybrid pixel detectors.
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Characterisation of low gain and in-

verse low gain avalanche pad detec-

tors

The Low Gain Avalanche Detector (LGAD) is a new concept in silicon detectors with

moderate gain between 5 to 10 [80]. The University of Glasgow and Micron Semiconduc-

tor Ltd collaboration produced two prototypes of silicon detectors with an internal gain

characterised in this thesis. The first types of prototypes are 50µm thick devices, which

are one of three different types of gain doping implants. The primary motivation for the

thin LGAD is to explore its potential as a fast-time resolution detector for the upcoming

ATLAS and LHCb phase-II upgrades [15, 81]. The previous iteration of much thicker

LGAD (250µm) achieved moderate gain at around a factor of 5 and time resolution of

≈ 85 ps at 250V reverse bias voltage and −30 ◦C, respectively. The 50µm thick LGAD

is expected to achieve a sub-50 ps timing resolution, the minimum requirement proposed

in the LHCb phase-II upgrade. However, the measurement of timing resolution in this

50µm thick LGAD device is the subject of another study and will not be discussed in this
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thesis. The conventional design of LGAD with a Junction Termination Extension (JTE)

suffers from a severe reduction in fill factor, as explained in [25]. In LGAD detectors, the

fill factor is defined as
Gain area

Total area
[24]. The inverse LGAD (iLGAD) is produced as the

technological option to overcome the low fill factor issue. The initial work of the iLGAD

device is completed in [24], which includes the devices’ design, simulation and fabrication.

A pad detector is a sensor element with coarse segmentation and has a shape more or

less equal in both directions on the sensor’s surface [44]. The pad device exhibits differ-

ent electrical characteristics and radiation responses than its pixelated counterparts. The

leakage current and capacitance in pad devices are free from the readout system-induced

effects, which normally occur in the hybrid pixel detector. A pad device also exhibits a

true characteristic of an individual detector, free from pixel-to-pixel charge sharing and

diffusion. Therefore, the LGAD and iLGAD are first characterised in their pad form for

electrical characteristics and radiation response in a controlled environment in a laboratory.

This chapter describes the characterisation of the (i)LGAD pad detectors. Both detectors

are characterised by Current-Voltage (IV) and Capacitance-Voltage (CV) measurements.

The gain measurement in both devices is also planned, but only the gain measurement

for the 50 µm thick LGAD was completed in this thesis. The signal gain as a function of

temperatures in the 50 µm thick LGAD is evaluated using the TCT method with a 1040 nm

infra-red laser. The key findings of the electrical characterisation and gain measurement

are presented, discussed and summarised here.

5.1 The LGAD & iLGAD pad devices

The main structural difference between the LGAD and the iLGAD is shown in figure 5.1.

The LGAD has a deeper extension of n+ structure at the edges called the JTE. The pix-

elation is on the n+ layer, and pixels are separated by a ≈ 20µm to 30µm wide no-gain
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Figure 5.1: Structural difference between the LGAD and iLGAD. Pixelation is done on the n+

layer for the LGAD (a), while for an iLGAD, the pixelation is on the p+ layer for iLGAD.

(a) LGAD

(b) iLGAD

Figure 5.2: Samples of fabrication mask of the LGAD and iLGAD devices. (a) The LGAD is
fabricated with gain layer, metal contact and guard rings at the front-side while the back-side is
just an Al metallisation with windows. (b) The iLGAD is fabricated with identical guard rings
structures at the front and back-side, the gain layer is on the front-side but the metal contacts is
on the back-side

region. In contrast, for the iLGAD, the pixelation is on the p+. Both devices are config-

ured for electron collection where the LGAD is biased with a negative voltage at the n+

layer, while the iLGAD is biased with a positive voltage at the p+ layer.
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Figure 5.2 shows two examples of fabrication masks of the (i)LGAD detectors. The LGAD

has a multiplication layer, metal contacts, and guard rings structure on the top and an

aluminium metallisation with windows on the bottom. The iLGAD was fabricated with

double-sided processing with identical guard rings on the top and bottom sides. The

multiplication layer is on the top, whilst the p+(pixel) and metal contacts are at the

bottom. Both devices were fabricated using Micron Semiconductor Ltd process technology.

5.1.1 Electrical characteristics of 50 µm thick LGAD

Table 5.1: Electrical characterisation of the 50 µm thick LGAD showing the: Device list, their
specifications, measurement methods and environment conditions

Device’s Naming Convention:
3331-W X Y-Z = LGAD variant Device ID
LGAD variant: 3331-W : W = 13, 16 & 19
Gain Implant Doping Concentration: 3331-19 (HIGH), 3331-16 (INTERMEDIATE) & 3331-13 (LOW)
Device ID : X Y-Z : X = Location of the pad device on the wafer (North, South, East & West)
Y = Pad device number (1, 2, 4, 7, ...etc.)
Z = Index Number - Identifier for the same device number
Example: 3331-19 West 2-2 :
LGAD variant = 19 (HIGH doping concentration)
Location = West side of the wafer
Device number = 2 , Pixel size = 220 × 220 µm2, JTE width = 10 µm JTE)
Index No = 2

LGAD variant Device ID
Device

Description
Specifications:

Pixel Size [mm2], JTE width [µ m]
Measurement Methods

& Environment Condition
West 2-2 LGAD [0.22 × 0.22], 10

3331-19 West 7-2 LGAD [0.50 × 0.50], 10 Current-Voltage (IV),
East 39-2 PIN (Control) [1.00 × 1.00], 20 Capacitance-Voltage (CV)
North 2 LGAD [0.22 × 0.22], 10 Temperature [◦C] = 24 ± 2

3331-16 North 4 LGAD [0.50 × 0.50], 10 RH [%] = 40 ± 5
North 7-1 LGAD [0.50 × 0.50], 10

2 LGAD [0.22 × 0.22], 10
3331-13 4 LGAD [0.50 × 0.50], 10

7 LGAD [0.50 × 0.50], 10

Table 5.1 shows the device list and specifications of the 50µm thick LGADs, testing meth-

ods and environment conditions used during the electrical characterisation of the LGADs.

Figure 5.3 shows selected pad devices’ current-voltage (IV) characteristics of the three

LGAD variants. LGADs with the highest gain implant doping concentration (3331-19)

breakdown at voltages ≈ 200V, while the LGAD with the lowest gain implant doping con-

centration (3331-13) breakdown at higher voltages (≈ 280V). This measurement makes

sense since a higher doping concentration in the multiplication layer increases the electric
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50 m LGADs: Current-Voltage characteristics
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Figure 5.3: Current-Voltage (IV) characteristics of the 50 µm thick LGAD devices. The LGAD
with lower doping concentration in the multiplication layer (3331-13 variant) exhibit higher break-
down voltage compared to the other variants.

field around this region. Hence, a lower bias voltage is required for the electric field to

reach a critical value where the junction breaks down.

Micron Semiconductor Ltd process technology produced devices with a consistent break-

down voltage for these two variants. However, the intermediate gain implant doping

concentration variant (3331-16) has inconsistent breakdown voltages (≈ 150V to 200V).

This irregularity shows that precision control of the doping process is challenging. The

IV measurement is conducted at room temperature; therefore, all variants show a char-

acteristic bump in their IV curve just before the device breaks down. The characteristic

bump in the IV curve is understood due to a localised breakdown that occurs prematurely

because of the temperature effect. An IV measurement on the same devices by a group

from the University of Birmingham showed that this bump disappeared when the IV was

measured at lower temperatures (< 10 ◦C).
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Figure 5.4: Capacitance-voltage (CV) characteristics of the three 50 µm thick LGAD variants.
Abrupt changes in capacitance at certain bias voltages were observed in LGADs. The voltage
that triggers these changes, the VGL depends on the gain implant doping concentration; LGADs
with higher gain implant doping concentration require higher bias voltages.

Figure 5.4 shows the plot of capacitance per unit area as a function of reverse bias for all

LGAD variants. The depletion region starts to grow as the applied bias increases; thus,

capacitance drops as the bias voltage increases. Since the multiplication region does not

exist in PIN devices, a low applied voltage was sufficient to deplete the detector fully.

Therefore, the capacitance in the PIN device (3331-19 East 39-2) quickly becomes stable

when the device is fully depleted at voltage > 10V. In contrast, the capacitance in LGADs

gradually drops until the bias reaches the voltage that fully depletes the multiplication

layer, VGL. An abrupt capacitance change occurs when the multiplication layer is fully

depleted, and the capacitance becomes invariant after the bulk is fully depleted. As seen

from figure 5.4, the voltage that fully depletes the multiplication layer, VGL, depends on
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the gain implant doping concentration; the 3331-19 variant needs a higher voltage than

the other two variants. The full depletion capacitance (CFD) of the LGAD was estimated

by finding the mean value of capacitances once the capacitance starts to plateau.
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0.5 x 0.5 mm2 Devices: Full Depletion Voltage vs. Gain doping

3331-13_7 [Gain doping: LOW]
3331-16_North_7-1 [Gain doping: INTERMEDIATE]
3331-19_West_7-2 [Gain doping: HIGH]

Figure 5.5: An example of the measured full depletion voltage (VFD) in the 0.5 × 0.5mm2, 10 µm
JTE three LGAD variants. The VFD is scale up with the gain implant doping concentration.

Figure 5.5 shows an example of the measured VFD in the 0.5 × 0.5mm2, 10 µm JTE LGAD

from three LGAD variants using the method described in section 4.1. The LGAD variant

with the higher implant doping concentration (3331-19) shows a higher VFD than the other

two variants. The effective doping concentration, Neff, as a function of the depletion depth

of three 0.5 × 0.5mm2, 10 µm JTE LGAD variants is shown in figure 5.6a. The peak

doping concentration extracted from these plots for the 3331-19, 3331-16, and 3331-13

variants are 2.70E+16 cm−3, 2.56E+16 cm−3, and 2.37E+16 cm−3 respectively.

82



0 10 20 30 40 50
Depth [ m]

1013

1014

1015

1016

1017

D
op

in
g 

de
ns

it
y 

[c
m

3 ]

NEff vs. Depletion depth
3331-13_7
3331-16_North_7-1
3331-19_West_7-2

(a)

0.4 0.6 0.8 1.0 1.2 1.4 1.6 1.8 2.0
Depth [ m]

1016

1.25 × 1016

1.5 × 1016

1.75 × 1016

2 × 1016

2.25 × 1016

2.5 × 1016

2.75 × 1016

D
op

in
g 

de
ns

it
y 

[c
m

3 ]

NEff vs. Depletion depth
3331-13_7
3331-16_North_7-1
3331-19_West_7-2

(b)

Figure 5.6: (a) The effective doping concentration, Neff, as a function of depletion depth for
three 0.5 × 0.5mm2, 10 µm JTE LGAD variants. (b) Zoomed section showing the peak of the
doping concentration at the multiplication layer.
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5.1.2 Electrical characteristics of 250 µm thick iLGAD
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(a) PIN pad devices.
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I-V measurement: 1.0 x 1.0 mm2 iLGAD
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(b) 1.0 × 1.0mm2 iLGAD.

0 50 100 150 200 250
Bias voltage [V]

0

20

40

60

80

100

Le
ak

ag
e 

C
ur

re
nt

 [n
A

]

I-V measurement: 0.5 x 0.5 mm2 iLGAD
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(c) 0.5 × 0.5mm2 iLGAD.
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(d) 0.22 × 0.22mm2 iLGAD.

Figure 5.7: IV characteristics of pad devices from 3374-12 iLGAD wafer. The pad devices exhibit
inconsistent breakdown voltage. A few devices break down below 100V, some around 150V, and
some exhibit low and flat leakage currents despite being biased above 250V.

Figure 5.7 shows the IV curves of the PIN and iLGAD pad devices from the 3374-12 wafer.

Most tested pad devices demonstrate poor and sporadic IV characteristics that diverge

from the typical IV characteristics of p-n junction devices. As shown in figure 5.7a, only

four PIN devices demonstrate satisfactory IV characteristics. The leakage current in these

four devices is low when the bias voltage is below 100V, then steadily increases as bias

increases but remains below the pre-set current limit of 100 nA at 250V. The leakage

current in the other three PIN devices remains unchanged despite being biassed up to

250V.

The IV curves in figure 5.7b show that only three out of nine 1.0 × 1.0mm2 iLGAD devices
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show satisfactory IV characteristics. One of the devices breaks down at around 50 V, while

the other five show a flat IV curve up to 250V bias voltage. Similar IV characteristics are

observed for the 0.5 × 0.5mm2 iLGAD device (see figure 5.7c). Only two 0.22 × 0.22mm2

iLGAD devices were available for testing. Unfortunately, neither produced satisfactory

IV characteristics. In general, it can be concluded that PIN devices or iLGAD pads from

3374-12 wafers start to show signs of breakdown at a bias voltage of around 100V but do

not enter full breakdown even when biassed to 250V.

Figure 5.8: Photograph showing the glue residue covers the top and bottom of the iLGAD device.

Several tested devices demonstrated an abnormal IV characteristic, wherein the magni-

tude of the leakage current remains unchanged even when subjected to a high bias voltage.

This anomaly is understood and is believed to be caused by insufficient electrical contact

when the IV measurement is performed. A photograph of one of the iLGAD pad devices in

figure 5.8 shows a greenish coating covering the top and bottom of the device. Upon inves-

tigation, it was found that the 3374-12 wafers had been coated with adhesive glue during

an under-bump metallisation work on the pixelated iLGAD device that happened to be

fabricated on the same wafer. The adhesive glue residue is difficult to remove. Despite

being washed for 30 minutes each in an ultrasonic bath with acetone, isopropyl alcohol

(IPA), and reverse osmosis water; residual glue remains. This non-conductive residual

layer prevents good electrical contact during IV measurements. In general, the number of
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devices with satisfactory IVs is low. Therefore, only a handful of devices are worth testing

further with CV measurements.

~ 30V

~ 8V

Figure 5.9: Capacitance-voltage (CV) characteristics of the 250 µm thick iLGAD devices.

Figure 5.9 shows the CV curves of the PIN and iLGAD pad devices with acceptable IVs.

As the applied bias increases, the depletion grows, causing a decrease in the capacitance.

The PIN device (3374-12-E-30-a) exhibits a double drop in its CV curve, one at around

8V and another at around 150V. The first drop is due to the depletion of the detector’s

bulk. The n+ contact is fully depleted at a bias voltage of around 8V. The abrupt drop in

the capacitance occurs because the bulk quickly depletes to the edges of sensor thickness.

The CV curve gradually decreases until it experiences another slight drop around a bias

voltage of 150V before finally stabilising at 250V.

A similar trait is also observed in the CV curves of the iLGAD devices. However, the first
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Figure 5.10: A collection of C−2 as a function of bias voltage plots of the the PIN and iLGAD

devices from the 3374-12 wafer. The
1

C
increases with voltages after the applied bias reaches ≈

30V (≈ 8V in PIN case), followed by another sharp increase around 170V to 180V (≈ 150V
in PIN case) before becoming constant. No clear linear region were observed in all plots.

capacitance drops appear at higher bias voltages of around 30V, because the multiplica-

tion layer requires additional voltage to be depleted. Henceforth, the second capacitance

drop is shifted to a higher bias voltage at around 170V to 180V. The nature of the second

drop is unknown, as the double-drop feature in a CV curve is not typical of p-n junction
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devices. The depletion area A calculated using the equation 4.4 with the capacitance

value derived from the CV measurement and physical sensor thickness of 250µm is larger

than the specified pixel area. This discrepancy indicates that the depletion area expands

beyond the active pixel of the device.

Figure 5.10 depicts
1

C2
as a function of the reverse bias for PIN and iLGAD devices from

3374-12 iLGAD wafer. The curves shown in figure 5.10 deviate from the
1

C2
curve of an

ideal LGAD device, as no linear regions were observed. Hence, it was impossible to extract

VFD with the method described in 4.1. Nonetheless, based on the
1

C2
curve of the 0.5

× 0.5mm2 and 1.0 × 1.0mm2 devices, Vfd is roughly assumed to be above 170V. This

assumption is validated since the hybrid pixel detector with iLGAD sensor tested at the

Diamond Light Source (DLS) synchrotron facility (see section 7.3) from the same wafer

batch start producing signals around a bias voltage of 160V.

5.1.3 Summary of the electrical characterisation of (i)LGAD pad

detectors

Table 5.2: Summary of the IV and CV measurement of the 50 µm thick pad LGAD devices.

LGAD
Variants

Pixel size, JTE
[µm2], [µm]

Breakdown
Voltage [V]

Full Depletion
Voltage [V]

VFD

Full Depletion Capacitance/Area
CFD

[pF/µm2]

Measured

Calculated

(C=
ϵA

W
)

W = 50µm
3331-19 West 2 2 48.40E+3, 10 ≈ 200

29.67 ± 5.27 0.294 ± 0.006 0.1
3331-19 West 7 2 2.50E+5, 10 30.70 ± 2.86 0.823 ± 0.008 0.517
3331-16 North 2 48.40E+3, 10

≈ 150 - 200
26.03 ± 2.02 0.308 ± 0.004 0.1

3331-16 North 4 2.50E+5, 20 27.12 ± 3.79 0.963 ± 0.004 0.517
3331-16 North 7 1 2.50E+5, 10 27.94 ± 3.23 0.905 ± 0.004 0.517

3331-13 2 48.40E+3, 10
≈ 280

26.28 ± 4.55 0.293 ± 0.006 0.1
3331-13 4 2.50E+5, 20 28.19 ± 4.11 0.831 ± 0.006 0.517
3331-13 7 2.50E+5, 10 27.46 ± 3.14 0.863 ± 0.006 0.517

PIN diode: 3331-19 East 39 2 1.0E+6, 20 ≈ 200 15.91 ± 1.28 2.830 ± 0.011 2.07

A summary of the electrical characterisation of the 50µm thick LGAD is shown in table

5.2. Regardless of pixel size, the 3331-19 variant was fully depleted at ≈ 30V, while the
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other variants are depleted at a lower voltage (≈ 26V to 28V). This observation suggests

that the VFD depends on the gain implant doping concentration and not pixel size. In

general, the measured breakdown voltages were 5 to 9 times higher than the VFD. Thus,

all these LGADs can be biassed at higher voltages to achieve higher gains. The VFD in

the 3331-16 variant are consistent with each other and indicate that the gain implant dop-

ing concentration for both is very close. The capacitance at full depletion (CFD) appears

larger than the capacitance calculated using equation 4.4. Assuming the whole bulk was

fully depleted, this difference suggests that the depletion area was larger than the active

pixel area, perhaps extended closer to the first guard ring.

The complicated iLGAD fabrication process and defects due to post-fabrication blunders

result in iLGAD devices with electrical characteristics that deviate from the typical char-

acteristics of p-n junction devices. In general, the iLGAD pad detector showed increased

leakage current at a bias voltage of around 100V, but the leakage current remains below

100 nA at bias voltages up to 250V. The full depletion voltage measured on the iLGAD

device is estimated at above 180 V. The CV curve of the iLGAD device also shows a

double-drop characteristic. The first drop occurs at around 30V bias voltage, understood

to indicate the depletion of the multiplication layer. However, the nature of the second

drop, which occurs around 170V to 180V, still needs to be fully understood, and requires

further investigation.

5.2 Gain measurement in 50 µm thick LGAD

Pad detectors from the three 50µm LGAD wafer variants with good IVs and CVs were

distributed among LGAD collaboration members. A few were selected for gain and timing

measurement at the University of Glasgow. The LGAD device is glued onto an aluminium

box to shield it against RF interference. The high voltage is biassed from the top side,

while the bottom side is in contact with the aluminium metal. The aluminium box be-
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Figure 5.11: The 2D and 3D TCT responses with infrared laser (top) and the bottom and top
metallisation layer (bottom) of the 0.5 × 0.5mm2 LGAD devices.

comes the ground reference. This assembly is called the Device Under Test (DUT) (see

figure 4.6b), and it has a small window opening for laser irradiation on the top side. The

multiplication layer is fabricated on the top side of the LGAD. Therefore, the laser must

be able to penetrate beyond the multiplication layer in order for this LGAD to produce

signal gain. Thus, this setup only makes gain measurements with long wavelength lasers

such as the 1064 nm infrared.

A preliminary test on several LGAD devices uncovers that certain areas in the LGAD de-
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vice produce high output signals. The 2D pixel response of the 0.5 × 0.5mm2 pixel, 20 µm

JTE LGAD in figure 5.11a shows an example of this anomaly. Here it can be seen that the

right section of the LGAD produces a high response. Upon investigation, the anomaly is

understood to be due to the reflection of the infrared laser. An infrared photon produces

ionisation tracks along its path as it transverses through the LGAD thickness, and it is

reflected when it hits the aluminium layer at the bottom of the LGAD. The reflected

infrared photon produces additional ionisation, thereby increasing the total response. As

seen from the bottom side of the LGAD in figure 5.11c, the high response section coincides

with the aluminium metallisation layer at the bottom side of the LGAD. This reflection

must be avoided to obtain an accurate gain measurement. Therefore, a fine 2D raster

scan is performed to find a reflection-free area before making a gain measurement. This

position will be fixed for the duration of the gain measurement.

Figure 5.12 depicts an assortment of plots derived from the TCT voltage scan. The DUT’s

pulse is ≈ 4 ns delayed because the laser pulse travels a longer distance through the optical

attenuator before reaching the DUT (see figure 5.12a). The measured charge as a function

of bias voltage plot from the TCT voltage scan is depicted in figure 5.12b; the LGAD

produces output once the gain layer starts depleting and then increases proportionally

with bias voltage once the LGAD is fully depleted. The integral charge of the PIN device

(figure 5.12c) rose quickly at low bias voltage and remained constant after it fully depleted.

Throughout the TCT measurement, a slight variation in laser output was observed as a

change in integral charge on the Beam Monitor (figure 5.12c). Laser output variation

is minimised by using the normalised charge rather than the raw integral charge. The

normalised charge as a function of the bias voltage is shown in figure 5.12d. As mentioned

in the section 4.2.3, the gain was calculated as the ratio of the normalised charge LGAD

to the PIN reference.
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(a) 
(b) 

(c) 
(d) 

DUT 

Beam Monitor

Figure 5.12: A collection of plots extracted from TCT Voltage Scan. (a) The output signals of
the DUT and Beam Monitor, (b) The integral charge of the DUT, (c) the integral charge of the
PIN reference, and (d) the normalised charge.

5.2.1 Gain variations on implant dose and pixel size

The gain in LGAD devices was investigated as a function of doping concentrations by

measuring gains in similar pixel sizes LGAD but with different gain implant doping con-

centrations. For this task, a pair of 0.5 × 0.5mm2 devices, each with JTE width 10µm

and 20 µm, were selected from the LGAD with high (3331-19) and intermediate (3331-16)

gain implant doping concentrations. The influence of the doping concentration on the

gain is shown in figure 5.13. The results are consistent with the theory as the LGADs

with high doping concentration (3331-19) produce higher signal gain. Regardless of the

width of the JTE, both devices from the 3331-19 show identical gain up to an applied

bias voltage of 200V. This observation suggests that the JTE’s width has little effect on

the gain in LGAD devices of this size. Unfortunately, no measurement was performed
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Figure 5.13: Gain in LGAD with pixel size of 0.5 × 0.5 mm2 as a function of gain implant
doping concentration. Both 3331-19 devices produced a consistent gain and were not affected by
the JTE’s width, whilst the signal gain in 3331-16 devices appeared JTE width dependent.

on the smaller pixel (0.22 × 0.22mm2) device from the 3331-16 and 3331-13 variants to

corroborate this observation. It would be worth doing this measurement since the width

of the JTE affects the gain in small pixel LGAD according to the study in [25].

Signal gain of a factor greater than 6 at an applied bias voltage of 200V was obtained for

both 3331-19 devices. The gain in the 3331-16 devices seems dependent on the pixel size,

but further investigation found that the measurement in the 3331-16 East 4-2 device was

flawed. The infrared laser was positioned in the LGAD area with infrared reflection issues.

This finding explains why the gain in this device is one order of magnitude higher than

the gain in 3331-16 West 7. The gain measurement in device 3331-16 West 7 stopped at

160V because this device starts breaking down above this voltage. Nevertheless, plots in

figure 5.13 are conclusive enough to infer that gain depends on the doping concentration.

The gain in the 3331-13 variant is assumed to be much lower because the doping concen-

tration is low in this variant. For this reason, this thesis does not investigate the gain in

the 3331-13 variant.
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Figure 5.14: Gain in device 3331-19 as a function of pixel sizes. The size of the device influences
signal gain where a larger pixel produces a higher signal gain.

The plot in figure 5.14 shows the gain variation as a function of the pixel sizes. This plot

was derived from the gain measurement of four devices from devices with different pixel

sizes from the 3331-19 variant. The gain varies significantly with pixel size, consistent

with the small pixel effect described in [25]. At a bias voltage of 200V, a gain of a factor

around 8, 6 and 4 is measured for the 1.0 × 1.0mm2, 0.25mm2, and 0.0484mm2 devices.

5.2.2 Gain as a function of temperature

Temperature affects the gain in LGAD through the saturated velocity [82] and the im-

pact ionisation rate, α. As the temperature drops, the saturation velocity rises. Hence,

charge carriers travel greater distances at lower temperatures before experiencing lattice

collisions. According to [83], the ionisation rate strongly depends on temperature and is

greater at lower temperatures. The gain was measured using an infrared laser at 1064 nm

wavelength. The absorption length of a photon at this wavelength is in the order of ≈

1mm [84]; thus, the infrared should traverses the entire 50 µm thickness. However, photon

94



60 80 100 120 140 160 180 200
Bias voltage [V]

4

6

8

10

12

G
ai

n 
Fa

ct
or

1.0 mm2 LGAD: Gain as voltage function @ Temp.

3331-19_East_29-2_0C
3331-19_East_29-2_30C
3331-19_east_29-2_-10C
3331-19_East_29-2_-20C
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Figure 5.15: Gain variation in the 3331-19 LGAD variant as a function of temperatures and
applied voltages. (a) Gain vs voltage for different temperatures, and (b) gain vs temperatures for
different applied bias voltages

absorption is temperature-dependent, with absorption being lower at lower temperatures

[85]. Therefore, the gain must be calculated using the LGAD and PIN reference charges

measured at the same temperature. The 3331-19 variant has a significantly greater gain

and is likely to show measurable gain after being subjected to neutron or proton radiation

damage. So, only the devices from 3331-19 are chosen for the temperature-dependent gain
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Figure 5.16: Gain as a function temperatures for devices with different active pixel size.

measurements.

Figure 5.15a and figure 5.15b show plots of gain as a function of bias voltages and tem-

peratures for the 1.0 × 1.0mm2 device (3331-19 East 29-2). Both plots demonstrate

temperature dependence, where the gain factor increases with decreasing temperature.

The plot in figure 5.16 shows gain factors measured at an applied bias voltage of 200V at

temperatures of 30, 10, 0, -10, and -20 ◦C in the three LGAD devices of various pixel sizes

from 3331-19 variant. The gain factor in the larger-pixel LGADs (1.0mm2 and 0.25mm2)

shows a significant temperature dependence, but the gain factor in the smaller-pixel LGAD

(0.0484mm2) does not change significantly. The plot in figure 5.16 also indicates that the

size of the LGAD affects the gain factor, where larger-pixel LGAD exhibits a higher gain

factor than the smaller-pixel LGAD.
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Work in [24] and [25] explains how the pixel size affects the gain in the LGAD devices.

According to this work, the width of the JTE reduces the fill factor in the LGAD device.

Distortions in the electric field near the JTE structure cause electrons to move towards

the JTE instead of the multiplication layer where the impact ionisation occurs. This effect

is called small pixel effect, and it becomes severe for small pixel LGAD because the JTE

and the multiplication layer are almost the same width. This effect causes the small-pixel

LGAD device to produce less gain. Moreover, For the LGAD devices investigated here, the

reflection area (see figure 5.11) is much closer to the centre of the pixel for the smaller-size

LGAD. Therefore the laser has to be positioned slightly away from the centre of the pixel.

This arrangement contributes further reduction of the gain measured in the small-pixel

LGAD.

5.2.3 Summary of the gain measurement

Table 5.3: Result of gain measurement as a function of temperature for three devices from 3331-
19 variant

Device ID Pixel size [mm2] Gain at T = 30 ◦C Gain at T = −20 ◦C Increment ∆T = 50 ◦C [%]
3331-19 East 29-2 1.0 × 1.0 6.75 ± 0.09 11.74 ± 0.52 74
3331-19 East 7-2 0.5 × 0.5 5.59 ± 0.05 7.02 ± 0.13 26
3331-19 West 2-1 0.22 × 0.22 2.35 ± 0.03 3.14 ± 0.14 34

Table 5.3 summarises the result of the gain measurement at temperatures of 30, 10, 0,

-10, and -20 ◦C on the 3331-19 LGAD devices. The gain in the LGAD devices shows

temperature dependence, where the gain factor in the 1.0 mm2 device increases ≈ 75%

for a variation of 50 °C. The JTE structure causes the LGAD device to produce a low

fill factor; thus device’s pixel size also affects the gain. These three devices were then

sent to the University of Birmingham for irradiation with proton and neutron sources.

Post-irradiation gain measurement, however, is beyond the scope of this thesis.
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5.3 Chapter summary

The gain doping concentration in the multiplication region affects the electrical proper-

ties of the 50 µm thick LGADs. Higher doping concentrations increase the full depletion

voltage, in line with Equation 2.19. While this enhances carrier multiplication due to a

stronger electric field, it reduces the breakdown voltage. Thus, an optimal doping concen-

tration balances the desired gain and sufficient breakdown voltage. In contrast, assessing

similar effects in iLGADs has proven challenging due to their inconsistent performance,

likely attributable to the complexities involved in their manufacturing processes.

In 50 µm thick pad LGADs, gain increases with higher bias voltages, and a higher doping

concentration enhances achievable gain. The JTE structure acts as a dead region, thereby

reducing the fill factor of an LGAD. Distortions in the electric field at the edges of the JTE

attract electrons to this area instead of the multiplication region, leading to a decrease in

overall gain. This effect is particularly pronounced in LGADs, where the multiplication

width is comparable to the JTE width. Gain measurements show that the influence of

the JTE is negligible in larger LGADs (1.0mm × 1.0mm), but studies have shown that it

becomes more significant in smaller devices. Gain in the LGADs increases with decreasing

temperature, a trend consistent with prediction in Subsection 2.1.4.

In summary, increasing the doping concentration enhances the gain in LGADs. However,

this adjustment reduces their operational range. Operating LGADs at lower temperatures

allows for achieving a higher gain.
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Characterisation of hybrid pixel de-

tectors with XRF and radioisotopes

Two hybrid pixel detector prototypes have been developed in the past: 5mm thick, 110 µm-

pitch CZT, each bonded to Timepix and Timepix3 readout ASICs. Both detectors are

fully characterised, and a considerable amount of γ-rays data were taken with these de-

tectors, but their potential applications are yet to be explored. This chapter investi-

gates the spectroscopic performance of both prototypes and explores their potential as

detectors in a single-layer Compton camera system. Accurate energy calibration and the

precise measurement of a signal’s arrival time are crucial in Compton camera systems.

The Timepix3(Timepix) measure incident particles’ energy as ToT values, in which this

quantity needs to be converted to energy units. The time-walk anomaly in Timepix3 intro-

duces errors in the arrival time measurement. Therefore, hybrid pixel detectors utilising

Timepix(Timpix3) as readouts require ToT calibration and time-walk correction.

This chapter describes the characterisation of the hybrid pixel detectors with XRF and

radioisotope sources. Section 6.1 describes the materials and experiments setup, which
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include the global ToT calibration of silicon sensor at the University of Glasgow and

the per-pixel ToT calibration and time-walk correction of LGAD sensor at IEAP1, Czech

Technical University in Prague. Section 6.2 explains the analysis of the data. Section

6.3 discusses the global ToT calibration for silicon sensor, while Section 6.4, and Section

6.5 cover the per-pixel ToT calibration and the time-walk correction respectively, specif-

ically for the LGAD sensors. The last section presents and discusses the spectroscopic

performance of the two hybrid pixel detectors with CZT sensors.

6.1 Materials and experiment setup

Figure 6.1: The experiment setup for ToT calibration at the University of Glasgow.

Figure 6.1 shows the experiment setup and materials used for the ToT calibration of hy-

brid pixel detectors at the University of Glasgow. The experiment is conducted inside

a light-tight, lead-shielded enclosure to minimise background interference. Calibration

sources used are 59.54 keV γ-rays and XRF photons produced through the excitation of

several metal targets by the same γ-rays. Three hybrid pixel detectors listed in table

6.1 are used in the experiment. All measurements are acquired with the AdvaDAQ USB

1Institute of Experimental and Applied Physics, Czech Technical University in Prague, Husova 240/5,
110 00 Prague 1, Czech Republic. https://www.utef.cvut.cz/ieap
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Table 6.1: Materials and the Timepix3 acquisition mode used for acquiring the data for ToT
calibration.

XRF and Radioisotope
sources

Energy
[keV]

Hybrid pixel
detector

Acquisition
mode

XRF Cu 8.05
Timepix3 + 300µm thick, 55 µm-pitch

silicon sensor (HV bias = 100V

Event + iToT
10000 frames

XRF Rb 13.40
XRF Mo 17.52

XRF Ag 22.16
Timepix + 5mm, 110 µm-pitch
CZT (HV bias = −1100V)

XRF Ba 32.19

XRF Tb 44.48
Timepix3 + 5mm, 110 µm-pitch

CZT (HV bias = −1100V)
241Am 59.54

3.0-based readout interface and PIXet pro software, and the acquisitions are in Timepix3

Event + iToT mode with 10000 data frames for each calibration source. The hybrid pixel

detector with silicon sensors is used to get training data for the global ToT calibration.

The hybrid pixel detector with CZT sensors lacks the resolution to measure low energy

photons. Therefore, only photons of energy above 20 keV are selected for evaluating the

spectroscopic performance of the CZT detectors.

Figure 6.2: The experiment setup for per-pixel ToT calibration at IEAP.
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Table 6.2: Calibration sources, acquisition parameters, readout system and calibration tools for
the per-pixel energy calibration & time-walk correction

Calibration Sources Energy[KeV] Total hits for all pixels
Readout system,

DAQ Software & Calibration tools

AMPTEK Mini-X tube
V = 36V, A = 100µA

XRF Cu 8.04 > 12 M Readout: Katherine readout
DAQ software: Burdaman

Calibration tools:
Katherine-Detector Tools for Timepix3

XRF Zr 15.77 > 12 M
XRF Sn 25.71 > 40 M

241Am 59.54 > 80 M

Per-pixel energy calibration and time-walk correction were carried out according to the

procedures described in subsections 3.4 and 3.5 at IEAP, Czech Technical University in

Prague. The experiment setup is shown in figure 6.2, where the acquisition is made

with the Kathrine readout-Burdaman software[86], and the detector is a 250 µm thick,

110µm-pitch LGAD bonded to Timepix3 readout ASICs. Table 6.2 shows the calibration

sources and acquisition parameters used for the experiment. A portable X-ray device, the

AMPTEK Mini-X2, is used as an X-ray source to excite the XRF photons from metal

targets.

The data acquisition procedure begins by taking the Timepix3 THL scan data (lower level

threshold) for the three XRF sources using the Timepix3 DAC scan function. Kather-

ine’s readout system saves this data as comma-separated values (CSV) in the Burdaman

software log-folder. The data must be renamed after completing the DAC scan because it

will be overwritten when the next scan is performed. The THL scan data find the refer-

ence points for the THL to energy conversion and are used in the calibration coefficients

extraction. The data acquisition for calibration and time-walk correction uses the same

setup as the THL scan. However, the acquisition is made in the data-driven, ToT + ToA

mode for three XRF energies and the 59.54 keV γ-rays from 241Am decay. The acquisition

time is set to get enough statistics for the calibration, which is indicated by the number

of pixel hits (see table 6.2).

2A portable X-ray device from AMPTEK Inc. (www.amptek.com)
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6.2 Data analysis for ToT calibration and time-walk

correction

Data from measurements in Glasgow were analysed using analysis scripts developed to

process data acquired with the ADVACAM DAQ system. In contrast, data from mea-

surements at IAEP is processed using analysis tools developed by IAEP. The following

subsections describe the analysis methods used in both experiments.

6.2.1 Measurement at Glasgow

Data from XRF and radioisotopes measurements at the University of Glasgow are analysed

by an analysis script that is based on Python 3 IDE implemented in miniconda distributed

Eclipse IDE workspace or in the VSCode platform. The analysis script utilises various

Python 3 functions and classes from the medipix-analysis GitLab repository that had

been developed over the years to process Timepix(Timepix3) data acquired with the AD-

VACAM, AdvaDAQ and PIXet pro software. Data handling, clustering and processing

were implemented mainly with NumPy, Pandas and Scipy packages. The Matplotlib is

used for data visualisation and plotting, and the LMFIT [87] for regression and fitting.

Figure 6.3 shows a flow chart for analysing the hybrid pixel detector data using the said

analysis script. The MedipixFileOpener function performs data handling and extracting

the essential information (ToT, ToA, FToA, and pixel coordinates) and converts them

into a list of Python dictionaries. These dictionaries are compiled into pseudo-frames

and combined the pseudo-frames into a single super-frame of 256 × 256 matrices, dubbed

myFrames. The basic pixel images, such as the raw pixel map or HitMap for binned

frames, can be drawn directly from myFrames. The ClusterProcessor/ClusteringEngine

calculates and combines the ToT value as the summed ToT of all pixels within the cluster.

The centroid of the interaction is assigned to the pixel with the highest ToT value. The
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Figure 6.3: Flow chart of processing hybrid pixel detector data using the developed analysis code.

myCluster sorted the information (ToT, ToA, fToA and pixel coordinates) and saved it as

a Python list called myCluster. The DrawData function plots the histogram of ToT, and

a Gaussian fit extracts the spectral ToT of interest. The ToT calibration coefficients (a, b,
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c, and t) are extracted from the plot of spectral ToT as a function of energy by surrogate

function fit described in equation 3.1.

6.2.2 Per-pixel ToT calibration and time-walk correction

The Katherine-Detector Tools for Timepix3 calibration tool was used to find the coef-

ficients of the per-pixel ToT calibration and time-walk correction. The analysis begins

by finding the corresponding XRFs peak energies from the THL scan data. These peaks

are used to obtain the THL to energy curve from the XRF peaks energy as a function of

the THL plot. This curve links the Timepix3 THL value to the energy reference point,

which becomes the arbitrary calibration point for the surrogate function fit during the

coefficients extraction.

The single-pixel ToT peak for every calibration data is extracted via a Gaussian fit, and

the single-pixel ToT peaks obtained from the said process are plotted as a function of

their energy. The arbitrary calibration point is added to the plot, and a non-linear sur-

rogate function fit extracts the single-pixel calibration coefficients (a, b, c, and t). The

process is repeated to obtain the calibration coefficients for every pixel in the detector

volume. The per-pixel ToT calibration process produces four separate plain text output

files corresponding to the four calibration coefficients. The 241Am data are used to obtain

the time-walk correction coefficients (a, b, E0, and d) described in equation 3.2. Only

the cluster with a minimum size of 2 pixels and that carries energy between 29.2 – 30.50

keV are considered for the analysis. The energy calibration and the time-walk correction

coefficients are saved as a plain text file (.txt) for future measurement.

6.3 Global ToT calibration

Figure 6.4 shows samples of ToT spectra acquired from the calibration sources. The XRF

peaks are mostly distinguishable for fitting except for the XRF peak of Rubidium (Rb) due
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Figure 6.4: Global pixel ToT spectra of (a) XRF Rb and (b) XRF Tb obtained with the
Timepix3 Si. The peak centre, FWHM and σ are all in ToT value.
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(a)

(b)

Figure 6.5: Comparison of recorded events for 10000 frames acquisition for XRF Rb and XRF Tb
sources. (a) The average events for XRF Rb ≈ 103 counts, and (b) average events for XRF Tb
≈ 105 counts.
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to the low photon yield of XRF Rb and the finite resolution of the silicon sensors. Figure

6.5b shows the comparison of recorded events for 10000 frames acquisition for XRF Rb

and XRF Tb. The recorded events for XRF Rb are at least one-order magnitude lower

than the XRF Tb.

Figure 6.6: The global ToT calibration curve of the hybrid pixel detector with silicon sensors.
The arbitary calibration point is set at 3.2 keV.

Table 6.3: Energy spectra of calibration sources measured with 55 µm-pitch silicon sensor bonded
to Timepix3 readout ASIC.

Calibration Sources) E [keV] Emeasured ± σ [keV] Deviation [%] FWHM [keV] △E/E [%]
XRF Cu 8.05 8.41 ± 1.45 4.47 2.99 36
XRF Rb 13.40 13.26 ± 1.34 1.04 3.15 24
XRF Mo 17.52 17.16 ± 2.10 2.05 4.96 28
XRF Ag 22.16 21.19 ± 3.54 0.14 8.34 27
XRF Ba 32.19 31.33 ± 4.27 2.67 10.05 32
XRF Tb 44.48 43.29 ± 4.43 2.68 10.43 24
241Am 59.54 58.73 ± 5.11 1.36 12.03 20

An arbitrary calibration point is introduced to ensure the fitting function (Equation 3.1)

operates correctly, aligning with the energy equivalent of the globally set threshold level

(THL) value. The THL is constrained by the combined contributions of the Timepix3 read-
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out ASIC’s minimum detectable charge (500 e−) and ToT resolution (600 e−), resulting in

≈ 2.83 keV (FWHM). The THL value obtained from the Timepix3 DAC scan function

is ≈ 3.2 keV, close to the expected theoretical limit. The calibration curve in Figure

6.6 depicts a satisfactory agreement between the data and the fitting function. The ex-

tracted coefficients are then applied to spectra to obtain the equivalent energy in eV units.

Table 6.3 presents the energy spectra measurements conducted using a globally calibrated

silicon sensor with a 55µm-pitch and 256 × 256 pixels bonded to a Timepix3 readout

ASIC. While the measured energies demonstrated a commendable deviation of less than

5% from expected values, several critical limitations were identified. The Timepix3’s ToT

resolution of 2.16 keV (600 e−) proved inadequate for distinguishing between closely spaced

peaks, resulting in spectral overlap. This limitation was particularly pronounced in the

case of the XRF Ba, where the Kα1 (32.19 keV) and Kα2 (31.82 keV) transitions, with their

respective emission probabilities of 88% and 97%[88], coalesced into a single, broadened

peak. The initial assumption of using solely the Kα1 energies as reference points was an

oversimplification, neglecting the significant contribution of Kα2. As evident from Figure

6.5a, the XRF Rb exhibited low photon counts, leading to poor counting statistics and

subsequent difficulties in peak fitting. This anomaly resulted in an artificially enhanced

energy resolution that likely misrepresents the detector’s true capabilities. Conversely, the

XRF Ba displayed a degraded resolution due to peak overlap.The FWHM was measured

at 2.99 keV for 8.05 keV XRF Cu and 12.03 keV for 59.54 keV 241Am γ-rays. At 59.54 keV,

the Fano-limited FWHM was about 345 eV (F=0.1 and Ei =3.62 keV). Given that the

detector is from a reputable manufacturer, charge collection issues were assumed negli-

gible, making electronic noise (from Timepix3 and sensor leakage current) the dominant

contributor, with a calculated (FWHMnoise =
√
FWHM2

Total − FWHM2
Fano ≈ 12.02 keV.

The initial data collection of 10,000 frames in frame-based Event + iToT mode proved

insufficient for per-pixel analysis, necessitating a modified approach. Instead of analysing
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Table 6.4: Comparison between the global and per-region ToT peak centre of calibration sources
in the55 µm-pitch silicon sensors bonded to Timepix3 readout ASIC.

Per-region ToT Analysis

Calibration Source Global ToT peak [ToT] Mean ToT value [ToT] Deviation from Global ToT [%]

XRF Cu 7.79 8.57 ± 0.99 14
XRF Rb 11.69 7.94 ± 4.28 32
XRF Mo 15.71 16.76 ± 2.69 6
XRF Ag 18.51 19.29 ± 0.47 4
XRF Ba 25.88 25.99 ± 0.52 3
XRF Tb 33.33 43.83 ± 0.76 4
241Am 44.18 46.81 ± 19.15 6

individual pixels, the 256 × 256 pixels were grouped into 16 Ö 16 blocks, each containing

256 pixels, resulting in 256 regions for analysis. Table 6.4 compares the per-region and

global pixels’ spectral peak (in ToT units). The analysis revealed small deviations (7%)

for XRF sources with high photon counts and the 241Am. However, higher deviations

were observed for XRF Cu and XRF Rb, attributed to insufficient data statistics leading

to increased fitting errors.

The hybrid pixel detector with silicon sensors demonstrates reasonably good spectroscopic

performance with measured σ = 1.27 keV at 8.05 keV XRF Cu. This measurement employs

global calibration, which assumes uniform pixel responses across the detector. However,

this assumption is flawed due to inherent pixel-to-pixel variations. Additionally, the cur-

rent method groups charge clusters based on size rather than ToA, potentially leading to

misclassifying separate interaction events as single clusters, thus introducing energy mea-

surement errors. For context, a previous study reported a superior σ of 0.9 keV for the

same 8.05 keV XRF Cu using a ToA-corrected, per-pixel calibrated system[69]. Unfortu-

nately, the 10,000 data frames collected in this study were insufficient for implementing

per-pixel calibration. Moreover, the frame-based Event + iToT acquisition mode proved

impractical for calibration due to the generation of excessively large data files. Future

work should utilise high-intensity photon sources and employ a data-driven acquisition

mode to achieve optimal per-pixel calibration.
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6.4 Per-pixel energy calibration (Timepix3 + 110 µm-

pitch LGAD

Figure 6.7: THL scan peak and fitting for (a) XRF Cu, (b) XRF Zr, (c) XRF Sn, and (d) the
THL–Energy calibration curve.

The three XRFs peaks obtained from the THL scan with the Timepix3 DAC scan func-

tion are shown in Fig. 6.7. The corresponding mean THL peak values were extracted

via Gaussian fit and plotted as a function of its energy. The THL – energy calibration

curve (see Fig. 6.7d) is used to find the energy equivalent to the THL obtained from the

threshold equalisation. From the curve, the energy corresponding to THL (ETHL) = 1190

is 5.72KeV. Figure 6.8 shows the single-pixel analysis at the pixel of interest (PoI) 128,

128 for four calibration sources. The four plots indicate that the calibration data provide

adequate statistics for single-pixel ToT analysis. A Gaussian fit extracted the single-pixel
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(a)

(b)

Figure 6.8: Single-pixel mean ToT spectra at PoI 128 128 for (a) XRF Cu, and (b) 59.54 keV
241Am.

mean ToT peak for each calibration point, and the process is repeated for each pixel in

the entire detector.

The arbitrary calibration (ETHL, ToT = 0) is added into the single-pixel mean ToT peak
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Figure 6.9: Per-pixel ToT—energy calibration for selected pixels

Figure 6.10: Energy spectrum of 241Am obtained with per-pixel calibrated hybrid pixel detectors.

as a function of the energy plot. Then, the calibration coefficients were extracted for

each pixel. Figure 6.9 shows the per-pixel ToT – energy calibration for selected pixels

at the middle and edge of the detector whilst the extracted calibration coefficients are

shown in Table 6.5. The Timepix3 LGAD is a 128 × 128 pixels; thus, the bump-bonding

into the Timepix3 ASIC was done in every fourth pixel in the 2 × 2-pixel array. The
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Table 6.5: The per-pixel ToT – Energy calibration coefficients for selected pixel at the middle
and edge of the detector and the constant coefficient assigned to the unconnected pixel.

Pixel of Interest
[POIX Y]

Calibration Coefficients

Energy = a·ToT + b -

[
c

ToT− t

]
a b c t

PoI10 10 0.726 0.676 5.756 4.498
PoI128 128 0.805 0.989 8.534 4.113
PoI10 248 0.759 0.798 5.384 4.641
PoI248 248 0.769 0.839 5.154 4.712
PoI248 10 0.711 1.006 5.294 4.645
PoI124 124 0.783 0.936 8.642 4.077
PoI124 132 0.801 0.455 12.585 3.175
PoI132 132 0.771 0.602 7.055 4.382
PoI132 124 0.816 0.647 8.069 4.164

Unconnected Pixel 0.967 37.148 271.543 -0.810

“Katherine-Detector Tools for Timepix3”calibration tools assign a constant calibration

coefficient for the unconnected pixels—however, it not included in the final calibration

file. A Small variation was observed in the calibration curves, and the calibration coef-

ficient values from pixel to pixel indicate non-uniformity in the detector response, which

is expected for a prototype detector. The energy spectra measured with a per-pixel cal-

ibrated Timepix3 LGAD shown in figure 6.10 show excellent agreement between theory

and measurement.

6.5 Time-walk correction

Figure 6.11a shows the energy spectra of 241Am with cluster sizes 2, 3 and 4. Spectra

with cluster size 2 are dominant because the detector has a large pixel (110 µm-pitch).

The plot of mean time difference as an energy function is shown in figure 6.11b. The time

difference has an energy offset at around 5.72 keV, corresponding to the THL obtained

during threshold equalisation. Table 6.6 shows the time-walk coefficient extracted via a

non-linear fit with the fitting function described in equation 3.2.

114



(a)

(b)

Figure 6.11: (a) Spectra of 241Am with cluster size 2, 3 and 4. (b) Extraction of the time-
walk coefficients from the time difference as a function of energy plot (red trace is the time-walk
correction fit).

6.6 Analysis of data from 5mm thick CZT detectors

The hybrid pixel detector with 5mm thick, 110µm-pitch CZT bonded to a Timepix read-

out ASIC is calibrated in the same manner as described in section 6.3. However, the
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Table 6.6: Time-walk coefficient

Time-walk coefficients,

∆T =

[
c

(E − E0)d

]
+ Offset

c 99.121
E0 3.528 keV
d 1.157

Offset −2.013 ns

Figure 6.12: ToT–energy calibration curve for the Timepix CZT.

Table 6.7: Energy spectra of calibration sources measured with the 5mm thick, 110 µm-pitch CZT
bonded to Timepix readout ASIC.

Source E [keV] Emeasured [keV] FWHM [keV]) △E/E [%]
XRF Ag 22.16 25.29 ± 0.19 11.84 47
XRF Ba 32.19 29.95 ± 0.11 13.09 44
XRF Tb 44.48 43.78 ± 0.18 17.26 39
241Am 59.54 60.52 ± 0.27 17.86 30
57Co 122.00 123.62 ± 0.14 30.20 24
137Cs 661.70 666.37 ± 0.36 54.38 8

calibration coefficients are extracted by a linear fit since all calibration points are in the

linear region of the calibration curve. Figure 6.12 shows the ToT–energy calibration curve
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Figure 6.13: A collection of energy spectra obtained with a calibrated 5mm thick CZT bonded to
Timepix readout ASIC. (a) 241Am, and (b) 137Cs.
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and the extracted calibration coefficients. A good agreement between data and fit was

obtained for this analysis. Figure 6.13 shows the energy-calibrated spectra of XRF and

radioisotopes measured with this detector. The calibration was also verified to be valid

for photons with higher energy (see 137Cs spectra in figure 6.13b). Spectroscopic measure-

ment results are presented in Table 6.7. Measured energies are within 1% of expected

values, except for XRF Ag and XRF Ba, where CZT’s finite resolution barely resolved

the low-energy spectral peaks. The energy resolution at 661.7 keV 137Cs) is approximately

8%.
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Figure 6.14: Effect of the depth of interaction on the ToT spectra.

The extent to which photons interact is crucial in enhancing spectral resolution. Low-

energy photons produce smaller clusters much closer to the surface of the detector. Sup-

pose these charge clusters are closer to the collector electrode. In that case, they will

experience a reduced charge spread during their migration towards the electrode, increas-

ing spectral resolution and vice versa if they are produced far from the collector electrode.
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(a) (b)

Figure 6.15: ToT spectra acquired with the 5mm thick CZT bonded to Timepix3 readout ASIC
from previous experiments in 2018. (a) ToT spectrum of 661.70 keV 137Cs, and (b) ToT spectra
of 44.48 keV XRF Tb.

Rear illumination of 59.54 keV 241Am produces better spectral resolution (see figure 6.14a

and figure 6.14b). The collecting electrodes for this detector are at the bottom, so rear il-

lumination produces charge clusters closer to the collecting electrodes. As shown in figure

6.14c and figure 6.14d, the illumination orientation has little effect on the spectral resolu-

tion for the high-energy 661.70 keV 137Cs case. High-energy photon penetrates deeper into

the detector, producing larger charge clusters along its path. Charge clusters experience

the same degree of charge spread regardless of illumination orientation and do not affect

spectral resolution.

The 5mm, 110 µm-pitch CZT bonded to Timepix3 experienced significant degradation

and was rendered inoperable during a subsequent series of experiments conducted in 2020.

Figure 6.15 shows two spectra of 661.70 keV 137Cs, and 44.48 keV XRF Tb from previous

measurements in 2018. As seen from these two spectra, this hybrid pixel detector has

already produced suboptimal spectral resolution since its inception. The spectroscopic

performance of this hybrid pixel detector was unexpected, considering the advanced tech-

nological capabilities of the Timepix3 ASIC. Therefore, the CZT sensor is the primary
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factor contributing to the suboptimal performance.

6.7 Chapter summary

This chapter delves into the characterisation of hybrid pixel detectors using XRFs and

radioisotopes, specifically examining silicon, LGAD, and CZT sensors bonded to Timepix

and Timepix3 readout ASICs. The global ToT to Energy calibration for the silicon sen-

sor demonstrated commendable results, achieving an FWHM of 12.02 keV at 59.54 keV.

Nonetheless, the calibration sources available at the University of Glasgow yielded low

photon counts, rendering them inadequate for per-pixel ToT calibration and time-walk

correction. The frame-based Event + iToT mode was found to be inefficient due to

the production of excessively large data files. Conversely, using high-yield sources and

data-driven mode, successful implementation of per-pixel ToT calibration and time-walk

correction was achieved with LGAD sensors.

The 5mm thick, 110µm-pitch CZT sensor bonded to the Timepix readout ASIC exhib-

ited promising spectroscopic performance, achieving an 8% energy resolution at 661.7 keV.

However, a comparable CZT sensor paired with the Timepix3 readout ASIC showed sig-

nificant performance degradation. An in-depth analysis of the spectroscopic capabilities of

both CZT detectors concluded that they are unsuitable for single-layer Compton cameras:

the CZT sensor bonded to the Timepix readout ASIC lacks the capability for simultane-

ous energy and precise event detection, while the other displayed inferior spectroscopic

performance.
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7
Characterisation of LGAD & iLGAD

with micro-focus synchrotron beam

The University of Glasgow and Micron Semiconductor Ltd produced two prototypes of

hybrid pixel detectors with 200 µm thick LGAD and 250µm thick iLGAD detectors. These

detectors have been fabricated with various pixel pitches of 55, 110, and 220µm and are

bonded to a Timepix3 readout ASICs. These hybrid pixel detector prototypes were tested

with a micro-focused synchrotron beam at the Beamline B16 facility at the Diamond

Light Source (DLS) in 2019 and 2021. The two synchrotron beam tests were performed

to study the signal gain and pixel response of two prototypes. This chapter describes the

synchrotron test beam setup and discusses the outcomes of the tests.

7.1 The LGAD/iLGAD hybrid pixel detectors and

test beam setup

The hybrid pixel detector with LGAD sensor, conceived in [24], is a pixelated LGAD

with a JTE structure bonded to Timepix3 ASIC. The first synchrotron beam test cam-
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Table 7.1: The specifications of the hybrid pixel detectors, the types of test performed, and the
Timepix3 acquisition setup used during the synchrotron beam test.

Device ID:

Timepix3 LGAD

Specifications
[Pixel size, JTE width]

Tests
performed

E= 15KeV, Focus ≈ 2 µm (FWHM)
Timepix3 acquisition setup

C04-W0031 110µm, 10µm
1. Line scan
(a) Middle pixel: PoI (127, 127)
(b) Control pixel: PoI (5, 5)

Acquisition:
ToT + ToA, Data-driven

Readout:
AdvaDAQ TPX3 USB3.0

F06-W0031 110µm, 20µm 2. Voltage scan @ PoI (127, 127)
D04-W0031 55µm, 5µm 3. 2D scan @ PoI (127, 127)

Device ID:
Timepix3 iLGAD

Specifications
[Pixel size, Gain Doping]

Tests
performed

E= 15KeV, Focus ≈ 2 µm (FWHM)

C10-W0018 55µm, PIN Device
1. Line scan
(a) Middle pixel: PoI (128, 128)
(b) Control pixel @ Edge pixel: PoI (253, 128)

I11-W0068 55µm, 1.2e+13 cm−3 2. Voltage scan @ PoI (128, 128)
F08-W0068 110µm, 1.1e+13 cm−3 3. 2D scan
L07-W0068 220µm, 1.1e+13 cm−3

paign conducted in 2019 involved three Timpix3 LGADs with different pixel sizes and

JTE widths (see Table 7.1). A total of 9 × 9 control pixels, which are pixels without gain,

are fabricated at the bottom-left corner of the detector. These control pixels are used as

a reference to evaluate the pixel response and signal gain in these detectors. Pixel (127,

127) is selected as the pixel of interest (PoI) for testing the pixel with gain and pixel (5,

5) is the control pixel.

The second synchrotron test beam campaign in the year 2021 involved three hybrid pixel

detectors with iLGAD sensors of 55, 110 and 220 µm pixel pitches. In this detector, the

control pixels are fabricated around the edges. The pixel in the middle (128, 128) and a

group of pixels around the pixel edges are selected as the PoIs to assess the gain in these

hybrid pixel detectors. This prototype is the first hybrid pixel detector of its kind that

combines a Timepix3 readout ASIC with a highly pixelated iLGAD sensor. The iLGAD

sensor is also the first iteration of iLGAD produced by Micron Semiconductor Ltd. There-

fore, much information regarding the behaviour of a highly pixelated iLGAD has yet to

be understood. Furthermore, the control pixel fabricated around the edge of the sensor

might not function as expected. A Hybrid pixel detector with a 55µm-pitch standard

silicon sensor (C10-W0068) is included in the second beam test as a reference to study the

pixel response of the Timepix3 iLGADs.
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Three types of tests were performed in both synchrotron test campaigns: the Line Scan,

Voltage Scan, and 2D Scan. These scans are the synchrotron tests beam scan procedures

described in section 4.3. Data are taken with the AdvaDAQ TPX3 USB3.01 readout in

data-driven ToT + ToA mode. However, only the ToT data were analysed to evaluate the

pixel response and gain of the LGAD/iLGAD hybrid pixel detectors.

7.2 Pixel response and gain in hybrid pixel detector

with LGAD

This section presents the result of the synchrotron test beam conducted on the hybrid

pixel detector with LGAD sensors. The analysis is divided into three subsections. The

first subsection presents and discusses the analysis of the Line Scan, Voltage Scan and

2D Scan on the 110 µm-pitch, 10 µm wide JTE device (C04-W0031). The second sub-

section evaluates the effect of the JTE width by comparing the result obtained from the

110µm-pitch devices with 10µm and 20 µm JTE (C04-W0031 and C06-W0031). The last

subsection investigates the gain in the hybrid pixel detector with 55 µm-pitch LGAD.

7.2.1 Device C04-W0031: 110 µm-pitch + 10 µm JTE

Figure 7.1 shows the evolution of the ToT pixel response as a function of bias voltages

across three PoIs with gain at the middle of the C04-W0031 device. The PoIs produce

an output signal as early as −50V bias voltage, but signal with gains are demonstrated

after the bias voltage reaches −150V. As seen from the plots, the ToT pixel response

increases with voltages. This trait demonstrates a typical characteristic of a functional

LGAD device. The plot in figure 7.2 shows the ToT pixel response at −350V bias voltage

across three PoIs in control pixel area. In this case, the synchrotron beam is scanned from

the pixel without gain (PoI 5 5) across the pixel with gain (PoI 5 7) to the of another

1Timepix3 readout system from ADVACAM, https://advacam.com/
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Figure 7.1: ToT pixel response across 3 PoIs at the middle of the C04-W0031 for -50, -150, -200
and −350V bias voltages.

Figure 7.2: ToT pixel response across 3 PoIs from the control pixel (PoI 5 5) to the pixels with
gain (PoI 5˙7 & PoI 5 9) at a bias voltage of −350V.

pixel with gain (PoI 5 9). This plot shows a better graphical visualisation of the signal

gain in this device. The pixel without gain (PoI 5 5) shows a step function-like response,

a typical pixel response of a silicon detector without signal gain. The transition of the

pixel response is not sharp like a true step function response because the pixel response
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(a) (b)

Figure 7.3: (a) ToT pixel response at a bias voltage of −350V across 3 PoIs at the middle of
the device C04-W0031 and (b) the maximum sum of ToT value as a function of bias voltages at
PoI 127 127.

is a convolution product of a step function (square pixel) and a Gaussian function (syn-

chrotron with a finite beam size). The Pixels with gain in PoI 5 7 and PoI 5 9 show a

significant increase in pixel response, demonstrating signal gain.

All three pixels with gain at the middle of the C04-W0031 in figure 7.3a exhibit high pixel

responses in the central pixel area. The signal gain estimated from the ToT pixel response

of device C04-W0031 is ≈ 3.4. The plot of the maximum value of the sum of ToT in

PoI 127 127 as a function of the bias voltage in figure 7.3b shows a linear relationship

between the gain and bias voltage, indicates a fully functional LGAD device. The high

pixel response is only demonstrated in the central area of the pixel, indicates that the

pixel has a low fill factor. However, this characteristic is expected and fully understood

from previous studies in [24, 25].

Figure 7.4 shows the ToT spectrum at PoI (5, 5) for different beam positions. The spec-

tral peaks due to the 3rd harmonic component of the beam are visible in the PoI (5, 5)

regardless of the beam positions. This observation indicates that a 3rd harmonic halo with

significant intensity is present. The halo spreads to a few hundred microns because it is
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Figure 7.4: ToT spectra at PoI (5, 5) as a function of beam positions.

shown from figure 7.4 (d) that the 3rd harmonic peak is present in PoI (5, 5) despite the

beam being positioned ≈ 160 µm from the PoI. As seen in figure 7.4 (a) and figure 7.4 (b),

the intensity of the 3rd harmonic is ≈ 1

20
of fundamental beam energy intensity when the

beam is 55µm away from the PoI.

The origin of the 3rd harmonic is not fully understood. However, two probable explana-

tions exist for the presence of significant intensity of 3rd harmonic in the synchrotron beam

during this test beam. First, the 3rd harmonic with reasonably low intensity is present

in the beam and adding the 5mm Al attenuator elevates the ratio of the 3rd harmonic

intensity to fundamental energy. The 3rd harmonic intensity might still be reasonably

low, but device C04-W0031 is a 110µm-pitch, which is less affected by the charge spread

and thus shows better resolution. The second explanation could be that the beam has a

significant intensity of 3rd harmonic due to the beam configuration setup used during the

test beam.
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The beam intensity is still quite high despite being attenuated with 5mm Al, as multiple

low-intensity peaks due to signal pile-up are still visible in the ToT spectrum. The ToT

spectrum of PoI(5, 5) for the beam at the pixel intersection in figure 7.4c shows inter-pixel

charge sharing. However, this behaviour is expected in any pixel detectors. Figure 7.4d

shows several low-intensity peaks corresponding to 15 keV as well as spectral peaks due

to double and quadruple pile-ups in the PoI (5, 5) spectrum when the beam is positioned

at the neighbouring pixel (PoI (5, 7)). This observation indicates charge generated in PoI

(5, 7) is being diffused into PoI (5, 5).

Figure 7.5: ToT spectra at PoI (5, 7) as a function of beam positions.

Figure 7.5 shows four ToT spectra of the pixel with gain, PoI (5, 7) corresponding to the

signal capture for four beam positions. Pixels with and without gain produce identical

ToT spectra when the beam is positioned outside the PoIs. The spectral peak due to

3rd harmonics and evidence of inter-pixel charge sharing are also observed in PoI (5, 7).
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Figure 7.6: The evolution of ToT spectrum at the middle pixel, PoI(127, 127) as a function of
bias voltages.

Figure 7.5c shows the ToT spectrum at PoI (5, 7) when the beam is in the centre of

the pixel with gain. Two low-intensity peaks correspond to the fundamental energy, and

3rd harmonics are visible. PoI (5, 7) produces a broad ToT spectral peak corresponding

to the fundamental energy with gain at around 60ToT to 80ToT. The broad peak in-

dicates energy resolution degradation due to non-uniform gain in the multiplication region.

Figure 7.6 shows the evolution of the ToT spectrum of the pixel with gain at the middle

pixel, PoI (127, 127) as a function of the bias voltage. The pixel is under-depleted at a bias
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voltage of −100V and behaves like typical PIN silicon detectors. The PoI produces an

output signal without gain with a spectral peak corresponding to the 15 keV synchrotron

beam at ≈ 24ToT. The depletion region surpasses the multiplication layer at a bias volt-

age of −150V, and the pixel starts to produce a signal with a small gain. This small gain

shifted the spectral ToT peak to slightly greater than 25ToT. The spectral ToT peak

continues shifting to higher ToT values as bias voltage increases, and the ToT spectral

peak is at ≈ 107ToT when the pixel is fully depleted at a bias voltage of −350V. This

spectral peak shift corresponds to a gain factor of
107

24
≈ 4.5. The spectra at PoI(127,127)

at −350V has an identical shape to the spectra at PoI(5, 7) in Figure 7.5(c).

(a) (b)

Figure 7.7: A 2D view (a) and (b) 3D view of the ToT pixel response of the pixel with gain at
PoI(127, 127).

The anomalies observed in the ToT spectra in Figures 7.5c and Figure 7.6 can be elucidated

by the gain profile shown in the 2D scan in Figure 7.7b. The 110µm-pitch LGAD has a

narrow cusp spire gain profile with a base radius of < 20 µm, centred around the centre

of the pixel. This observation is consistent with the TCAD simulation of gain in LGADs

conducted in [25] shown in Figure 7.8a. Such profile is understood due to the distortion

of electric field lines around the JTEs, causing the gain to vary based on the interaction

position: electrons created in the centre experience maximum gain, those slightly outside

experience reduced gain, and those far from the centre end up in the JTEs with no gain.
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(a) (b)

(c)

Figure 7.8: Understanding the anomaly in the ToT spectra at PoI (5, 7) and PoI (127, 127).
(a) TCAD simulation of gain in LGADs [25], (b) Movement of electrons due to primary beam
and 3rd harmonic under electric field in an LGAD with a JTE structure (plot adapted from [25]
and (b) the explanation of the ToT spectra seen at centre of PoI (5, 7) and PoI (127, 127) at
−350V.

This explains the 15 keV spectrum with gain, which has a low-energy tail and peaking at

≈ 107ToT, as well as the spectrum without gain, peaking at ≈ 25ToT. Additionally, the

synchrotron beam has a 3rd harmonic halo which generates electrons in the edges of the

gain area and also in the no-gain area (see Figure 7.8b). This explains the presence of 3rd

harmonic spectra both with gain (peaking at ≈ 120ToT) and without gain (≈ 75ToT).

The complex spectral shape observed in Figure 7.8c is thus a composite of the overlapping
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15 keV beam with gain and the 3rd harmonic peak with some gain.

7.2.2 Influence of JTE widths on gain and fill factor

Figure 7.9: ToT pixel response across three PoIs and ToT spectra at PoI (5, 7) for 6 different
beam positions in the F06-W0031 device.

Figure 7.9 shows the ToT pixel response across three PoIs: PoI (5,5), PoI (5,7), and

PoI (5,9) and the ToT spectra at PoI (5,7) for 6 different beam positions in the hybrid

pixel detector with 110µm-pitch, 20µm JTE LGAD, device F06-W0031. The F06-W0031

shared charge sharing and diffusion characteristics and identical pixel response as device

C04-W0031 (10 µm JTE). However device F06-W0031 with a wider 20µm JTE produces

a much lower signal gain.

The comparison of pixel response across three PoIs in figure 7.10 and the 2D pixel response

in figure 7.11 for two similar pixel-pitch LGAD with different JTE widths show that the

width of the JTE affects the signal gain of LGAD detectors. The JTE width reduces the

signal gain of an LGAD detector. The C04-W0031 with a narrow 10µm JTE produces a

signal gain of a factor ≈ 3.4 at a bias voltage of −350V, while the F06-W0031 produces
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(a) Pixel response across three PoIs in device C04-
W0031 (JTE = 10 µm).

(b) Pixel response across three PoIs in device F06-
W0031 (JTE = 20 µm).

Figure 7.10: The influence of the JTE width on the signal gain in LGAD detectors.

(a) 2D ToT pixel response of the C04-W0031. (b) 2D ToT pixel response of the F06-W0031.

Figure 7.11: The influence of the JTE width on the fill factor in LGAD detectors.

a much lower signal gain of ≈ 1.6 despite being biassed at a much higher voltage. A fur-

ther reduction in the fill factor was also observed for the Timepix3 LGAD with wider JTE.

The gain mechanism in LGAD explains the influence of the JTE width on the gain and fill

factor. Charge multiplication via impact ionisation of electrons occurs in the multiplication

layer where the electric field is ≈ 105V/cm or higher [80]. The LGAD in its pixelated

form constitutes the multiplication region and pixel border, where the pixel border is

formed by the JTE and isolating structures such as a p-stop or p-spray. The JTE is added
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around the pixel edges to suppress the electric field around this area while keeping the

high electric field in the multiplication layer. The JTE structure prevents the LGAD from

premature breakdown and enables a much higher voltage operation. The pixel border is

a no-gain region which reduces the fill factor in LGAD devices—the fill factor increases

with pixel size for a fixed pixel border width. The electric field lines in the LGAD are

distorted toward the JTE structures, creating a non-uniform electric field [25]. The electric

field lines are the pathway for the electrons as they drift towards the cathode. Therefore,

most electrons are directed to the JTE instead of the multiplication region where the

charge multiplication occurs. Increasing JTE width reduces the fill factor and ultimately

decreases the gain.

7.2.3 Gain in small pixel LGAD

ToT pixel responses across three pixels with gain and control pixels in the hybrid pixel

detector with a 55 µm-pitch LGAD (device D04-W0031) in figure 7.12a indicates that this

device does not produce any significant signal gain. Similarly, the 2D ToT pixel response in

the pixel with gain, PoI (127, 127) in figure 7.12b shows a flat response. Both observations

validate the prediction in [24, 25], where the fill factor in the 55µm-pitch LGAD is zero.

The width of the multiplication region in the 55 µm-pitch LGAD is around 26 µm, which

is almost the same width as the pixel border (JTE =5µm + p-spray = 19µm) [25]. Thus,

all electrons are collected in the JTE, and the LGAD produces unity gain.

7.2.4 Timepix3 LGAD test beam summary

Beamline B16 produces a synchrotron beam of such high intensity that it induces multiple

signal pile-ups at the hybrid pixel detector under test output. Therefore a beam attenuator

was used to reduce the beam intensity and find a balanced acquisition parameter which

allows high pixel hits within a short acquisition time while keeping the signal pile-up to a

reasonable level. The maximum Al attenuator thickness of 5mm was used throughout the

test beam because this was the best option to proceed with the test beam. A small number
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(a) ToT pixel response across three pixels with gain and control pixels in the small-pixel Timepix3 LGAD
(pixel-pitch = 55 µm)

(b)

Figure 7.12: (a) ToT pixel responses across 3 PoIs at -400 V bias voltage for pixels with the
multiplication implant (right) and pixels without multiplication implant (left). (b) The 2D ToT
pixel response of the D04-W0031.

of signal pile-ups were present, but overall, it did not affect the integrity and quality of the

data. The major issue during the test beam was the presence of the 3rd harmonic halo in

the synchrotron beam. This beam artefact introduced interference in the pixel response,

making it hard to understand the pixel behaviour.

The hybrid pixel detector with a 110 µm-pitch LGAD detector produced signal gains of ≈

4.8 at a bias voltage of −350V. The JTE width affects the signal gain and the fill factor in

LGAD devices; increasing the width reduces the gain and the fill factor. This hybrid pixel
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detector with LGAD detectors also showed the typical behaviour of pixelated detectors

where reasonable pixel-to-pixel charge sharing and diffusion are normally present. The

pixel-to-pixel charge sharing was not an issue for particle physics experiments because the

centroid finding algorithm was already established. On the other hand, charge sharing

may introduce a blurring effect in imaging applications. The hybrid pixel detector with

a 55 µm-pitch LGAD did not produce signal gain, but this behaviour was expected and

fully understood.

7.3 Pixel response and gain in hybrid pixel detector

with iLGAD

This section describes the data analysis of the second synchrotron beam test campaign at

the Beamline B16, Diamond Light Source facility, involving hybrid pixel detectors with

iLGAD sensors in July 2021. The analysis is divided into three subsections. The first

subsection examines the Al attenuator thickness’s effect and finds a balanced acquisition

setup for the test beam. The effect of beam size, threshold and charge sharing on pixel

response is also investigated in this subsection because this effect was not considered dur-

ing the previous beam test. The hybrid pixel detector with a standard PIN silicon sensor

(device C10-W0068) is used in the study because it produces a well-understood pixel re-

sponse. Moreover, the pixel response of such a hybrid pixel detector can be utilised as a

reference to study the pixel response of a hybrid pixel detector with a similar-pitch iLGAD.

The second subsection presents a comprehensive analysis of the synchrotron beam test

on the hybrid pixel detector with a 55µm-pitch iLGAD (see device I11-W0068 in Table

7.1). Analysis includes the pixel responses at the edge and middle pixels, signal’s gain

evaluation and pixel response uniformity. The last subsection presents the findings from

the synchrotron test beam on the 110 and 220 µm pixels Timepix3 iLGAD. Key analysis

findings are presented, discussed and summarised.
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7.3.1 Al attenuation and threshold study

(a) (b)

(c) (d)

Figure 7.13: ToT spectra at PoI (128, 128) from the C10-W0068 device acquired with Al atten-
uator thickness of 1.0, 2.0, 4.0, and 5.0mm .

Figure 7.13 shows how beam attenuation affects the single-pixel ToT spectrum of the

standard PIN silicon detector (device C10-W0068). The PoI has a continuous spectrum

at 1.0mm Al attenuation because the high beam intensity causes many signal pile-ups.

Increasing the Al attenuator thickness to 2.0mm reduced the beam intensity and the

number of signal pile-ups. Therefore, the PoI produces a distinct but broad spectral peak

at 16ToT corresponds to the 15 keV synchrotron beam. The PoI produces a much better

ToT spectral peak at around 16ToT to 17ToT for Al attenuator thicknesses of 4.0mm

and 5.0mm. However, a few double pile-ups are still faintly visible when 4.0mm was used.

So, the 5.0mm Al attenuator is chosen for the test beam because this setting gives the
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best attenuation and a balanced acquisition parameter. The 3rd harmonic peak is absent

in the ToT spectrum for all Al attenuator thicknesses.

Figure 7.14: Sum of interactions and ToT spectra as voltage function for the Timepix3 Si at PoI
(128, 128).

Figure 7.14 shows the over-the-threshold count pixel response as a function of bias voltages

(left) and the ToT spectrum at 2, 20, 30 and 100V in the PoI (128, 128). The pixel starts

producing signals as early as 2 V bias but only achieves full depletion at bias voltage >

24V. The pixel produces a broad ToT spectral peak with a tailing at the lower energy

region when the pixel is under-depleted (2V) or on the verge of depletion (24V) states.

The broad peak and tailing in the spectrum indicate energy resolution degradation due

to partial charge collection. The spectral resolution improved, and the tailing gradually

diminished once the pixel entered full depletion. The spectral resolution at 100V because
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the pixel achieves full charge collection due to a much stronger electric field.

Figure 7.15: Pixel response simulation to evaluate the effect of beam size, charge sharing and
threshold on the pixel response.

A pixel response simulation was conducted before the test beam to understand the effect

of beam size, threshold and charge sharing on the pixel response. The response of a square

pixel and synchrotron beam is simulated by convoluting a step function with a Gaussian

function. The effects of beam size, charge sharing and threshold were simulated by varying

the width of the Gaussian and step functions. The simulated responses are shown in figure

7.15 and show that the beam size only affects the pixel response’s shape. On the other

hand, both charge sharing and threshold affect the pixel response’s width but not the

shape.

Figure 7.16 shows the over-the-threshold count and ToT pixel responses across three PoIs

for the C10-W0068 device and the ToT spectra at PoI (128, 128) for three different beam

positions; beam at outside of the pixel (position 3), beam in the inter-pixel (position 2)
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Figure 7.16: Line Scan across three PoIs for the Timepix3 Si. Plots of Sum of interactions and
collected charge as a function of scan position (a & b) and the ToT spectra of PoI (128, 128) for
three beam position (c, d, & e).

and beam in the middle of the PoI (position 1). The over-the-threshold count response in

figure 7.16a appears wider than the effective pixel size due to the combined effect of charge

sharing and threshold. A prominent ToT spectral peak corresponding to the 15 keV at ≈

18ToT is produced when the beam is at Position 1 (see figure 7.16c). A reasonable charge

sharing is observed when the beam is at the inter-pixel area and negligible residual signal

when the beam is outside the PoI (see figure 7.16d). These characteristics are expected

for typical hybrid pixel detectors. As shown in figure 7.17, the hybrid pixel detector with

a standard PIN silicon sensor (C10-W0068) produces a uniform 2D pixel response.
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Figure 7.17: 2D ToT response map of the C10 device.

7.3.2 Pixel response and gain in a 55 µm-pitch iLGAD (device

I11-W0018)

Figure 7.18: Voltage Scan pixel response and the ToT spectra at the edge pixel, PoI (253, 128)

Figure 7.18 shows the over-the-threshold pixel response of the PoI (235, 128), the control

pixel of the hybrid pixel detector with a 55µm-pitch iLGAD (device I11-W0018) as a
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function of bias voltages. The control pixel shows no signal above the threshold until the

bias voltage reaches around 140V. This PoI shows a typical characteristic of a PIN silicon

detectors which only functions when fully depleted. The control pixel is fully depleted at a

bias voltage higher than 150V. A substantial voltage is required to fully deplete this device

because the substrate is a high-resistivity (≈ 10 kΩ), 250 µm thick silicon. Moreover, the

depletion starts from the top section (bias voltage connection) to the collecting pixel at

the bottom. Therefore, the bulk must be fully depleted for the pixel to function. ToT

spectra at the edge of depletion (150V) and fully depleted (250V) indicate that no signal

gain is produced in this pixel.

Figure 7.19: Voltage Scan pixel response and the ToT spectra at the middle pixel, PoI (128, 128)

As shown from the over-the-threshold and ToT pixel responses on the left side of figure

7.19, the pixel with gain, PoI (128, 128) is already producing an output signal at a bias

voltage of ≈ 80V. This observation shows a typical characteristic of an LGAD sensor
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where a signal is produced once the multiplication layer is fully depleted. In this case, the

multiplication layer is fully depleted at a bias voltage above 80V. The three ToT spectra

graphs on the right side of figure 7.19 show the ToT spectral for 100, 150 and 250V bias

voltages. The PoI demonstrates a significant spectral peak shift as a function of bias

voltages (16ToT at 150V to 50ToT at 250V). This trait indicates a typical behaviour of

a fuly functional LGAD detectors.

(a)

(b)

Figure 7.20: Line Scan at 250V bias voltage over three PoIs in the middle of the I11 device. (a)
Over-the-threshold count and sum of ToT responses and (b) the ToT spectra of PoI (128, 128)
for beams at outside the PoI, at the inter-pixel and at the middle of the PoI

Figure 7.20a shows the Line Scan the over-the-threshold count and the sum of ToT pixel re-
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sponses of the middle pixel (pixel with gain) at -250V bias voltage. The over-the-threshold

count pixel response conforms to a step function response. However, the response appears

outspread over the pixel width due to the combined effect of threshold setting and charge

sharing. The ToT spectra of the PoI (128, 128) in figure 7.20b support this assumption,

where a substantial charge sharing is observed when the beam is in the inter-pixel area.

A spectral ToT peaking around ≈ 49ToT is obtained at 250V when the beam is in the

centre of the PoI.

Figure 7.21 shows the evolution of the ToT pixel response across 6 PoIs at the edge pixel

for various bias voltages. The scan covers 3 PoIs without the multiplication implant

(PoI 128 254, PoI 128 253 & PoI 128 251) and 3 PoIs with the multiplication implant

(PoI 128 251, PoI 128 250 & PoI 128 249). No signals were observed in the pixels without

the multiplication implant until the bias voltage reached -150V. On the other hand, signals

were observed as early as 125V bias voltage for the pixel with the multiplication implant.

An intriguing anomaly occurs at the border of pixels without multiplication implants and

pixels with implants. When the pixel was sub-depleted (Vbias = 150V), the response of

the PoI pixel without the multiplication implant appears spread towards the pixel with

the multiplication implant. The spread gradually diminishes as the bias voltage increases

but did not vanish fully.
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The 2D pixel response at 150V in figure 7.22 gives a clearer graphical visualisation of the

anomaly. As shown in figure 7.22 (Top row - middle), charges generated in PoI without

gain, PoI (128, 252) are diffused towards the pixel with gain, PoI (128, 251). The charge

diffusion distorts the pixel response of the PoI without gain. This anomaly is not fully

understood. However, it may be related to the vast differences in the electric field between

these two pixels. The PoI with gain has a stronger electric field between the two because

it has a multiplication implant layer. However, a comprehensive study of the electric field

profile in the border region is necessary to corroborate this assumption. The PoI with

gain (iLGAD) produces a round instead of a square pixel response when the pixel is on

the verge of depletion states (see figure 7.22 - bottom row). This observation indicates

that the iLGAD must be fully depleted for fully operational.

Figure 7.23: The estimated signal gain in the hybrid pixel detector with a 55 µm-pitch iLGAD
(I11-W0068 device).
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Figure 7.23 shows the ToT pixel response of the I11 device and the ToT spectra for the

PoIs with and without gain. The significant increase in the pixel response seen in the PoI

with gain and also the significant shift in the ToT spectral peak (see figure 7.23 (left))

show the demonstration of signal gain in small-pixel iLGAD device. Moreover, the uniform

increase in the pixel response of the PoI with gain (PoI 128 251) indicates that this device

exhibits a significantly large fill factor. The signal gain extracted from the single-pixel

response of a PoI with gain in device I11-W0068 at a bias voltage of 250V is ≈ 4.8.

7.3.3 Pixel response and gain in 110 and 220 µm-pitch iLGADs

Figure 7.24: Laboratory test of the F08-W0068.(a) Threshold setup, (b) flat panel image of
XRF Tb, and (c) ToT spectrum of XRF Tb.

Noisy pixels concentrated in the middle of the sensor were observed during the threshold

equalisation (see figure 7.24a). Hence, a high threshold level was used on this device to

get meaningful data. ToT spectrum from the laboratory test with XRF Tb shows a broad

continuous spectrum without any prominent spectral peak. Based on the preliminary test,

it was expected that the hybrid pixel detector with a 110µm-pitch iLGAD (device F08-
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W0068) would perform poorly.

(a)

(b)

Figure 7.25: Sum of interactions as a function of bias voltages and the ToT spectra at 150V and
250V for (a) no-gain pixel (edge pixel) and (b) pixel with gain (centre pixel)

The performance of device F08-W0068 was inconsistent during the test beam. Multiple

scans at several pixel coordinates were performed to find the best PoI for conducting the

subsequent synchrotron test beam. The signal noise level was also high, so a higher thresh-

old level was applied to get reliable data. Over-the-threshold count pixel response as a

function of the bias voltages at the edge pixel, PoI (110, 2) in figure 7.25a shows a reduced

count value due to a higher applied threshold. There was a momentary plunge in pixel

response around the 200 230V region for unknown reasons. Apart from this, there were no

148



significant changes in the ToT spectra for the 150V and 250V bias voltages, indicating

that the device produces little or no signal gain.

The Line Scan pixel response for multiple scan positions along the Y-pixels in figure 7.26

demonstrates the inconsistent performance of device F08-W0068, where the summed ToT

pixel response varied greatly from one pixel to the next. Pixel response across 6 PoI in 5

different Y-pixel positions shows no response in pixels without the multiplication implant

and irregular pixel response in pixels with the multiplication implant. Along Y-pixels 144

and 188, very non-uniform signal gains were observed (see figure 7.26a & figure 7.26d).

Pixel response along Y-pixel 155 in figure 7.26b shows a broader pixel response (width ≈

2 pixels) in PoI (7, 155), whereas signals in PoI (5, 155) and PoI (9, 155) were missing.

Meanwhile, along Y-pixel 168, only pixels adjacent to control pixels show signal response

(see figure 7.26c (c)), a similar response was observed along Y-pixel 213 in figure 7.26e

albeit with a narrower pixel response.
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(a) (b)

(c) (d)

(e)

Figure 7.26: Variations of theLine scan sum of ToT pixel responses across 6 PoIs for various
scan coordinates, Vbias = 250V.
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The synchrotron test beam on device F08-W0068 uncovers a significant charge induced in

the adjacent not only in the connected pixels but also in the unconnected pixels. Figure

7.27 shows the summed ToT pixel responses across 6 PoIs in 3 adjacents Timepix3 pixel

arrays when the beam was scanned along the Y-pixel 188. Device F08-W0068 is a 110µm-

pitch, so the bump-bonding connections with the Timepix3 pixels are along Y-pixels 188

and 186, while Y-pixels 189 and 187 are unconnected. As shown in figure 7.27a, there were

little signals along Y-pixel 189, above the PoIs where the beam was scanned. However,

huge signals were observed in the pixels below, along the Y-pixel 187 (see figure 7.27d),

implying that a significant amount of charges were induced in the adjacent unconnected

pixels. This trait is odd because there should not be any signals in these unconnected

pixels. A significant pixel response was also observed along the Y-pixel 186 (connected

pixels), two pixels below the scanned pixels, implying charges were induced as far as the

neighbouring connected pixels.

Figure 7.28: Laboratory test of the L07-W0068.(a) Threshold setup, (b) flat panel image of
XRF Tb, and (c) ToT spectrum of XRF Tb.

A similar pixel behaviour was also observed during the preliminary laboratory testing of
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Figure 7.29: The pixel response of the centre pixel of the L07 device as a function of bias voltages
(right) and the ToT spectrum at bias voltages of 150V and 250V.

the hybrid pixel detector with a 220 µm-pitch iLGAD (device L07-W0068). A large chunk

of noisy pixels was observed in the centre column during the threshold optimisation (see

figure 7.28a). A high threshold level was also applied to this device, and many pixels were

masked to be operational. The flat panel image of XRF Tb exposure in figure 7.28b shows

two blobs of noisy pixel clusters (greenish colour) apart from the small XRF Tb generated

charge cluster scattered in the middle area. As shown in figure 7.28c, no prominent peak

of the XRF Tb was observed in the ToT spectrum.

The performance of device L07-W0068 are fared much worse than device F08-W0068.

Multiple scans at several pixel coordinates were performed, but finding a reliable PoI for
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Figure 7.30: The pixel response of the L07 device across 6 PoIs at the edge pixel at 250 V bias
voltage and the respective ToT spectra at the 3 PoIs.

proceeding with the test beam was challenging. Figure 7.29 shows the sample of the pixel

response as a function of bias voltages obtained from the reliable pixel in the centre of the

device. The over-the-threshold count and the summed ToT pixel responses show a decrease

in the number of detected events, due to the application of a higher threshold value in this

particular measurement. There was no significant shift in the ToT spectrum for 150V and

300V bias voltages, indicating this device produces either small or no signal gain. Figure

7.30 shows the summed ToT pixel response across 6 PoIs along the Y-pixel 126 and the

ToT spectra of the PoIs with gain and control pixels. PoI 1 26, PoI 5 126 and PoI 9 126

are the three control pixels, and the other 3 PoIs are the pixels with gain. The pixel

closer to the edge, PoI 1 126 appears unresponsive, while other PoIs produce overspread

pixel response. It could be because the PoI 1 126 is dead or being masked. There are

no significant difference in the pixel response between the PoI with gain, PoI 17 126 and
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control pixel, PoI 9 126. Also, the spectral ToT of PoI 9 126 and PoI 17 126 are almost

identical. Both observations, indicate that this device produces little or no signal gain.

7.3.4 Timepix3 iLGAD test beam summary

The synchrotron beam test on the hybrid pixel detector with a standard silicon detectors

provides valuable understanding of how the Timepix3 threshold setting and beam atten-

uation affect the pixel response. The beam quality during the second synchrotron beam

test was much better, where the 3rd harmonic was absent. Signal gain in the a small pixel

iLGAD had been demonstrated. Device I11-W0018 which a hybrid pixel detector with a

55µm-pitch iLGAD produced signal gains of ≈ 4.8 at a bias voltage of 250V. Moreover,

this device also showed a significantly large fill factor of > 80%. Performance of the two

hybrid pixel detectors with larger pitches iLGAD were inconsistent and sub-standard. It

was difficult to identify what went wrong with these larger pixel iLGADs. The overall

production yield of the iLGADs was very low; only 3 out of 20 iLGADs were responsive

enough, and only one device (I11-W0068) performed as expected.

7.4 Chapter summary

This chapter comprehensively analyses LGAD and iLGAD technologies, employing a 2 µm

focused, 15 keV mono-energetic synchrotron beam across two test beam campaigns. The

2019 study on traditional LGADs yielded crucial findings: gain initiation occurred above

-50V for the 200 µm thick LGAD, optimal performance was obtained in 110µm-pitch,

10µm wide JTE devices with a gain of 3.4 at −350V, and no observable gain was noted in

55µm-pitch LGADs. The JTE width significantly impacted the gain and fill factor, with

a 20 µm JTE width resulting in about 52% gain reduction compared to their 10µm wide

JTE counterpart. A notable third harmonic halo in the synchrotron beam complicated

the data analysis.

155



The 2022 campaign, focusing on iLGADs, demonstrated marked improvements, partic-

ularly in 55 µm-pitch devices, achieving a gain factor of 4.8 and a fill factor exceeding

80%. Importantly, the third harmonic observed in the first campaign was absent, facili-

tating clearer data interpretation. This advancement addresses the fill factor limitations of

traditional LGADs, especially at smaller pitches. However, larger-pitch iLGADs showed

suboptimal performance, and the production yield of the iLGADs was poor, with only 3

out of 20 units being responsive due to the complexity of their fabrication process, which

involves double-sided processing.
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8
Single-layer Compton camera (SLCC)

with 1mm thick CdTe

This chapter describes the application of hybrid pixel detectors with high-Z semiconductor

sensors as detectors for a single-layer Compton camera (SLCC). The hybrid pixel detector

used in this work is 1mm thick, 256 × 256 with 55 µm-pitch CdTe sensors bonded to

a Timepix3 readout ASIC. The discussion is confined to the Compton camera system

based on the Timepix3 readout ASIC and high-Z semiconductor sensors. It includes a

brief introduction to the two-layer and single-layer configurations, the kinematics of the

Compton camera, the classification of valid Compton events, and image reconstruction.

The remaining section presents the implementation of an SLCC with 1mm CdTe bonded

to Timepix3 readout ASIC. The experiment setup and data processing are explained, and

the result will be discussed.

8.1 The Compton Camera

Compton camera detectors include scintillator-based detectors, semiconductor detectors

like silicon, germanium, CdTe or CZT, or a combination of scintillator/semiconductor or
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Figure 8.1: An illustration of a conventional Compton camera system using two detectors.

semiconductor/semiconductor detectors [89]. Scintillator-based detectors are widely used

due to their high light output and relatively low cost but their angular, energy and spa-

tial resolution are lower than semiconductor detectors. Thallium-doped sodium iodide

(NaI(Tl)) and thallium-doped caesium iodide (CsI(Tl)) are among the popular scintilla-

tor detectors for Compton cameras. However, newer scintillators such as cerium-doped

gadolinium aluminium gallium garnet (Ce:GAGG) and cerium-doped lanthanum bromide

(Ce:LaBr3) have gained more interest in recent years due to their high density, high light

outputs, fast signal and better resolution[90, 91]. Scintillator detectors are commonly

paired with photomultiplier tubes (PMTs), which limit their spatial resolution. However,

a smaller pixelation was made available recently due to the introduction of multipixel

photon counters (MPPCs). Silicon detectors, while offering excellent energy resolution

and charge collection efficiency, are limited by their low atomic number, making them less

effective for high-energy γ-ray detection. Germanium detectors, particularly high-purity
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germanium (HPGe) detectors, provide superior energy resolution but require cryogenic

cooling, which adds complexity and cost to the system.

A typical Compton camera has two detector systems (see figure 8.1). The Compton

scattering occurs in the first detector, called the scatterer, where the recoil electrons deposit

their energies. The scattered photons that escaped the first detector are absorbed and

deposit their energies through the photoelectric effect in the second detector. Therefore,

the second detector is the absorber. Both detectors register the Compton pairs events

(recoil electron & photoelectric absorption) and the 2D coordinates of the events. The

scattering angle θ is an important parameter in the Compton camera system, which came

from the Compton equation (equation 2.28). A vector line connecting the absorption to

the scattering coordinates for each Compton pair generates a cone axis with an angle given

by the scattering angle θ. The cone axis is then converted into a conical surface called the

Compton cone (see figure 8.1), and the intersections of many Compton cones reveal the

origin of the incident photons. The Compton camera can also identify the radioisotope

that produces the incident photons since the sum of energy from recoil electrons and the

scattered photon equals the incident photon energy.

8.1.1 Kinematics of Compton camera

The Compton scattering is the dominant interaction process for incident photons with an

intermediate energy range for any Z of absorber material (see figure 8.2). The probability

of Compton scattering per atom occurring in an absorber depends on the number of

electrons available as targets, and it increases linearly with Z. The angular distribution

of the scattered photon for a differential cross section
dσ

dΩ
according to the Klein-Nishina

formula is defined as

dσ

dΩ
=

r2e
2

(
E

′
γ

Eγ

)2(
Eγ

E ′
γ

+
E

′
γ

Eγ

− sin2 θ

)
, (8.1)
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Figure 8.2: The dominant photons interaction process in material [92].

where re =
e2

mec2
(2.8 × 10−13 cm) is the classical electron radius, while Eγ, and E

′
γ are

the incident and scattered photons.

The imaging principle of a Compton camera relies upon the Compton scattering angle,

rearranging equation 2.28 gives the scattering angle θ

θ = arccos

[
1−mec

2

(
1

E2

− 1

E1 + E2

)]
, (8.2)

where mec
2 = 511 keV is the electron rest mass energy whilst E1, E2 are the deposition

energies of the recoil electron and scattered photon, respectively. The incident photon

energy E0 is the sum of E1 and E2 (E0 = E1 + E2 ). The range for θ in equation 8.2 is

from 0 to π with two extreme cases: maximum energy transfer to the recoil electron at θ

= π and minimum when θ = 0. A polar plot showing the number of photons scattered

into a unit solid angle for a given incident photon energy in figure 8.3 indicates a strong

tendency for the forward scattering to occur at higher incident photon energy.
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Figure 8.3: A polar plot showing photons scattered into a unit solid angle at the scattering angle
θ obtained using the Klein-Nishina formula [93].

8.2 The single-Layer Compton camera

The work in [94] demonstrates a two-layer Compton camera based on Timepix3 readout

ASIC. This system comprises a 1mm thick silicon as the scatterer and a 1mm thick CdTe

as the absorber. Each sensor is bonded to a separate Timepix3 readout ASIC and op-

erated in synchronised time mode. Only forward scattering is considered in this system,

where the recoil electrons and scattered photons are captured in the silicon and CdTe,
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respectively. The Compton cones are generated from two sets of 3D coordinates (x, y, z)

obtained from both detectors. The lateral coordinates (x, y) are obtained directly from

the hybrid pixel detectors pixels, while the depth coordinate, z, is assumed as the vertical

distance between the silicon and the CdTe sensors.

The same group demonstrates a novel approach to the Compton camera with a single hy-

brid pixel detector called the single-layer Compton camera (SLCC) [26]. This work uses

a 2 mm thick CdTe sensor bonded to Timepix3 Readout ASIC for their SLCC system.

The lateral coordinates are obtained in the same manner as in the two-layer Compton

Camera system. However, the vertical depth is determined using the charge collection

time difference between the Compton pair event. In this system, the conversion of charge

collection time to depth is calibrated using the cosmic muon track. The 1.56 ns resolution

of ToA in the Timepix3 allows precise determination of the charge collection time and

simultaneous detection of γ-ray interactions of various energies that occur in the multiple

positions inside the detector volume. For this reason, the hybrid pixel detector based on

the Timepix3 readout ASIC is the new state-of-the-art detector for the Compton camera

system.

A small-pixel Compton camera with a single CZT or CdTe detector offers high spatial and

energy resolution while operating at room temperature. Its compact size and sensitivity

are ideal for constrained environments, such as intraoperative medical imaging or space

telescopes. The enhanced energy resolution improves gamma-ray discrimination and image

contrast, while room-temperature operation simplifies deployment for field applications in

environmental monitoring, astrophysics, and homeland security.
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8.2.1 Selection of Compton event

In Timepix3, the interactions due to the same photon are clustered based on the clustering

time interval defined in the clustering algorithm. The clustering time interval equals the

full-length charge collection time (FLCC), the time required for the electrons to drift the

whole detector’s thickness. The FLCC is related to the carriers’ mobility and detector’s

thickness, as well as the bias voltage and is defined as:

FLCC =
d

ve
=

d2

µeVbias

(8.3)

Alternatively, the FLCC can be calibrated experimentally by measuring the collection

time of a MIP (cosmic muons) in the sensor [26].

Figure 8.4 shows three scenarios where Compton scattering may occur in the SLCC sys-

tem. Only the forward scattering (see figure 8.4 (a)) is considered following the convention

used in a two-layer system. More importantly, the backward scattering (figure 8.4 (b))

has to be removed since this event will produce a mirrored image as opposed to the real

image. The flow chart in figure 8.5 describes the criteria and energy cuts for selecting

the valid Compton event and the cone reconstruction. Events comprising two interactions

acquired within the specified FLCC are stored as Python lists called the Time Coinci-

dence Group. The candidate for a valid Compton event is selected from this group by

imposing several criteria and energy cuts. Selecting a valid Compton event is crucial for

image reconstruction in the SLCC system. Only events comprising two interactions are

considered as candidates for a valid Compton event. An energy cut is applied to all events

in the Time Coincidence Group to select the interactions with summed energy within the

range of the incident photon energy (ΣE = Eγ ±∆E/E).

The CdTe detector generates an XRF line due to kα of Cadmium and Tellurium at around
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Figure 8.4: Three possible scenarios for Compton events to occur in a single-layer Compton
camera. (a) Case 1 is a valid event, (b) Case 2 is an inverse coincidence event and is discarded,
and (c) Case 3 is invalid event since E1 + E2 ̸= Eγ .

22 keV. The XRF is a byproduct of the photoelectric absorption, which is also two in-

teractions that coincide within the specified FLCC and could be mistaken as a valid

Compton event. If not filtered, this event becomes dominant, and the final image will

always be in the centre of the projected plane. The XRF events are filtered by applying

another energy cut where any interactions with energies within the XRF energy range

(E = EXRF ± ∆E/E) are excluded. The next step of the selection process is identifying

the interaction that belongs to recoil electrons (E1) and the scattered photons (E2). The

Compton edge

ECE =
Eγ(

1 +
mec

2

Eγ

)
 is used as cut-off energy for identification. If an

interaction has energy below the ECE, it is assigned as the recoil electron interaction (E1)

and vice-versa. Interactions that pass the criteria and energy cuts are stored as Python

lists called the Valid Compton Event. The next stage of the image reconstruction pro-

164



Figure 8.5: The flow-chart of classifying the valid Compton event in the SLCC system.

cess is assigning the 3D coordinates of the interactions deemed as Valid Compton Event

and obtaining the Compton scattering angle. This process is described in the subsequent

subsection.

8.2.2 3D coordinates and scattering angle

The valid Compton event is a two-interaction pair due to recoil electron and scattered

photon. Henceforth, the interaction due to recoil electrons and scattered photons will be

called scattering and absorption hits to simplify the naming convention. Individual hit

contains data of ToA, energy, and 2D pixel coordinates (ToA,E, x, y). The only missing

information is the z-coordinate, which is related to the depth of the interaction. The

depth difference ddiff. is obtained from the charge collection time difference τctd, which is
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the difference in ToA between the scattering and absorption hits and is calculated as

ddiff. = d
[ τctd
FLCC

]
(8.4)

.

The depth difference represents the difference in the z-axis between the scattering and

absorption hits, which is not an absolute value. In this work, the scattering is assumed

to occur at the detector’s surface (z = 0), and the absorption hit is at z = -1∗ddiff.. The

hybrid pixel detector produces 2D (x, y) coordinates in pixel values, not physical length.

The pixel values of the respective x and y coordinates are converted into physical lengths

by multiplying the pixel value by the detector’s pixel pitch, in this case, 55 µm. Now, the

individual hit is assigned its energy and 3D coordinates. The only missing information

required for the cone projection is the scattering angle θ. The Compton scattering angle

is calculated using equation 8.2 with the energy of the scattering and absorption hits.

Assigning the 3D coordinate and obtaining the scattering angle is repeated and logged for

all found Valid Compton Events and saved as the Cone Reconstruction Data. The process

of projecting the Compton image on the projection plane is described in the following

subsection.

8.2.3 Cone projection

The intersection of the Compton cone is solved using the vector algebra adapted from

the work in [95]. Figure 8.6 shows the geometrical representation of the hits coordinates,

the Compton cone, the vertical distance to the projection plane ZL, and the two vectors

connecting the hits coordinates. The vector line d⃗ connects the absorption hits to the

scattering hit, whilst the second vector u⃗ connects the scattering hit to variable point

(x, y, z) on the Compton cone.

The Compton cone formed by these hit points is the scalar product of the two vectors.
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Figure 8.6: Projection of Compton cone on an image plane

These vectors are defined as

u⃗ = (x− x1, y − y1, z − z1) (8.5)

and

d⃗ = (x1 − x2, y1 − y2, z1 − z2) . (8.6)

The scalar product representing the Compton cone is

u⃗ · d⃗ = |u⃗||d⃗|cos θ. (8.7)

Squaring equation 8.7 yields,

(
u⃗ · d⃗

)2
= (u⃗ · u⃗)

(
d⃗ · d⃗

)
cos2 θ = 0, (8.8)

and by taking into account the z = ZL, the scalar product becomes:
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u⃗ · d⃗ = (x− x1) (x1 − x2)

+ (y − y1) (y1 − y2)

+ (ZL − z1) (z1 − z2) ,

(8.9)

which leads to the following:

u⃗ · d⃗ = x (x1 − x2) + y (y1 − y2) + CC (8.10)

where CC is equal to

CC = x1 (x2 − x1) + y1 (y2 − y1) + (ZL − z1) (z1 − z2) . (8.11)

Similarly u⃗ · u⃗ and d⃗ · d⃗ can be expressed as

u⃗ · u⃗ = (x− x1)
2 + (y − y1)

2 + (ZL − z1)
2

d⃗ · d⃗ = (x1 − x2)
2 + (y1 − y2)

2 + (z1 − z2)
2.

(8.12)

Equation 8.8 can be expressed into a second-order quadratic equation as:

(
u⃗ · d⃗

)2
− (u⃗ · u⃗)

(
d⃗ · d⃗

)
cos2 θ =

Ax2 +Bxy + Cy2 +Dx+ Ey + F = 0,

(8.13)

where the set of coefficients A, B, C, D, E, F are defined for each interaction with:

A = (x1 − x2)
2 − d2 cos2 θ

B = 2(x1 − x2)(y1 − y2)

C = (y1 − y2)− d2 cos2 θ

D = 2(x1 − x2)CC + 2x1d
2 cos2 θ

E = 2(y1 − y2)CC + 2y1d
2 cos2 θ

F = CC2 −
[
x2
1 + y21 + (ZL − z1)

2
]
d2 cos2 θ.

(8.14)
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Figure 8.7: An example of a conic section on the projection plane

Solving equation 8.13 for a given scattering and absorption hits points gives a conic section

representing the intersection between the Compton cone and the projection plane. An

example of a conic section is shown in figure 8.7, and iterating the projection for each

Compton event produces an image revealing the incident photon’s origin.

8.3 Proof of concept: Single-layer Compton camera

with 1mm thick CdTe

An SLCC based on the hybrid pixel detector with 2 mm thick, pixelated CdTe bonded to

a Timepix3 readout ASIC was introduced recently [26]. The implementation is possible

due to the superior ToA time resolution (1.56 ns) of the Timepix3 readout ASIC, allowing

precise measurement of the time difference between the two Compton events. It was

decided to implement a similar setup using a 5mm CZT bonded to Timepix3 readout

ASIC. A thicker CZT sensor would have extended the capability of the Compton camera
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for applications that utilise higher energy photons (> 500 keV). Unfortunately, this plan

was never materialised because the hybrid pixel detector with 5mm thick CZT produced

by the University of Glasgow tested in Chapter 6 performed beyond acceptable (see section

??). The experiment is conducted at IEAP1, Czech Technical University in Prague, Czech

Republic because the hybrid pixel detector of such type is unavailable at the University

of Glasgow.

8.3.1 Data acquisition and pre-processing

Table 8.1: Specification of the Timepix3 CdTe hybrid and the isotope used for the demonstration
of a single-layer Compton camera

Hybrid Pixel Detector Readout Electronics & DAQ software Detector Specifications Isotope

Timepix3 + CdTe
Katherine Readout & Burdaman software
Communication: Gigabyte Ethernet

No. of Pixel : 256 × 256
Pixel Pitch: 55 µm
Bias Voltage = -300 V
Thickness = 1 mm

Co - 57
E = 122 KeV

Figure 8.8: The Katherine readout electronics used to acquire the data [86].

Table 8.1 shows the specifications of the Hybrid Pixel Detector, the readout system and

the radioisotope used in this work. The hybrid pixel detector is 1 mm thick, 256 × 256

with 55µm-pitch CdTe bonded to a Timepix3 readout ASIC. The data are acquired in

Timepix3’s data-driven mode with the Katherine readout and Burdaman Software (see

figure 8.8). The 57Co with photo-peak energy of 122 keV is chosen because this energy

1Institute of Experimental and Applied Physics, http://www.utef.cvut.cz/ieap
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is within the energy range of the isotope used in medical imaging (e.g. radioisotope Tc-

99m at 140 keV). Moreover, this was the only radioisotope with sufficient activity in the

institute during the experiment. The photoelectric effect is expected to be the dominant

interaction in CdTe in this energy range. However, a reasonable amount of Compton scat-

tering events would also be produced. The acquisition time per measurement is set at 180 s

with 20 measurements (total = 3600 s) for the EXP 1 (figure 8.9a) and 10 measurements

(total = 1800 s) for the EXP 2 (figure 8.9b).

(a) Source positioned at x-axis EXP 1. (b) Source positioned at y-axis EXP 2.

Figure 8.9: The experiment setup for acquiring the SLCC data. (a) The 57Co is positioned at
5 cm to the left of the detector, and (b) The 57Co is positioned at 5 cm bottom of the detector.

Two pre-processing steps are required before proceeding with the SLCC’s image recon-

struction. First, the individual 180 s data from both experiments must be

(i) Clustered following the pre-set charge clustering limit.

(ii) Calibrated for energy (ToT) and corrected for time-walk (ToA).

(iii) Compensated the time delay in the ToA due to the intrinsic column delay in

Timepix3 architecture (16-phase delay correction)

then the data are combined into a single 3600 s data file. This pre-processing is accom-

plished using the Multifile Clustering software developed by IEAP. The SLCC is realised

using the ComptonCamera.py, a bespoke code based on the Python 3 IDE that uses the
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Figure 8.10: The flow-chart describing data processing in the SLCC system with the Compton-
Camera.py bespoke Python IDE code.

input file of ADVACAM’s PIXet Pro data format. The second pre-processing step is con-

verting the Burdaman software-acquired data to ADVACAM’s PIXet Pro data format.

The data conversion is not trivial since both formats share an identical Timepix3 data

structure; the only difference is the header file section.
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8.3.2 Data processing

The ComptonCamera.py utilised Numpy, Pandas, SciPy, and Matplotlib packages for data

handling, processing and visualisation. The data flow is shown in figure 8.10, where the

data is first converted to the ADVACAM data format. The ClusterStudy Alpi.py function

selects the candidate for the Compton event from the two Compton coincidence clusters

and implements the energy cuts and other criteria to find the valid Compton events. It

also assigns the scattering and absorption hits with physical 3D coordinates and calculates

the scattering angle of the respective hits.

The SLCC image reconstruction is handled by a function called cone study.py. This func-

tion takes argument inputs from the cone reconstruction data and three more inputs, the

vertical source to detector distance ZL, window, and quality. The window and quality

inputs define the dimension of the projection plane and image quality. This function cal-

culates the solution for the vector algebra coefficients in equation 8.14 and performs the

cone projection. The output of this process is a 2D matrix of the cone intersections on

the projection plane. A filtered back projection with a Gaussian filter produces the final

SLCC image.

8.4 Results and discussion

Table 8.2 shows the analysis of the number of interactions in the two experiments before

and after implementing the Compton selection algorithm. The hybrid pixel detector with

1mm thick CdTe manages to detect many interactions during the 3600 s and 1800 s ac-

quisitions. The total interactions recorded for EXP 1 and EXP 2 are ≈ 5.2Mhits and

3.6Mhits, respectively. However, less than 0.2% (EXP 1 = 8283 & EXP 2 = 7823) of the

events are pair interactions that coincide within the specified FLCC, in this case 32 ns. It

was expected that these interactions are mostly from the photoelectric absorption (57Co

energy = 122 keV & ZCdTe = 48). Only ≈ 11% of the pair interactions pass the energy
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cuts criterion. It was found that the energy cuts criteria are insufficient to exclude the

XRF contribution. Another criterion is introduced where the 2D-pixel distance is used to

filter the XRF-induced interactions.

Table 8.2: Analysis of the number of interactions detected in the two experiments.

No. of Interactions

EXP 1: Source at left-side (5 cm) EXP 2: Source at bottom-side (5 cm)

Total Interactions 5179128 3577144
Coincidence within FLCC 8283 7823
Valid Compton Event 938 872

Cone Reconstruction Data 590 574

Figure 8.11a show the energy spectra of the 57Co. The 57Co photo-peak energy EPhoto is

around 123.97 ± 8.46 keV, whereas the XRF peak is around 21.86 ± 6.00 keV. The energy

resolution ∆E/E (FWHM) at the respective peaks are used as the range of the energy cut

to select the valid Compton event. The spectral distribution of the pair interactions after

passing the energy cut and scattering criteria are shown in figure 8.11b and figure 8.11c.

The projected SLCC image produced with this algorithm is shown in figure 8.11d; the

image is projected in the middle of the plane. The XRF event is also two interactions that

coincide with the FLCC and can be mistaken as a valid Compton event. If this event is

not excluded, it becomes dominant, and the projected image will always be at the plane’s

centre. The energy cut alone is insufficient to filter the XRF event. In addition to the

energy cuts, there are two crucial criteria to obtain an accurate image projection in SLCC:

(i). Proper θ selection: 0 < θ (rad.) < 1.0.

(ii). Sizeable distance between the Compton pairs: 2D-pixel distance ≥ 15 pixels.

The θ selection criterion ensures the scattering event occurs on the top (forward scatter-

ing), and the sizeable 2D-pixel distance between the pair interactions is necessary to filter

the XRF-induced interactions. The 2D-pixel distance is calculated as follows:

2D pixel distance =
√

(x1 − x2)2 + (y1 − y2)2, (8.15)
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Figure 8.11: Energy spectra of the (a) 57Co, (b) the Compton pair candidates and their summed
energy, and (c) the valid Compton event after selection only the forward scattering. (a) The
projected image of the valid Compton event.

where the (x1, y1) and (x2, y2) are the pixel coordinates of the scattering and absorption

hits, respectively. The total interactions after applying criteria (i) and (ii) are 590 for

EXP 1 and 574 for EXP 2. The spectral distribution of valid Compton event in figure

8.2 indicates that events with energy from≈ 20 - 100 keV are from the backward scattering.

Figure 8.12 shows the images of the Compton cone projections from the two experiments

described in 8.3.1. The projected image’s lack of sharpness is due to two major factors:

(i) Fewer data available for the cone projection.

(ii) Uncertainty in the θ measurement.
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Figure 8.12: Demonstration of image shift in a single-layer Compton camera (SLCC) with 1mm
thick CdTe bonded to Timepix3 readout ASIC. (a) The projected image with source at 5 cm to
the left and (b) projected image with source at 5 cm to the bottom of the detector.

The number of recorded interactions in a detector is closely related to the measurement

time and source activities. Therefore, a longer measurement time would have increased

the valid Compton event data statistics. A thicker CdTe would also improve the valid

Compton event data statistics because the number of scattered Compton photons that

escape the detector will be reduced.

The uncertainty in the θ measurement in Compton camera depends on the detector’s spa-

tial and energy resolutions and the Doppler broadening effect [96]. The spatial resolution

affects the direction of the back-projection cone axis and generates the divergence between

the measured scattering angle and the actual scattering angle. The divergence uncertainty

is related to the distance between the isotope and the detector, which is higher than 6◦

for a 55 µm spatial resolution and 5 cm isotope-detector distance [96]. In this work, inter-
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action’s centroid is assumed to be the pixel with the highest energy value, which is not

the real interaction point and adds to the uncertainty in the θ measurement. Work in [97]

demonstrates an improvement in measurement by adopting the electron track algorithm

to determine the interaction point.

The energy resolution and Doppler broadening affect the accuracy of the energy measure-

ment. The hybrid pixel detector is biassed with internal bias supply from the Katherine

readout (max at -300V) because external bias supply was not available during the mea-

surements. The -300V bias is suboptimal for this detector since it is specified for optimal

resolution at -500V. The θ described in equation 8.2 is the Compton scattering angle for

the target electron assumed at rest. This assumption is oversimplified since the photons

interact with moving electrons bound to atoms. Interaction of photons with the non-rest

electrons target leads to a broadening in the energy spectra for the scattering and ab-

sorption hits called the Doppler broadening effect [98]. The Doppler broadening effect is

significant for low-energy incident photons, which adds to the uncertainty of the scattering

and absorption hits energy measurements.

A thicker CZT detector would enhance the performance of an SLCC by increasing its

efficiency in detecting photons. This improvement stems from the thicker CZT’s greater

stopping power, which allows it to absorb more high-energy photons. Furthermore, the

increased depth of interaction contributes to enhanced scattering angle measurement, as

it provides more accurate data on the position of photon interactions within the detector.

As a result, the camera’s sensitivity and resolution are heightened, enabling more precise

imaging and better localisation of photon sources. The increased detection efficiency also

reduces the required exposure time for accurate imaging, making the device more effective

for various applications such as medical imaging, astrophysics, and security scanning.

The image reconstruction algorithm is an essential aspect of a Compton camera sys-
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tem. Most Compton camera systems use a numerical or combined numerical-Monte Carlo

methods-based reconstruction algorithm to improve image quality [96, 99–101]. However,

the emphasis on the reconstruction algorithm is beyond the scope of this work. The source

origin is sufficiently pinpointed in both projected images in the two experiments. Hence,

the proof of concept of SLCC using a 1mm thick CdTe bonded to Timepix3 readout ASIC

is demonstrated.
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Conclusion & outlook

9.1 Conclusion

In this thesis: the characterisation of LGAD and iLGAD pad devices; the data analysis of

Hybrid pixel detectors with various sensors (PIN silicon, CZT & LGAD) irradiated with

XRF and γ-ray sources; demonstration of a single-layer Compton camera with a thinner

CdTe-based hybrid pixel detector; and synchrotron beam test of hybrid pixel detectors

with LGAD and iLGAD sensors have been presented.

The electrical characterisation of the 50 µm thick LGAD and 250µm thick iLGAD were

presented in section 5.1. Depending on the doping concentrations, the breakdown and

full depletion voltages measured at room temperature for the 50µm thick LGAD were

ranged from 150V to 280V and 26V to 30V, respectively. These LGADs can therefore

be operated 5 to 9 times higher than their full depletion voltage. Only a few iLGAD

pad devices produced acceptable IV and CV characteristics. These devices showed no

indication of breaking down as the leakage current remains below 100 nA at a bias voltage

of 250V. Their CV curve shows a double-drop characteristic, first at around 30V, which
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was understood as the depletion of the multiplication layer and another at around 170V

to 180V. The full depletion voltage in the 250 µm thick iLGAD was estimated at around

180V. These iLGAD pad devices were the first iterations of iLGADs produced by Micron

Semiconductors Ltd. Hence, a low production yield was anticipated, as the fabrication of

an iLGAD was complicated because it involved double-sided processing.

The gain measurement in the 50 µm thick LGAD was presented in section 5.2. This de-

vice produced a temperature-dependent gain, and due to the inherent limitations of the

LGAD, its gain was also affected by the device’s pixel sizes and the width of the JTE. A

larger LGAD device attains higher gain at a lower temperature. A larger LGAD device

achieves higher gains at lower temperatures. At a bias voltage of 250V, the signal gain in

the larger pixel LGADs (1.0 × 1.0mm2) is a factor 7 at 30 ◦C and rose to a factor of 12 at

−20 ◦C. This gain shift represents a 71% gain increase for 50 ◦C changes in temperature.

The LGADs whose gains were measured were then sent for neutron irradiations at the

University of Birmingham, and post-irradiation gain measurements are currently ongoing

at both institutions.

The data presented in this thesis was analysed using Python 3 IDE-based analysis scripts

described in section 6.2.1. The analysis scripts updated and consolidated previously devel-

oped processing scripts compatible with ADVACAM’s PIXet Pro software data format. It

had been successfully used to analyse the data from XRFs, radioisotopes, and synchrotron

test beams and process the image projection in the single-layer Compton camera system.

The first per-pixel ToT calibration and time-walk correction in the hybrid pixel detector

with the LGAD sensor were demonstrated in sections 6.4 and 6.5. Two hybrid pixel de-

tectors with 5mm thick CZT were explored for a single-layer Compton camera system in

section 6.6. The 5mm CZT bonded to the Timepix readout ASIC demonstrates a good

spectroscopic resolution of FWHM = 8% at 662 keV. However, the 10 ns time of arrival

resolution of the Timepix readout ASIC was too slow for a single-layer Compton camera.
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The 5mm thick CZT bonded to Timepix3 readout ASIC fared much worse and can not

be used as a single-layer Compton camera system detector.

The synchrotron beam test of two hybrid pixel detectors with LGAD and iLGAD sen-

sors was presented in chapter 7. The small pixel LGAD (55µm-pitch) that was bonded

to Timepix3 readout ASIC did not produce any signal gain, confirming the small pixel

effect predicted in the previous simulation in [24, 25]. The width of the JTE affects the

signal gain in LGAD devices. The hybrid pixel detector with 110 µm-pitch, 10µm wide

JTE LGAD was found to have a signal gain of 3.4 but reduced to 1.6 for a similar-pitch

LGAD with 20 µm wide JTE. The signal gain in the hybrid pixel detector with a small

pixel iLGAD sensor was also measured. Most importantly, the small pixel iLGAD shows

a significantly large fill factor of > 80%. The hybrid pixel detector with 55 µm-pitch iL-

GAD sensor demonstrates a signal gain of around 4.8 at a bias voltage of −250V. The

multiplication layer and the collecting pixel were fabricated on the opposite side in an

iLGAD. Hence, this device must be fully depleted to be operational.

The plan to utilise the hybrid pixel detectors with 5mm thick CZT produced by the

University of Glasgow in a single-layer Compton camera system was changed as both de-

tectors were found unfit for this application. Instead, a hybrid pixel detector with 1mm

CdTe sensor was used for the demonstration of a single-layer Compton camera, which

is presented in chapter 8. Due to the thinness of the CdTe sensor used, only a limited

number of valid Compton events were obtained in the 3600 s measurement of the 122 keV

γ-rays. Most detected events were from photoelectric absorptions or XRFs from Cd and

Te atomic transitions. Filtering out the events not from Compton scattering events was

key to the successful implementation of SLCC, which was previously addressed this issue

by using the different process’s cut-off energies as selection criteria. However, the cut-off

energy criteria alone cannot completely filter out the XRF events. XRF events typically

occur within a short range in the CdTe volume. The measurements presented in chapter
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8 found that segregating Compton events based on their 2D pixel distances improves the

XRF event filtering. With a 2D pixel distance of more than 20 pixels being adequate

enough to filter out the XRF events in 1mm thick, 55µm-pitch CdTe.

9.2 Outlook and future work

The thin 50 µm LGAD pad devices have been irradiated with neutrons at the University

of Birmingham. Post-irradiation gain and timing resolution studies must be conducted

promptly to establish whether this technology is viable for the High Granularity Timing

Detector (HGTD) in the ATLAS phase-II upgrade. The temperature control setup for

the TCT measurement at the University of Glasgow must be improved to get consistent

and reproducible measurements, especially at very low temperatures. Additionally, the

edge-TCT must be implemented into the existing TCT setup to study the electric field

profiles across the pixel and pixel-to-pixel gap in the thin LGAD and iLGAD devices.

The gains in small-pixel iLGAD devices have been measured, but unfortunately, the fabri-

cation of this device involves a complex process that leads to a low production yield. Work

is underway to produce a new variant of LGADs with a large fill factor which is easier

to fabricate, called the Trench-Isolated LGAD (TI-LGAD). Multiple sizes of TI-LGAD

pad devices and pixelated TI-LGAD with pitches of 55, 110 and 220 µm will be produced.

These devices are expected to be fully characterised by similar techniques to the ones

described in this thesis.

A new CZT crystal with fewer defects and superior spectroscopic performance called the

High Flux CZT produced by Redlen Technologies has become available. Hybrid pixel

detectors based on a thicker pixelated High Flux CZT bonded to Timepix3 or, even bet-

ter, Timepix4 readout ASICs would be the ideal candidate as detectors for a single-layer
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Compton camera. The CZT semiconductors are known to have higher γ-ray absorption

and are more tolerant to polarisation than the CdTe. Furthermore, increasing the thick-

ness of a CZT detector enables capturing more valid Compton events within a reduced

exposure time.
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A
List of Acronyms

ASIC Application Specific Integrated Circuit

CdTe Cadmium Telluride

CZT Cadmium Zinc Telluride

LGAD Low Gain Avalanche Detector

JTE Junction Termination Extension

iLGAD Inverse Low Gain Avalanche Detector

TI-LGAD Trench Isolated Low Gain Avalanche Detector

AC-LGAD AC-coupled Low Gain Avalanche Detector

TCT Transient Current Technique

SLCC Single-Layer Compton Camera

MSM Metal-Semiconductor-Metal

MIP Minimum Ionising Particle
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CCE Charge Collection Efficiency

FWHM Full-Width Half-Maximum

PSA Pulse Shaping Amplifier

FEE Front-end Electronics

ENC Equivalent Noise Charge

SNR Signal-to-Noise Ratio

IV Current-Voltage

CV Capacitance-Voltage

DUT Device Under Test

ToT Time over Threshold

ToA Time of Arrival

THL Threshold

DAC Digital-to-Analogue Converter

ADC Analogue-to-Digital Converter

CMOS Complementary Metal-Oxide Semiconductor

XRF X-ray Fluorescence

PPE Particle Physics Experimental Group

PoI Point of Interest

FLCC Full length Charge Collection
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[101] Enrique Muñoz et al. “A spectral reconstruction algorithm for two-plane

Compton cameras”. In: Physics in Medicine & Biology 65.2 (Jan. 2020),

p. 025011. doi: 10.1088/1361-6560/ab58ad. url:

https://doi.org/10.1088/1361-6560/ab58ad.

201

https://doi.org/10.1088/1361-6560/ac73d2
https://dx.doi.org/10.1088/1361-6560/ac73d2
https://doi.org/https://doi.org/10.1016/j.nima.2021.165954
https://www.sciencedirect.com/science/article/pii/S0168900221009086
https://doi.org/10.1088/1748-0221/13/01/c01036
https://doi.org/10.1088/1748-0221/13/01/c01036
https://doi.org/10.1109/23.873014
https://doi.org/10.1088/1361-6560/ab58ad
https://doi.org/10.1088/1361-6560/ab58ad

	Thesis cover sheet
	2024LombigitPhD
	Abstract
	Acknowledgements
	List of Figures
	List of Tables
	Declaration
	Introduction
	Pixel detectors
	The motivation
	Aims and novelty of thesis work

	Thesis overview

	Theoretical background
	Semiconductor physics
	Energy band and semiconductor materials
	Intrinsic & Extrinsic Semiconductors
	Carrier transport and resistivity 
	Charge multiplication
	Charge carrier loss in CZT and CdTe

	Principle of detector operation
	Reverse biassed p-n junction
	Basic structures of silicon detectors
	Basic structures of CdTe and CZT

	Interactions and energy loss mechanisms of charged particles and photons
	Interactions of charged particles
	Interactions of photons
	Photoelectric absorption
	Compton scattering
	Pair-Production

	Summary of charged particles and photons interaction

	Electron-hole generation and signal formation
	Readout electronics and system resolution 

	The Timepix3 readout ASIC
	From Medipix1 to Timepix3
	The Timepix3 readout ASIC
	Acquisition modes in Timepix3 readout ASIC
	ToT and ToA information

	Device equalisation and pixel masking
	ToT calibration
	Time-walk correction
	Chapter summary

	Detector characterisation techniques
	Electrical characterisation via IV and CV measurements
	IV/CV measurement set up at GLADD

	The transient current technique (TCT)
	The TCT setup and data analysis
	Laser focusing, alignment and MIP calibration
	Measurement of signal gain in LGAD devices

	Synchrotron test beam
	Test beam setup
	Test beam scanning methods


	Characterisation of low gain and inverse low gain avalanche pad detectors
	The LGAD & iLGAD pad devices
	Electrical characteristics of 50 µm thick LGAD
	Electrical characteristics of 250 µm thick iLGAD
	Summary of the electrical characterisation of (i)LGAD pad detectors

	Gain measurement in 50 µm thick LGAD
	Gain variations on implant dose and pixel size
	Gain as a function of temperature
	Summary of the gain measurement

	Chapter summary

	Characterisation of hybrid pixel detectors with XRF and radioisotopes
	Materials and experiment setup
	Data analysis for ToT calibration and time-walk correction
	Measurement at Glasgow
	Per-pixel ToT calibration and time-walk correction

	Global ToT calibration
	Per-pixel energy calibration (Timepix3 + 110 µm-pitch LGAD
	Time-walk correction
	Analysis of data from 5mm thick CZT detectors
	Chapter summary

	Characterisation of LGAD & iLGAD with micro-focus synchrotron beam
	The LGAD/iLGAD hybrid pixel detectors and test beam setup
	Pixel response and gain in hybrid pixel detector with LGAD
	Device C04-W0031: 110 µm-pitch + 10 µm JTE
	Influence of JTE widths on gain and fill factor
	Gain in small pixel LGAD
	Timepix3_LGAD test beam summary

	Pixel response and gain in hybrid pixel detector with iLGAD
	Al attenuation and threshold study
	Pixel response and gain in a 55 µm-pitch iLGAD (device I11-W0018)
	Pixel response and gain in 110 and 220 µm-pitch iLGADs
	Timepix3_iLGAD test beam summary

	Chapter summary

	Single-layer Compton camera (SLCC) with 1mm thick CdTe
	The Compton Camera
	Kinematics of Compton camera

	The single-Layer Compton camera
	Selection of Compton event
	3D coordinates and scattering angle
	Cone projection

	Proof of concept: Single-layer Compton camera with 1mm thick CdTe
	Data acquisition and pre-processing
	Data processing

	Results and discussion

	Conclusion & outlook
	Conclusion
	Outlook and future work

	Appendices
	List of Acronyms


