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Abstract

Explorations into the internal dynamics of hadrons are constantly evolving, and the requirement
for experimental results to verify theoretical models of hadron structure is paramount. A key area
in this field is the study of Generalised Parton Distributions (GPDs), which are functions used to
model the momenta of quarks and gluons within hadrons, and the methods to access GPDs ex-
perimentally. One such scattering process that allows access to these is Timelike Compton Scat-
tering. TCS complements existing Deeply Virtual Compton Scattering experiments and allows
investigation into the universality of GPDs through access to the real and imaginary parts of the
parton helicity independent GPD Hq via beam spin asymmetries (BSA), and it provides novel
access to the real and imaginary parts of the parton helicity dependent GPD H̃q through target
polarisation asymmetries (TSA). This thesis work presents a comparative study with the first
published BSA for TCS at the Thomas Jefferson National Accelerator Facility (JLab), alongside
a first time extraction of a Target Spin Asymmetry with the Summer 2022 data taking run.

JLab hosts the Continuous Electron Beam Accelerator Facility (CEBAF) which provides a
12 GeV electron beam to four experimental halls. Hall-B contains the CEBAF Large Accep-
tance Spectrometer, which took data across three run periods on a longitudinally polarised NH3

and ND3 fixed target from 2022-2023, to extract measurements of electron-proton scattering,
from which a TCS signal could be extracted. The thesis discusses work done to understand and
eliminate contributions from the non-/low-polarised nuclear background, testing pre-established
cuts to eliminate pion background from a dilepton (e+e−) final state and modifying them as
needed for the new experimental run, and attempts to hone in on a clean TCS signal from which
to extract the two asymmetry observables.

A comparison with existing BSA results was performed; however, the statistical errors are too
large to draw a significant conclusion as to whether there is agreement across each bin. More
data is needed for a multidimensionally binned extraction. A proof of principle was achieved
in the TSA measurements, with two out of four kinematic bins showing preliminary agreement
in shape with theoretical values. Again, the errors are significant due to the contributions from
the nuclear background. To support these conclusions, a further study was done, which takes
into account an estimate of the asymmetries with the full available dataset (this thesis is based
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only on data taken in the summer set; at the time of writing processing was still being conducted
for the final two datasets), as well as an estimate including additional future experiment days
that were awarded in July 2024. Additional work was done on a secondary project exploring
the feasibility of measuring TCS at the upcoming Electron Ion Collider, supporting the design
proposal for the detector for the first interaction region and giving a positive outlook for the
future of these types of measurements beyond JLab.
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Chapter 1

Introduction

1.1 Hadronic Properties and Motivations

The constituent quark model explains that a proton consists of three valence quarks, uud, so
the assumption naturally follows that the mass of a proton is the calculated sum of the masses
of these three quarks. An up quark (u) has a mass of approximately 2.16 MeV and the down
quark (d) approximately 4.67 MeV [1], so the total mass of the proton should be approximately
8.99 MeV. This is, in fact, less than 1% of the experimentally ascertained mass of the proton,
938 MeV. This is indicative of another source of mass other than the three valence quarks, the
likely candidate arising from dynamical interactions between quarks and gluons within the nu-
cleon [2, 3]. Another problem in the constituent quark model is the discrepancy between mod-
elled and measured proton spin. Experimental data has shown that roughly 30% of the total spin
of a proton comes from quarks, and up to 70% of spin comes from gluons and the orbital angular
momentum of quarks [4–6].

Figure 1.1: Diagram showing a scattering process where incoming electron e exchanges a virtual
photon γ∗ (four momentum = q) with a nucleon p.

At distances ≈ 1 fm, quarks and gluons are confined inside hadrons by the action of the strong

1
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(a) (b) (c)

Figure 1.2: Visualisation of the proton structure at different x regions. (a) Low x region, where
gluons dominate. (b) Mid x region, where the quark sea begins to become visible. (c) High
x region, where valence quarks dominate. Taken from the Visualising Proton Structure video
created by Rolf Ent and Richard Milner [8].

force. Quantum Chromo-Dynamics (QCD) describes this action; however, in the confinement
regime, things become decidedly more complex because of the size of the strong coupling con-
stant, αS, at these energy scales. In scattering processes, such as in Figure 1.1 where a photon
is incident on a nucleon, for large values of this incident photon virtuality, Q2 = −q2 (where q

represents the four-momentum of this photon), αS is small and so the associated physics remains
in a more well understood and calculable perturbative QCD regime. This corresponds to small
values of nucleon momentum carried by the partons, known as the longitudinal momentum frac-
tion x. This is shown in a video put together by Richard Milner (MIT) and Rolf Ent (Jefferson
Lab) which details the internal structure of the proton at various values of x, screenshots of
which are shown in Figure 1.2. At the lowest values of x the gluons begin to dominate and it is
hard to separate key features at all, but, as x increases, the sea quarks start to appear followed
by the valence quark structure at O(10−1). Because of this, a non-perturbative QCD approach
is required to describe the action [7].

The distribution of partons within a nucleon is theoretically modelled using distribution func-
tions, however numerous different experimental scattering processes are required to not only ac-
cess each parameter of such distributions but also to assess the extent to which they are process
dependent, or, their universality. A wealth of information on the inner structure of hadrons can
be extracted from scattering processes, one such example is the impact parameter, or transverse
position (b) and longitudinal momentum fraction (x) of the up quark in both an unpolarised
(top) and longitudinally polarised (bottom) proton, detailed using analysis of Deeply Virtual
Compton Scattering experiments shown in Figure 1.3. From these distributions, information on
the position of quarks as a function of their longitudinal momentum in an unpolarised proton
can be extracted, as well as how the longitudinal polarisation of the quarks is distributed in the
longitudinally polarised case.
Such experiments are performed at facilities worldwide, at a range of different energies, each
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Figure 1.3: The position of the up quark in the proton at different momenta shown by impact
parameter b vs x from Deeply Virtual Compton Scattering experiments. The top plot shows all
up quarks and the bottom plot shows the longitudinal polarisation of only the valence quarks
(dennoted uval) as a function of b and x. Taken from [9]

attempting to improve the understanding of these internal distributions at different energy and
momentum scales. Figure 1.4 shows a distribution of Q2 vs xB representing the kinematic phase
space coverage of a range of different experimental facilities, including data from the two elec-
tron beam energy eras of the Thomas Jefferson National Accelerator facility (JLab), 6 GeV and
12 GeV.
The following thesis details an analysis performed on a longitudinally polarised ammonia (NH3)
target with the CLAS12 (CEBAF Large Acceptance Spectrometer at 12 GeV) detector at JLab
- a fixed target electron accelerator facility in Virginia - with the aim of extracting Timelike
Compton Scattering (TCS) asymmetries. These particular observables provide access to the real
and imaginary parts of Generalised Patron Distributions (GPDs), which aid in providing a to-
mographic mapping of nucleon structure.

The document is split into the following sections. Chapter 2 details the theoretical background
of the experiment, beginning with outlining the basic principles of elastic scattering and then
extending this up to non-perturbative QCD, before detailing the key observables accessible ex-
perimentally and the phenomenology of TCS. Chapter 3 details the experimental setup, includ-
ing CEBAF and the CLAS12 detector, along with details on the longitudinally polarised target.
Chapter 4 discusses the analysis stages, including the Monte Carlo simulation, methods of nu-
clear background subtraction, corrections and the fitting of the data. Chapter 5 details the results
of the analysis, including the asymmetries extracted from the data and information that can be
gleaned from them, and finally Chapter 6 details the conclusions of the analysis and the future
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Figure 1.4: Phase space coverage of lepton-scattering and some proton-proton scattering exper-
iments over recent years, with the upcoming Electron-Ion Collider (EIC) shown at two separate
centre of mass energies [10].

outlook of these studies, discussing future data-taking runs at Jefferson Lab, alongside some
preliminary studies of TCS feasibility at the future Electron-Ion Collider. Appendix A.1 shows
a study done on monitoring the beam polarisation fluctuations throughout the data-taking run,
and Appendix A.2 shows a binning study on the final extracted observables.



Chapter 2

Physics Motivation and Theoretical
Background

2.1 Visualising structure

Fraunhofer diffraction patterns are observed when visible light diffracts through an aperture,
producing an image. Taking the Fourier Transform of the aperture gives the diffraction pattern,
and vice versa. This technique involves using light in the visible spectrum, that is, with a wave-
length between 380-750 nm, to image objects of O(100)mm in size. To image smaller objects,
the wavelength required also must be smaller; for example, in X-ray diffraction, a 0.1 - 10 nm
wavelength probe is used to image objects at an atomic scale [11]. Taking this to the subatomic
level, at scales of < 1 Fermi (10−15 m), a probe of comparable wavelength is required. Looking
to quantum field theory, virtual particles such as photons, which come from a high-energy elec-
tron beam interacting with a nucleon target via photon exchange, can be used for this purpose.
These photons are known as deeply virtual, which mathematically means their four-momentum
transfer is significantly large (Q2 >> M2

N , where M2
N is the mass of the nucleon target), and that

their mass is considered off shell [12].

2.1.1 Elastic Scattering

Exploring this concept deeper involves first looking at the principles of elastic scattering as a
tool for exploring nucleon structure. The methodologies and equations in this chapter are taken
largely from a mixture of [13], [14] and [15].
A formalism can be developed by first assuming that a non-relativistic point-like electron with
charge Z1, scatters off a point-like proton with charge Z2, with the assumption that both particles
are spinless, as shown in Figure 2.1. This incident electron is then scattered by the Coulomb
field of the proton, with a differential cross-section of the form:

5
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Figure 2.1: A representation of an incoming electron scattering from a proton, both particles
assumed to be spinless and point-like.

.

dσ

dΩRutherford
=

α2

16E2
K sin4(θ

2 )
(2.1)

where α = Z1Z2e2

4πε0h̄c = 1/137 (when Z1=Z2=1), θ represents the scattering angle of the electron,
and EK is its initial kinetic energy. This is referred to as the Rutherford cross-section, and comes
from the reduced form of:

dσ

dΩ
=

1
64π2

(
1

mp +Ee−Ee cosθ

)2

⟨|M|2⟩ (2.2)

where mp is the mass of the proton, ⟨|M|2⟩ is the Lorentz invariant spin averaged matrix element,
or more intuitively the interaction probability, and the reduced form is obtained by assuming the
electron (energy Ee) is non-relativistic and the proton is at rest.
Extending this to account for the fact that the electron is a relativistic, spin 1/2 particle, but
maintaining the assumption of point-like structure of the proton gives the Mott cross-section;

dσ

dΩMott
=

α2

4E2
e sin4(θ

2 )
cos2

(
θ

2

)
(2.3)

or if the proton recoil is considered;

dσ

dΩMott
=

α2

4E2
e sin4(θ

2 )

Ep′

Ee

(
cos2

(
θ

2

)
− q2

2m2
p

sin2
(

θ

2

))
(2.4)

where mp is the proton mass, Ee and Ep′ are the incident electron and scattered proton ener-
gies respectively, and q2 is the four-momentum transfer of the virtual photon exchanged in the
interaction.
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2.1.2 Form Factors

To further develop these concepts, an additional term must be introduced that accounts for the
fact that the proton is not point-like but instead has structure:

dσ

dΩ
=

dσ

dΩMott
|F(Q2)|2 (2.5)

where the additional factor |F(Q2)|2 (note that Q2 = −q2) is known as the proton form factor.
This form factor can be shown as a representation of the key elements of proton structure, in
terms of distribution of charge and magnetic moment in the Rosenbluth Formula:

dσ

dΩ
=

α2

4E2
e sin4(θ

2 )

Ep′

Ee

(
GE(Q2)2 + τGM(Q2)2

1+ τ
cos2

(
θ

2

)
+2τGM(Q2)2 sin2

(
θ

2

))
(2.6)

where GE(Q2) represents the electric form factor, GM(Q2) represents the magnetic form factor
and τ = Q2

4m2
p
. These two terms are the Fourier transforms of the charge distribution and magnetic

moment of the proton, respectively. Their relationship with the Dirac (F1) and Pauli (F2) form
factors is as follows;

GE = F1− τF2

GM = F1 +F2.

This interpretation of GE(Q2) and GM(Q2) as representations of charge and magnetic moment
is only valid in the Breit frame, where the momentum of the scattered proton p′ is exactly equal
and opposite its initial momentum p, i.e. there has been no energy transfer, p+ p′ = 0.
Different values of Q2 provide access to particular information by expressing the Rosenbluth
formula in the limit where Q2 is very small and very large. At small Q2, τ << 1, therefore the
Rosenbluth formula becomes:(

GE(Q2)2 + τGM(Q2)2

1+ τ
+2τGM(Q2)2

)(
dσ

dΩ

)
Mott
≈ GE(Q2)2

(
dσ

dΩ

)
Mott

(2.7)

and at large Q2, τ >> 1, so the Rosenbluth formula becomes:

(
GE(Q2)2 + τGM(Q2)2

1+ τ
+2τGM(Q2)2

)(
dσ

dΩ

)
Mott
≈ (1+2τ)GM(Q2)2

(
dσ

dΩ

)
Mott

. (2.8)

This dependence intuitively relates to the dominance of the magnetic force (1/r3) over the elec-
tric force (1/r2) at short distances.
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Figure 2.2: Rosenbluth seperation for (a) Q2 =0.6, (b) Q2 = 1.0, (c) Q2 = 2.0 and (d) Q2 =
3.0 [16].

Simultaneous extraction of the electric and magnetic form factors can be achieved at low Q2 by
measuring the cross-section at a fixed value of Q2 over a range of θ . This is expected to produce
a linear fit, since the Rosenbluth formula can be split as:

dσ

dΩ
=

dσ

dΩMott

(
GE(Q2)2 + τGM(Q2)2

1+ τ
+2τGM(Q2)2 tan2(

θ

2
)

)
y = mx+C

y =
dσ

dΩ
, x = tan2 θ

2

m =
GE(Q2)2 + τGM(Q2)2

1+ τ

C = 2τGM(Q2)2

which is referred to as the Rosenbluth Separation. The resulting fit gives access to each form
factor, an example of which is shown in Figure 2.2, which details the results of a series of elastic
scattering experiments performed at the Stanford Linear Accelerator Centre (SLAC) between
0.1 < Q2 < 3 GeV2. These distributions show the normalised cross-section ησ versus the
longitudinal polarisation of the virtual photon ε = [1+2(1+τ) tan2(θ

2 )] which depends only on
θ when Q2 is fixed. These slight modifications to the original formula in (2.6) occur when the
formula is expressed in its Lorentz-invariant form under the Born approximation [16].
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2.1.3 Deep Inelastic Scattering

As higher values of Q2 are approached, the dominant scattering interactions are inelastic rather
than elastic, meaning that the target nucleon changes in the final state. This can mean the final
state is excited, or in the case of Deep Inelastic Scattering, DIS, (even higher Q2), it breaks up
and some of the energy from the initial state goes into creating new particles. This is represented
pictorially in Figure 2.3. It is in these processes one must introduce xB or Bjorken x, which is
defined as Q2

2p·q (or Q2

2p2·q in Fig 2.3) and describes the longitudinal momentum fraction carried by
the struck quark in the Bjorken regime, i.e. at large virtuality of the incident photon (large Q2).
It was experiments observing this scattering process that first led the path towards revealing the
partonic structure of nucleons [17], [18]. Because of the introduction of this second variable
xB alongside Q2, the scattering cross section must now be described as functions of both xB

and Q2. These are known as structure functions (F1(xB,Q2), F2(xB,Q2)) and describe internal
nucleon structure in terms of momentum [19]. These functions are typically accessed using
inclusive measurements, where only the final state electron is detected. More detail on this will
be discussed in Section 2.3.

Figure 2.3: Inelastic scattering of electron off a proton showing the breakup of the proton in the
final state [20].

2.2 Quantum Chromodynamics

Quantum Chromodynamics (QCD) is a Quantum Field Theory (QFT), distinguishable from
Quantum Electrodynamics (QED) in two key ways, one is the fact that in QCD, for processes
that occur at relatively low values of q, the strong coupling constant, αs, is large, and for high
values, q >100 GeV, the strong coupling constant is small. This is known as asymptotic free-
dom. Typically, this means that calculations at low Q2 in QCD are non-perturbative, meaning
they cannot be solved analytically, and require frameworks such as Lattice QCD (LQCD) to
solve them numerically. In the region where the strong coupling constant is small, quark-gluon
and gluon-gluon interactions can be treated within a perturbation framework, for example, the
interaction between a deeply virtual photon and a struck parton. The other way in which QCD
and QED differ is that gluons, the mediators of the strong force, interact with themselves, which
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is not the case for photons in QED. In QCD, quarks are established as carrying both colour
and electric charge, and quark-gluon interactions can thus be described similarly to QED, with
the substitution of the coupling constant by the strong coupling constant. However, gluons also
carry colour charge, therefore there are added gluon-gluon interaction properties in the theory
not present between photons in QED [11].
The QED Lagrangian is given by;

LQED = ψ̄(iγµ
∂µ −m)ψ +qψ̄γ

u
ψAµ −

1
4

FµνFµν (2.9)

where the first term represents the Dirac equation for an electron, the second term represents
the electron current with charge q = −e, and the interaction with vector field Aµ . The third
term represents the kinetic potential of the vector field Aµ , where Fµν is the field strength tensor
(Fµν = ∂µAν − ∂νAµ ). Finally, ψ is the quark field and m is the quark mass. From here, the
QCD Lagrangian describing quark-gluon interactions can be derived, which is given by;

LQCD = ∑
q
(ψ̄

q
i (iγ

µ
∂µ −mq)ψ

q
j +gsψ̄γ

u
ψta

i jG
a
µ)−

1
4

Ga
µνGµν

a (2.10)

where gs is the strong coupling constant (representing the color charge), ta are the set of 3x3
matrices that make up the SU(3) group, also known as the Gell-Mann matrices. The sum over
q represents the sum over the quarks, while the i and j terms represent color indices, 1-3, and
the a term represents the color index, 1-8. Ga

µ and Ga
µν are the gauge field and field strength

tensors analogous to Aµ and Fµν in QED; however, the QCD field strength tensor has additional
terms (Ga

µν = ∂µGa
ν − ∂νGa

µ − gs fabcGb
µGc

ν ). It is these extra terms that reveal the additional
interaction vertices present that correspond to gluon-gluon interactions, which are not found in
QED [21].

2.2.1 Running Coupling Constant

In the perturbative regime, the strong coupling constant is defined as;

αS =
g2

s
4π

(2.11)

the form of which was first introduced in Section 2.1.2 as the fine structure constant α ≈ 1/137
for QED. The strong coupling constant is also dimensionless, as in QED, and can be understood
as the strength of the strong force. The renormalisation of this QFT is done by allowing the
strong coupling constant to acquire scale dependence and then performing a normalisation to a
measurable value at the given scale. This procedure is how coupling constants that run at the
energy scale of the virtual photon q2 are defined. This can first be done for the QED coupling
constant α by defining the renormalisation scale µ such that;
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Figure 2.4: The current status of measurements of αS(Q2) with experiment type and the degree
of perturbation theory used in the extraction [24]. NLO refers to Next-to-leading order (in the
strong coupling constant), NNLO refers to next-to-next-to leading order, and so forth.

α(q2) =
α(µ2)

1−α(µ2) 1
3π

ln( q2

µ2 )
(2.12)

This can then be modified for QCD and the strong coupling constant;

αS(q2)≈ αs(µ
2)

1+(
11Nc−2N f

12π
)αS(µ2)ln( q2

µ2 )
(2.13)

where terms N f and Nc have been introduced to represent the number of active quark flavours,
and the number of colors (3) respectively.
Experimental measurements of αS(q2) at a series of values of Q are shown in Figure 2.4, quoted
at a scale governed by the mass of the Z boson, MZ = 91 GeV. At low energy scales, it is clear
that the strong coupling constant has a value closer to order αS ≈ 1, which defines the non-
perturbative regime, but at higher energy scales it becomes smaller, so treatment of these QCD
processes can be done within a perturbative framework. This scale dependence is termed the
running of the coupling constant [22, 23].
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2.2.2 QCD and Nucleon Properties

Utilising the QCD Energy Momentum Tensor (EMT) can give access to the mechanical proper-
ties of the nucleon. The EMT takes the form;

T̂ µν = ∑
q

ψ̄qγ
µ i
←→
D ν

ψq +
1
4

gµνF2−Fcµλ Fcν (2.14)

where ψi is the quark field,
←→
D µ is the covariant derivitive, and as seen prior γν are the gamma

matricies, and Fµα represent the gluon field strength tensors. The first term represents the quark
part of the EMT while the second and third terms correspond to the gluon parts. Taking the
matrix elements of this for quarks and gluons (T̂ µν

a where a can be replaced with a q or G to
represent quarks or gluons) allows a decomposition of the mass, spin and mechanical properties
of the proton, as follows [25] [26];

⟨p′, s⃗′|T̂ µν
a |p, s⃗⟩= ū′

[
Aa(t)

γ{µPν}

2
+Ba(t)

iP{µσν}
ρ∆ρ

4m
+Da(t)

∆µ∆ν −gµν∆2

4m
+mc̄a(t)gµν

]
uei∆x

(2.15)
where γ{µPν} is a notation to represent γµPν +Pνγµ . The term ∆ represents the four momentum
transfer (t = ∆2,∆ = (p′− p)) and P = (p′+ p)/2, the average four momentum. Each term
A,B,D and c̄ are the Gravitational Form Factors (GFFs). A encodes information on the hadron’s
energy and momentum, B describes the gravitomagnetic angular momentum inside the hadron,
different notations for the EMT decomposition show this term as J, which contains information
on nucleon spin decomposition. D is referred to as the D-term, and relates to the pressure and
shear forces inside of the nucleon. The final term, c̄ relates to the trace anomaly. [27] [25] [26] .

2.3 Parton Distribution Functions and Generalised Parton Dis-
tributions

The distribution of partons within a nucleon in terms of position and momentum can be de-
scribed through the use of structure functions. An example of these are Parton Distribution
Functions (PDFs) which, at leading order, are tools that provide a one-dimensional, probabilis-
tic interpretation of the longitudinal momentum fraction at which partons are found inside a
hadronic structure. The data for such distributions is obtained through Deep Inelastic Scatter-
ing (DIS) and other hard-scale scattering experiments. Two distinct regions are revealed when
plotting PDFs: the valence quark region in which constituent quarks (those that sum to give the
net properties of the nucleon, as per the quark model) are found, and the quark-gluon sea where
dynamical interactions between quark-antiquark pairs and gluons occur [28].
Looking at Figure 2.5, it is clear that when x is high (close to 1), the valence quark region
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Figure 2.5: -to-leading order PDFs at a scale of Q2 = 10 GeV2 and Q2 = 104 GeV2 with a 68%,
or 1σ confidence level shown by each coloured band [29].

is dominant, i.e that the up (u) and down (d) quarks associated with the quark model of the
internal structure of the proton (uud) is revealed. When x is low (close to 0), there is a domi-
nance of gluons, and strange (s) and charm (c) quarks and their associated antiquarks become
more pronounced. This is indicative of the dominance of the quark-gluon sea region at this scale.

To further describe internal nucleon structure, Generalised Parton Distribution functions (GPDs)
are utilised, which are accessible via exclusive (all final state particles are known/detected) pro-
cesses that occur in a deeply virtual (high Q2) limit [30]. At this limit, scattering amplitudes
of processes can be factorised into what is referred to as a ’hard’ part, representing processes
describable in QED and perturbative QCD, and a ’soft’ part where non-perturbative QCD de-
scribes the scattering amplitude. This ’soft’ part is the description of the internal structure of the
nucleon, and how it changes when the scattering process occurs. GPDs are functions of x, t and
ξ , where ξ represents the skewness parameter, and represents half of the change in longitudinal
momentum fraction of the struck/active quark in the process. Taking the Fourier Transform of
GPDs with respect to momentum transfer t, i.e the difference squared in initial and final hadron
four momenta (see Figure 2.8c), where t = (q− q′)2 = (N′−N)2, gives access to the impact
parameter b which describes the transverse position of the partons. Using this along with lon-
gitudinal momentum information will give access to a fuller tomographic image of the internal
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structure of the nucleon [31,32]. GPDs can also be related to a wealth of structural information,
as they provide indirect access, via sum rules, to GFFs. This allows access to information on
pressure, mass and spin decompositions [27] and hence a broader understanding of them is in-
valuable to developing an understanding of the nucleon [33].

Generalised Parton Distributions are defined as matrix elements of non-local (describing an
initial and final quark being created and annihilated at different points in spacetime) and non-
diagonal (the initial and final nucleon momentum are different) quark and gluon operators in
light-cone coordinates, and are given by the following expressions [34], [11], [35];

Fq =
1
2

∫ dz−

2π
eixP+z−⟨p2|ψ̄q(−z−

2
)γ+ψ

q(
z−

2
)|p1⟩

=
1

2P+

[
Hq(x,ξ , t)ū(p2)γ

+u(p1)+Eq(x,ξ , t)ū(p2)
iσ+α∆α

2m
u(p1)

]
(2.16)

F̃q =
1
2

∫ dz−

2π
eixP+z−⟨p2|ψ̄q(−z−

2
)γ+γ5ψ

q(
z−

2
)|p1⟩

=
1

2P+

[
H̃q(x,ξ , t)ū(p2)γ

+
γ5u(p1)+ Ẽq(x,ξ , t)ū(p2)

γ5∆+

2m
u(p1)

]
(2.17)

where P+ is the light cone momentum of the nucleon, γ+ represents the light cone gamma ma-
trix, γ± = 1√

2

[(
0 I
I 0

)
±
(

0 σ3

−σ3 0

)]
, with I representing the identity matrix and σ3 representing

the third Pauli matrix, z− = 1√
2
(z0− z3), ∆α is the momentum transfer and m is the mass of the

nucleon. More directly, Fq and F̃q are derived from first principles using Wigner distributions,
which in a QFT inherently describe the particle system using spatial and momentum informa-
tion.
Figure 2.6 shows the relationship between each type of distribution discussed in this section and
outlines the general process of deriving GPDs from Wigner distributions via the Fourier trans-
form and then integration over light cone momentum k. Also detailed is the accessibility of the
impact parameter using GPDs or Wigner distributions. Figure 2.7 shows a representation of the
changes between information acquired from form factors, parton densities and GPDs from the
perspective of the internal structure of the nucleon. In the latter image the impact parameter b is
referred to as r.

The four quark helicity conserving GPDs are Hq, Eq, H̃q and Ẽq. QCD also describes four
further GPDs, HT

q ET
q, H̃T

q and ẼT
q which represent a flipped helicity of the active quark,

accessible through measurements on transversely polarised targets. Relating back to section
2.1.2, the integrals over x of GPDs Hq and Eq are representations of the Dirac and Pauli form
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Figure 2.6: Relationships between each of the distribution functions, TMDs (Transverse Mo-
mentum dependent Distributions), PDFs (Parton Distribution Functions), GFFs (Generalised
Form Factors), GPDs (Generalised Parton Distributions), GTMD (Generalised Transverse Mo-
mentum dependent Distributions). Note in this figure momentum transfer t is represented as ∆2.
Image taken from [33].

Figure 2.7: From left to right the information accessible via form factors, parton densities and
GPDs from a nucleon structure perspective. Image taken from [34]



CHAPTER 2. PHYSICS MOTIVATION AND THEORETICAL BACKGROUND 16

factors and the integrals over x of GPDs H̃q and Ẽq are representations of the axial and pseudo-
scalar form factors. The X̃ represents GPDs that are dependent on quark helicities, which are
therefore polarised, and the absence of the ˜ represents GPDs that average over quark helicity
and are unpolarised. GPDs of the form Hq and H̃q do not encode a change in nucleon spin, but
Eq and Ẽq are associated with a nucleon spin flip. When accounting for frame independence the
helicity conserving GPD expressions become:

Fq =
1
2

∫ dλ

2π
eixPz⟨p2|ψ̄q(− z

2
)/n−ψ

q(
z
2
)|p1⟩

=
1

2Pn−

[
Hq(x,ξ , t)ū(p2)/n−u(p1)+Eq(x,ξ , t)ū(p2)

iσαβ n−α∆β

2m
u(p1)

]
(2.18)

where n− may be any light-like vector [35, 36].
In the limit of (ξ , t)→ 0 the GPDs can be shown as directly related to quark PDFs:

Hq(x,0,0) = q(x)Θ(x)− q̄(−x)Θ(−x) (2.19)

where Θ(x) is the Heaviside step function, and q(x) and q̄(x) are the quark and anti-quark PDFs
respectively [11, 36].

2.3.1 GPD Models

GPD models are used to constrain GPDs in a required limit or parameterise them in a way that
is useful for the analysis of experimental data. A classification of one type of model is known as
’Double Distribution’, formulated by Radyushkin and Muller [37] [38] and models of this type
are used to parameterise the (x,ξ ) dependence of GPDs. Parameterisations are achieved using
an ansatz where terms α and β are introduced, such that x = β +αξ . This serves to separate out
the absolute value of longitudinal momentum, as opposed to accessing the value as an average
and also constrains GPDs to a polynomiality condition, in essence requiring that a given GPD
moment must be a polynomial in ξ , or skewness.

The VGG model, named after its creators Vanderhaeghen, Guichon and Guidal [39], is a model
that is used to parameterise each of the four GPDs (Hq, H̃q, Eq, Ẽq) based on particular con-
ditions, for example, Hq requires a particular formalism to model its t dependence to allow
extrapolation to very small x, which is experimentally inaccessible. The constraint, known as
Regge Theory, is based on relating the squared centre of mass energy of the system, s, t and the
spin of constituents in that system.

The Goloskokov Kroll (GK) model, formulated by Sergey Goloskokov and Peter Kroll [40]
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parameterises the GPD Eq in Deeply Virtual Meson Production (DVMP) from its relationship
to Hq, which is experimentally more well known. The t dependence in the GK model is also
parameterised using Regge trajectories, however, it maintains its dependence on x, unlike the
VGG model. This dependence is used to model both sea and valence quark GPDs at very low x

and high Q2 [36].

2.4 Accessing GPDs experimentally

2.4.1 Compton Form Factors

GPD’s are functions of variables x,ξ and t, where as a reminder x is the longitudinal momentum
fraction of the struck quark, ξ is the skewness parameter, and t is the four-momentum transfer
squared. Experimentally, t and ξ are readily accessible, however, x is not directly measurable
as it is integrated over. What is measured experimentally is instead a GPD at a given point (x
= ±ξ ,ξ , t), or

∫ 1
−1 dxH(x,ξ ,t)

x±ξ
. Each of these can be experimentally accessed through different

processes [36]. Since there are 4 helicity-conserving GPDs, there must be 8 such quantities.
These are known as Compton Form Factors (CFFs). CFFs are invariant quantities that play an
analogous role to form factors for electromagnetism. The four CFFs H1, E1, H̃1, Ẽ1, can be
written in terms of GPDs as follows [32]:

H1(ξ ,η , t) = ∑
q

e2
q

∫ 1

−1
dx(

Hq(x,η , t)
ξ − x− iε

− Hq(x,η , t)
ξ + x− iε

) (2.20)

E1(ξ ,η , t) = ∑
q

e2
q

∫ 1

−1
dx(

Eq(x,η , t)
ξ − x− iε

− Eq(x,η , t)
ξ + x− iε

) (2.21)

H̃1(ξ ,η , t) = ∑
q

e2
q

∫ 1

−1
dx(

H̃q(x,η , t)
ξ − x− iε

− H̃q(x,η , t)
ξ + x− iε

) (2.22)

Ẽ1(ξ ,η , t) = ∑
q

e2
q

∫ 1

−1
dx(

Ẽq(x,η , t)
ξ − x− iε

− Ẽq(x,η , t)
ξ + x− iε

). (2.23)

Compton Form Factors have a clear real and imaginary part as revealed by the ξ + x− iε in the
denominator of each CFF, meaning there are 8 functions accessible experimentally. At x =+/-ξ
(where a positive value relates to a quark and negative an anti-quark) the imaginary part of the
CFF, expressed in terms of GPDs is extracted. It is clear that at all other values of x the real part
of the CFFs are sensitive to GPDs.
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2.4.2 Deeply Virtual Compton Scattering and Timelike Compton Scatter-
ing

Deeply Virtual Compton Scattering (DVCS) is a simple, key, process in the experimental deter-
mination of GPDs. It involves scattering of a deeply virtual photon off a single parton within the
nucleon, re-emitting some of this energy in the form of a real photon in the final state [30]. The
pure DVCS cross-section as written in [32] is:

dσ

dQ2dtdydφ
≈ α3

em

8πs2
ep

1
Q2

1+(1− y)2

y3 ∑
λ ,λ

′
|Mλ

′
+,λ+|2 (2.24)

where: M is the matrix element of the process; λ is the incoming photon helicity; λ ′ is the
outgoing photon helicity; y represents the inelasticity; and sep is the squared centre of mass
energy of the electron-proton system.
Time-like Compton Scattering is a hard exclusive process, commonly referred to as the ’inverse’
of the DVCS process. The TCS formalism that has the initial quasi-real photon (γ) produced by
an electron scattering process is as follows;

ep→ l+l−p
′
(e
′
) (2.25)

where p and p
′
are the initial and final state four momenta of the nucleon, (in this case, a proton)

and e and e
′

are the initial and final state four momenta of the electron. The scattered proton
produces a virtual photon (γ∗) in the final state which decays into a lepton pair (l+l−). See
Figure 2.8 for a pictorial representation of DVCS and TCS kinematics and associated variables.
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(a) (b)

(c)

Figure 2.8:
(2.8a and 2.8b) Handbag diagrams of DVCS and TCS respectively. The incoming real photon is
represented as γ , the virtual photon as γ∗ and the target nucleon is represented as having initial
and final momentum N and N′, respectively. The produced lepton pair is represented as l+ and
l−. Taken from [3].
(2.8c) Representation of TCS kinematics in the hadronic plane (yellow) and leptonic plane (blue)
(separated by angle φ ). The initial four momenta of the real photon and the nucleon are repre-
sented by convention as p,q and the final state four momenta are represented as p′,q′. The angle
between the k lepton and the scattering axis of the nucleon is represented as θ . Taken from [32].

The final state in TCS is defined by the scattered proton and the produced lepton pair, from
which information about the scattered electron can be deduced. The scattered electron is often
not directly detected experimentally, due to the quasi-real nature of the initial photon, meaning
the scattered electron is deflected at very small angles, therefore reconstruction is a simpler
method than direct detection.
The pure TCS cross-section as written in [32] is:

dσ

dQ′2dtd(cosθ)dφ
≈ α3

em

8πs2
1

Q′2
1+ cos2θ

4 ∑
λ ,λ

′
|Mλ

′−,λ−|2 (2.26)



CHAPTER 2. PHYSICS MOTIVATION AND THEORETICAL BACKGROUND 20

where

1
2 ∑

λ ,λ
′
|Mλ

′−,λ−|2 = (1−η
2)(|H1|2 + |H̃1|2)−2η

2Re(H∗1 E1 + H̃∗1 Ẽ1) (2.27)

− (η2 + t/4m2
p)|E1|2−η

2 t
4m2

p
|Ẽ1|2.

TCS and DVCS can be related kinematically as follows;

DVCS→ TCS ,

Q2→ Q′2 ,

xB =
Q2

2p ·q
→ τ =

Q′2

((p+q)2−m2
p)

,

ξ → ξ ,

t→ t ,

φ → φ

where the variables Q′2 and τ are introduced for TCS. The variable τ is the equivalent of the
Bjorken variable xB in DVCS, and is the ratio of the squared four-momentum transfer of the vir-
tual photon to the squared centre of mass energy (s= (p+q)2) of the system. The variable Q′2 is
the squared four-momentum transfer of the virtual photon in TCS, accessible using information
from the detected final state dilepton pair.
The TCS cross-section is dominated by a similar process, known as the Bethe-Heitler (BH)
process, in which an incoming photon (γ) produces a lepton pair (l+l−), and one of these leptons
goes on to exchange a photon with the target, giving the same final state as in TCS [41, 42]. A
representation of the BH processes that dominate TCS is shown in Figure 2.9, and its cross-
section, in the limit of Q′2 » t and small target masses takes the form;

dσ

dQ′2dtd(cosθ)dφ
≈ α3

em

−2πs2t
1+ cos2θ

sin2θ
×
[(

F2
1 −

t
4M2 F2

2

)
2
τ2

∆2
T
−t

+(F1 +F2)
2
]

(2.28)

The BH dominance can be understood by comparing the phenomenology of TCS and DVCS, as
the DVCS cross-section also has a BH process which contributes to the total cross-section. The
term y in DVCS is known as the inelasticity and is defined as y = (k−k′)·p

k·p . Its analogous term in
the TCS cross-section is θ , the polar angle of the produced electron in the centre of mass frame
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Figure 2.9: Feynman diagrams showing the Bethe Heitler process, the left diagram shows the
photon exchange between the proton and lepton l− and on the right the exchange between the
proton and lepton l+. Taken from [32].

of the lepton pair. The two terms relate as follows;

1− cos(θ)
2

≈ 1
y

(2.29)

So at small y an enhancement of the DVCS cross-section is seen with respect to the BH back-
ground, as it includes a 1/y term (see Equation 2.24), however, the equivalent TCS term is fixed
to lie between -1 and +1 due to the cos(θ) term (see Equation 2.26), and so the TCS cross-
section is always dominated by the BH process [35], [32].

Measurements of DVCS observables allow access to the imaginary part of CFFs. The real part is
important for accurate constraints on the GPD model and can be accessed via DVCS double spin
observables and cross sections. Measurement of interference between TCS and Bethe Heitler
allows access to four Compton Form Factors, ReH1, ImH1, Re H̃1, Im H̃1 the former two give
access to GPD Hq and the latter two to GPD H̃q, see Equations (2.20-2.23). Notably, TCS can
also access the real part of the CFFs, and thus can be used to place constraints on GPDs [32,43].
The interference term is accessible via asymmetries due to the fact that the lepton pair in TCS
is produced in a C (charge parity) odd state and in BH they are in a C even state, the asymmetry
observable has a sign change between the two lepton momenta and thus the interference between
the two processes is projected out [35].

The first measurement of TCS was published in 2021 [42], one of the key observables extracted
was a measurement of Beam Spin Asymmetry or BSA on an unpolarised hydrogen target, shown
in Figure 2.10. The BSA is calculated as follows:
The BSA for an unpolarised target is calculated as follows:

A⊙U =
N+−N−

Pb× (N++N−)
(2.30)

where Ni represents the number of counts in each orientation of beam (i=±) and Pb represents
the beam polarisation. In the case where the target is polarised, the BSA becomes;
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A⊙U =
P−t (N++−N−+)+P+

t (N+−−N−−)
Pb× (P−t (N+++N−+)+P+

t (N+−+N−−))
(2.31)

where Ni j represents the number of counts in each orientation of beam (i) and target polarisation
(j) and P±t is the target polarisation. This difference is due to the fact that the polarisation of
the target must be effectively ’cancelled out’ in the calculation in order to accurately obtain an
asymmetry based purely on beam helicity. The notation A⊙U refers to a circularly polarised
beam ⊙ and an (U)npolarised target. It is sometimes depicted as Aφ denoting an asymmetry
binned in the kinematic variable φ

Figure 2.10: BSA extracted by Pierre Chatagnon using data on an unpolarised Hydrogen target,
expressed in 4 bins of t. Taken from [42].

This measurement can give access to GPD Hq, however, measurement on a longitudinally po-
larised target allows extraction of two further observables, a Target Spin Asymmetry (TSA)
and a Double Spin Asymmetry (DSA). This thesis will focus on an extraction of the BSA, for
complementarity with previously published results, and novelly a TSA, which is an observable
relating the polarisation of the beam and target in each orientation, as shown;

AUL =
N+++N−+−N+−−N−−

D f × (P−t (N+++N−+)+P+
t (N+−+N−−))

(2.32)

where DF is the dilution factor, discussed further in Section 4.1.2. The notation AUL represents
an (U)npolarised beam (i.e. not taking into account the BSA), and a (L) ongitudinally polarised
target. This is also sometimes referred to as AUz representing a target polarisation in the z-
plane, which is the same plane as the beam and therefore a longitudinal polarisation, whereas a
transversely polarised target would be polarised in the x-y plane.
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These polarised observables are particularly interesting due to their sensitivities to particular
GPDs. TSA extractions, for example, can give access to GPDs Hq and H̃q. The GPD H̃q is less
well known than the Hq GPD, though DVCS data exists for both (for example in [44], [45], [46]
and [47]). Experimental access to these quantities are invaluable for studies of GPD universality,
i.e, whether the theoretical models for GPDs are independent of the scattering process used to
determine them.
Figures 2.11 and 2.12 show the theoretical curves for the BSA and TSA respectively, taken at
a low t and central invariant mass in the TCS phase space. The BSA curve is taken from [48]
and the TSA curve is taken from [49], where the GPD parameterisations used are the VGG
model, modelling the (x,ξ ) dependence using a Radyushkin double distribution ansatz, and the t

dependence modelled on a Reggeized ansatz. The BSA curve details contributions as calculated
at Leading Order (LO) and Next-to-Leading Order (NLO), where the order refers to that of the
strong coupling constant. The TSA curve details contributions from different GPDs, showing
how for the TSA, the experimentally less well-known GPD H̃q is readily accessible.

Figure 2.11: BSA theory curve showing LO in solid and NLO in dashed. Taken from [48].
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Figure 2.12: TSA theory curve calculated with different GPD contributions. Taken from [49].



Chapter 3

Experimental Setup

The process of acquiring suitable data for analysis involves a series of steps, starting with the
production of the electron beam, which is directed to the target material, where it interacts,
producing particles that are detected. The detector systems lead to a read-out procedure before
the resulting data is processed for analysis. This chapter will detail the experimental setup,
including the CEBAF accelerator, the CLAS12 detector, and the polarised target (which was
a specific addition to this data taking run), before moving on to discuss the readout and data-
processing procedures.

3.1 CEBAF and the Beamline

The Thomas Jefferson National Accelerator Facility (JLab) is a fixed-target facility in Newport
News, Virginia. At the core of JLab is the Continuous Electron Beam Accelerator Facility (CE-
BAF), which provides an electron beam to four main experimental halls, A, B, C, and D, see
Figure 3.1. Electrons begin at the injector, in a three-beam bunch structure at a frequency of
500 MHz. The beam is then passed through two LINear ACcellerators (LINACs), each pro-
viding ≈1.1 GeV to passing electrons and operating at a frequency of 1500 MHz, encapsulating
the three beam bunches. Electrons make five passes of the full ‘racetrack’, giving a total beam
energy of up to 12.1 GeV, see Figure 3.2. The full 12 GeV electron beam is delivered only to
Hall D, as it is situated a further half-pass of the accelerator away from the other three Halls, to
which a maximum of 11 GeV can be provided after the five accelerator passes. Simultaneous
running of all four halls is achieved using Radio Frequency (RF) separators, positioned at the
end of the South Linac. The first of these separators operates at 750 MHz and splits each of
the three beams in the clump structure into two, 250 MHz halves. The first half of each beam
is pumped toward Halls A-C and passed through a 500 MHz RF separator, allowing these three
beam halves to be to be separated from each other, one for each hall. The second half of each
beam is directed back to the accelerator, where it is recirculated through the North Linac, for
half a pass, bringing the beam energy up to 12.1 GeV, and directed to Hall D [50].

25
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Injector

North 
LINAC

South 
LINAC

Hall A
Hall C

Hall D

Hall B

Figure 3.1: An aerial view of the Thomas Jefferson National Accelerator Facility (JLab), with
blue arrows showing the path of accelerated electrons through CEBAF and each Experimental
Hall (A-D) labelled. Modified from [51].
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Figure 3.2: A schematic of CEBAF showing the North and South LINACs, the injector, and the
five arcs through which the beam circulates before arrival at the experimental halls.

3.1.1 Beamline

Multiple systems work together to ensure that the beam delivered to each experimental hall is
physics-ready. A schematic of these subsystems in Hall B is shown in Figure 3.3.

Beam Position and Tuning

Nanoamp Beam Position Monitors (nA-BPMs) 2C21, 2C24 and 2H01 measure the beam posi-
tion in the x, y and z plane with an accuracy of 50 µm. A feedback system, known as the Orbit
Lock, uses these values to ensure the beam position on the target is stable. Halo counters, situ-
ated just downstream of the target, monitor beam-induced background in the hall and form a part
of the Fast Shut Down (FSD) procedure, to protect sensitive detectors in the hall from excessive
backgrounds. During running, the halo counters are closely monitored and will show height-
ened rates if the beam is scraping the edges of the beam pipe. Tungsten wires called ‘harps’
are moved into the beam at a 45◦ angle, where information from the beam hitting the wire is
combined with Halo Counter information to form a description of the beam profile. These ‘harp
scans’ are conducted at the beam tuning stage to establish reference x and y positions for the
beam, and then also periodically throughout the run to determine beam quality [53].
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Figure 3.3: Schematic of the CLAS12 Beamline, showing the tagger magnet, the halo counters,
beamline position monitor (BPM) and the CLAS12 detector [52].

Beam Current

The beam current is measured using a combination of information from nA-BPMs, the Syn-
chrotron Light Monitor (SLM) and the Faraday Cup (FCup). The SLM is constructed out of a
mirror and a prism and is used to split the synchrotron light generated by the incoming electron
beam into two images, one is used to provide a beam image view, and the other is directed to
a photo-multiplier tube (PMT) for measuring beam current, specifically the beam charge asym-
metry [54] which is an asymmetry calculated on the difference between positive and negative
accumulated charge Q for each helicity state (±), i.e. ABCA = Q++Q−

Q++Q− . The FCup provides
the most accurate beam current information instantaneously. To protect the FCup from high
beam power, it is positioned behind the beam-dump, through which some current leaks out. The
leakage is measured by the FCup and its value is a scaled value of the true beam current [53].

Beam Polarisation

The electron beam is circularly polarised by the CEBAF photocathode gun which uses lasers to
create the three beam structure outlined previously [50]. The polarisation of the beam is moni-
tored using the Møller Polarimeter, which works according to the principles of electron-electron
scattering (e+e→ e+e). Møller runs [55] are performed at least once per configuration change
(when magnet polarity or target type is changed, for example). These polarisation values are
calculated by measuring the beam helicity gated coincidence rates of scattered Møller electrons
on scintillation detectors [53]. For the dataset this thesis analyses, Møller runs that were taken
had an average recorded polarisation value of 82.7± 1.5 %, where the error given is the absolute
error, see Figure 3.4. Note that this figure takes the absolute value of the beam polarisation, runs
taken with the half-wave plate in have a negative beam polarisation, and runs with the half-wave
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plate out have a positive beam polarisation. Two runs are marked in red, which represent runs
taken during a spin dance procedure, which is a method that uses the inherent spin of electrons
to discern how well the polarimeter is measuring their polarisation at various angles (in this case,
angles of 0, 19.24, 28 and 64.5 degrees) where these angles are a measure of how much rotation
is necessary to compensate for spin precession effects from the accelerator. Outliers marked in
blue represent Møller runs that were taken to assess the detriment of beam bleed-through from a
neighbouring experimental hall, Hall-C. A more detailed study of the beam polarisation can be
found in Appendix A.1.

Figure 3.4: The absolute value of beam polarisation for RGC as taken by Møller runs across the
full run period. The green line represents the mean polarisation value after the removal of bad
runs, and the error bars at each point represent the absolute error.

3.2 The CLAS12 Detector

Hall B houses CLAS12 (the CEBAF Large Acceptance Spectrometer at 12 GeV) [52]. CLAS12
was an upgrade to the CLAS spectrometer, which was built for the JLab 6 GeV era. Some of
the key features of CLAS12 are its large solid angle and azimuthal (φ ) angular coverage, a polar
angle (θ ) coverage between 35◦−125◦ provided by its central solenoid magnet and detector, and
the forward polar angle range up to 35◦ provided by its forward superconducting torus magnet
and detector systems. For a full view of the CLAS12 spectrometer see Figure 3.5.
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Figure 3.5: A schematic of the CLAS12 spectrometer showing the split between Forward and
Central detector regions, with each subsystem coloured for distinction. The subsystems of the
Central Detector are surrounded by the solenoid, coloured here in grey between the HTCC and
the CTOF+CND [52]. The beam direction in this image runs from right to left.

3.2.1 Forward Detector

The CLAS12 Forward Detector (FD) has six sectors, split into multiple subsystems. The su-
perconducting torus magnet [56] provides each sector of the FD with the same perpendicular
(with respect to the beam direction) magnetic field, with the aim of deflecting charged parti-
cles to establish track momentum based on curvature. Each of the six torus magnet sectors
hosts three independent, 36-layer Drift Chambers (DCs) [57] used to determine the trajectory of
charged particles. Particle identification for particles at high energies is achieved in the FD via
the use of Time Of Flight (TOF) [58], Cherenkov counters and Electromagnetic Calorimeters
(ECALs) [59].

Drift Chambers

The combination of drift chambers and the forward torus are collectively known as the Forward
Tracking system. This system is used for the identification of charged particles with forward
polar angle, between 5◦−40◦, and with momentum greater than 200 MeV/c2. This lower bound
is placed due to the presence of the magnetic field, which will cause lower momentum particles
to be swept out of the tracking system. The physical structure of the drift chambers is detailed
in Figure 3.6 where we see three distinct regions, R1 positioned just before the torus field, R2
inside the torus field, and R3 just after the torus field. Each region has six sectors, and each
sector has two ‘superlayers’, known as SLs, which are a grouping of 6 layers of wires each [57].
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The drift chambers, paired with the forward micromegas vertex tracker (see Section 3.2.1) are
used to discern particle momentum, calculated using track curvature in the torus field [58].

Figure 3.6: Schematic of the CLAS12 for-
ward tracking system showing the relative
positions of the three Drift Chamber re-
gions (R1-3) [57].

Figure 3.7: The CLAS12 Forward Time of
Flight system. The panel 1b counters are
in blue, and the panel 2 counters are shown
in orange, the panel 1a counters are posi-
tioned just downstream of the perspective
of this image.

Cherenkov Counters

The High Threshold Cherenkov Counter (HTCC) [60] is positioned in front of the drift cham-
bers, upstream of the torus, and is used to detect electrons at forward polar angles, between
5◦− 35◦. The HTCC is comprised of 48 mirrors, which direct Cherenkov photons produced
via particle interactions with carbon dioxide in the detector volume, towards a series of photo-
multiplier tubes (PMTs). Out of the six torus sectors, four are equipped with Low Threshold gas
Cherenkov Counters (LTCCs) [61], built similarly to the HTCC. These detectors are positioned
between the DC and FTOF and are primarily used for π/K (pion/kaon) separation, achieved
through the fact that pions are much lighter than kaons and thus leave a signal in the LTCC. The
other two sectors are equipped with Ring Imaging Cherenkov (RICH) [62] detectors to further
improve the π/K separation. These detectors comprise a series of focusing mirrors and PMTs
much like the LTCC and HTCC, but they also include aerogel radiators and spherical mirrors for
both direct and reflected (for larger angles) Cherenkov light detection, depending on the polar
angle of the incident particle.
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Forward Time of Flight

Each of the six torus sectors is also equipped with a three-layered series of scintillation counters,
known as the Forward Time of Flight system (FTOF) [58]. The FTOF is used for the Particle
Identification (PID) of charged particles, for example, π , p and K with momenta up to 5 GeV.
The layers of counters are denoted panel 1a, panel 1b (both covering the θ region 5◦−35◦) and
panel 2 (covering the θ region 35◦− 45◦). Hit information from panels 1a and 1b are taken
together to discern the velocity information for the charged particles, and, since β = v/c, it is
from this information along with particle momentum that particle mass (m = p

βγ
, where γ is the

Lorentz factor), and subsequently its identity can be determined.

Electromagnetic Calorimeters

The CLAS12 Forward Electromagnetic Calorimeter [59] consists of six calorimeters, one for
each sector of the FD. Each calorimeter houses a combination of the CLAS Electromagnetic
Calorimeter (EC), and a pre-shower calorimeter (PCAL) added in the CLAS12 configuration
to extend the radiation length of the detector. The CLAS12 ECAL uses scintillating light to
detect electromagnetic showers produced by electrons up to 12 GeV, as well as photons and
neutrons, to allow for analysis of the hit position and energy deposition of both charged and
neutral particles at high momentum. Shower detection is done by pinpointing the hit position and
timing information of clusters produced when a particle interacts with the calorimeters. Accurate
reconstructions of this information allow separation between neutral particles such as neutrons
and photons, based on their respective velocities. The detector is layered longitudinally, with
incident particles seeing the PCAL first, then the inner EC (ECIN) and the outer EC (ECOUT).
This aids in PID as the PCAL can be used to separate electrons from pions, and the ECIN and
ECOUT can be used to separate electrons from photons due to the material radiation length and
absorption of shower energy.
This is important for photoproduction processes, such as DVCS and TCS, in which one source
of background is pion production, which must be distinguishable from photons/leptons in the
final state. This segmented structure also allows some discrimination between pions and muons
since muons will interact via absorption in the ECAL and emission of a photon, whereas pions
will interact via ionization or they will produce hadronic showers. These showers produce a
notable tail in the energy distribution of inner and outer EC plots.
Each sector is in a triangular configuration to maximise space with the hexagonal shape of the
CLAS12 detector. Each layer has a set of scintillator bars denoted U,V and W, with specific
orientations parallel to each side of the triangle sector, 120 degrees apart, shown in Figure 3.8.
Lead sheets are placed between each consecutive layer to create the EM showers.
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Figure 3.8: A representation of the CLAS12 Forward Electromagnetic Calorimeter showing the
U,V and W oriented scintillator bars of the calorimeter. The U is shown in green, the V in red
and the W in blue. The interwoven lead sheets are shown in pink/white [59].

Forward Tagger

The forward tagger is composed of an electromagnetic calorimeter, a hodoscope, and Micromegas
trackers. Its main purpose is to detect electrons and photons at low polar angles (around 2◦ -
5◦) with a low momentum transfer. This is a key element for fully exclusive processes, where
the measurement of the scattered electron is required. There are three distinct variables of the
scattered electron that the forward tagger can assist in detecting; the energy, in the calorimeters
via the electron’s electromagnetic shower and the azimuthal angle and polar angle, measured in
the Micromegas trackers. The scintillation hodoscope is required for the separation of electrons
and photons [63].

3.2.2 Central Detector

The solenoid magnet [56] surrounds the subsystems that make up the CLAS12 Central Detector
(CD), generating a 5T magnetic field to measure charged particle momentum and charge. The
magnetic field produced by the four inner coils acts as a shield to Møller electrons, directing
these events to the beam dump. Møller electrons are produced when beam electrons scatter
off atomic electrons from the target, which can provide significant background to exclusive
processes, where the scattered electron is required for reconstruction [52]. The solenoid is self-
shielding which means that it has a fifth superconducting coil, positioned outside the main set
of four coils, which generates a field in the opposite direction to the others protecting sensitive
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Figure 3.9: The CLAS12 Central Time of Flight system showing a side-on view of the barrel
structure, comprising 48 scintillator bars, with respect to the position of the CND, the HTCC
and the solenoid [64].

components near the solenoid from stray magnetic fields [56]. The central solenoid covers the
polar angular range 35◦−125◦.

Central Time of Flight

The Central Time of Flight (CTOF) [64] system consists of a 25 cm radius, hermetic barrel
of thin scintillation counters that surround the target. Each scintillator counter is read out by
photomultiplier tubes (PMTs) positioned on the end of each scintillator bar. A schematic of the
design and its location with respect to other central subsystems is shown in Figure 3.9. The
CTOF system is used for charged particle timing measurements and separation of π/K/p in the
momentum range around 300 MeV < P < 2 GeV, the lower bound is in place due to the solenoid
field curving low momentum tracks away from the detector acceptance.

Central Vertex Tracker

The Central Vertex Tracker (CVT) is comprised of two subsystems, the Silicon Vertex Tracker
(SVT) [65] and a six-layer Barrel Micromegas Tracker (BMT) [66] that surrounds it. The two
systems are used for the tracking of low momentum particles, such as recoil baryons and large
angle π/K/p, with high efficiency. The SVT provides a transverse momentum resolution on
these particles of δ pT

pT
< 5 % and the BMT provides a polar angle resolution of δθ < 10-20 mrad,

within the angular acceptance of the CD. Tracks from the CVT are paired with hits in the CTOF
for the purpose of particle identification. A schematic of the CVT design can be seen in Figure
3.10.
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Figure 3.10: The CLAS12 Central Vertex Tracker system showing the SVT surrounded by the
BMT. BMTZ refers to sectors of the BMT oriented parallel to the beamline for azimuthal par-
ticle trajectory, and BMTC refers to sectors that curve around the beamline for longitudinal
measurements of particle trajectory [67].

Central Neutron Detector

The Central Neutron Detector (CND) [68] is a scintillator barrel that makes up the outermost
layer within the solenoid of the central region of CLAS12. It was designed to detect 0.2 -1 GeV
neutrons at laboratory polar angles from 40◦−120◦, and to improve neutron detection efficiency
in the central region. This system is crucial for interaction channels involving electron scattering
off a neutron, for example, those on a deuterium target.

3.2.3 Trigger and DAQ

Two systems, the Trigger, and the DAQ (Data Acquisition) work together to record data taken
by CLAS12. The trigger fires a signal to the DAQ to record an event when it receives a signal
from the CLAS12 detector subsystems, HTCC, DC, FTOF, ECAL, CTOF, CND and FT. At
the first stage of event identification, there is a check for clusters produced in the ECAL that
have energy above or below a defined threshold, depending on the particular experiment being
conducted. The HTTC is then used to identify the nature of the clusters from the calorimeters,
based on charge and number of photoelectrons (electrons produced from Cherenkov light hitting
the PMTs), and hits in the 6 layers of the DC are then used to establish particle track geometry.
PMTs in the FTOF, CTOF and CND trigger upon a hit over a defined energy threshold value
and, if electrons are scattered at very small angles, the FT employs a cluster-finding algorithm
to determine a hit. Once a hit is registered, the second stage of event ID involves checks on
the time coincidence for each of the six Forward Detector segments, and then again separately
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Figure 3.11: Flowchart describing the DAQ system from Read Out Controllers (ROCs) to Event
Readout (ER) [70].

for each component of the Central Detector. The final stage combines all readouts into a set of
trigger bits that can be read out by the DAQ system [69].

The process of Data Acquisition and readout begins at the Read Out Controllers (ROCs) which
consist of various components such as JLab-designed processor boards, Linux servers, and VME
(Versa Module Eurocard)/VXS (VME with serial extension) crates. These components allow for
a scalable and modular design, making the DAQ system relatively easy to upgrade should the
need arise. Each component has a shared 250 MHz clock, supplied by optical fibres, which is
used for synchronisation. These fibres also distribute trigger, reset and busy signals. The ROCs
are connected to the Event Builder (EB) which is responsible for the assembly of the data from
each ROC into a single event. Events are then transferred to the ET (Event Transfer) ring, so-
called as its memory storage is organised in a circular structure, allowing access by multiple
data processing programs in real-time. From here, the data is then passed to the Event Recorder
(ER) where data is written to disk, see Figure 3.11 for a flowchart describing this process [70].

3.3 Data Processing

3.3.1 Data Cooking Procedure

Data is stored on tapes in the form of .evio files. In this form the data is still in a raw state, so
to analyse this data and perform calibrations/corrections the data needs to first be reconstructed.
Data reconstruction, or ‘cooking’ requires a chef, which formed part of the work of this PhD.
The author held the chef role for one year, and during that time was responsible for cooking data
for subsystem experts all the way through the calibration stages of the dataset used in the thesis,
up to the point where the full dataset was assessed for final complete cooking. The author was
also involved in some of the early stage processing of the Fall 2022 and Winter 2022/2023 run
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periods, which were, at the time of this thesis, still being calibrated.

The cooking procedure is done by first configuring a .yaml file, which includes all the geometry
variations and calibration constants for each detector system, as well as magnet configurations,
and the inclusion of services such as AI tracking or denoising algorithms to clean up the data
signals. A configuration file is then produced, with the settings for the cooking itself, for exam-
ple, how many runs, which software framework (called COATJAVA) version to use, and which
CLAS12 reconstruction architecture service (called CLARA) to use. Once all the configura-
tions have been established, a workflow script is initiated, which submits the cooking stages as
a series of jobs per data-taking run on the JLab computing farm. Cooking for analysis typically
has three stages per run, see Figure 3.12 for a visual representation of these steps. Firstly, there
is the decoding stage, where the .evio files are converted to .hipo (High Performance Output)
format [71], which is a format suitable for large datasets, with fast, high-performance compres-
sion. Next comes the reconstruction stage, where hits are reconstructed as particle tracks and
sorted into data banks, suitable for analysis. Finally comes the analysis stage which takes the
reconstructed files and applies a script called a ‘wagon’ script, which skims the data into sub-
sets, called trains, appropriate for each particular analysis. The specific train used in this thesis
is discussed in further detail in Section 4.

Depending on the cooking type there are multiple things that can occur after this stage. If the
data is fully calibrated, the cooking is referred to as a ‘pass1’ which is where every run is fully
cooked for analysis and trains are produced. Prior to this, the majority of processing tasks
are calibration cooks, which are done to ensure each detector subsystem has the appropriate
calibration constants uploaded to the Calibration Constants Database (CCDB). The way the
latter is achieved is by producing ‘timelines’ which are a series of fitted histograms for each
run. These histograms are published with a set of preset boundaries and checks are performed
to see if the fits applied to each histogram fall between these boundaries. If this is not the case,
a second iteration of calibrations will be performed, the data will be recooked based on the new
constants, and then timelines will be produced on the new cook. These timelines are referred to
as Quality Assurance (QA) timelines, and allow the distinction between ‘good’ and ‘bad’ runs
across each period. More detail on the calibration procedure is given in the following sections.

3.3.2 Subsystem Calibrations

Calibrating each individual subsystem is a long and complex process, requiring rigorous multi-
stage algorithms and careful checking of the data by software and detector experts. Calibrations
can be very broadly classified into two categories, pre-beam and in-beam. Pre-beam calibrations
are done before the experimental run, with the aim of preparing the detectors for data taking,
often involving tests using cosmic muons to monitor detector response and establish the nec-
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Figure 3.12: A flowchart showing the data processing procedure that takes data from raw state
to calibrated analysable state. QA stands for Quality Assurance, which is a set of boundaries
within which detector subsystem resolutions should fall to be considered ‘good’ runs, and CCDB
stands for Calibration Constant Database, which is where calibration constants for each detector
subsystem are uploaded.
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essary voltage limits for operation. In-beam calibrations are required for preparing the dataset
for analysis and aim to ensure things like track lengths and coordinates, timing and energy are
accurately recorded, ready to pass to the event reconstruction software. The following sections
introduce some of these calibration processes for each detector subsystem.

DC

Calibrating the drift chambers is done by taking the raw TDC (Time to Digital Conversion)
values and correcting them to account for drift time of tracks and gas ions through the detector,
and follows the form [57];

tdri f t = ttdc− tstart− t0− t f light− tprop− twalk (3.1)

where: ttdc is the raw time; tstart is the time at which the trigger particle (usually the electron)
left the target, and is given by the Forward Time of Flight system; t0 is the wire time delay;
t f light is the time it took for the particle to travel from its interaction point to the wire; tprop

is the time it took for the signal to propagate through the wire; and twalk is the extra timing
correction required to account for the distance of the ion track to the wire. After the raw TCD
time is corrected to account for the drift time, this time value is converted to a Distance of
Closest Approach (DOCA). To achieve this conversion, the distance of the closest approach of
a track to the wire (TRKDOCA) versus time is fitted with a 4th order polynomial called the drift
velocity function, whose parameters are: drift time, saturated drift velocity, distance to the point
of minimum electric field strength, and the drift velocity at this point. These values are then
calibrated by running the fit multiple times to obtain optimised values. Since the objective is to
get a DOCA as a function of time, and the polynomial is an expression of time as a function of
distance, the drift velocity function is inverted and it is in this way that the tracks are effectively
reconstructed [57].

FTOF

Calibrations for the Forward Time of Flight (FTOF) detectors follow a multi-stage process.
Firstly, timing offsets between left and right PMTs are determined and accounted for using hit
points and times in the TDCs. Next, the ADC (Analogue to Digital Converter) recorded value
is calibrated as a function of energy deposition. Prior to an experimental run, gain matching
determines the required High Voltage (HV) setting for the Minimum Ionising Particle (MIP)
peaks to match, such that during the calibration process the peaks are aligned and the energy
loss of a particle track can be accurately determined for each counter. The third step is taking
the measured ADC value as a function of hit coordinate to extract and calibrate the counter
attenuation length. Next the left and right TDC times and track hit coordinate values are used to
determine the effective velocity of light along each of the counters, before a time walk correction
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is applied to the left and right side PMTs. This correction is determined from: the L/R offset in
step one; the flight time from target to FTOF; the path length of the track; and the comparison
of RF time from the accelerator to the reaction vertex of the target. After this, a correction is
established to account for the timing difference between each counter which is required for hits
that are recorded by multiple counters. This is done by first determining the offset between
the beam bunch that produced the trigger particle and the measured start time of the event (i.e.
which beam bucket was responsible for the recorded hit in the counter). Charged particle tracks
that have a hit in multiple counters can then be traced back to the specific beam bucket, and
any offsets in timing can be rectified. The final step is the timing calibration of the TDCs
and correction of counter-hits for the difference between the actual track and the recorded hit
point. These calibrations are initially performed for a single run, and closely following runs are
checked for any notable shifts outside a defined allowance before a new set of runs is calibrated.
The stages outlined above are completed in succession after the DC calibrations are complete,
as there is a dependency on the accuracy of the track path length, and the stages are iterated and
repeated due to inter-stage dependencies [58].

HTCC/LTCC

The Cherenkov counter calibrations also involve a gain-matching process, for the HTCC the
position of the photoelectron peak is determined for each PMT, and the HV setting is adjusted
to ensure the peaks are aligned. Timing calibrations for the HTCC are done by calculating the
shift between the target interaction vertex and the channel response and applying this value as
a correction to each channel. The HTCC response in each channel must also be corrected for
physical factors such as dust, mirror distortion/imperfections, and PMT gain instability [60].
The LTCC gain matching process aligns the single photoelectron (SPE) peak position to an ADC
value of 200, and the final reported number of photoelectrons out of the ADCs is corrected as

ADC
ADCSPE

[61]. This in essence ensures that the signal value for a single photoelectron depositing a
signal on the anode is made as a baseline for which to gain match each ADC peak, and from this
the number of photoelectrons can be extracted by calculating the ratio between the SPE ADC
value of 200 and the measured, gain matched ADC value.

ECAL/PCAL

The detected energy in the inner, outer and pre-shower calorimeters (ECIN, ECOUT, PCAL) is
determined from the energy measured by each PMT in a given module over each of the three
orientations or views (U,V,W, see Figure 3.8), corrected by sampling fraction (energy depo-
sition/particle momentum). The energy measured by each PMT is calibrated by determining
the values of the attenuation function describing the effect of the distance between the cluster
and the readout point. These values are determined by taking cosmic muon data runs before
the experimental run. Timing calibrations of the calorimeters are performed using the clusters
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recorded in each of the ECIN, ECOUT and PCAL, and taking the difference between measured
and expected time. The expected time follows the form [59];

Texpected = tstart +
path length

β
+

readout distance
ve f f

(3.2)

for each orientation, and the measured time is decomposed as follows [59];

Tmeasured = tT DC− tADC (3.3)

where each term in the latter has cable delay effects and component-specific corrections folded
in. A χ2 minimisation procedure is followed to minimise the difference between these two
times, and, since the path length and readout distance from the cluster and start time are known,
the effective velocity (veff) can be extracted [59].

FT

Pre-beam calibrations of the Forward Tagger involve testing the detector response over each
layer of the detector using dedicated cosmic muon runs. Initially, gain matching is performed
via an analysis of MIP signals across different high-voltage settings for the Hodoscope SiPMs
(silicon photomultipliers). Energy calibration of the hodoscopes was also achieved through
analysis of MIPs and comparison with simulation.
The energy calibration for the FT-Cal is achieved using analysis of elastic scattering at low beam
energies and π0 decay events (π0→ γγ) for a wider spectrum of beam energies, up to 10.6 GeV.
The electron scattering events with one cluster in the calorimeter were analysed to locate the
single crystal in that cluster with the highest energy deposition from the electromagnetic shower,
providing a reference point less prone to fluctuation for subsequent calibration. This crystal’s
energy, known as the ‘seed’ energy, was compared to the total energy of the cluster and, if found
to be above a threshold value of 55% of the total energy, is plotted and compared with simulation
to extract calibration constants. For the higher energy case with π0 decay, the seed energy
is compared to the known π0 mass and reaction kinematics and plotted to extract calibration
constants. These constants are checked by reconstructing the π0 mass from the detection of the
two photons and comparing them again to the known value. This process is repeated until the
reconstructed mass is within a defined tolerance of the known value.
Timing calibrations are achieved using information from the FTOF on the particle start time,
and comparing to a back projection of the recorded ‘hit’ time in the calorimeter and hodoscope
to the interaction vertex [63].

CTOF

A gain matching procedure is also followed for the Central Time of flight system at the start of
calibrations, however, an added consideration is put in place to handle the attenuation of light
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reducing the signal along scintillator bars, as well as procedures to balance the signal between
upstream and downstream PMTs. The attenuation function parameters are determined from the
ratio of upstream and downstream PMTs versus counter hit position. The scintillator bars also
have a timing correction factor applied associated with the fact that their edges are curved. The
ADCs are calibrated using the energy deposition of MIPs much like in the FTOF. The PMTs
must be calibrated for offsets in timing resulting from differing cable lengths in upstream and
downstream PMTs. This allows the determination of a hit coordinate, providing a value for the
effective velocity. The effective velocity is determined from TDC timing information and the
distance between CTOF counters and central region trackers. Timing calibrations are performed
to ensure that an accurate time of flight from the target to the CTOF counters is measured. One
of the steps in this is to align each counter based on the average hit time in each counter from the
TDCs, and correct for any offsets between each counter for the same event. As with the FTOF,
the measured time by the CTOF must also be correlated with the RF of the accelerator, in order
to ensure accurate timing measurements.

CND

The timing calibration of the CND is done by calculating and correcting for any measured timing
offset between the event vertex time and the hit/path length information (L) recorded by the
CND. The full equation to calculate this offset takes the form [68];

toffset =
tL + tR

2
− t0− tto f −

Path Length
2

(
1

ve f fR
+

1
ve f fL

)− 1
ut
− tLRAD

2
−T DC j. (3.4)

The terms tLR and tLRAD represent contributions from timing offsets between hits on coupled
paddles in the CND, ve f f as usual is the effective velocity which is determined using the hit
position and time differences across paddles. The ‘u-turn’ propagation ut is added to account
for the fact that structurally, the paddles are connected to each other by a semi-circle shaped
light guide, akin to a ‘u-bend’, and therefore extra time is required for the signal to propagate
through the paddles. Information from the FTOF is used to determine t0 and tto f is provided by
the CVT. The energy calibration process for the CND involves accounting for the attenuation
length of light across the scintillator bars, using ADC information, much like in the CTOF, and
analysis of MIPs to extract energy conversion factors [68].

CVT

Cosmic muon data was initially taken to align and calibrate the BMT prior to beam time. During
the experiment, tracking efficiency and cluster multiplicities were measured to determine the
optimal high-voltage settings. Dedicated empty target, zero field runs combining data from the
BMT and the SVT were used to monitor and improve vertex resolution.
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During the calibration process of detectors after an experimental run, many iterations and tests
need to be performed to check the quality of the data and to ensure the determined calibration
constants are accurate. As part of the PhD the author performed some checks for proposed
software changes to the reconstruction algorithm of the Central Vertex Tracker. The study took
data from a 2018/2019 run, and compared it with the same data, reprocessed to include the
updates to the Central Vertex Tracker. These updates aimed to improve the reconstruction of
the scattered proton, thus increasing both the yield and resolution of the final state kinematic
histograms.
The study (shown in Figures 3.13 and 3.14 ) looked at a dilepton and proton final state from ep

scattering, and included the following cuts/definitions;

• ‘FSI’ - indicates Final State Inclusive, which represents only the requirement that the
lepton pair is in the FD, but no other cuts applied. This is to show the effect of the CVT
changes on the full dataset for a dilepton final state.

• RGA - indicates the requirement that the lepton pair is in the FD, the scattered proton is in
the CD (as this is the region where the CVT is located) and some additional preliminary
cuts from the 2018/2019 analysis note detailed below;

– Sampling Fraction cut 3σ

– Minimum energy deposition in the PCAL 60MeV

– Cut on the intercept of Sampling fraction in the inner and outer calorimeters versus
the sampling fraction in the pre-shower calorimeters of < 0.2

– Electron z-vertex cut -13 cm < z < 12 cm

– Loose fiducial cuts on the PCAL (one bar)

Each of these cuts are discussed in more detail, pertaining specifically to the dataset in the
thesis, in Section 4.1.1.

• ‘Excl’ represents the application of some preliminary exclusivity cuts on the 2018/2019
data, taking into account the fact that the study was performed on one single run so statis-
tics were not sufficient for tight exclusivity.

– Decay electron momentum > 1 GeV

– Decay positron momentum > 1 GeV

– Scattered electron Pt/P < 0.05

• ‘Before’ represents the run from the originally processed dataset and ‘After’ represents
the run from the reprocessed dataset.
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Looking to figures 3.13 and 3.14 which show the Missing Mass squared (MM2) of the scattered
electron (where MM2 = (e+ p−e+−e−)2), and the invariant mass of the dilepton pair, respec-
tively, it is clear that the CVT changes improve both the resolution and yield of the reconstructed
missing mass squared and invariant mass distributions. As a result, these tracking changes were
implemented in the reconstruction of the dataset in this thesis.

Figure 3.13: Reconstructed missing mass squared for before (blue, left) and after (red, centre)
the CVT changes as well as both distributions overlaid (right)
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Figure 3.14: Reconstructed invariant mass of the dilepton pair before (blue, left) and after (red,
centre) the CVT changes as well as both distributions overlaid (right)

3.3.3 Experimental Data

The first measurement of TCS on the proton used JLab experimental data from 2018 and 2019,
with a 10.6 GeV polarised electron beam on an unpolarised hydrogen target [72]. The construc-
tion of a longitudinally polarised target, used in the experiment presented in this thesis, will
allow the additional extraction of target polarisation asymmetries which can be used to further
constrain GPD models.
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Polarised Target

The NH3 target itself is made by freezing ammonia into solid beads of variable size, between
1− 4mm in diameter, and packing these into a liquid helium bath. The process of polarising
the target was done by implanting free radicals (as a source of unpaired electrons) into the
target material and polarising the mixture under the conditions of a high magnetic field of 5 T
provided by the CLAS12 solenoid, and low temperature, maintained at approximately 1 K by a
liquid helium refrigerator system.
Nuclear spin alignments in the target material at this temperature result in low polarisation,
protons have a polarisation of around 0.5% and deuterons have a polarisation of around 0.1%.
Electrons, however, are highly polarised at these conditions, around 99%.
When microwaves are applied to the sample, an electron spin and a nearby nucleon spin are
flipped, and the electron polarisation is effectively ‘transferred’ to the nucleon in question (pro-
ton/deuteron in this case). The electron returns rapidly to its ground state, in around 100 mil-
liseconds, but the nucleon remains in its flipped state. The electron can then be used for further
nucleon flips, and in this way the whole sample can be polarised. A pictorial representation of
this process is shown in Figure 3.15.
If the applied microwave frequency is below the electron resonance frequency of 140 GHz, it
produces a positively polarised sample, and at a frequency higher than the electron resonance
frequency a negative polarisation is produced. See Figure 3.16 for a visual representation of the
target.

Figure 3.15: A pictorial representation of the Dynamic Nuclear Polarisation process, showing
how applying microwaves to the sample can transfer electron polarisation to nucleons in the
target material. Taken from [73]. The terms νEPR and νNMR represent the electron paramagnetic
resonance frequency and the NMR frequency respectively.
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Figure 3.16: The RGC polarised target. Taken from an internal collaboration talk by Noémie
Pilleux [74]

The polarisation of the target was measured throughout the experiment using Nuclear Magnetic
Resonance (NMR), and the localised depolarisation effect of the high energy electron beam im-
pinging on the target material was mitigated by uniformly moving the beam across the surface
of the target material, in a process called rastering [73].

The raster system is comprised of two power supplies, two sets of dipoles, one to deflect the
beam in the x-y plane, and a second to bend the beam back parallel to the z-axis (the beamline)
and a raster driver, which controls the output current of the dipoles to produce the desired raster
pattern. Figure 3.17 shows the x-y position of triggered events on the target, pre-calibration (so
geometries should not be taken as completely accurate) but the distribution still shows occupan-
cies being filled in a spiral pattern with a fixed gap distance and constant velocity. Note that this
run was taken with a raster radius of 9 mm due to having larger target cell diameters, while the
dataset used in this thesis had a raster radius of 6 mm.

The raster requires specific calibration, which is achieved by taking a tungsten wire target, which
is comprised of the empty target shell with four, 0.051 mm thick tungsten wires arranged in a
crosshair pattern across the end, as shown in Figure 3.18. This target is used to ascertain the
optimal beam position and voltage settings that ensure the set raster pattern covers the maximal
target surface area. The beam is directed towards each of the four crossing wires and its x and y
position is recorded on the beam position monitor 2H01 (see Section 3.1.1), such that a link can
be made between the physical point on the wire the beam touches, and its corresponding BPM
value. This process also checks the centroid of the target, and ensures the maximal raster radius
won’t scrape the target cup edges. After data is taken, a further calibration step is necessary
to account for any offsets in the measured position and is done by checking events with a two-
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particle final state, and from these, reconstructing the x, y and z vertex position of the target.

Figure 3.17: An image of the raster monitoring system for run number 17313 showing the spiral
pattern in the x-y plane

Figure 3.18: The geometry of the target used for calibration of the raster system. Taken from [75]

There were six target configurations throughout data taking, NH3 and ND3 were the key targets
for analysis, and Carbon, CD2, CH2 and empty target runs were used for background estimates,
accurate determination of the target density and calculation of the dilution factor. The dilution
factor is the factor included in observable extraction which allows the exclusion of ‘unpolarised’
components, or at the very least, components which are not the target proton. This is discussed
further in Section 4.
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Figure 3.19: The Summer 2022 data taking run, showing the accumulated charge taken on all
six target configurations, as well as runs for the purposes of calibration.

Data Taking Run

The experimental data-taking run at Jefferson Lab took data in Hall B using CLAS12 and ran
between June 2022 and March 2023. The run plan included a period of time for data taken on
longitudinally polarised NH3, which allows the measurement of interactions on the polarised
proton. The total accumulated charge taken on NH3 amounted to 13.06 mC, a subset of which is
shown in Figure 3.19. Extracting a measurement of TCS with this data is a first-time measure-
ment at Jefferson Lab.
The analysis procedure selects the decay lepton pair (e+e−), and the scattered proton, with a
missing mass squared study of the scattered electron;

MM2
X = ((p⃗e + p⃗p)− (p⃗p′+ p⃗e+ + p⃗e−+X))2

X = p⃗e′
(3.5)

since the electron mass is very small, within detector resolution we expect to see a peak at zero,
which is an indicator of a clean TCS signal. The proton can be selected to be detected in either
the Forward Detector (FD) or the Central Detector (CD), presenting two topologies on which to
perform the analysis. Asymmetries are extracted in the form of beam spin asymmetry (BSA)
and target spin asymmetry (TSA), the latter a novel measurement available only when the target
is polarised.
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Analysis

4.1 Data Analysis Procedure

During the data processing or ‘cooking’ stage, the raw data is processed and calibrated ready
for analysis. The final stage of this involves taking the processed data, and performing what is
called a ‘skim’ which in essence uses a particular script, one for each channel, to loosely select
the final state particles of interest, (in this case, a proton, an electron, and a positron) and ‘cut’
the events that do not meet the conditions. There were several skims performed on the dataset
and the one used for this analysis was the J/Ψ skim, which filters out events with a dilepton final
state, so named due to its usage for J/Ψ analyses. The different possible filtering conditions in
this skim are as follows:

1. The final state event must include an e+e−,e−e−, or e+e+ pair and at least one other
positively charged particle.

2. The final state must include a µ+µ−,µ−µ−, or µ+µ+ pair and at least one other positive
particle in the Forward Detector (FD).

3. a high momentum (over a defined threshold of 2 GeV) e+e−,e−e−, or e+e+ pair.

4. a high momentum µ+µ−,µ−µ−, or µ+µ+ pair.

5. the number of electrons in the forward tagger (FT) > 0 and number of protons in FD > 0
and e+ or e− have a high momentum.

If any single one of the above conditions are met, the event is saved and is passed to the skim.
If the event fails every condition, it is discarded. This ensures the maximal statistics are kept for
analysis and the likelihood of discarding a ‘good’ event is minimised.
The next stage of analysis is to pass the skimmed data through chanser [76]. Chanser is a wrap-
per around a CLAS12 analysis software tool called clas12root [77] which takes information
from particle banks in a .hipo file, and writes them to a ROOT [78] tree on which analysis can
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be performed. A key feature of chanser is the fact that it can be used to perform a combinatorial
analysis, meaning it can take a single event from the input file and perform all possible com-
binations of particles that fit the required final state. This is particularly useful when an event
contains more particles than is required by the final state, or when tracks are not clearly identi-
fied [79]. It is within chanser where all four vectors are defined and both fiducial cut classes and
masking/radiative corrections classes are introduced which can be applied in the next stage of
analysis. The outputted files from chanser are passed through a ROOT macro which takes each
element from the ROOT tree, applies fiducial cuts and, while iterating through all the events,
applies exclusivity cuts and generates kinematic distributions (which are compared with Monte
Carlo simulations) as well as the final state observables. Nuclear background contributions are
also dealt with at this stage. More details on each of these stages will be discussed in the fol-
lowing sections.

4.1.1 Fiducial Cuts, PID and Corrections

A series of fiducial cuts and PID cuts to detector geometry and particle momenta had been
previously established for the experiment which ran at JLab in 2018/2019 on the unpolarised
liquid hydrogen target. These cuts and the procedures used to apply them were used as a starting
point to establish whether any modifications were required for the 2022/2023 polarised nuclear
target run. Further details on each of these fiducial cuts beyond what is described here can be
found in [80]. The first series of cuts are those automatically included by the Event Builder when
a particular particle identification (PID) is required. Using chanser, inherently in the topology
of events, a PID is assigned to each final state particle before kinematics are calculated. For
an electron, this automatically requires that there must be a minimum energy deposition in the
PCAL (pre-shower calorimeter) of 60 MeV and that the total energy deposition divided by the
momentum of the electron (which is referred to as the Sampling fraction, SF) must be within 5σ

of the mean value for the detector. The final requirement is that the number of photo-electrons
that register as having a hit in the HTCC must be greater than 2. Each of these will be considered
in more detail, and in some cases modified, as the cuts are established.

Electron z-vertex

Fiducial cuts should be thought of sequentially. As the particle passes through CLAS12, it is
accepted based on the criteria that it meets the fiducial geometry of each subsystem in turn. One
of the first geometries to consider is that of the target itself.
The target was centred in physical lab coordinates at (0 cm, 0 cm, -3 cm), with translational and
rotational deviations reported of the order <0.1 mm. Looking at Figures 4.1 and 4.2, which
show the vertex position of the electron, there is a sharp peak in x, y and z at the reported target
positions. The small bumps on the z-vertex distribution (Figure 4.2) to the right of the peak
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Figure 4.1: The electron x and y vertex, showing the target position centred at 0 cm in both
coordinates.

marked by arrows dictate the position of a fiducial cut that should be applied to remove edge
effects from the exit window of the target. Recalling from the previous section and Figure 4.18
(ensuring all positions on Figure 4.18 are shifted to reflect the physical centre of the target in
the solenoid of -30 mm) this is where the close succession of exit windows appears, firstly at
around 7 cm (10 cm in the schematic) then up to 11 cm (14 cm in the schematic). Thus, a cut to
reject events outside of the window -10 cm to 5 cm is placed on this distribution, as shown by
blue dashed lines.

HTCC

After the target and barrel subsystems, the first region seen by the interacting electrons is the
HTCC, where there is significant pion contamination below a momentum threshold of approxi-
mately 4.5 GeV. To reduce the contamination up to this momentum value, a cut is applied which
requires the minimum number of photo-electrons registered in the HTCC must be > 2, which is
the minimum expected number of photo-electrons from an electron candidate track. The effect
of this cut can be seen in Figure 4.3, where the large, negative pion dominated peak below 2
photoelectrons has been removed.

DC

The next region seen by the forward-going particles is the Drift Chambers (DC). There are two
different DC fiducial cuts applied, one in the local x-y plane, which is applied to electrons, and
one in the local θ −φ plane, which is applied to protons. These cuts are based on a distribution
of tracks in each sector and layer of the DC in each local coordinate plane (x-y or θ −φ ), where
slices of tracking χ2/NDF are plotted, and fitted at a fixed constant. These cuts serve to remove
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Figure 4.2: The electron z-vertex on a log scale, showing the target position centred at -3 cm and
the bumps attributed to exit windows marked by arrows at 7 cm and 10 cm. The cut limits on the
z-vertex are marked with blue dashed lines at -10 cm and 5 cm.

Figure 4.3: The number of photo-electrons registered in the HTCC for the electron candidate
track, Left with no cut and Right with a minimum cut of 2.
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poorly reconstructed tracks close to the edge of the detector. An example of the effect of these
cuts for the 2018/2019 dataset is shown in Figure 4.4.

(a)

(b)

Figure 4.4: Figure 4.4a shows the effect of the DC fiducial cut in the x-y plane for electrons, and
Figure 4.4b shows the effect of the DC fiducial cut in the θ −φ plane for protons. The points
cut out by each fiducial cut are shown in black. The x and y axis represent the DC geometry, in
units of cm (each triangular sector has an outer width of 4 m in DC region 3, and 1.5 m in DC
region 1). Taken from [80].

Calorimeters

Since the electron and positron are detected in the FD region, it is important to remove con-
tamination from pions in the calorimeters. To do this, multiple cuts are used. Firstly there is
a cut applied to the energy deposition in the pre-shower calorimeter (PCAL), this is set to be a
minimum of 0.06 GeV in the event builder, which also proved sufficient in removing the pion
‘hot-spot’ in this analysis.
After this initial cut, the distribution looked like what is shown in Figure 4.5, where it is clear
that a cut on the energy deposition in the ECIN and ECOUT is required, as there is a clear
banded structure at a low EC energy deposition on the final distribution. After investigation, this
was found to be attributed to particles that did not deposit energy in both the ECIN and ECOUT,



CHAPTER 4. ANALYSIS 55

which can happen if the track is close to the calorimeter edge and therefore its energy not being
fully deposited.

Figure 4.5: The result of applying a cut on the PCAL energy deposition of > 60 MeV. There is
a clear band at low energy deposition in the EC which is swamping the signal events.

To ascertain that this is indeed the cause or if the particles are in fact pions, and in turn whether
or not these events should be cut from the final stage observable, the invariant mass of the par-
ticles identified as the dilepton pair within the hotspot region (with an energy deposition in the
inner and outer calorimeters of < 0.005) were plotted, with a series of exclusivity cuts that honed
in on a dilepton final state (namely a low missing mass squared, quasi real initial photon and the
dilepton pair in the forward detector). The distribution was then checked against a normalised
simulation (more detail on this procedure is explored in Section 4.1.3) for the purposes of shape
alone, and to observe the counts in the φ meson peak, where not only are the statistics are more
plentiful, but the presence of this peak is a clear indication of e+e− events. This comparison is
shown in Figure 4.6.

It is clear from Figure 4.6 that there is an agreement in shape for data and simulation in the
hotspot across the full distribution, however when honing in on the φ peak region at around
1 GeV, two clear peaks are resolved, one at the φ mass and one at the ρ(770) mass. The for-
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Figure 4.6: The invariant mass distribution of the dilepton pair in the hotspot region, with a
series of exclusivity cuts applied to ensure a dilepton final state. The left plots show the full
distribution, and the right show the the area around the φ meson peak, with the data in blue (top)
and the simulation in red (bottom).

mer is indicative of a dilepton final state, and the latter likely belonging to pions as this peak is
not present in the simulated e+e− events. Next, the possibility of the events belonging to e+e−

tracks that have hit the edge of the calorimeter was investigated, to do this the same events were
plotted, but with the added requirement that the energy deposition in the ECIN and the ECOUT
were both greater than zero. This produced an empty plot, indicating these were all events from
tracks that had missed one or both of the calorimeters and therefore their energy deposition was
not fully reconstructed. This is a clear indication that these events should be removed from the
final state observable, and a cut of ECINEdep + ECOUTEdep > 0.005 was applied to the final
analysis.

The effect of the PCAL cut intrinsic to the Event builder, alongside the additional requirement
that ECINEdep + ECOUTEdep > 0.005 can be seen in Figure 4.7, where Figure 4.7a shows the
energy deposition in the PCAL versus the energy deposition in the sum of the inner and outer
calorimeters, with only a cut requiring the final state lepton pair are in the forward detector and
ECINEdep + ECOUTEdep > 0.005. Figure 4.7b shows the same distribution after a 0.06 GeV
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(a) (b)

Figure 4.7: Figure 4.7a shows the energy deposition in the PCAL vs the ECAL, with only cuts
requiring an electron or positron in the FD, we see a clear region at < 0.05 GeV attributed to pion
contamination. Figure 4.7b shows the same but with a minimum cut of 0.06 GeV in the PCAL,
as well as all fiducial cuts established so far.

minimum energy deposition requirement, along with the previously established z-vertex, HTCC
and DC cuts.
The next series of cuts involve the sampling fraction, which is set to be within 5σ of the mean
value in the event builder. The sampling fraction is defined as the total energy deposition in
each of the calorimeters, divided by the momentum of the particle. This analysis tightens the
cut to 3σ of the mean value, for sampling fraction versus momentum, and sampling fraction
versus energy deposition in the PCAL. The same cut is imposed for all six calorimeter sectors,
and the effect of these cuts for sector 1 can be seen in Figures 4.8 and 4.9. Figures 4.8a and
4.9a show the sampling fraction vs momentum, and energy respectively for electrons with only
the requirement of the final state lepton pair in the FD applied. The banded region in the sam-
pling fraction vs energy deposition plot is attributed to pions with a low energy deposition in
the PCAL, which are treated with the fiducial cut established in the previous section. Pions that
shower upstream of the ECAL, however, can be seen as a deviation from the mean value in the
sampling fraction vs momentum plot, so applying cut on 5σ (or, more tightly, 3σ ) of the mean
value is necessary to remove these pions, and we begin to see the candidate lepton tracks as a
clearer defined region in figures 4.9c, 4.9b, 4.8c and 4.8b. In the final analysis, the 3σ cut was
applied to both the sampling fraction vs momentum and sampling fraction vs energy deposition
plots, as this was found to be the most effective at removing the pion contamination, without
significantly impacting the signal region.

A further calorimeter cut involves the sampling fraction in the inner and outer calorimeters, with
respect to the sampling fraction in the PCAL. This distribution effectively serves to show pions
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(a) (b)

(c)

Figure 4.8: Figure 4.8a shows the sampling fraction vs momentum for electrons with no cuts
applied, Figure 4.8b shows the same but with a 5σ cut applied, and Figure 4.8c shows the same
but with a 3σ cut applied.
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(a) (b)

(c)

Figure 4.9: Figure 4.9a shows the sampling fraction vs energy deposition in the PCAL for
electrons with no cuts applied, Figure 4.9b shows the same but with a 5σ cut applied, and
Figure 4.9c shows the same but with a 3σ cut applied.
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with momentum greater than the threshold of the HTCC (> 4.5 GeV), meaning they trigger the
HTCC and are counted as electrons, and are therefore not identified/removed by the previous
cuts. To visualise this, see the left side of Figure 4.10, which shows the described distribution
of ECIN + ECOUT sampling fraction versus PCAL sampling fraction, with all cuts up to this
point applied (albeit without the recently established sampling fraction cuts, so as to show the
full distribution). A clear sloping pion tail is shown at lower sampling fraction values. The right
hand side plot in Figure 4.10 shows the same distribution after the sampling fraction cut of 3σ

is applied, as well as cut on the intercept between the correlation of the sampling fraction in
the PCAL and the inner and outer calorimeters for any particle with momentum above 4.5 GeV.
This latter cut more clearly requires that if p > 4.5 GeV, then a check is made that SFECIN < 0.2
- SFPCAL where the intercept, in this case, is set to 0.2. If the particle has momentum < 4.5 GeV,
it is automatically allowed to pass the cut as it is assumed the HTCC will separate the pions
an electrons at these momenta. It is clear that the tighter sampling fraction cuts along with the
intercept cut help eliminate both pions registering in the PCAL, and those that affect upstream
subsystems.

Figure 4.10: The correlation between PCAL and ECAL, on the left with all previously estab-
lished cuts up to and not including sampling fraction applied, and to the right with SF cut of 3σ

and a cut on the intercept < 0.2 when p > 4.5 GeV applied.

The last fiducial cuts placed on the calorimeter detector volume were on the PCAL, these cuts
serve to ensure that the electromagnetic shower produced was from a hit in the detector vol-
ume, if the hit occurred at the edge of the PCAL, there will be a mis-reconstruction of the
energy deposition, and therefore the sampling fraction itself will be incorrect. Removing these
particles that hit right on the edge of the calorimeter means electrons will be more accurately
reconstructed. The calorimeters are made up of bars, and at least one full bar is required to
reconstruct a particle hit. The PCAL however has one extra bar compared to the ECIN and
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ECOUT, so in order to ensure good reconstruction, an energy deposition at least two bars from
the edge of the detector volume are required. Looking at the local PCAL coordinates versus
sampling fraction in Figure 4.11, it is clear that the first two bars make up approximately 10 cm
of the detector width. After about 14 cm, the correlation between sampling fraction and width
becomes flattened at each sector, so it is at this point the cut is applied, as shown in Figure 4.11b.

The effect of this cut can be seen in Figure 4.12, where the PCAL detector volume is shown on
the left after all cuts up to this point, and on the right after the fiducial cut is applied to remove
these edge effects, overlaid with the original distribution, to clearly show where the electron
candidates have been removed.
A test was done to ascertain the pion rejection of these cuts, achieved by performing a chanser
analysis of the same dataset, with a π+π− final state in the forward detector and in the target
area, and splitting the events into those with both pions having momentum < 4.5 GeV (i.e.
identified by the HTCC as almost assuredly pions) and events identified with final state pion
momentum > 4.5 GeV (above the HTCC threshold).
The resulting rejection percentage for pion events (calculated by taking (Ntotal−Npassed)

Ntotal
) for cut

independently is shown in table 4.1 for p < 4.5 GeV and table 4.2 for p > 4.5 GeV. When
all cuts are taken together, the overall pion rejection for pions with momentum < 4.5 GeV is
99.88%. Note all events will survive the triangle cut due to the fact that it allows all particles
with momenta < 4.5 GeV to pass. For momentum > 4.5 GeV, when all cuts are taken together,
the rejection was found to be 98.4%.

Table 4.1: Pion rejection for each cut for p < 4.5 GeV

Cut rejection percentage
Number of photoelectrons > 2 59%
Minimum PCAL energy deposition > 60 MeV 53%
SF = 3σ 92%
Triangle cut intercept = 0.2 0%
DC fiducial cuts 6%
PCAL fiducial cuts 15%

Table 4.2: Pion rejection for each cut for for p > 4.5 GeV

Cut rejection percentage
Number of photoelectrons > 2 4%
Minimum PCAL energy deposition > 60 MeV 2%
SF = 3σ 91%
Triangle cut intercept = 0.2 97%
DC fiducial cuts 3%
PCAL fiducial cuts 30%
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(a)

(b)

Figure 4.11: Figure 4.11a shows the correlation between the local LW coordinate plane of the
PCAL and the sampling fraction across the full detector volume (left) and zoomed in to show
the bar structures (right). Figure 4.11b shows the application of a 14 cm cut to ensure that
reconstruction is performed when a particle deposits energy across at least the first two bars.
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Figure 4.12: The detector volume of the PCAL showing each of the six sectors, on the left after
all cuts up to this point, and on the right after the 14 cm fiducial cut is applied, overlaid with the
original distribution (shown as black points at the edges).

Radiative Corrections

Since TCS involves the exchange of real and quasi-real photons with the target nucleon, there
is the potential for radiated photons to be produced from the final state electrons deflecting
in the forward torus field. The detection and reconstruction of these can lead to an incorrect
reconstruction of the electron momentum and energy deposition. In order to correct for this, the
angle between the electron and the detected photon is calculated. When this is small, below a
defined threshold, one can make the confident assumption that this photon was radiated from the
electron, and therefore carries some of its momentum. Rather than cutting these events out and
affecting the statistics of the dataset unnecessarily, the momentum of these electrons is corrected
by the momentum carried by those photons produced at a small angle. This region is shown in
Figure 4.13, where it is clear the corrections should be applied to the δθ < ± 0.7◦ region.
From this point forward, unless otherwise declared, it can be assumed that all the fiducial cuts
established above including radiative corrections are applied to all datasets.

4.1.2 Nuclear Background Subtraction

Since the data was taken on a longitudinally polarised NH3 target, and the interaction of interest
occurs on one free proton within the target sample, there is a significant background contribution
from the Nitrogen in the target and surrounding materials such as the He in the target bath
that must be understood and taken care of in the calculation of the observable. Throughout
the analysis, three distinct methods were established to account for these contributions. The
first method was assessing whether it would be possible to use a fitting algorithm modelled
on the background data to extract a signal and background weight to supply to all kinematic
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(a) (b)

Figure 4.13: Figure 4.13a shows the distribution of δθ between the electron and the photon,
and Figure 4.13b shows the same but zoomed in to show the peak region attributed to radiative
photons, between δθ < ± 0.7◦, where radiative corrections are applied.

distributions, as well as the final state observables. The second method was used to gain a visual
understanding of how much of an acquired ‘signal’ in the dataset comes from a single proton,
for the purposes of direct comparison with simulated data, which was only available on a free
proton target. This method also allows a visualisation of additional effects such as Fermi motion.
The third method follows the formalism established in [81] and [82], which outline the method
of providing a correction factor, known as a dilution factor, to both the beam spin and target spin
asymmetries that will remove the contribution from unpolarised materials.

Method 1

Understanding the contributions of the nuclear background to the NH3 dataset was estimated
by using data taken on the Carbon target, which, within a small ratio factor, can be likened
to the contribution one can expect from the Nitrogen in NH3. The first requirement for this
study was to ascertain the total accumulated charge of the available Carbon data. There were
a total of 27 Carbon runs available for analysis, and determining the accumulated charge was
achieved by extracting information from the helicity scalar banks using clas12root. These are
split between positive and negative accumulated charges in the Faraday cup (FCup+ and FCup−)
and taking their sum gives FCuptotal, which is used to normalise the carbon counts. Once the
normalisation was appropriately calculated, the data, along with the NH3 data was supplied
to brufit [83], which is a maximum likelihood fitting package based on RooFit (a fitting tool
in ROOT). With brufit, an sPlot (a Likelihood fitting tool that employs a weighting technique
to separate out signal and background [84]) fit of the MM2 of the scattered electron can be
generated, as shown in Figure 4.14, where the data PDF represents all 157 runs worth of NH3
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data, with some preliminary exclusivity cuts, driven by the TCS analysis in [72].

Figure 4.14: An sPlot fit of MM2, with the requirements that the initial photon is quasi-real,
MM2 (called eepMM2 on the x-axis) is between +/-2 GeV2 in order to get a good model for the
background, and the dilepton pair in the forward detector. The histogram on the top right shows
the residual (Data - curve) and on the bottom right the pull ((Data-curve)/mean), both shown
across MM2 of +/-2 GeV2. The pull should oscillate around zero for a good fit, the y axis scale
on this figure is between +3 and -5, and the oscillation is indeed around zero.

The background PDF is directly modelled by 27 carbon runs taken during the summer period,
fed with three extra parameters: an alpha, representing a convolution of the background PDF
with the data; an offset, representing any shift of the background PDF with respect to the data;
and a scale representing a broadening or narrowing of the peak. An ideal fit should have an
alpha and offset of zero, and a scale of 1, and this fit shows each value very close to this.
It is also expected that the pull of the histogram (difference between the data points and the
curve, shown on the bottom right of Figure 4.14) to be an oscillation around zero, which is
again true. From this the signal data can be extracted, as well as an estimate of the nuclear
background contribution. The issue with this method is the fact that due to not detecting the
scattered electron, the missing mass squared becomes a parameter that is correlated with all
other variables. This can be visualised in equation form as follows;

MM2 = ((p⃗e + p⃗p)− (p⃗p′+ p⃗e+ + p⃗e−))
2 (4.1)

where the variables are the momenta of the beam electron, target proton, proton in the final state,
and the two leptons. In order to calculate the invariant mass of the dilepton pair, we need to use
the following equation;

Minv =
√
(p⃗e+ + p⃗e−)

2 (4.2)

so it is clear that the two variables are correlated, as information is required on the dilepton pair
for both. In this same way, the correlation between MM2 and t can be illustrated. A visualisation
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of these correlations is shown in Figure 4.15, where in Figure 4.15a the MM2 is plotted in bins
of the invariant mass, one at the lower invariant mass region and one at the higher. Correlations
of these two variables aren’t completely clear, especially in the phase space of interest for TCS
at a low MM2, however when looking at Figure 4.15b there is a very clear dependence of MM2

on each t bin, most notably between the first and last bins.

(a)

(b)

Figure 4.15: Figures 4.15a and 4.15b show the correlations between MM2 and IM (Me+e−), and
MM2 and t respectively.

Two mathematically uncorrelated variables, as an example, would perhaps be assumed to be the
invariant mass of the dilepton pair, and the momentum transfer to the struck quark (t). This is
because the momentum transfer to the struck quark is calculated using the initial and final state
hadrons t =(p′− p)2, and the invariant mass of the dilepton pair is calculated using the final state
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leptons. Unfortunately, these two variables cannot be used for an sPlot fit for two reasons, one
is that neither have a defined peak or ‘bump’ for TCS, there is no meson in the final state which
the dilepton pair characteristically sum to, and there is no signal bump in the t distribution. The
second reason comes from observing the correlation between these two variables in Figure 4.16
where, despite there being no apparent shared variables in the calculation, there is still a slight
correlation that the lower the t bin, the lower the invariant mass, this comes directly from the
physics of the interaction, since t represents momentum transfer to the struck quark, the photon
released by the nucleon in the final state directly produces the lepton pair, so there is an inherent
physics dependence despite the surface level maths. Therefore the most accurate way to perform
the nuclear background subtraction in the final state observables is with the use of the dilution
factor (Method 3). Method 1 however is a good cross-check for the scale of the dilution factor
value, it is simply the case that the weights themselves cannot be used for a full background
subtraction as in other channels.

Figure 4.16: The correlation between t and IM (Me+e−).

Method 2

The sPlot technique can also reveal a method by which data on a nuclear target, and Monte Carlo
on a free proton target can be compared. The sPlot fit extracts a number of counts in the ‘Signal’
peak, which can be directly compared with counts from a Monte Carlo simulation of the same
kinematics. More detail on this will be discussed in Section 4.1.3.

Method 3

This method of understanding the background is much more of an analytical exercise and pro-
vides a correction factor with which all asymmetries must be corrected, in order to extract the
fraction of events that are attributed to the pure proton signal. This method is not affected by
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correlations as it uses the physical target parameters alongside kinematic counts normalised by
Faraday cup accumulated charge to extract a simple factor, which represents the ratio of signal
data to the nuclear background. The equation to calculate the dilution factor is as follows [81]:

DF =
9(nNH3−nEmpty)ρNH3(lCL(−nCH+nEmpty)ρC+lClCH(nFoils−nEmpty)(ρC−ρCH)+lCHL(nC−nEmpty)ρCH)

nNH3(9lCL(−nCH+nEmpty)ρNH3 ρC+2lCHL(nC−nEmpty)ρNH3ρCH+lClCH(nFoils−nEmpty)(9ρNH3 ρC−2(ρNH3+3ρC)ρCH))

(4.3)
This equation, in essence, is the full form of the ratio;

DF = 1−
nC +nEmpty +nFoils

nNH3

(4.4)

where each ni is a representation of the number of counts taken on each target type, within the
kinematic space of the final state, with dependence on each target density (ρi) and length (li). It
is clear that a good understanding of all targets in use is required to perform this study, and to
that end Table 4.3 details each target and its parameters, along with a pictorial representation in
Figures 4.17 and 4.18.

Target Material Density g/cm3 Length (cm)

NH3 0.867 5.0
Carbon 1.790 1.5

CH2-CH2 0.940 3.0
Empty (no LHe) 0 5.0

Optical (with LHe) 0.145 5.0

Table 4.3: Table of each target type and parameters used in Dilution Factor calculation

The carbon and polyethylene (CH2-CH2) targets consisted of three disks of material, each ap-
proximately 1 g/cm2 thick and each separated by a liquid helium layer (8.3 mm LHe for carbon,
3.5 mm for CH2-CH2 ). Each target has an aluminium cell window and beam window at the ‘en-
try’ point of the beam into the target cell, and one cell exit window at the exit point of the beam.
A succession of windows follows the beams exit (bath, cavity, pumping tube, heat shield and
vacuum), all of which are also made of aluminium. The total thickness of aluminium at either
side of the target cell is around 0.15 mm, and when accounting for the multiple exit windows in
succession 35 mm from the cell, this extends to a total aluminium thickness of around 0.43 mm.
The shell, as in the NH3 target, was poly-ether ether ketone (PEEK), and the total radiation
length (expressed here as what percentage of each material’s inherent radiation length is in the
target) of each experimental target (non-empty) is made to be equal by design, at approximately
6-7%, with contributions from the liquid helium and aluminium windows amounting to < 0.5%.
Empty and optical targets both represent simply the PEEK shell with no material, the difference
between them is that for the optical target, the LHe bath was filled in order to model the back-
ground contribution from the cooling system. The NH3 target consisted of beads of ammonia,
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1-4 mm in diameter, packed into the PEEK shell, subsequently filled with liquid helium. The
density of ammonia is assumed to be close to that of ammonia recorded at -80◦ C, which is
0.867 g/cm3 [85].

Packing fraction

Since the target is made up of variable-sized beads packed into a cylindrical geometry, the pack-
ing fraction is non-trivial to calculate accurately. The packing fraction was initially assumed to
be 60 %, however, the packing fraction can be calculated from information gleaned when taking
data on CH2 and other background targets. This is due to two reasons, one the physical param-
eters of the polyethylene target are well known and understood, and two it is possible to work
under the assumption that due to the similar binding energies, and the proton to neutron ratio of
carbon and nitrogen, the two targets can be likened to each other with a simple ratio factor of
7/6.
In equation form (taken from [86]), this looks as follows;

PF = 6lCρClCHρCH(nA−nMT )
2lCHρCHLρA(nMT−nC)+9lCρCLρA(nCH−nMT )+lClCH(nMT−nF )(9ρAρC−2(ρA+3ρC)ρCH)

(4.5)
which simplifies down to two instances once all known target lengths and densities are substi-
tuted. The first scenario is when the full target is taken, i.e. the packing fraction of the ammonia
relative to its surroundings, taking the full length of the liquid helium bathtub (5.86cm) into
consideration. The second scenario takes the ammonia cell just on its own, which has a length
of 5cm, and therefore the result from the first instance is multiplied by a factor of 5.86/5, or,
1.17 [86].
Scenario 1 looks as follows;

PF = 0.59713
nA−nMT

1.25055nCH−0.23688nC−0.013668nF −nMT
(4.6)

which for the TCS final state counts, gives a packing fraction of 44%.
Scenario 2 looks as follows;

PF = 0.69983
nA−nMT

1.25055nCH−0.23688nC−0.013668nF −nMT
(4.7)

which for the TCS final state counts, gives a packing fraction of 53%. There must also be an
added acknowledgement that due to the fact that the target is oriented on its side, the beads
will settle in a given orientation, making the packing fraction and density slightly non-uniform
throughout the material. This is assumed to be a small contribution which will not affect the
overall value of the dilution factor outside the scope of the quoted error.
The material radiation length of NH3 is 40.87 g/cm3, and taking into account the density, mul-
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Figure 4.17: A schematic of the carbon and polyethylene targets used in the experiment [87].

tiplied by the packing fraction, and the targets’ total length of 5 cm, the percentage radiation
length is found as with the other experimental targets to be approximately 6-7%, with the liquid
helium contributing approximately 0.05% and the aluminium windows at the edges of the target
cell contributing approximately 1%.

The most accurate way to determine the value of nNH3 from the nitrogen itself is to compare
rates taken on CH2-CH2 and NH3 targets as with the packing fraction calculation.

For TCS the final state upon which to calculate the dilution factor (and the packing fraction
above) was established using the cuts shown in Table 4.5, as is used for the asymmetry extrac-
tion. The resulting counts on each target, normalised by Faraday Cup accumulated charge, can
be seen in Figure 4.19.
Taking the packing fraction of the full target (Scenario 1), and including this in the calculation
of the dilution factor in the following equation (a simplified form of the long-form DF equation
in 4.3 but with the inclusion of the packing fraction terms);
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Figure 4.18: A schematic of the NH3 target used in the experiment, and the various positions of
entrance and exit windows. Note the final position of the target material was at a z of -30 mm in
the bath. All other thicknesses and lengths remained the same [88].
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Figure 4.19: The counts taken on each target type in Summer 2022, normalised by FCup accu-
mulated charge.
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DF = 1.42574
0.44
nA

(1.46891(nCH−nMT )+0.43859(nMT −nF)−1.25208(nC−nMT )) (4.8)

the result is 33%, which translates to a nuclear background contribution to the dataset of 67%.
When taking the packing fraction of just the ammonia cell, of 0.52, the dilution factor becomes
44%. The correct method would be to take the first value as it is the closest representation of the
physical target in beam, but it is interesting to note the large difference.
This method, while accurate analytically, has the downside of statistical availability. The counts
on figure 4.19 show that there is a significant problem when considering the error on the two
empty target runs (blue and magenta in the distribution). Although their contributions are rel-
atively small compared to the contribution from carbon to the background, and the method
proposed above takes the normalised counts into the full equation, the final statistical error on
the dilution factor is large and would require much more data on empty targets to accurately
quantify. Currently the error is taken by assuming Poisson statistics, and taking the square root
of the raw counts, multiplied by the Faraday cup normalisation factor, but for a raw count of
30 events that pass cuts in the empty (no LHE) set, a bin by bin error becomes very difficult to
quantify on the same scale as the NH3 data, with 16228 raw counts.

A useful check on the dilution factor value obtained via the equation is to simply compare the
NH3 and carbon runs directly, in the clearest signal region. Confidence in this comparison is
awarded by looking at the CH2-CH2 counts (green) with respect the the NH3 (black), they agree
reasonably well within the previously established ratio factor of approximately 7/6. Looking at
figure 4.19 the clear signal region is between a MM2 of ± 0.1, and taking the ratio of NH3 to
carbon counts, following the simplified dilution factor form of 1− C

NH3
gives approximately 0.3,

which agrees with the analytical value obtained for the dilution factor.

4.1.3 Simulations

Simulations were performed using the unweighted GRAce-based generator for Proton-Electron
collisions (GRAPE) [89]. This generator was the ideal candidate for simulating background pro-
cesses in TCS as it contains Feynman diagrams that span the full kinematic space of the produced
dilepton pair. In low invariant mass regions, QED Compton-type processes are dominant. At
higher invariant masses the dominant background process is two-photon (γγ) Bethe-Heitler, but
there are also contributions from Z0 production. In GRAPE, the calculation of the cross-section
is based on any chosen subset of these processes so that an accurate picture of the background
contributions within the invariant mass region of interest can be formed. A 10.6 GeV electron
beam was required and a total of 1M events across the full invariant mass distribution was sim-
ulated according to the settings in Table 4.4.
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Variable Min Max

Beam Energy (GeV) 0 10.6
Q2 (GeV) 0 10
t (GeV2) 0 7

Proton Theta (degrees) 0 120
Beam Electron Theta (degrees) 0 60
Final State Electron (degrees) 0 60
Final State Positron (degrees) 0 60

Table 4.4: Table of settings used in GRAPE simulations

TCSGen [90] is a weighted event generator, originally developed for the first TCS analysis in
the era of the CLAS collaboration before its upgrade to CLAS12 [91]. This generator was used
to simulate 1M elastic dilepton events across the full invariant mass range. A second set of
events was also produced with a minimum invariant mass of 1.5 GeV, for more statistics in the
TCS kinematic phase space of interest and to cut out large contributions from meson resonances
below 1.5 GeV. TCSGen simulates pure TCS signal, pure Bethe-Heitler (BH) signal and the
interference between TCS and BH. It is expected that in the full simulations, the cross-section
contribution from pure TCS and the interference term will be small compared to that from Bethe
Heitler, due to its dominance over the TCS signal.

The measured TCS cross-section, as discussed in Section 2.4.2 is, in essence, the sum of the pure
TCS signal, the pure BH, the interference term, and any other sources of QED/Compton back-
ground. We can therefore see that taking the sum of events from both generators, appropriately
normalised, will give a good representation of the free proton signal and dilepton background
that can be expected from the dataset. Both simulations were passed through a GEANT4 simula-
tion of the CLAS12 detector, with the same detector configurations, field settings and calibration
constants as in the data. The simulated events were then passed through a ROOT macro to ex-
tract some base kinematics, without any exclusivity cuts, so that an understanding of how the
final state looks could be established.

Figures 4.20a and 4.20b show the MM2 of the scattered electron for GRAPE and TCSGen re-
spectively. There is a clear, sharp peak at zero as expected, and it is noted that the weighting of
TCSGen changes the scale when compared directly to GRAPE, this is dealt with in the normal-
isation stages in the following section. Figures 4.20c and 4.20d show t on a log scale. Figures
4.20e and 4.20f show the invariant mass of the decay lepton pair, where the key region of interest
falls between 1.5 GeV and 3 GeV, therefore, TCSGen has poorer statistics in lower regions of
invariant mass, out of the TCS signal phase space, but GRAPE performs well across the full re-
gion, due to the fact that it simulates background processes. Normalisation of the two generators
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to the data will be explained in the next section.

Normalising Simulated events to data

Normalising the simulations to the existing data was done by calculating the integrated luminos-
ity of the NH3 data, based on the parameters listed as follows;

• Q = Charge accumulated in the Faraday cup

• e = Electron charge

• l = Length of target

• ρ = Density of target

• NNH3 = Number of target atoms in the target

• NA = Avogadro’s number

• C = Conversion factor from cm2 to pb−1

• MNH3 = Molar mass of ammonia

entered into the equation for integrated luminosity;

LINT = Nbeam×nNH3 =
Q
e
× l×ρ×NNH3×NA×C

MNH3

. (4.9)

The measured density of ammonia at temperatures of 1K differs slightly throughout the lit-
erature, for this study it is assumed to be 0.867 g/cm3 which is the recorded value at -80◦C,
multiplied by a packing fraction of 44% as ascertained in Section 4.1.2. The molar mass of
ammonia is 17.03 g/mol, and the conversion factor from cm2 to pb−1 is 1036. The number of
target atoms in the target is taken as 3, as the measurement is done on a free proton. The length
of the target is 5 cm, and the charge accumulated in the Faraday cup is taken from calculating
the sum of the events recorded in FCup+ and FCup−, and has a value of 4.78 mC. Using all of
these values, the integrated luminosity of the NH3 data is calculated as 1478.96 pb−1.
Normalising GRAPE is simple as it is an unweighted event generator, so each histogram is
simply scaled by the normalisation factor as follows:

WGRAPE =
LINT (= 1478.96)×σGRAPE

Ngen
(4.10)

but for TCSGen it is a weighted event generator, so normalisation is done on an event-by-event
basis, multiplying by the normalisation factor and then by an additional weight factor calculated
using the flux and intrinsic weight of the generator as follows;
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(a) (b)

(c) (d)

(e) (f)

Figure 4.20:
Figures 4.20a and 4.20b show the counts in MM2 for GRAPE and TCSGen respectively, Figures
4.20c and 4.20d show the counts in momentum transfer to the struck parton, t, and Figures
4.20a and 4.20f show the counts in invariant mass of the decay lepton pair (IM) all without any
exclusivity cuts
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WTCSGen = LINT (= 1478.96)×
pbeam× ebeam×ωgen

Ngen
(4.11)

The normalisation is calculated such that the BH contribution represented by TCSGen takes into
account only the contribution from the real photon flux, this is to avoid double counting the BH
cross-section when summing TCSGen and GRAPE events together since GRAPE calculates
cross-sections based on the quasi-real (virtual) photon flux. The real photon flux used in the
TCSGen normalisation is calculated using [92];

flux =
1
2

d
X0

1
Eγ

4
3
− 4

3
Eγ

Ebeam
+

E2
γ

E2
beam

(4.12)

where d is the physical target length, X0 is the radiation length of the target, Eγ is the energy of
the photon, and Ebeam is the energy of the beam. In a single proton target such as liquid hydrogen,
the real photon flux contributes only about 10-15% when compared to the BH contribution
modelled by GRAPE. Since this data was taken on a nuclear target, however, the contribution
from the real photon flux is much larger, due to bremsstrahlung photons produced by the electron
beam interacting with the nitrogen in the target.

4.2 Establishing Exclusivity Cuts

In this section, the exclusivity cuts for the final selection of the dataset will be discussed. As
a reminder, the NH3 dataset in this thesis consists of 157 runs, taken in the run of Summer
2022, and the final state the study seeks to identify is the dilepton pair e+e− and the recoil
proton, leaving the scattered electron undetected, and reconstructed through the missing mass
squared (MM2). This dataset has been fully calibrated and processed for analysis. The first
exclusivity cut in place is a cut on the ‘Status’ of the dilepton pair. The ‘Status’ refers to the
detector subsystem the hit was registered in, and the cuts detailed ensure that the decay electron
and decay positron are in the Forward Detector. This is around a Status of 2000, the Central
Detector is at 4000 and the Forward Tagger is at 1000.
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(a) (b)

(c)

Figure 4.21: Status of each final state particle, 4.21a shows the electron in the FD, 4.21b shows
the positron in the FD and 4.21c shows the proton in the FD and CD.

The absolute value of status was taken to ensure that the particle is selected even if it is a trigger
particle (which is the first particle used to base the hit event on in the trigger) as for trigger
particles, the value of Status is negative. The proton is studied in two different topologies, the
forward and the central. Figure 4.21 shows the status of each final state particle. The electron
and positron are shown to be in the forward detector (Status = ≈ 2000 in Figures 4.21a and
4.21b), note the electron is shown as a negative status due to it being the trigger particle. The
final state proton shows two distinct peaks, one at around 2000, and one at around 4000, see
Figure 4.21c, indicating that the final state can have a proton in either the forward or central
detector regions.

The second exclusivity cut is a cut requiring the initial photon is quasi-real (very closely approx-
imated to real, i.e a low Q2). This requirement is in place to separate the TCS final state from
a wealth of high Q2 processes. To implement this cut, there are two methods. The first method
involves calculating the momentum difference between the beam electron and the scattered elec-
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tron, and placing a cut on this value being small, which requires a close-to real photon. The
second method involves taking the ratio of the transverse momentum of the scattered electron
to its three-momentum. This term is known as the transverse momentum fraction and is again
expected to be very close to zero for quasi-real photon transfer. This is because the scattered
electron is expected to be produced at very low angles, close to the beamline, or ‘far forward’,
so by applying the cut on transverse momentum transfer it greatly reduces the electroproduction
background.

Figure 4.22: The transverse momentum fraction of the scattered electron, for GRAPE and TC-
SGen (left), and its comparison with MM2 (right).

Looking at the TCSGen and GRAPE simulated events in Figure 4.22, it is clear that the trans-
verse momentum fraction of the scattered electron is very close to zero. Looking at the data
in Figure 4.23 the value is much more smeared out. This is due to a combination of a nuclear
target, and the fact that the scattered electron is not directly detected in this channel, so resolu-
tion effects from all subsystems smear out the distribution. To allow for this smearing but also
ensure that Pt/P is close to zero and encapsulates the clear central region shown by the simulated
events, the cut is chosen to be Pt/P < 0.05.

The next exclusivity cut is on the value of the missing mass squared of the scattered electron,
MM2. This cut is made to ensure that the four-momentum of each detected final state particle,
when summed, is equal to the four-momentum of the initial state particles, with a‘missing’
component pertaining to the mass of the scattered electron. Since the electron mass is around
0.511 MeV, on the GeV scale, it is expected that this value will be close to zero. A key thing
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Figure 4.23: The transverse momentum fraction of the scattered electron, for NH3 data (left),
and its comparison with MM2 (right).

to note about the calculation of MM2 is that it includes initial and final state particles, making
it sensitive to the effects of Fermi motion. Figure 4.24 shows the MM2 without any exclusivity
cuts (left) and with loose exclusivity cuts (right) applied. These loose exclusivity cuts are the
previously established cuts on the dilepton pair being in the forward detector, exactly one of
each particle in the final state and the cut on Pt/P < 0.05. On the left distribution, there is a clear
peak at zero, with a large amount of background to the right. This background is attributed to
channels which have a non-zero missing mass, as well as nuclear effects from the target itself.
The right distribution, after the cuts, shows a reduction in both background and signal. The loss
of the signal peak is attributed to losing those events that do not have a quasi real photon in the
initial state, but still have a zero or close to zero missing mass value. It is clear looking at this
distribution and referring back to Figures 4.20b and 4.20a in Section 4.1.3 that a sensible cut to
remove background but that also accounts for detector resolution effects is around −0.4GeV2

< MM2 < 0.4GeV2.
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Figure 4.24: The Missing Mass squared of the scattered electron, for NH3 data, with no exclu-
sivity (left) and loose exclusivity cuts as defined in text applied (right).

The next exclusivity cut established was one on the invariant mass of the dilepton pair. This cut
is required to remove events that pertain to meson production. There are a few peaks indicative
of known meson resonances visible in Figure 4.25 particularly at around 770 MeV (0.77 GeV)
there is a small bump associated with ω and ρ resonances with invariant masses 770 MeV and
782 MeV respectively. Just after the 1 GeV mark, there is a small peak corresponding to the
invariant mass of the φ meson, at 1020 MeV. The peak at zero in Figure 4.25 is due to a com-
bination of Dalitz decays (π0 → γ e+e−) and photon conversion to a lepton pair (γ → e+e−) in
the target material. This peak is magnified with respect to previous TCS results as we have a
nitrogen target, hence more bremsstrahlung photons produced by the electron beam, and there-
fore more opportunities for decays to a lepton pair. Finally, a peak at around 3.1 GeV is due
to the J/ψ meson, which is a well-known resonance in the dilepton channel. The cut on the
invariant mass of the dilepton pair is chosen to be 1.5 GeV < IM < 3 GeV, to remove the me-
son resonances. With a larger dataset, this cut could be tightened to a lower limit of 2 GeV,
as further meson resonances exist between the φ meson and 2 GeV, namely the ρ(1700), how-
ever this is not expected to have an impact on the asymmetries measured, and with the current
statistics, a cut this tight would remove too many events, so for this measurement the cut is left
at 1.5 GeV. From this point forward the loose exclusivity cuts now include the addition of the
newly established invariant mass cut between 1.5 GeV and 3 GeV.
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Figure 4.25: Invariant mass of the dilepton pair, for NH3 data, shown on a log scale, with no
exclusivity (left) and loose exclusivity cuts (right) applied.

Two more exclusivity cuts were placed on the events, one on the momentum transfer to the
struck parton, t and the other on the energy of the incoming photon Eγ . Looking firstly at Figure
4.26, which shows the t distributions, most of the events fall in the low t region and the events
above about 0.8 GeV2 show a steady fall towards zero. The upper limit on t ensures a hard scale
to the scattering process, defined by t ≫ Q′2, while keeping to leading order in αS and leading
twist (the TCS amplitude is suppressed on the Q′ scale by powers of (n-2), where n is the twist.
At leading twist, n = 2 so there is no suppression and is the simplest case. [93], [94], [32]) and
sacrificing as few statistics as possible.

A cut on the centre of mass energy of the γ p system (s = (p+ q)2 > 4 GeV) ensures that the
proton resonance region is cut out, while also ensuring the incoming photon is high energy,
enough to probe a single parton inside the target nucleon. An additional requirement is made
on the quasi-real photon energy Eγ to ensure the process is hard scale scattering. When looking
at Figure 4.27, on the distribution without exclusivity cuts there is a large peak between around
1 GeV and 4 GeV. This peak is attributed to processes with a low incoming photon energy and
hence a low dilepton invariant mass since when the cut on IM > 1.5 GeV is applied, this structure
disappears. It is clear looking at the right of Figure 4.27 that the previous cuts already set a data-
driven cut range of 4 GeV < Eγ < 10.6 GeV due to the direct relationship between s and Eγ , and
with the upper limit being set by the maximum beam energy provided by CEBAF to Hall B.
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Figure 4.26: Momentum transfer to the struck parton, t, for NH3 data, with no exclusivity (left)
and loose exclusivity cuts (right) applied.

Figure 4.27: Energy of the incoming photon, Eγ , for NH3 data, with no exclusivity (left) and
loose exclusivity cuts (right) applied.
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Collating all of the above studies, the exclusivity cuts for the final analysis are as follows;

Variable Min Max

MM2 (GeV2) -0.4 0.4

-t (GeV2) 0 0.8

IM (GeV) 1.5 3

Eγ (GeV) 4 10.6

Pt/P (GeV) < 0.05

|Final State Electron Status| 2000

|Final State Positron Status| 2000

Table 4.5: Table of exclusivity cuts that were used in the final analysis

Figures 4.28 - 4.30 show the momentum vs. θ distribution of each of the three final-state par-
ticles during the process of establishing full exclusivity, and 4.31 shows the same distributions
after the full final state exclusivity has been applied.

Figure 4.28: The momentum vs polar angle of the electron in the final state, on the left without
any exclusivity, on the right with loose exclusivity cuts.
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Figure 4.29: The momentum vs polar angle of the positron in the final state, on the left without
any exclusivity, on the right with loose exclusivity cuts.

Figure 4.30: The momentum vs polar angle of the proton in the final state, on the left without
any exclusivity, on the right with loose exclusivity cuts.
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(a) (b)

(c)

Figure 4.31: Each of the three final state kinematic momentum vs theta distributions, after the
full exclusivity cuts have been applied.

What is clear from these distributions is that the electron-positron pair are produced at low
angles, with high momentum in the forward region, the location of the peak for each particle
is opposite due to the opposing charge of each particle in the magnetic field. This supports the
expectation that the final-state particles should be detected in the forward detector. Looking
at the proton distribution, and recalling the CD/FD threshold lies at approximately 35◦ it is
clear that the final state proton lies across this region, and scatters with a low momentum. This
highlights the need for a possible two topology treatment of the final state asymmetries, one
measurement in the FD and one in the CD. This can also be achieved by splitting the invariant
mass cut into two regions, one for the forward proton (selecting a higher invariant mass) and
one for the central proton (selecting a lower invariant mass). This relationship can be seen in
Figure 4.32. The above treatment was attempted in the analysis, however, it was expected based
on Figure 4.32 that the statistics would not be high enough in the FD to allow for asymmetry
extraction in both regions separately.
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Figure 4.32: Relationship between final state IMe+e− and final state proton θ

Simulated Final State Kinematics and Comparison to data

After applying the cuts established for the dataset, including all fiducial cuts and radiative cor-
rections, the simulated events were then normalised to the data using the integrated luminosity
of the NH3 data, as discussed in Section 4.1.3. The normalisation factors were then applied to
each set of simulated events, and the final-state observables were extracted. The results can be
seen in Figures 4.33 - 4.38b, where on the left is shown TCSGen and GRAPE separately, and on
the right the combined distribution and counts. Note at this stage the TCSGen events used were
produced with a minimum invariant mass of 1.5 GeV, to ensure a good representation of the TCS
signal in the final-state observables. The GRAPE events remained across the full invariant mass
range, to give a good representation of the background contributions in the whole phase space,
this is the reason for the difference in statistical error.
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Figure 4.33: The simulated Missing Mass squared of the scattered electron in the final state,
with all exclusivity cuts, on the left showing the split between TCSGen and GRAPE, and on the
right the combined distribution.

Figure 4.34: The simulated invariant mass of the dilepton pair in the final state, with all ex-
clusivity cuts, on the left showing the split between TCSGen and GRAPE, and on the right the
combined distribution.
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Figure 4.35: The simulated momentum transfer to the struck quark in the final state, with all
exclusivity cuts, on the left showing the split between TCSGen and GRAPE, and on the right
the combined distribution.
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(a)

(b)

Figure 4.36: The simulated momentum and polar angle of the electron in the final state, with all
exclusivity cuts, on the left showing the split between TCSGen and GRAPE, and on the right
the combined distribution.
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(a)

(b)

Figure 4.37: The simulated momentum and polar angle of the positron in the final state, with all
exclusivity cuts, on the left showing the split between TCSGen and GRAPE, and on the right
the combined distribution.
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(a)

(b)

Figure 4.38: The simulated momentum and polar angle of the proton in the final state, with all
exclusivity cuts, on the left showing the split between TCSGen and GRAPE, and on the right
the combined distribution.

Using each of these distributions a comparison to the dataset was performed, initially by normal-
ising the signal to the data as above and then scaling the data by the Dilution Factor calculated
as 30% in Section 4.1.2. It is clear looking at the ratio of simulated events to data (below each
corresponding figure), that there is fair agreement between simulation and data for t and IM,
with an amplitude discrepancy for Eγ and a sharply deteriorating agreement when comparing
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the MM2 distributions. This is due to the fact that the simulations do not consider Fermi motion,
which is clearly present in the data due to the nuclear target, therefore when calculating the MM2

using information from the initial and final state particles, the resolution effects from the target
material smear out the distribution, and the peak is diminished with respect to the simulation.
This highlights the need for nuclear effects to be taken into account when comparing data kine-
matics with simulations on a free proton target, and that simply using a scaled dilution factor
is not sufficient for comparing datasets where Fermi motion is present and not present. As de-
scribed in Section 4.1.2, the sPlot technique can be used to compare the missing mass counts in
the data to the simulation. To do this, an sPlot fit is performed to the dataset after all previously
established cuts have been applied, again, with carbon data to model the background, see Figure
4.40. The counts in the signal peak after the subtraction of carbon + other background processes
are shown to be 967±67 events, which is comparable to the produced signal peak from the TC-
SGen simulation, with 998 counts. The variable Eγ is also calculated from initial and final state
particles and therefore is also subject to detector resolution effects and Fermi motion effects
which may serve to explain the discrepancy.
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(a) (b)

(c) (d)

Figure 4.39: The data MM2, IM and t, with all exclusivity cuts, shown in black scaled by the
dilution factor and the sim shown in red.
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(a) (b)

Figure 4.40: sPlot of the MM2 (shown on the x-axis as eepMM2, measured in GeV2) in the final
state, with all exclusivity cuts, compared to the TCSGen signal simulation.

Looking at each of the final state particles there is a fair agreement for the proton momentum and
theta, with a slight amplitude discrepancy that could be due to the error on the dilution factor.
For electron and positron theta there appears to be some slight shift in the theta distributions in
particular. This is likely attributed to a mixture of the inclusion of QED background processes
from GRAPE, and the fact that both generators simulate dilepton events, however there are
resonances between Me+e− = 1.5 GeV - 2 GeV that decay to pions which feature in the data
and not in the simulation, thus slightly shifting the kinematics of the lepton pair when directly
compared.
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(a) (b)

(c) (d)

Figure 4.41: The data momentum and polar angle of the electron and positron in the final state,
with all exclusivity cuts. The data shown in black is scaled by the dilution factor and the simu-
lated events are shown in red.
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(a) (b)

Figure 4.42: The data momentum and polar angle of the proton in the final state, with all exclu-
sivity cuts. The data shown in black is scaled by the dilution factor and the simulated events are
shown in red.

4.3 Extraction of the Observables

Now that the final-state phase space has been established and compared with the simulation, the
final step is to extract the physics observables of interest from the data. Since TCS is largely
dominated by BH, cross-section measurements are very difficult to extract, but since the BH
contribution has a zero asymmetry, extracting asymmetries is much more feasible. As a re-
minder longitudinally polarised target gives access to three potential asymmetry observables, a
Beam Spin Asymmetry (BSA), a Target Spin Asymmetry (TSA) and a Double Spin Asymmetry
(DSA). The BSA is calculated as follows:

A⊙U =
P−t (N++−N−+)+P+

t (N+−−N−−)
Pb× (P−t (N+++N−+)+P+

t (N+−+N−−))
(4.13)

where A⊙U refers to circularly polarised photon and unpolarised target, P+
t and P−t represent

the positive and negative target polarisation respectively, taken as a weighted average of each
collected run.
The Ni j variables represent the number of counts in a kinematic histogram, usually binned in
φ or t, with a beam helicity sign of i and a target polarisation sign of j. The counts in each
of these histograms are normalised by the Faraday cup accumulated charge, where N++ for
example is divided by the total accumulated charge of events with positive helicity and positive
target polarisation in the Faraday cup. Finally, Pb is the beam polarisation, taken as 82.6% for
the data-taking period. A detailed study of the variation in the beam polarisation across the run
period and checking this average can be found in Appendix A.1.
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The equation for the TSA is as follows:

AUL =
N+++N−+−N+−−N−−

D f × (P−t (N+++N−+)+P+
t (N+−+N−−))

(4.14)

where AUL refers to an unpolarised beam and a longitudinally polarised target and is much the
same as the BSA, but with the addition of the dilution factor (D f ), which is calculated in Section
4.1.2 by taking the Faraday cup normalised carbon, empty target and LHe and using the ratio of
this to the NH3 runs. This is to account for the target material aside from the polarised proton
that we care for. Finally, the DSA is calculated as follows;

A⊙L =
N+++N−−−N+−−N−+

Pb×D f × (P−t (N+++N−+)+P+
t (N+−+N−−))

(4.15)

which uses the same variables as the prior two.
A study was performed to discern the variation in the dilution factor across each of the four final
state kinematic bins in t. It is the expectation that the dilution factor should be independent of
kinematic bin, and with this more well-established method of ascertaining the dilution factor
and its error, the author was able to produce a value for each of the four final state t bins, firstly
each value and its error is reported in table 4.6, and this is then plotted in Figure 4.43.
It is clear that there is very little notable variance in the dilution factor within the reported error,
as expected, but the error bars are not insignificant and therefore more statistics would assure
this conclusion. It is to be noted that the error on the dilution factor integrated over all t bins
using the analytical method is +/-5%.

Table 4.6: Dilution factor values and associated errors for each t bin

tbin Value error
DF tbin1 0.340424 0.10992
DF tbin2 0.308554 0.0885508
DF tbin3 0.31214 0.103262
DF tbin4 0.38823 0.0831765

4.3.1 Calculating Target Polarisation

As outlined above, the target polarisation Pt is taken as a weighted average of each collected run.
Throughout the experiment, the polarisation of the target was measured using NMR techniques
(see Section 3.3.3), and these values are stored on a run-by-run basis. The issue with taking this
result for Pt is that the physical structure of the target in the beamline (See Figure 3.16 in Section
3.3.3) has the NMR coils placed on top of the physical target material. This means the NMR is
less sensitive to the polarisation of the target beyond its surface level, despite the centre of the
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Figure 4.43: Dilution factor values and associated statistical error for each bin in t

target having the most direct beam exposure. There are also uncertainties associated with cell
sizes and target misalignment [95]. This prompts the need for a secondary method to accurately
determine a run by run target polarisation.
Following the method discussed in [96], the way this is achieved is by performing an analysis of
quasi elastic ep→ ep events and extracting their double spin asymmetry. This is then compared
to a theoretical asymmetry;

Atheoretical
⊙L =

2τ(GM
GE

)[τ
Mp

Ebeam
+(1+ τ) tan2(θ

2 )]

1+(GM
GE

)2 τ

ε

(4.16)

calculated using the well established electromagnetic proton form factors GE(Q2) and GM(Q2)

for a given set of Q2 bins from [97]. The variables τ and ε are defined as τ = Q2

4m2
N

, where mN is

the nucleon mass, and ε = [1+2(1+τ)tan2 θ

2 ]
−1. The ratio of the measured DSA and theoretical

DSA gives;
Ameasured
⊙L

Atheoretical
⊙L

= PbPt (4.17)

and therefore this method can be used to extract Pt for known Pb. The author used code estab-
lished to perform these calculations for analysts of the CLAS12 2022 run period, documented
in [98]. The method first extracts the runs from a given run range, for this case the author split
the 157 runs into 10 groups, creating a new group for every polarisation flip. The carbon runs
taken across the full available run period were also provided, for the purpose of calculating the
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dilution factor for DSA extraction. Some exclusivity cuts are provided to ensure the events are
quasi elastic, these are listed below [96] [98];

• Ee− > 9.5 GeV and Ee− < 11.3 GeV

• MM2 < 0.04 GeV2 and MM2 > -0.05 GeV2

• |∆φ | > 178◦ and |∆φ | < 181◦

• δ pp < 0.6 GeV and δ pp > -0.6 GeV

• p⊥ < 0.4 GeV.

where p⊥ is the total missing transverse momentum of the reaction and MM2 here is the total
missing mass of the reaction ep→ ep which is assumed to be very close to zero. |∆φ | represents
the difference between electron and proton azimuthal angles, or, a measure of the coplanarity.
The cut on δ pp ensures that the reconstructed momenta agrees with proton momenta calculated
via elastic kinematics. An example result for the lowest run range, runs 16137-16148, which
have an average positive polarisation of 0.8 as recorded by online NMR [95], is shown in Figure
4.44. The extracted target polarisation using the elastic method is 0.72/0.826±0.04. A similar
set of plots is shown in Figure 4.45 for the highest negative run range, runs 16721-16766, which
have an average negative polarisation of -0.55 as recorded by online NMR [95], the extracted
target polarisation is -0.66/0.826±0.04.
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(a)

(b)

Figure 4.44: Figure 4.44a shows the measured (orange), theoretical (blue) and carbon (black)
asymmetry in each Q2 bin for a run range with positive target polarisation in the dataset, and
for the same range, Figure 4.44b shows the ratio between measured and theoretical asymmetry
giving PbPt .
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(a)

(b)

Figure 4.45: Figure 4.45a shows the measured (orange), theoretical (blue) and carbon (black)
asymmetry in each Q2 bin for a run range with negative target polarisation in the dataset, and
for the same range, Figure 4.44b shows the ratio between measured and theoretical asymmetry
giving PbPt .

This analysis was performed for each of the 10 groups with results shown in Figure 4.46. It
is clear that the positive and negative values have only slight variation across the run period,
within established error bounds. Therefore, the average of these values is taken as the target
polarisation for the run period, for positive runs this value is 0.871 and for negative runs this
value is -0.796.

4.3.2 Error Formalism

The formalisms in the following sections are taken from the procedures outlined in [99].
With the functional form of the asymmetries defined as above, the error on each bin is calculated
using the following:

δABT =

√
∑(

δAi j

Ni j ∆Ni j)2 (4.18)

for each beam target configuration B, T, where i, j are the helicity and target polarisation signs as
usual. The first step is to calculate the partial derivatives for each beam target configuration, us-
ing each asymmetry equation. Looking first at the BSA in Equation 4.13, the partial derivatives
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Figure 4.46: Target polarisation

are as follows;
∂A⊙U

∂N++
=

2P−t (N−+P−t +N−−P+
t )

Pb[(N−++N++)P−t +(N−−+N+−)P+
t ]2

(4.19)

∂A⊙U

∂N−−
=

−2P+
t (N++P−t +N+−P+

t )

Pb[(N−++N++)P−t +(N−−+N+−)P+
t ]2

(4.20)

∂A⊙U

∂N−+
=

−2P−t (N++P−t +N+−P+
t )

Pb[(N−++N++)P−t +(N−−+N+−)P+
t ]2

(4.21)

∂A⊙U

∂N+− =
2P+

t (N−+P−t +N−−P+
t )

Pb[(N−++N++)P−t +(N−−+N+−)P+
t ]2

(4.22)

and for the TSA;

∂AUL

∂N++
=

(N−−+N+−)(P−t +P+
t )

D f [(N−++N++)P−t +(N−−+N+−)P+
t ]2

(4.23)

∂AUL

∂N−−
=

−(N−++N++)(P−t +P+
t )

D f [(N−++N++)P−t +(N−−+N+−)P+
t ]2

(4.24)

∂AUL

∂N−+
=

(N−−+N+−)(P−t +P+
t )

D f [(N−++N++)P−t +(N−−+N+−)P+
t ]2

(4.25)
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∂AUL

∂N+− =
−(N−++N++)(P−t +P+

t )

D f [(N−++N++)P−t +(N−−+N+−)P+
t ]2

. (4.26)

.
The next step is to calculate the error on the yield, namely ∆Ni j, this is calculated as follows;

∆Ni j =

√
Ni j

FCup
(4.27)

where FCup refers to the accumulated charge in the Faraday cup to which the events are nor-
malised. Errors on the target polarisation (±4%) beam polarisation (±0.2%) and dilution factor
(±5%) are added in quadrature to Equation 4.18, and the total error is calculated for each bin in
the kinematic histogram.
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Results

Each BSA distribution is theorised to follow the functional form of A+Bsin(φ), where A and
B are constants (A representing the offset of the fit from zero and B the amplitude of the fit),
matching that of the previous TCS measurement in [42]. The TSA distributions are theorised to
follow the functional form A+Bcos(φ), and are compared with the results from [49] in Figure
2.12.
The intention would ideally be to perform a 1:1 comparison with theoretical predictions. An
attempt was made as follows, to compare with the BSA theory prediction in [48] the data is
plotted in a central kinematic bin of Q′2 = 4 GeV2, t = 0.1 GeV2 and Eγ = 10 GeV, the results
are shown in Figure 5.1, note the theory result covers the φ range [0,2π] however the data is
plotted between φ = [−π

2 ,
π

2 ] so to directly compare the sign should be flipped.
A comparison for the TSA was performed based on the binning described in [49], which stip-
ulates the following kinematics: Q′2 =7 GeV2, t = 0.4 GeV2. The results are shown in Figure
5.2, to directly compare the sign should again be flipped due to the φ range. Since this investi-
gation relies on enough statistics to be able to perform a multidimensionally binned extraction,
a comparable result was unable to be obtained.

Looking now to maximising statistics in order to show a proof of principle for an asymmetry
extraction, Figures 5.3 and 5.4 show the Beam Spin and Target Spin Asymmetry as a func-
tion of φ for |MM2| < 0.4 GeV2, Pt

P < 0.05 and 1.5 GeV < IM < 3 GeV across four bins in
t for the purposes of comparison with Figure 2.10 in Section 2.4.2. TSA results show consis-
tency with theoretical predictions in two out of the four t bins, showing a flatter asymmetry for
bin 0.25 GeV2 < t < 0.34 GeV2 and bin 0.48 GeV2 < t < 0.8 GeV2 . The fit applied to bins
0.15 GeV2 < t < 0.25 GeV2 and 0.34 GeV2 < t < 0.48 GeV2 shows a comparable amplitude and
shape with theory, however, the statistical errors are too high to claim full agreement. The BSA
results show a flatter asymmetry when compared with the previous TCS measurement in [42].
This could be attributed to multiple factors, for one the general lack of statistics in the final
state affects the ability to restrict tightly on the TCS phase space, therefore some background

105
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(a) BSA in central kinematic bin theory. (b) BSA in central kinematic bin.

Figure 5.1: Comparison of BSA with theory.

(a) TSA in central kinematic bin theory. (b) TSA in central kinematic bin.

Figure 5.2: Comparison of TSA with theory.
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processes may be allowed in for example allowing the wider invariant mass cut of 1.5 GeV as
opposed to 2 GeV. This could also be attributed to background sources from the nuclear target,
as seen in figure 4.39d where the fermi motion effect is highlighted, this serves to smear out the
missing mass distribution, therefore the resolution on this kinematic is much lower than if the
target were only a free proton. There is a twofold effect this may have on the data, one, the cut
on MM2 < 0.4 GeV2 may be too tight for the smeared out peak and some signal events could
have been cut out, and two, the integration over kinematic bins in MM2 and Q′2 mean the result
is dependent on good reconstruction of the ’missing’ particle (the scattered electron), which is
more difficult to achieve when the total final state reaction kinematics are smeared with nuclear
effects. To a degree, the BSA should be less affected by this issue than the TSA since the nuclear
background effects are cancelled out, however the 0.4 GeV2 cut may still be too tightly restricted
to extract good statistics in the signal region, thus reducing the overall asymmetry.



CHAPTER 5. RESULTS 108

(a) 0.15 GeV2 < t < 0.25 GeV2. (b) 0.25 GeV2 < t < 0.34 GeV2.

(c) 0.34 GeV2 < t < 0.48 GeV2. (d) 0.48 GeV2 < t < 0.8 GeV2.

Figure 5.3: Beam Spin Asymmetry in each bin in t.
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(a) 0.15 GeV2 < t < 0.25 GeV2. (b) 0.25 GeV2 < t < 0.34 GeV2.

(c) 0.34 GeV2 < t < 0.48 GeV2. (d) 0.48 GeV2 < t < 0.8 GeV2.

Figure 5.4: Target spin asymmetry in each bin in t.

To investigate this, the Missing Mass squared cut was widened to MM2 < |0.7 GeV2| and the
resulting distributions are shown in Figures 5.5 and 5.6.
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(a) 0.15 GeV2 < t < 0.25 GeV2,
MM2 < |0.7 GeV2|.

(b) 0.25 GeV2 < t < 0.34 GeV2,
MM2 < |0.7 GeV2|.

(c) 0.34 GeV2 < t < 0.48 GeV2,
MM2 < |0.7 GeV2|.

(d) 0.48 GeV2 < t < 0.8 GeV2,
MM2 < |0.7 GeV2|.

Figure 5.5: Beam spin asymmetry with widened Missing Mass Squared cut.
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(a) 0.15 GeV2 < t < 0.25 GeV2,
MM2 < |0.7 GeV2|.

(b) 0.25 GeV2 < t < 0.34 GeV2,
MM2 < |0.7 GeV2|.

(c) 0.34 GeV2 < t < 0.48 GeV2,
MM2 < |0.7 GeV2|.

(d) 0.48 GeV2 < t < 0.8 GeV2,
MM2 < |0.7 GeV2|.

Figure 5.6: Target spin asymmetry with widened Missing Mass Squared cut.

Unfortunately, increasing the statistics by widening this cut allows too much background which
further dilutes the asymmetry, as evidenced by the flatter TSA distribution in Figure 5.6. The
BSA results remain flat, specifically for the second and third t bins, the first t bin appears to
form some sort of sinusoid, however, the bin is still far too statistically limited to have any
confidence in the shape. In the case of the fourth t bin, there looks to be a couple of non-zero
points amplified by the wider MM2 cut, this is likely due to this t bin having the largest statistics
at these kinematics. Since most of the TCS final state statistics are in the lower t bin as seen in
Figure 4.39b, it is assumed that this bin contains the most influence from background processes,



CHAPTER 5. RESULTS 112

that are being allowed in by the wider MM2 cut, this is supported by applying a restriction
on the Invariant Mass in this particular bin of IM > 2 GeV, which brings some of those large
offsets closer to the predicted amplitude, this again, however, comes at the cost of statistics and
therefore no overall conclusion can be drawn from this bin.

(a) 0.48 GeV2 < t < 0.8 GeV2,
MM2 < |0.7 GeV2|, IM > 2 GeV.

(b) 0.48 GeV2 < t < 0.8 GeV2,
MM2 < |0.7 GeV2|, IM > 2 GeV.

Figure 5.7: Beam Spin Asymmetry (Left) and Target Spin Asymmetry (Right) with widened
MM2 and tightened IM cut for the fourth t bin (largest statistics at widened MM2).

A systematic study was performed on the two extracted TSA asymmetries in Figures 5.4a and
5.4c, varying the MM2 cut from its current 2σ width of ±0.4 GeV to 2.5σ (±0.525 GeV) and
then finally down to 1.5σ (±0.315 GeV). The systematic uncertainties were calculated based on
the following formula [45]:

σ =

√
∑

n
i=1(Ai−A0)2

n
(5.1)

where Ai represents the asymmetry after the variation, A0 represents the original asymmetry and
n represents the number of variations performed.

Cut TSA tbin1 TSA tbin3

1.5σ (±0.315 GeV) -0.5602 ± 0.2086 -0.2935 ± 0.1646

2σ (±0.4 GeV) -0.3941 ± 0.1917 -0.2694 ± 0.1514

2.5σ (±0.525 GeV) -0.4925 ± 0.1784 -0.2326 ± 0.1383

Table 5.1: Table of systematic variation in MM2

Each asymmetry from Table 5.1 was inserted into Equation 5.1 and the systematic uncertainty
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for the two t bins was found to be;

σT SAtbin1 = 0.1365 (5.2)

σT SAtbin3 = 0.0311 (5.3)

Looking at the ±0.2% error in beam polarisation, a further systematic can be computed, taking
the values of each asymmetry at a Pb of 82.6%, 82.4% and 82.8%, but there was no reportable
change in asymmetry amplitude for this variation.
The error on the target polarisation was ±0.04 for both positive and negative PT , and the asym-
metry fluctuation is reported in Table 5.2

Cut TSA tbin1 TSA tbin3

PT+ = 0.911, PT− = 0.836 -0.3761 ± 0.1829 -0.257 ± 0.145

PT+ = 0.871, PT− = 0.796 -0.3941 ± 0.1917 -0.2694 ± 0.1514

PT+ = 0.831, PT− = 0.766 -0.4114 ± 0.2001 -0.2812 ± 0.1581

Table 5.2: Table of systematic variation in PT

Each asymmetry from Table 5.2 was again inserted into Equation 5.1 and the systematic uncer-
tainty for the two t bins was found to be;

σT SAtbin1 = 0.0177 (5.4)

σT SAtbin3 = 0.0121 (5.5)

A final study was performed on varying the dilution factor D f ±∆D f , the results of which are
shown in Table 5.3.

Cut TSA tbin1 TSA tbin3

D f = 0.38 -0.3422 ± 0.1665 -0.2339 ± 0.1315

D f = 0.33 -0.3941 ± 0.1917 -0.2694 ± 0.1514

D f = 0.28 -0.4645 ± 0.2259 -0.3175 ± 0.1785

Table 5.3: Table of systematic variation in D f

These values give a resulting systematic uncertainty of;

σT SAtbin1 = 0.0618 (5.6)

σT SAtbin3 = 0.0423 (5.7)
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It is clear from this study that the dominant source of systematic uncertainty are the exclusivity
cuts on MM2, which show a comparable magnitude of error to the bin-by-bin statistical error on
each asymmetry point for T SAtbin1, and are approximately 1

5 of the statistical error on T SAtbin3.
The target polarisation systematic is around 1

10 of the statistical error for each bin, the dilution
factor is approximately 1

4 of the statistical error and the beam polarisation contributes a negligi-
ble amount to the total systematic uncertainty.
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Future outlook for TCS

6.1 Increased Statistics

This thesis reports data taken to extract TCS on a longitudinally polarised NH3 target with the
2022/2023 data taking run at Jefferson Lab. This concluding chapter will start with discussing
some future prospects of this measurement, followed by the concluding remarks of the thesis.

The data used in this analysis included 157 runs, making up a total accumulated charge of ap-
proximately 4.78 mC. The dataset was from the run period taken across the summer months
of 2022, however, the total data taking run in fact lasted between June 2022 and March 2023,
therefore there are two additional run periods worth of data, Fall/Winter 2022, where the for-
ward tagger was off, and Winter 2023. At the time of this thesis these additional run periods
are still being processed for analysis. These two datasets provide an additional 8.28 mC, an
extra two-thirds of the total available data. Analysing this data will serve to reinforce the re-
sults of this thesis, and allow for a more confident multidimensional binning of the final state
observables. More statistics will also allow for a more high precision measurement of the asym-
metries, restricting cuts for example in the invariant mass of the dilepton pair to 2 GeV < IMe+e−

< 3 GeV, cutting out any potential contributions from the meson resonances between 1.5 GeV
and 2 GeV. It would also be interesting, with higher statistics, to observe if any asymmetry in
fact lies between this region, and whether this contributes to the TCS asymmetry in any way.
More statistics would also serve to give a better chance of extracting a Double Spin Asymmetry,
which will allow access to H, H̃, Ẽ [49].

The errors on the asymmetry can be extrapolated to include the additional data from all three
run periods, and to also include additional Program Advisory Committee (PAC) days that were
awarded to replace those lost during a power supply failure that disrupted the Fall 2022 run
period. This extrapolation is shown in Figure 6.2. Note that this is purely an extrapolation
of error bars, not a prediction based on actual data. The binned distributions from Chapter 5
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(a)

(b)

Figure 6.1: The accumulated charge across the two remaining run periods of the experiment.

are shown in Figures 6.3 to 6.7 and it is clear that error bars are significantly reduced with the
increase in statistics, and the prediction is that for the most part this increase in statistics serves
to make the shape of the asymmetries more discernible. It is to be noted that the blue error
bars, representing the increase in statistics awarded by the extra PAC experiment time, assumes
an additional parameter, known as the ‘duty factor’ which accounts for the time the beam is
actually running, which is approximately 0.5, therefore the actual increase in statistics including
this factor is a conservative estimate. In a significant number of the plots shown however, the
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decrease in error shown by both the blue and red error bars, where red represents the additional
data from the Fall/Winter 2022 and Winter 2023 run periods, is enough to bring the statistical
error down to a point where the asymmetry shape is much more clearly defined. The additional
data also serves as a proof of principle for a potential multidimentionally binned extraction,
as seen by the extrapolation of Figure 5.7 in Figure 6.7 which will allow for a more detailed
study of the TCS asymmetry. Figure 6.2 also presents the opportunity to separate contributions
from protons in the forward and central detectors, which prior to the increase in data would
have been too statistically limited to extract any sort of meaningful distribution. This separation
can be used in investigations of potential contributions from the invariant mass region between
1.5 GeV and 2 GeV, since this is where the majority of central detector protons will fall, and
see if any of these dilute or affect the asymmetry in a different way in a nuclear target with
background dilution coming from scattering events occurring on bound protons in the nitrogen,
compared to a free proton target, where they were shown to have little to no effect in [42].
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(a) BSA with no restriction on the proton. (b) TSA with no restriction on the proton.

(c) BSA with the proton restricted to the FD. (d) TSA with the proton restricted to the FD.

Figure 6.2: BSA (Left) and TSA (right).
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(a) 0.15 GeV2 < t < 0.25 GeV2. (b) 0.25 GeV2 < t < 0.34 GeV2.

(c) 0.34 GeV2 < t < 0.48 GeV2. (d) 0.48 GeV2 < t < 0.8 GeV2.

Figure 6.3: BSA in each bin in t.
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(a) 0.15 GeV2 < t < 0.25 GeV2. (b) 0.25 GeV2 < t < 0.34 GeV2.

(c) 0.34 GeV2 < t < 0.48 GeV2. (d) 0.48 GeV2 < t < 0.8 GeV2.

Figure 6.4: TSA in each bin in t.
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(a) 0.15 GeV2 < t < 0.25 GeV2,
MM2 < |0.7 GeV2|.

(b) 0.25 GeV2 < t < 0.34 GeV2,
MM2 < |0.7 GeV2|.

(c) 0.34 GeV2 < t < 0.48 GeV2,
MM2 < |0.7 GeV2|.

(d) 0.48 GeV2 < t < 0.8 GeV2,
MM2 < |0.7 GeV2|.

Figure 6.5: BSA in each bin in t and with a widened MM2 cut
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(a) 0.15 GeV2 < t < 0.25 GeV2,
MM2 < |0.7 GeV2|.

(b) 0.25 GeV2 < t < 0.34 GeV2,
MM2 < |0.7 GeV2|.

(c) 0.34 GeV2 < t < 0.48 GeV2,
MM2 < |0.7 GeV2|.

(d) 0.48 GeV2 < t < 0.8 GeV2,
MM2 < |0.7 GeV2|.

Figure 6.6: TSA in each bin in t and with a widened MM2 cut.
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(a) 0.48 < t < 0.8,
MM2 < |0.7|, IM > 2 GeV.

(b) 0.48 < t < 0.8,
MM2 < |0.7|, IM > 2 GeV.

Figure 6.7: BSA and TSA in the final bin in t, with a widened MM2 cut and an additional
tightened cut on Invariant mass.
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6.2 TCS at the Electron-Ion Collider

Part of the additional work in this thesis served to explore the possibility of measuring the TCS
cross-section at the Electron-Ion Collider, which is an upcoming high luminosity collider facility
which will collide polarised electron beams with polarised protons and a range of polarised light
ions. The work done by the author focused on developing feasibility studies for a potential
detector design for the first interaction region of the EIC.

6.2.1 EIC Yellow Report

Initially, a toy Monte Carlo event generator was created, at the time referred to as eic-pi0-toy-
MC, by Pawel Snadjer and Kemal Tezgin with the author contributing some TCS-specific kine-
matics. The generator was then used to simulate pure TCS and pure Bethe Heitler in a collider
configuration, as opposed to a fixed target at JLab. The events were simulated at two differ-
ent beam energies, 5×41 GeV (proton beam energy × electron beam energy) and 18×275 GeV.
The following plots are the result of an analysis performed by the author, of the generated
TCS events produced by eic-pi0-toy-MC, with particle momenta smeared using the package
eic-smear, which is used to mimic realistic detector resolutions [100]. The following studies
were also featured in the EIC Yellow Report, which was a document made to detail the physics
outlook, early detector concepts, and opportunities available at the EIC, prior to its approval [3].
Figure 6.8 shows the distributions of the squared invariant mass of the lepton pair (Q′2 = e++e−

Figure 6.8: Distributions showing Q′2 versus η for beam energies 5×41 GeV (left) and 18×275
(right). The red lines are indicative of the nominal acceptance region of the detector.

where e+,e− represent the four-momentum of the dilepton pair in the TCS final state), versus
the pseudorapidity η , which represents the angle of detection relative to the beam axis;

η =− ln(tan(
θ

2
))

where θ is measured in radians [101]. As θ goes to zero, pseudorapidity tends to infinity. It is of-
ten preferable to use pseudorapidity over θ due to its Lorentz invariance. The left plot shows the
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distribution of collision energy 5×41 GeV, and the right shows the distribution for 18×275 GeV.
The red lines marked on the distributions represent the nominal acceptance range of the detector
at the time of the Yellow Report. It is clear that at lower collision energies (left) there is a small
loss of lepton pair events for high values of η (very forward leptons) and at largest collision
energies (right), it is again noted that very forward (high η) electrons are missed, however, this
time these missed events span a much larger range in Q′2, with a significant portion of events in
the lower Q′2 region where the TCS signal is most cleanly isolated (2.25 GeV < Q′2 < 9 GeV).
It was learned through this investigation that there must be a trade-off between overall yield and
physical space required for detector components.

Figure 6.9 shows distributions of scattered proton transverse momentum versus η , again the left
distribution corresponds to 5×41 GeV and the right to 18×275 GeV. Both distributions show
that the proton scatters with a low transverse momentum, at low angles (high η), meaning that it
remains fairly close to the beam line. Detection of the scattered proton is a crucial requirement
for the reconstruction of t as discussed in Section 2.3, thus the detector setup at the EIC must
account for detection of the final state particles close to the beam axis. To achieve this, Roman
Pots could be used, which are silicon tracking stations installed close to the beam, inside the
beam-pipe [102].

Figure 6.9: Distributions showing the transverse four-momentum of the scattered proton versus
η for beam energies 5×41 GeV (left) and 18×275 GeV (right).

The natural progression of ascertaining the behaviour of the scattered proton is to ensure that
its detection is, in fact, the best method of calculating t. To do this, the resolution on t, i.e
∆t = Generated t - Reconstructed t was calculated. This was done in two ways, firstly, using
the momentum information from the real and virtual photon, calculated via (q− q′)2 where,
as a reminder, q represents beam electron - scattered electron (i.e. the four-momentum of the
real photon) and q′ represents the four-momentum of the produced virtual photon, calculated
by adding the four momenta of the produced lepton pair. The results of this for beam energies
5×41 GeV are shown in the bottom plot of Figure 6.10. The purple distribution shows the full
event yield, while the dark blue distribution shows the yield for which the proton was also recon-
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structed. This distribution shows a wide sigma, meaning that the resolution on t ascertained from
photon information is fairly poor. Another point to note is that for higher energies, reconstruc-
tion using photon information is not possible due to the fact that in the quasi-real regime, and at
these collider kinematics, the scattered electron is backward, thus the quasi-real photon cannot
be reconstructed without far backward, which were not present in this toy simulation. Moving
on to the top two distributions of Figure 6.10 the resolution on t is shown again, however, this
time calculated using momentum information from the initial and scattered proton, (p′− p)2

for beam energies 5×41 GeV (left) and 18×275 GeV (right). It is immediately evident from the
definition of the peak compared to the previous method, that the resolution is better defined with
proton information, rather than via the photon. This again emphasises the necessity of detecting
the scattered proton at collider kinematics as well as fixed target.

Figure 6.10: Top; Resolution on t using proton information (t = (p′− p)2) at energy setting
5×41 GeV (Left) and 18×275 GeV (right). Bottom; Resolution on t using photon information
(t = (q− q′)2), the dark blue region represents events where a proton was reconstructed in the
final state [3].

A final study performed looked into the merits of detecting the scattered electron directly, as
opposed to calculating it as the ‘missing’ component of the final state momentum reconstruc-
tion. The resulting plots are shown in Figure 6.11 across a range of η again for beam energies
5×41 GeV (left) and 18×275 GeV (right). The distribution in cyan represents the number of
total scattered electron events, the distribution in yellow represents the number of events that
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Figure 6.11: Distributions showing the total scattered electron events (cyan), indicating those
picked up within the acceptance range of the detector (yellow) and highlighting the position of
a low Q2 tagger (red lines) for beam energies 5×41 GeV (left) and 18×275 GeV (right).

fall within the nominal acceptance range of the detector, and the red lines mark out the proposed
region of a low Q2 tagger at the time of the Yellow Report (2020). From these distributions, it
can be discerned that for low energies, the events that fall into the detection region make up only
a small fraction of the total number of events, and for high energies, this fraction is hardly even
visible. This indicates that the best method of obtaining information on the scattered electron is
via reconstruction through missing mass and momentum, much like is done for the JLab analy-
sis, and, while the low Q2 tagger will serve to increase statistics somewhat, it is not a necessity
for this result. The next stage of the analysis was to introduce beam smearing and Bethe-Heitler
interference to the generated events, and perform tests with a full simulation of the detector sys-
tem, to ascertain a more realistic estimate of the physics capabilities of the EIC, and inform the
design of its detectors.

6.2.2 The ECCE Detector

Following the Yellow Report [3] the Department of Energy (DoE) called for detector design
proposals for the first interaction region of the EIC. The EIC Comprehensive Chromodynamics
Experiment (ECCE) detector was an answer to this call, and was chosen as the reference detector
in March 2022 [103]. The detector is now known by the name ePIC after the merging of the
ECCE and ATHENA collaborative groups. For the purposes of this study, which was conducted
by the author prior to the merge, and to avoid confusion with the EpIC generator (discussed in
Section 6.2.3), it will continue to be referred to as ECCE.

Far Forward Instrumentation

As already established in this thesis, the detection of the dilepton pair and proton are crucial
for extracting TCS final state kinematics. In the Yellow Report [3] studies showed that, as
expected, at both low and high energy beam settings of the EIC, the proton scatters with a



CHAPTER 6. FUTURE OUTLOOK FOR TCS 128

low transverse momentum, at low polar angles or high pseudorapidity. To this end, the ECCE
detector configuration includes a far forward region, which consists of a series of detectors aimed
at detecting the scattered proton. The detector systems used to pick up the proton are the B0 and
the Roman pots. The Roman Pots are detectors housed in cylindrical vessels, close to the beam
line, and their main purpose was initially to measure the cross-section of the beam in the collider.
They can also be used to detect high energy, charged particles, close to the beamline, making
them a perfect candidate for detection of the scattered proton [102]. The B0 system is used to
measure charged particles and tag neutral particles in the far forward region, with coverage in
η at a more forward range than that of the Roman Pots and will aid in further detection of far
forward protons. [104].

Central Detector

The Central Detector (CD) in the ECCE configuration proposed re-using the BaBar supercon-
ducting solenoid, which will provide a 1.5 T field [105]. Within this central region there are
three components, the barrel, which covers the central pseudorapidity region −1 < η < 1, and
forward and backward endcaps, covering 1 < η < 3.5 and −1 < η <−3.5 respectively. Track-
ing in the ECCE CD is achieved using multiple technologies, the Monolithic Active Pixel Sensor
(MAPS) based silicone vertex system, the µRWELL gas tracking subsystem and an AC-LGAD
(Low-Gain Avalanche Diode) for Time Of Flight (TOF) measurements [106].

6.2.3 Simulated Studies

The ECCE detector configuration was simulated using Fun4All software [107] which is a GEANT4
based model of each subsystem. This software used to conduct a feasibility test of measuring
TCS at the EIC. The first stage in this feasibility study was to generate a series of TCS Monte
Carlo events, that could be passed through the detector simulation to ascertain detector perfor-
mance for measurement and reconstruction of TCS observables. The generator used for this
purpose was the EpIC generator [108], which was developed from the toy generator in Sec-
tion 6.2.1. EpIC is a Monte Carlo event generator which utilises existing GPD models from
the Partonic Tomography Of Nucleon Software (PARTONS) [109] framework and is used to
generate cross-sections for a given set of kinematics. This framework is used with the mini
FOAM library, which is a general-purpose MC event simulator integrated with ROOT, and to-
gether they generate random events in phase space. The algorithm behind mFOAM has a two
stage process, exploration and generation. In the exploration stage, the shape of the distribution
function is "explored" using MC methods to divide the integration domain into a series of cells,
or "foam". The generation stage takes a random cell, and a point in this cell is generated and
weighted, this goes on to be the MC ‘event’ [110]. In terms of what the user sees, EpIC takes
in an input .xml file, within which experimental parameters are defined, for example, helicity,
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polarisation, event number, etc. and it generates the four vectors of all the particles as the output.

The generator configuration used for the TCS events was as follows;

• Event number for each energy setting = 1,000,000 to give a good number of statis-
tics. Cross-section scaling factors 0.34 nb for energy 5×41 GeV and 0.97 nb for energy
18×275 GeV were taken into account using additional factors at the final plotting stage.

• FOAM nCells = 15,000 defining the maximum number of ‘foam’ cells in the integration
domain.

• FOAM nSamples = 3,000 defining the number of Monte Carlo events to be used in the
cell exploration stage.

• FOAM nBins = 3,000 defining the number of bins in the edge-histogram in the cell ex-
ploration stage.

• Decay mode = e− indicating an electron-positron decay channel

• Helicity = −1 both helicity settings were generated but due to time constraints, only the
negative helicity setting was analysed.

The kinematics in EpIC were set to either match or slightly extend upon the original kinematics
studied in the Yellow Report, and are detailed below;

• 0GeV 2 < t < 1GeV 2

• 2GeV 2 < Q′2 < 20GeV 2 to ensure a hard scale for the scattering and to minimise back-
ground from the low resonance region.

• 0.01 < y < 0.95

• 0 < φ < 2π to obtain a full lab frame azimuthal (φ ) angular coverage.

• 0 < φS < 2π , (where φS represents the angle between the leptonic plane, see Figure 2.8c,
and the transverse component of the polarisation of the target nucleon), to obtain a full φS

angular coverage.

• π

6 < θ < 5π

6 ,

The final state particles detected in the Fun4All simulation of the ECCE detector were;

• Scattered proton using truth (generated) momenta matched to hits in Roman Pots and B0
with cuts on both to separate out the beam.
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• Decay lepton pair: Truth momenta associated with hits in the Endcap Electromagnetic
Calorimeter (EEMC), Forward Electromagnetic Calorimeter (FEMC) and BECAL and
separated by PID taken from calorimeter cluster information.

• Scattered electron: Calculated as opposed to being detected. This is due to the original
findings of the YR study, which indicated that the e′ would be difficult to directly detect,
without implementation of a low Q2 tagger, and that it is instead better to use the momenta
of other final state particles compared to initial beam momenta to calculate it [3]. In
more recent versions of Fun4All, there has been an integration of a low Q2 tagger, which
would mean that a missing mass study could be performed with the scattered proton as
the ‘missing’ particle, as it is within detector resolution to calculate this at high energies,
however, this will be a low statistics measurement.

The following shows some key plots produced by the author that were featured in the ECCE
design proposal and in the subsequent Exclusive Diffractive and Tagging publication, where a
collaborative effort of physicists working on exclusive, diffractive and tagging physics channels
published their feasibility studies using the ECCE design concept [111]. One of the key param-
eters t, was calculated as t = (p′− p)2 after the findings of the Yellow Report indicated that the
use of photon momenta to calculate this led to poorer resolution, see Figure 6.10. The plot in
Fig. 6.12a and 6.12b show the projected cross-section for t, averaged over Q′2, τ and φ . The
cross-section was normalised with an integrated luminosity factor 10 fb−1. The full equation to
calculate the differential cross-section is;

d4σ

dt
=

1
L ·Accbin ·∆Ω

(N±
√

N), (6.1)

where L is the integrated luminosity and in this case is equal to 10 fb−1, representing a year
of operation at the EIC. Accbin represents the bin acceptance, calculated via Reconstructed
data/Generated data for each bin. ∆Ω is the multidimensional bin width, calculated as as
∆Ω = ∆Q2∆ xB∆t∆φh, using information from each bin width and range. Finally, N is the
number of counts in the bin. The cross-section plots align with expectations in literature, for a t

cross-section measurement of TCS to be around 1-10 nb [32], see Figure 6.13. The distributions
show this for both energy settings. This gave confidence in the ability of ECCE to detect the
scattered proton with high enough efficiency to reconstruct this variable across its full range.
Figures 6.14 show some preliminary pseudorapidity plots that describe the acceptance of the
scattered proton in each forward detector region. It appears from these plots that for the low
energy setting, 5×41 GeV, many counts fall within 4.2≤ η ≤ 6.2, which indicates the B0 is the
key subsystem for the reconstruction of the scattered proton at these energies. We also see a
substantial number of counts within the region 6.2≤ η ≤ 8, within the acceptance of the Roman
Pots. Looking at the higher energy setting, we see no hits at all in the η region covered by the
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B0, instead all counts are in the Roman Pots region. This emphasises the requirement of this
system for 18×275 GeV energies.

(a) 5× 41 GeV.

(b) 18× 275 GeV.

Figure 6.12: TCS Differential cross-section versus the momentum transfer to the struck parton t
reconstructed using the beam and scattered protons t = (p′− p)2.
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Figure 6.13: Theoretical TCS cross section (dashed) as compared with BH cross section (solid).
Taken from [32].

(a)

(b)

Figure 6.14: Top: 5×41 GeV acceptance vs pseudorapidity (η) of the scattered proton from
TCS events. Bottom: 18×275 GeV acceptance vs pseudorapidity (η) of the scattered proton.
Note acceptance is given as a value where 1 corresponds to 100%
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As a further element to the study, the author generated 50,000 muon TCS events to allow explo-
ration into the di-muon channel and pion background contamination. The muon channel would
be advantageous over the electron channel, as it is difficult to separate the scattered electron
from background electroproduction processes from the electron produced after the decay of the
virtual photon in the TCS process. With the di-muon channel this separation is not required,
however, this would require a dedicated µ detector system and therefore would be more difficult
to measure. The distributions for this were featured in an as yet unpublished study related to AI
techniques in background processes [112].

Figure 6.15: Signal to background ratio for muon TCS events using AI assisted tracking versus
conventional tracking [112].

The conclusion drawn from this was that the ECCE detector was a suitable design for a potential
measurement of TCS at the EIC. It showed the capability of reconstruction of a full range of t

with a fair acceptance for each variable at energies 5×41 GeV, and although acceptance showed
a slight decline at higher energy settings, this could be supplemented with further statistics, a
low Q2 tagger with which to detect the scattered electron, and improved RP configurations for
better scattered proton detection. Since the publication of the ECCE proposal in 2022 many
improvements have been made to the simulation and reconstruction algorithms in the software,
so it is expected that these preliminary results could show much improvement in a future study.



Chapter 7

Conclusion

To summarise the work done in this thesis, a novel extraction of a Beam Spin asymmetry and Tar-
get Spin asymmetry was performed on a longitudinally polarised, NH3 target, with the CLAS12
Detector at Jefferson Lab. The author played an active role in both the data taking and processing
since this run occurred during the time period of this PhD. The slight downside to this however
is that processing algorithms and reconstruction software are constantly being improved and
revisited, with the goal of providing better final state reconstruction and tracking of particles
through CLAS12, and therefore the dataset the results are extracted on at this stage is relatively
fresh, what is referred to in the collaboration as a ‘Pass1’, and is also incomplete, as there are
two more periods worth of data taking still to be processed. Since TCS is a statistically hungry
channel, this affects the overall quality of the extracted observables, meaning one must favour
maximising statistics over taking a precision measurement. This means that in the final extracted
observable there will still be sources of background contamination, the key area of this will be
from the nuclear target. A good way to minimise this is, once all of the data is available, is to
recalculate the dilution factor with a higher degree of precision from the increased statistics, and
improve the exclusivity cuts. This will not only decrease the errors in the extraction of the TSA,
but will also serve to provide a better understanding of the total contribution from each element
of the nuclear background (nitrogen specifically, foils, liquid helium etc). A secondary way to
improve understanding of the final state and improve confidence in the final result is to perform
a full simulation of TCS events with the addition of a nuclear target. The TCSGen generator is
currently undergoing implementation of a Helium target, and there are plans to extend this to
allow simulations on the deuteron, and potentially this can be extended to more nuclear targets.
This will allow effective comparison of the data and expected distributions, to fully quantify the
nuclear backgrounds affecting the reconstruction of the TCS final state.
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Appendix A

The following details a study conducted by the author of the beam polarisation throughout the
full run period.

A.1 Beam Polarisation

Firstly, the recorded beam polarisation obtained from each Møller run, along with its associated
error, for the full set of data, accounting for Summer, Fall and Winter periods, is reported in
Figure A.1.

Figure A.1: Beam Polarisation as a function of Møller run number for all run periods of RGC
(Summer, Fall and Winter). Errors marked on the plot are the absolute errors on the Beam
Polarisation specific to each run.

Next, these Møller runs were filtered by the conditions listed in Table A.1, which details the
requirements for a Møller run to be considered ‘good’. The Beam Charge Asymmetry values
indicate if there is an issue independent of the Møller system, i.e. related to the accelerator
systems and the Accidental/Coincidence ratio (a measure of signal-to-background ratio on the
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Variable Condition

2C21 BPM Current ≈ 15nA
Beam Charge Asymmetry < 0.2% (typical ≈ 0.1%)

Accidental/Coincidence Ratio < 0.1
Final Beam Polarisation Error < 1.5% (absolute)

Table A.1: Table of conditions for a good Møller run.

coincident electron pair measured by the two polarimeter detectors, typically the background
rates are less than 10 % of the true coincidence rate [53]) is a beam quality test used to ensure
there is limited bleed through from other halls, and the left and right Møller PMTs are set at the
correct voltages.
Figure A.2 shows the Beam Charge Asymmetry (BCA) of all Møller runs, with bands added to
designate the acceptance threshold of 0.2 % marked in red, and a tighter set of bands used to
indicate the typical expected values of 0.1 % marked in blue.

Figure A.2: Beam charge asymmetry as a function of run number for the Møller data. Red
dashed lines mark the ±0.2% threshold required to designate a ‘good’ Møller Run, and the
dashed blue lines mark the ± 0.1% threshold.

Applying the restriction of BCA < 0.2% to the Møller runs, the Beam Polarisation as a function
of run number is shown in Figure A.3a. The runs from just the Summer 2022 period (this thesis)
that meet this condition, are shown in Figure A.3b.
Since the Møller runs are taken during the experiment, there can be a number of issues with the
reported values of BCA, A/C ratio, and error, which can be due to the beam quality, the Møller
system, or simply human error in recording the values (stopping a Møller acquisition run to
early or late, taking a run during unstable beam etc.). For this reason, it was advised to widen
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(a)

(b)

Figure A.3: Figure A.3a shows the Beam Polarisation as a function of run number for the full
RGC run period after the condition of Beam Charge Asymmetry < ± 0.2 shown in Table A.1.
Runs taken during a spin dance are shown with a red marker, and runs where Hall-C had exces-
sive beam bleed-through are shown in blue. The average polarisation after bad runs are filtered
out is shown in green. Figure A.3b shows the same, but restricted to only the Summer 2022 run
period.

the BCA condition to < ± 0.3 % and Pbeam error < ± 1.5 % to ensure that the Møller runs are
not being filtered out due to these issues. The Beam Polarisation as a function of run number
after applying this condition is shown in Figure A.4a, and for just the Summer 2022 period in
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Figure A.4b. There are now more data points available to confirm the beam polarisation is stable
throughout the full run period and has a value of approximately 82.7 % ±0.2 %.

(a)

(b)

Figure A.4: Figure A.4a shows the Beam Polarisation as a function of run number for the full
RGC run period after the condition of Beam Charge Asymmetry widened to < ± 0.3 shown in
Table A.1. Runs taken during a spin dance are shown with a red marker, and runs where Hall-C
had excessive beam bleed-through are shown in blue. The average polarisation after bad runs are
filtered out is shown in green. Figure A.4b shows the same, but restricted to only the Summer
2022 run period.
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A.2 Rebinned Asymmetry

This study looked to observe the distribution of events in each helicity and polarisation configu-
ration that went into the calculation of the final observable. The distribution of counts is shown
in figure A.5, for each of the four final state t bins. The original reasoning for a 10-bin split
was to directly compare with the previously published results, as the final state statistics were
similar. Consolidating these counts into six bins rather than 10 should serve to reduce the size
of the error bars, and potentially reveal a clearer shape to the asymmetry. The results of this for
the two tbins that a result was able to be extracted in, from the thesis, are shown in figure A.6
and the extrapolated figures in A.7. Looking at the fit parameters, the thesis showed for the first
tbin p1 =−0.3941±0.1917 and here p1 =−0.379±0.193. For the third tbin the thesis showed
p1 =−0.2694±0.1514 and here p1 =−0.2561±0.1521 so in neither instance has there been
a real noticeable change in the preliminary TSA extraction.
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(a) tbin1

(b) tbin2

(c) tbin3

(d) tbin4

Figure A.5: Distributions showing the counts in each Ni j bin, split into the four final state t bins
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Figure A.6: TSA 6 bins
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Figure A.7: TSA extrapolated
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