
 
 
 
 
 
 
 
Wang, Gao (2024) Computational imaging with the human brain. PhD thesis. 
 
 
 
https://theses.gla.ac.uk/84826/ 
 
 
 

Copyright and moral rights for this work are retained by the author 

A copy can be downloaded for personal non-commercial research or study, 
without prior permission or charge 

This work cannot be reproduced or quoted extensively from without first 
obtaining permission from the author 

The content must not be changed in any way or sold commercially in any 
format or medium without the formal permission of the author 

When referring to this work, full bibliographic details including the author, 
title, awarding institution and date of the thesis must be given 

 
 
 
 
 
 

Enlighten: Theses 
https://theses.gla.ac.uk/ 

research-enlighten@glasgow.ac.uk 

mailto:research-enlighten@glasgow.ac.uk


Computational Imaging with the Human Brain

Gao Wang

Submitted in fulfilment of the requirements for the
Degree of Doctor of Philosophy

Extreme Light Group
School of Physics and Astronomy

College of Science and Engineering
University of Glasgow

Sep 2024



Abstract

Human augmentation, which involves enhancing cognitive and physical abilities as a natural
extension of the human body, has been significantly advanced by Brain-Computer Interfaces
(BCIs). This thesis explores BCI-based human augmentation, focusing on computational ghost
imaging and developing a phenomenological brain model for Steady-State Visual Evoked Poten-
tials (SSVEPs).
Initially, the concept of BCIs as a conduit for computational imaging is introduced, demonstrating
the potential to integrate brain function with external silicon-based processing systems. A key
example is the ghost imaging of a hidden scene using the human visual system in conjunction
with an adaptive computational imaging scheme. This technique, known as projection pattern
‘carving,’ utilizes real-time brain feedback to modify light projector patterns, resulting in more
efficient and higher-resolution imaging. This brain-computer connectivity represents a form of
augmented human computation, potentially expanding the sensing range of human vision and
offering new methodologies for studying the neurophysics of human perception. An illustrative
experiment is presented, highlighting how image reconstruction quality can be influenced by
simultaneous conscious processing and readout of perceived light intensities.
Subsequently, the thesis delves into the phenomenon of SSVEP, which has attracted attention
across various fields including neuroscience and human augmentation. The analysis of SSVEP
under multiple frequency stimuli, a complex task due to frequency intermodulation terms, is
addressed by proposing a phenomenological model. This model provides a mathematical frame-
work for analysing the essential frequency mixing features in SSVEP when exposed to multi-
frequency stimuli. The analysis is extended to both narrowband and broadband categories using
analytical and statistical methods. Experimental results confirm the model’s accuracy, shedding
light on the mathematical model behind SSVEP responses to multiple frequency stimuli and
offering insights for practical applications and a deeper understanding of this phenomenon.
Addressing the neuromorphic aspect of SSVEP, the thesis discusses the extensive use of SSVEP
in BCIs due to their stability and efficiency in connecting the computer and the brain using simple
flickering light. Moving beyond prior research that focused on low-density frequency division
multiplexing techniques, this work demonstrates the feasibility of efficiently encoding informa-
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tion in SSVEPs through high-density frequency division multiplexing, involving hundreds of
frequencies. The capability to transmit complete images from the computer to the brain/EEG
read-out within a short timeframe is also illustrated. High-density frequency multiplexing en-
ables the implementation of a photonic neural network that leverages SSVEPs for performing
simple classification tasks, showcasing promising scalability through serial brain connectivity.
This research opens innovative pathways in neural interfacing, with implications for assistive
technologies and cognitive enhancement, significantly advancing human-machine interaction.
Lastly, the concept of SSVEPs is extended to multi-frequency light modulation, relying on the
broadband scenario of the phenomenological brain model. The research demonstrates the brain’s
ability to support the SSVEP read-out transmitting image. When the bandwidth spans more than
an octave, the higher harmonics and nonlinear mixing between signal pairs overlap with the
fundamental harmonics, creating a highly complex EEG signal. By utilizing a DNN trained on
synthetic data, it is feasible to retrieve the original input signal, which can be employed to recon-
struct images with each pixel encoded at a distinct single frequency. This approach facilitates
precise image transmission, with each pixel encoded at a unique frequency. The BCI developed
in this thesis enables multi-channel data transmission, and networked interfaces, and has poten-
tial applications in diagnostics, assistive technologies, and cognitive enhancement tools.
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Chapter 1

Introduction

The human brain possesses remarkable potential that can be harnessed to enhance human abili-
ties. Over the past several decades, advancements in science and technology have significantly
contributed to the field of human augmentation. This thesis explores the integration of cutting-
edge technologies—such as computational imaging, neural networks, and analogue comput-
ing—into EEG signal processing to unlock the brain’s full potential. Before delving into the
technical details, the subsequent chapters will provide an overview of these methods and their
applications.

1.1 Computational ghost imaging

Over the past few decades, there has been a significant evolution in the computational imag-
ing field. It involves optical engineering, computer science, and signal processing. The main
advance is to implement computational methods to enhance or reconstruct images beyond the
capabilities of traditional imaging systems, which could improve imaging parameters like res-
olution, depth of field, dynamic range, and sensitivity. The field of computational imaging has
been applied in many fields, including medical imaging, remote sensing, surveillance, scientific
imaging, and entertainment. For example, techniques like HDR (High Dynamic Range) and
panorama stitching rely on computational imaging in digital photography [5,6]. Techniques like
MRI (Magnetic Resonance Imaging) and CT (Computed Tomography) scans use computational
methods to reconstruct images from raw data in medical imaging [7,8]. It can be used to enhance
images of distant celestial bodies in astronomy [9,10]. The increasing demand for higher-quality
imaging drives it. Some key techniques in computational imaging include computational pho-
tography [11], light field imaging [12], compressive sensing [13], and phase retrieval [14]. These
techniques involve advanced algorithms and mathematical models to process and reconstruct the
acquired data to produce high-quality images.

1
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Ghost imaging (GI), also known as correlation imaging, derives its name from its origins in
quantum optics, where the technique was first introduced. GI is a method for reconstructing an
image of an object by implementing correlations between light beams. Initially, it was demon-
strated using quantum-entangled beams, showcasing the unique properties of quantum entangle-
ment [15, 16].
Subsequent advancements revealed that classical light sources can also achieve GI. By employing
classical light and computational techniques, researchers demonstrated that the method does not
rely solely on quantum entanglement [17]. This finding enable various implementations based
on classical correlations, significantly broadened the scope of GI.
While the term "ghost imaging" initially emphasized its connection to quantum entanglement
phenomena, the evolution of the technology and its applications has led to a broader definition.
It now encompasses a wider range of techniques leveraging light beam correlations, including
the development of computational ghost imaging (CGI) [18].
GI typically consists of two processes: 1) illuminating an object with light whose intensity varies
temporally and spatially; 2) collecting all the light reflected or transmitted from the object. In
the first process, to achieve GI, knowledge of the temporal and spatial variations of the illumina-
tion is essential, particularly in scenarios involving external sources of patterns or modulations,
such as thermal light. In such cases, a CCD camera is typically required to record the patterns
generated by the illumination. Alternatively, in scenarios where the patterns are deterministi-
cally chosen by the user, the illumination can be precisely controlled, and the patterns are known
a prior, like CGI. This approach eliminates the need to measure the patterns directly, as their
structure is predefined and computationally accessible. In the second process, after the modu-
lated light field is modulated by the object, the reflected or transmitted light from the object is
measured by a “bucket” detector that has no spatial resolution. Even though information from the
bucket detector does not yield an image, the image can be obtained by cross-correlating signals
from the bucket detector and the illuminating patterns. Due to its novel physical peculiarities
and its potential applications in practice, more and more attention has been paid to GI [19–27].
GI is a technique that utilizes the intensity correlation of light fields to acquire scene information.
It has a simple structure and high detection efficiency, which make it applicable in various fields.
In space remote sensing, GI proves crucial by capturing two-dimensional spatial Fourier trans-
forms of objects with single-pixel detectors, maintaining robust imaging performance even under
challenging conditions such as atmospheric turbulence, background radiation, and photodetector
noise [28]. For optical encryption and secure transmission, GI enhances optical security through
the creation of larger cryptographic key spaces, contributing to more secure communication [29].
In medical imaging, GI offers significant potential, especially in low-dose radiation scenarios.
High-resolution imaging using pseudo-thermal light is particularly promising for applications
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where minimizing exposure is critical [30]. Lidar systems benefit from GI’s capabilities in de-
tecting and identifying high-speed moving targets, offering long-range and high-resolution per-
formance suitable for advanced detection applications [31]. In the domain of acoustic imaging,
GI has been extended to utilize correlations in random acoustic patterns, enabling high-speed
and high-resolution imaging while requiring fewer computational resources [32]. For 3D optical
security, GI leverages random phase masks to generate larger key spaces in three-dimensional
particle-like distributions, opening new avenues for secure optical data protection [29]. Real-time
imaging systems have become feasible through Instant Ghost Imaging (IGI), which enables real-
time image reconstruction using differential algorithms and high-speed chips, eliminating the
need for offline processing and making it ideal for immediate applications. GI has also shown
promise in imaging through scattering media, where deep learning methods improve imaging
quality, addressing challenges in real-world scenarios involving strong scattering [33]. Lastly, in
quantum microscopy, GI exhibits unique capabilities for optical measurements, such as capturing
entangled light through dual imaging detectors, highlighting its advanced potential in quantum-
based imaging technologies [34].

Object

SLM

Bucket Detector

CCD

BS

Figure 1.1: Setup for Ghost Imaging, referring the use of two detectors.

A basic GI setup is illustrated in Fig. 1.1. A spatial light modulator (SLM) projects struc-
tured/random patterns onto the object in this configuration. A reference beam, split from the
main beam by a beam splitter (BS), is sampled by a spatial detector, such as a CCD camera.
Meanwhile, a bucket detector collects the reflected or transmitted light from the object without
spatial resolution. The object can then be reconstructed by calculating the intensity correlations
between the signals recorded by the two detectors.
To simplify the basic GI setup, CGI was proposed [35], as illustrated in Fig. 1.2. In this approach,
the reference beam is removed and replaced by a computational method. Meanwhile, a bucket
detector collects the reflected or transmitted light from the object without spatial resolution. The
object is then reconstructed by calculating the intensity correlations between the bucket detector
signals and the computationally generated patterns.
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Object

SLM

Bucket Detector

Figure 1.2: Setup for Computational Ghost Imaging: A single-pixel imaging system based on
structured illumination [1].

CGI uses a light source to project a series of typically binary patterns, 𝑃𝑛. These are reflected
from the object and collected by a bucket detector (𝑎𝑛), which measures light intensity. Summing
all weighted bucket values produces an image: 𝑂 =

∑

𝑎𝑛𝑃𝑛. This represents a computational
imaging approach to the mathematical decomposition of an image into a basis of patterns 𝑃 .
Hadamard matrices (𝐻) are commonly used as these patterns can be recursively defined.
In deterministic computational imaging approaches, the choice of patterns can indeed have im-
portant implications for the performance and efficiency of the system. Several properties of the
patterns used for imaging are critical, such as orthogonality, compression, and adaptivity prop-
erties:

• Orthogonality: The patterns used in deterministic imaging are often required to be or-
thogonal to each other. Orthogonal patterns (e.g., after subtraction of a bias) allow for
more efficient reconstruction of the object as the information captured by each pattern is
independent. The reconstruction process benefits from a clearer separation of the contri-
butions of each pattern, leading to better image quality [36].

• Compression: Efficient compression can reduce the amount of data needed to capture
the object’s image, which is especially important in cases of limited bandwidth or storage.
Compression techniques can be particularly beneficial in systems using patterns that cover
a large space or are computationally intensive. For instance, patterns with sparse or low-
rank structures may help reduce the amount of data required without sacrificing image
quality [37].

• Adaptivity: using an adaptive scheme enables less measurement. For example, a promis-
ing strategy for adaptive compressive sensing suggests replacing the random speckle pat-
terns by directly using the patterns that form the sparse basis [38]. In addition, an adaptive
method adjusts the pattern according to the detected bucket values, thereby boosting the
imaging speed [2].

Therefore, the choice of patterns in deterministic CGI should be made with careful consideration
of these factors, which can impact both the quality of the reconstructed image and the efficiency
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of the imaging system.
Moreover, with the development of computational imaging, several advanced imaging techniques
and algorithms have emerged, such as single-pixel imaging, single-pixel camera, computational
ghost imaging, and compressed sensing. However, it is important to distinguish. While these
technologies are interconnected, each has its own distinct principles, application scenarios, and
significant differences.
For single-pixel imaging systems, a common scanning strategy involves using a sequence of
spatially resolved patterns to record intensity measurements based on the correlations between
the patterns and the object or scene. This correlation measurement can be implemented in two
distinct ways. First, a light modulator placed in the image plane of a camera lens can mask images
of the scene, with the filtered intensities measured by a single-pixel detector. This approach is
referred to as structured detection and is frequently applied in the field of single-pixel imaging or
single-pixel cameras [39]. Alternatively, the light modulator can project patterns onto the scene,
with the single-pixel detector measuring the backscattered intensities. This method is known as
structured illumination and is commonly employed in computational ghost imaging [1].
Although often treated as separate research fields, computational ghost imaging and single-pixel
imaging are, from an optical perspective, fundamentally the same. Nonetheless, it remains prac-
tical to distinguish between the two: single-pixel imaging (or single-pixel cameras) typically
employs structured detection and compressive sensing, while computational ghost imaging com-
monly utilizes structured illumination [1].
Compressed sensing is a new paradigm for data acquisition that allows certain signals and im-
ages to be reconstructed from far fewer samples or measurements than traditional methods re-
quire [40]. The highlight is the ability to simultaneously perform signal acquisition and data com-
pression, thereby capturing information comparable to large arrays while using smaller, cheaper,
and lower-bandwidth components [41]. In single-pixel imaging, compressed sensing effectively
processes data collected by a single-pixel detector to reconstruct the object image [42].
In the chapter 2, we demonstrated CGI protocol. Although the final readout is a single time-
domain signal, we model the human head as a nonlinear bucket/single-pixel detector, with the
eye functioning as a lens. Additionally, we intend to adapt the structured illumination pattern in
real time based on the detection feedback instead of using structured detection.
Researchers have optimized GI over time using different light sources, detectors, and algorithms.
Recent approaches leverage the human visual system for detection by exploiting retinal persis-
tence to directly perform summation [43–45]. Pre-calculated weighted patterns are visualized at
high rates so that the eye perceives them as an accumulated sum.
Beyond the optical domain, researchers have developed GI methods with X-rays [46, 47], atoms
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[48] and electrons [49]. Moreover, many aspects have been improved. For example, boosting the
imaging speed in physics hardware [50], improving the imaging quality in matrix analysis [51]
or in the development of new ghost imaging algorithms [52] and even using it as a new tool to
collect new insight into how the human brain works [2], using the human brain as a detector that
involving the brain’s state.
The typical GI system can normally be divided into three processes: illumination, detection, and
image reconstruction (algorithm).

1.1.1 Illumination

Illumination is the primary process, which determines the way of detection and the algorithm
for the image reconstruction. In the very beginning, entangled photons were employed as light
sources [53]. In the following ten years, researchers debated whether a quantum source was nec-
essary for GI. In 2004, GI was successfully reproduced with pseudo-thermal sources [54,55] and
thermal light [56]. Since thermal sources are quite easy to prepare in the lab, people started to
put effort into the application of GI for remote sensing. In addition, computational GI (CGI) was
proposed by Shapiro [35], where the reference beam is replaced by a computed field pattern and
thus the setup is further simplified. Starting at 2016, the group in which I have been working at
in China, proposed a light source made of an LED array running at 100 MHz modulation rate,
enabling high-speed ghost imaging [57, 58]. Apart from a variety of hardware for illumination,
different types of illumination patterns have been studied and investigated. Besides the most
widely-used random speckle patterns, Fourier-Transform [59] and Hadamard [60] are also popu-
larly used, which can be combined with Fast Fourier transform (FFT) and Fast Walsh-Hadamard
transform (FWHT). Recently, patterns inspired by wavelet transform were introduced into ghost
imaging [51].

1.1.2 Detection

In the initial stage, ordinary commercial detectors were employed to simply measure the intensity
or photon number of the light from an object, such as single-photon detectors, PMT, photodiodes,
CCD and so on.The detection process is simpler than the illumination process. Usually, a bucket
detector with a fast enough response time is good for a ghost imaging experiment. Along with
the development of ghost imaging, different types of detection schemes have been created. For
example, multiple bucket detectors configuration was used to obtain 3D information [61] or even
3D video [62] via shape-from-shading. By exploiting time of flight, ghost imaging was extended
to a new type of radar [63, 64]. To implement high-speed imaging under low light levels, a
single-photon detector array with lens intensers was prepared [58]. Moreover, the first-photon
detection scheme was introduced to increase the imaging efficiency for weak light scenarios [65].
Additionally, spatial ghost imaging has also been extended to time-varying objects [66, 67].
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1.1.3 Reconstruction

For reconstructing the ghost imaging result, a simple correlation algorithm can be realised. How-
ever, to achieve a high standard of imaging, recently, more and more algorithms have been in-
troduced into ghost imaging to increase the image quality and imaging speed.
In 2010, F. Ferri et al. introduced a differential ghost imaging (DGI) technique, which signif-
icantly improves the signal-to-noise ratio (SNR) of ghost imaging by effectively suppressing
background noise. This approach allows for clearer reconstructions of the object, even in the
presence of significant interference [68]. The key innovation of DGI is its ability to distinguish
the object’s signal from unwanted background, which is especially useful in environments with
substantial noise or when weak signals need to be detected.
In 2012, B. Sun et al. presented an experimental comparison between various iterative ghost
imaging algorithms, with a focus on a normalized weighting algorithm, called normalized GI
(NGI). Their work demonstrated that NGI could achieve performance levels comparable to DGI,
especially in terms of enhancing SNR and improving image reconstruction quality under noisy
conditions [69]. NGI applies a normalization technique to the iterative reconstruction process,
ensuring that the most informative patterns are given higher importance, thereby optimizing the
reconstruction accuracy without the need for complex modifications to the imaging setup [69].
Building upon these advancements, in 2014, Xu-Ri Yao et al. introduced a novel technique for
denoising ghost images, called iterative denoising of ghost imaging (IDGI) [70]. IDGI extends
the concept of iterative processing by focusing on reducing noise throughout the reconstruc-
tion process, ensuring that the final image is not only free from background interference but
also retains high clarity despite the presence of noise. This technique further refines the ghost
imaging process by integrating denoising into the iterative framework, enhancing its robustness
in real-world applications where noise levels can fluctuate and are often unpredictable. These
three methods—DGI, NGI, and IDGI—share the common goal of improving the robustness of
ghost imaging in practical scenarios, especially in situations where noise and background inter-
ference are significant challenges. By leveraging advanced computational techniques, such as
background suppression, iterative reconstruction, and denoising, these algorithms make ghost
imaging more reliable and applicable to a wider range of environments. Together, they repre-
sent significant steps forward in making ghost imaging more effective in both laboratory and
real-world conditions, particularly when dealing with complex imaging environments.
Moreover, Katz et al. proposed a compressive sensing computational ghost imaging(CSGI)
scheme based on a compressive sensing technique, which reduced the required acquisition sam-
ples significantly [13]. The key advantage of CSGI lies in its ability to achieve high-quality
reconstructions with fewer pattern measurements, which can lead to faster data acquisition and
lower computational costs. By leveraging the inherent structure of the object being imaged, com-
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pressive sensing makes it possible to capture the essential features of the image from a smaller
subset of patterns, thus improving the efficiency of the imaging process. This technique is par-
ticularly beneficial in applications where time or resources are limited, and it has opened up new
possibilities for faster and more efficient ghost imaging systems.
In recent years, many advanced algorithms for imaging quality enhancement have been proposed
[52,71–73], with a particular focus on deep learning-based techniques [72,73]. These algorithms
have significantly improved the performance of ghost imaging systems, enabling more accurate
and faster image reconstructions under a variety of conditions. Among the various approaches,
deep learning has emerged as a powerful tool for enhancing imaging quality by learning complex
mappings between input patterns and the reconstructed object from large datasets.
Deep learning, particularly convolutional neural networks (CNNs), have been shown to outper-
form traditional computational methods in terms of both accuracy and efficiency [52,71]. These
models can automatically learn and extract features from data, bypassing the need for hand-
crafted image reconstruction algorithms. The application of deep learning to ghost imaging has
led to improved robustness against noise, reduced reconstruction time, and the ability to recover
high-quality images even in low-light or noisy environments. This trend reflects the growing
importance of AI-driven techniques in the field of computational imaging, as they continue to
push the boundaries of what is possible in real-time imaging applications.

1.2 Deep Neural network

Neural networks are a class of artificial intelligence designed to mimic the structure and function
of the human brain. They possess remarkable capabilities for solving complex tasks such as
classification, regression, and segmentation. Numerous neural network architectures have been
proposed, but their fundamental building blocks consist of layers of interconnected nodes, or
neurons, that process and transmit information in a manner similar to neurons in the human
brain. Taking advantage of this, Deep neural networks (DNNs), characterized by their many
layers, are particularly suited for tackling complex tasks. Empowered by the backpropagation
theory, DNNs can efficiently learn and perform intricate operations. These networks have found
applications in diverse fields [74], including image processing, signal processing, text analytics,
and computational finance.
Making the most of DNN involves understanding how to train them, what applications they are
suited for, and where to implement them. In the subsections below, we will introduce the foun-
dational training algorithms, general use cases, and state-of-the-art hardware implementations.
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1.2.1 Backpropagation Theory

Backpropagation (BP) theory is a fundamental learning algorithm in artificial neural networks
(ANNs), primarily used to train multi-layer feedforward neural networks. This algorithm adjusts
the weights and biases in the network by minimizing the error between the network’s output and
the expected output, thereby enabling the network to learn and make predictions from input data.
The main concept of backpropagation involves using the gradient of the error, calculated via
the chain rule, to determine the partial derivatives of the error with respect to the weights and
biases of each layer. These derivatives are then used to iteratively update the weights and biases,
reducing the overall error [75].
Since its introduction in 1986, the backpropagation algorithm has found widespread applications
in various domains, including image compression, pattern recognition, time-series prediction,
sequence recognition, and data filtering. It is capable of handling continuous data and differ-
entiable functions across single-layer or multi-layer models [75]. Despite its effectiveness, the
algorithm faces challenges such as slow convergence and susceptibility to local minima during
training [76]. However, incorporating strategies like second-order methods and adaptive gain
can significantly enhance its learning speed and accuracy [76, 77].
Research on backpropagation remains active, with ongoing efforts to refine the algorithm and
expand its applications. For instance, combining the artificial bee colony algorithm with back-
propagation neural networks improves the recognition capabilities of nonlinear models and the
accuracy of inverted pendulum control [78]. Similarly, integrating an improved particle swarm
optimization algorithm with backpropagation neural networks enhances the accuracy and sta-
bility of geological electromagnetic data inversion. Furthermore, backpropagation has demon-
strated remarkable utility in high-resolution remote sensing image classification [79], CT image
segmentation [80], and other fields, showcasing its robust learning capabilities and extensive
application potential.

1.2.2 Signal Processing with DNN

Signal processing via DNN typically encompasses both spatial and temporal domains. The main
focus in the spatial domain is image processing, while in the temporal domain, it is time Sequence
Processing.
Image processing is a fundamental area in various fields, including computer vision, medical
imaging, Lidar processing, and automated driving. Deep neural networks (DNNs) have signifi-
cantly advanced this field, enabling a wide range of applications.
DNNs can approximate complex image processing tasks. For instance, a Multiscale Context
Aggregation Network (CAN) has been used to produce deionized images [81,82], and Denoising
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Convolutional Neural Networks (DnCNN) have been trained to remove noise and deblock JPEG
images [83]. Additionally, deep learning-based style transfer [84, 85] has broadened the use of
image processing techniques in the art field. For generating high-resolution images from low-
resolution inputs, Very Deep Super-Resolution (VDSR) networks have been implemented with
great success [86]. Furthermore, semantic segmentation techniques [87] have proven effective
in processing multispectral images in remote sensing [88–90].
In the medical field, DNNs have greatly enhanced imaging techniques, improving diagnostic
accuracy and speed. Examples include brain tumour segmentation [91], CT image denoising
[92], and cell nuclei detection [93].
In the domain of automated driving, DNN-based semantic segmentation and vehicle detection
using camera images have been standard practice for years [94, 95]. More recently, deep learn-
ing methods have advanced 3D Lidar processing, including semantic segmentation [96], object
detection [97], and data augmentation [98], further accelerating developments in autonomous
driving technologies.
Time sequence processing, a critical aspect of signal processing, encompasses various tasks in-
cluding classification, regression, anomaly detection, and even specialized hardware implemen-
tation for AI systems.
Classification in time sequence processing involves mapping a sequence to a specific label, while
regression is applied in various fields such as signal recovery [99], source separation [100], and
denoising [101].
Beyond general signal processing, DNNs are also employed in specialized areas like audio pro-
cessing, wireless communications, and radar systems.
In audio processing, for instance, deep learning techniques have significantly enhanced human-
computer interaction. Examples include Speaker Recognition [102], Speech Dereverberation
[103], Speech Separation [104], Speech Denoising [105], Speech Enhancement [106], and Speech-
to-Text Transcription [107].

1.2.3 Hardware Implementation

The development and optimization of AI systems necessitate specialized hardware implemen-
tations. As artificial intelligence technology rapidly advances, so does the demand for compu-
tational power, driving the development and application of tailored hardware solutions. This
section highlights the applications and advantages of various types of specialized hardware in
AI systems based on available research.
Tensor Processing Units (TPUs): TPU is a specialized ASIC designed to accelerate the in-
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ference phase of neural networks. Deployed in data centres since 2015, the TPU features a
65,536 8-bit MAC matrix multiplication unit capable of delivering up to 92 TeraOps/second
peak throughput, complemented by a 28 MiB software-managed on-chip memory [108]. Its de-
terministic execution model caters to the stringent 99th percentile response time requirements of
neural network applications, outperforming the time-varying optimizations of CPUs and GPUs.
Despite its small size and low power consumption, the TPU achieves performance speeds approx-
imately 15 to 30 times faster than contemporary GPUs or CPUs, with a TOPS/Watt efficiency
that is 30 to 80 times higher [108].
Field Programmable Gate Arrays (FPGAs): FPGAs offer adaptability and customized hard-
ware efficiency critical for AI applications. While FPGA designs require deep hardware exper-
tise and face challenges such as lengthy compilation and debugging times, these barriers can be
mitigated by enabling developers to write AI algorithms in high-level programming languages.
These high-level codes can then be compiled into instructions executable on AI-specific soft pro-
cessors implemented on FPGAs, significantly improving accessibility for software-oriented AI
developers [109].
Application-Specific Integrated Circuits (ASICs): ASICs are favoured for AI applications due
to their low power consumption and cost advantages. Compared to GPUs and FPGAs, ASICs
provide superior cost efficiency and energy savings while maintaining the flexibility needed for
various AI algorithm implementations. Their design is particularly well-suited for large-scale
AI deployments where power and cost efficiency are paramount [110].
Neuron Machines: Neuron machines represent specialized hardware architectures designed for
neural network simulations, making them highly effective for neuromorphic computing. These
systems consist of a digital hardware neuron implemented as a large-scale fine-grained pipeline
circuit and a memory unit referred to as a network unit. By leveraging extensive pipelines and
significant memory resources, neuron machines harness the inherent parallelism of neural net-
works while maintaining the flexibility of network topology [111].
In summary, neural networks have emerged as powerful tools for learning and prediction, be-
coming increasingly popular in recent years. They are particularly effective at handling complex,
non-linear problems that are difficult to address using traditional algorithms. Additionally, neu-
ral networks are driving innovations across various domains, contributing to the development of
technologies such as virtual assistants, chatbots, and personalized medicine.
The rapid advancement of neural networks has been fuelled by the growing availability of data
and computing power. As vast amounts of data are generated across fields ranging from health-
care to finance to social media, neural networks have proven indispensable for processing and
analysing this information.
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In this thesis, we demonstrate various applications of neural networks or DNN as a useful tool:
• In Chapter 2, a regression-based DNN is trained for reconstruction mapping and denoising

tasks, showcasing its capability to extract meaningful information from noisy data.
• In Chapter 4, the mathematical model of the brain is leveraged to design convolution

layers, resulting in both single-layer and double-layer neural network architectures tailored
to specific classification tasks.

• In Chapter 5, a DNN is employed as a brain decoder to reconstruct information from brain
signals, illustrating its potential for brain-computer interface applications.

These examples highlight the versatility and effectiveness of neural networks in addressing a
range of challenges, further underscoring their importance in modern computational approaches.

1.3 Neuromorphic computing

Neural networks have been achieving remarkable achievements and breakthroughs. Yet, the de-
velopment has not slowed down, and it persists as a dynamic field of research, offering continuous
opportunities for comprehending optimal design and optimization across various applications.
Moreover, in recent years, the expanding size of network models and datasets has heightened
the computational power required for large-scale neural network calculations, especially, Large
language models (LLM) [112]. The rapid evolution of information technology has concurrently
intensified the need for increased efficiency and ultra-low power consumption within this do-
main. To overcome the challenge, many methods have been proposed, and one of them, called
neuromorphic computing, has garnered extensive attention for its promising ability to process
massive data with exceptionally low power consumption.
Neuromorphic computing is a new technology inspired by the brain to implement information
processing within energy-efficient hardware. The general way to realize this is to map AI or
neuroscience concepts to physical systems [113]. It has been successfully implemented onto
different physical mechanism systems, such as magnetic, photonic, electronic, and more [114].

1.3.1 Physical Neural Networks

Physical Neural Networks (PNNs) aim to implement neural networks through hardware-based
physical transformations. To be more specific, PNNs can be utilized for a variety of tasks,
such as mathematical operations (e.g., accelerators) and physical information processing (e.g., in
hardware neural networks or reservoirs). By leveraging hardware-based transformations, PNNs
offer distinct advantages over conventional software-based neural networks:
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• Energy Efficiency: PNNs operate with significantly lower power consumption by directly
utilizing physical processes, eliminating the overhead associated with digital computation.

• Parallelism: They naturally support parallel processing, enabling faster execution of tasks
such as classification, optimization, and signal processing.

• Scalability: By integrating multiple physical systems (e.g., human brains or other hard-
ware), PNNs can dynamically scale to support distributed and collaborative computation.

• Novel Computational Capabilities: PNNs take advantage of the nonlinear and complex
dynamics inherent in physical systems, offering the potential to solve problems that are
inefficient or intractable for traditional digital implementations.

These advantages make PNNs a compelling alternative for applications that demand high effi-
ciency, parallelism, and innovative computational approaches.
When focusing on the mathematical part realization, the physical system can be appropriately
designed to execute trained DNN transformations, based on direct mathematical isomorphism.
It implements the mathematical operations within the DNN via a physical system. It can also
be called DNN ‘accelerators’ beyond conventional electronics for its energy-efficient and fast
performing [115, 116].
When focusing on the physical processing part, trainable physical parameters can be incorpo-
rated, allowing for post-fabrication training [117]. Especially, the whole physical system is
treated as a "black box" and then the software-based DNN in the computer is trained by an
input-output dataset of this system, to guide the adjusting of the physical parameters via back-
propagation algorithm.

1.3.2 Physical Reservoir Computing

PNN regards partial input as the adjustable/trainable parameters of the PNN, while physical reser-
voir computing uses a physical system as a computational resource only, with fixed parameters.
In Reservoir Computing (RC), it is a type of machine learning, that maps the input data into a
high-dimensional spatiotemporal pattern via a fixed reservoir, followed by a final layer which
is a full-connected layer with trainable weights as a readout. The reservoir is typically a large
network of randomly connected artificial neurons, like recurrent neural networks. In short, it
uses a fixed, randomly generated system called a "reservoir" to process data, like classification
and regression.
As the simplicity of the training for RC, like ridge regression or gradient descent algorithm, has
been rapidly improving in recent years because of its low training cost and real-time processing.
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The realization of RC can not only be achieved via computer (called software-based compu-
tations) but also by a real physical system/device as a computational reservoir. Two methods
were highlighted, one is using Physical Neural Networks directly as reservoirs and another is
implementing dynamical systems.
For good implementation, normally four requirements for the reservoir are needed. High-dimension
and non-linear mapping make sure the key features can be obtained. Short-term memory and ro-
bustness can ensure it focuses more on current input data as well as being insensitive to unessen-
tial small fluctuations, applying only to specific tasks (e.g., time-series prediction).
To take advantage of the physical system, many kinds of physical reservoirs have been proposed
in recent years, for example, photonics [118–120], spintronics [121, 122], quantum dynamics
[123,124], nanomaterials [125] reservoirs. In addition, analogue circuits and field programmable
gate arrays [126,127], mechanics [128], fluids [129], and biological materials [130–132] has been
also applied [133, 134].

1.4 Brain-computer interface

Neuromorphic computing draws inspiration from the brain’s architecture and operational prin-
ciples to develop hardware and algorithms that mimic neural processes, while Brain-Computer
Interfaces (BCI) enable direct communication between the human brain and external devices by
translating neural activity into actionable commands.
Brain-computer interface (BCI) technology [135] is a field of study that focuses on developing
communication pathways between the brain and external devices, such as computers or prosthetic
devices.
It is a trend that more and more artificial intelligence implemented into BCI system which uses
sensors to measure brain activity (electrophysiological or hemodynamic) (electrophysiologi-
cal or hemodynamic) [135], such as electroencephalography (EEG) or functional near-infrared
spectroscopy (fNIRS), to translate that activity into control signals that can be used to operate
a device or perform a specific task. Normally, electrophysiological or hemodynamic activities
may be monitored.
Electrophysiological Electrophysiological activity refers to the electrical activity that occurs in
living cells, generated by electro-chemical transmitters exchanging information between the neu-
rons. It can be measured via Electrical or Magnetic field by electroencephalography (EEG), elec-
trocorticography (ECoG), magnetoencephalography (MEG), and Intracortical Neuron recording
– electrical signal acquisition in single neurons.
Hemodynamic The hemodynamic response is a series of physiological changes in blood cir-
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culation that occur in response to neural activity in the brain. When neurons become active,
they require more oxygen and nutrients to support their increased metabolic demands. It can be
measured by Functional Magnetic Resonance Imaging (fMRI) and Near Infrared Spectroscopy
(NIRS)
In summary for these brain activities, the detail is shown in the Table 1.1 [135].

Table 1.1: Summary of neuroimaging methods.
Method Activity Measure Temporal Spatial Invasive Portable

EEG Electrical Direct ∼0.05 s ∼10 mm N Y
MEG Magnetic Direct ∼0.05 s ∼5 mm N N
ECoG Electrical Direct ∼0.003 s ∼1 mm Y Y

Intracortical
Neuron

Recording
Electrical Direct ∼0.003 s

∼0.5 mm (LFP)
∼0.1 mm (MUA)
∼0.05 mm (SUA)

Y Y

fMRI Metabolic Indirect ∼1 s ∼1 mm N N
NIRS Metabolic Indirect ∼1 s ∼5 mm N Y

BCI technology has the potential to significantly enhance the quality of life for individuals with
disabilities or medical conditions that limit their ability to communicate or control their environ-
ment. For example, BCIs can be used to control prosthetic limbs, allowing amputees to perform
a range of tasks that were previously impossible.
In addition to medical applications, BCIs are also being explored for use in other fields, such
as gaming and entertainment. For example, some video games are being developed that can be
controlled using brain signals, allowing players to interact with the game in new and innovative
ways.
Despite the potential benefits of BCI technology, there are still significant challenges to be ad-
dressed, such as improving the accuracy and speed of brain signal processing and developing
devices that are comfortable and easy to use for extended periods. However, with continued ad-
vancements in technology and research, BCIs are expected to become an increasingly important
tool for enhancing human communication and interaction with the world around us.

1.4.1 Electroencephalography

Electroencephalography (EEG), as a neuroimaging method, has already been applied in the BCI
field, which aims to monitor the electrical activity on the scalp. Due to its high resolution in the
time domain (around 0.05s), and low risk (Non-invasive), it has developed into a very portable
way to monitor brain activity.
The EEG is recorded based on the International 10-20 system, which indicates the location of
the electrodes [136].
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As for the device components, there are four main items consisting of a standalone EEG device:
electrodes, signal amplifiers, analog-to-digital converter (ADC), and logging device. Firstly, the
EEG signal from the scalp is conducted into electrodes, and then it will go through the signal
amplifier to enlarge the amplitude. After that, the amplified EEG signal can be converted to a
digital signal by ADC more accurately. Lastly, the digitalized data will be logged into the storage
device for future usage or just be put into computing for online processing. So, this is the basic
data flow of the EEG.
In the frequency domain, EEG component can be divided into several frequency bands, including
delta (𝛿)∼(0.5-4 Hz), theta(𝜃)∼(4-8 Hz), alpha (𝛼)∼(8-13 Hz), beta (𝛽)∼(14-30 Hz), and gamma
(𝛾)∼(>30 Hz) [137].
Event-related potentials (ERPs) are electrical signals generated by the brain in response to spe-
cific stimuli, such as sounds or visual cues. They are defined as time-locked electrical responses
of the brain to specific sensory, cognitive, or motor events. These responses are typically char-
acterized by distinct waveform components (e.g., P300, N400) that reflect different neural pro-
cesses. ERPs are important tools in cognitive neuroscience and are used to study a wide range
of cognitive processes, such as attention, memory, language, and perception. They can provide
insights into how the brain processes information and how different brain regions work together
to perform complex tasks. One of the key advantages of ERPs, as derived from EEG, is their
millisecond-level temporal resolution, which allows researchers to track the timing of specific
neural processes associated with cognitive or sensory events. This capability enables a detailed
understanding of the temporal dynamics of brain activity during tasks like attention, decision-
making, or perception.
Another advantage of using ERPs is that they leverage the non-invasive and cost-effective nature
of EEG technology. Since ERPs are computed from EEG data, they share the same experimental
accessibility, making them suitable for a wide range of settings without the need for expensive
equipment like fMRI or PET scanners.
As a kind of ERPs, Visual Evoked Potentials (VEPs) are a kind of visual-related EEG signal cre-
ated by brain activity, which is one main potential involved in this research. To be more specific,
after being stimulated by visual signals, the activity of the visual cortex area will be modulated,
which is also called brain activity modulation. More importantly, if the visual stimulus is getting
closer to the central visual field, the voltage of VEPs will be larger. When it comes to stimulus,
three main methods can be classified: morphology, frequency, and the field of visual stimula-
tion [138]. In this research, the frequency of optical stimuli is the main focus. So, according
to this, VEPs can be divided into two main types based on the frequency of visual stimulation,
one is transient VEPs (TVEPs) with a frequency below 6 Hz, one is steady-state VEPs (SSVEP)
with a frequency higher than 6 Hz [139, 140].
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TVEPs are frequently used in three ways: flash TVEPs, pattern onset/offset TVEPs, and pattern
reversal TVEPs. In detail, flash TVEPs show two peaks: negative peak (N2, around 90ms)
and positive peak (P2, around 120ms); pattern onset/offset TVEPs show three peaks: positive
peak (C1,75ms), negative peak (C2, 125ms), and positive peak (C3, 150ms); Pattern reversal
TVEPs also show three peaks: negative peak (75ms), positive peak (100ms), and negative peak
(135ms) [141].
Here, we will discuss the application of BCI control based on the VEP before introducing differ-
ent types of VEP. The information transfer rate (ITR) is commonly used as a standard metric to
evaluate the performance of BCI control systems. The ITR is defined as:

ITR =
(

log2𝑁 +𝑃 log2𝑃 +(1−𝑃 ) log2
1−𝑃
𝑁 −1

) 60
𝑇

(1.1)

Where: 𝑁 is the number of classes, 𝑃 is the accuracy, and 𝑇 is the time in seconds required for
one prediction. The unit of ITR is given in bits per minute (bit/min) [142, 143].
There are three main types of VEP modulations, distinguished by the nature of the stimulus and
the characteristics of the evoked response: t-VEP, f-VEP, and c-VEP [135, 144]. The details are
as follows:

• t-VEP (Transient VEP)

– Relatively low information transfer rate (<30 bits/min)
– Synchronous signal is necessary
– No user training required
– Explanation: t-VEP stands for Transient Visual Evoked Potential. In this type, the

visual stimulus is presented as discrete, brief flashes. The evoked response is char-
acterized by distinct, time-locked peaks following each stimulus. The response is
usually measured in terms of latency and amplitude of these peaks.

• f-VEP (Steady-State VEP)

– High information transfer rate (30–60 bits/min)
– Simple system configuration
– No user training required
– More suitable for applications with few options
– Explanation: f-VEP stands for Frequency-modulated Visual Evoked Potential. Here,
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the visual stimulus is presented at a constant, repetitive frequency, leading to a con-
tinuous, sinusoidal evoked response that is synchronized with the frequency of the
stimulus. The steady-state nature of the response allows for efficient signal detection
and analysis.

• c-VEP (Code-modulated VEP)

– Very high information transfer rate (>100 bits/min)
– Synchronous signal is necessary
– User training required
– More suitable for applications with many options
– Explanation: c-VEP stands for Code-modulated Visual Evoked Potential. This type

uses a sequence of binary codes (e.g., m-sequences) to modulate the visual stimu-
lus. The evoked response is a complex waveform that corresponds to the specific
code sequence. The high complexity of c-VEPs enables very high information trans-
fer rates, but it also requires the user to undergo training to achieve reliable signal
interpretation.

While the c-VEP requires user training, t-VEP and f-VEP require no user training, which is an
advantage. Besides, as f-VEP can achieve a higher information transfer rate than t-VEP, we
prefer to use f-VEP, so-called Steady-state visually evoked potentials (SSVEPs), in the research.
In practice, light-emitting diodes (LEDs), cathode-ray tube (CRT) monitors or liquid crystal
displays (LCD) are normally used as stimulators to elicit SSVEP, and the user can gaze at the
flashing stimuli that can be flashing digits or letters, to implement BCIs control or send commands
to computer [145]. Besides, LED stimulators can be controlled independently for multiple targets
application [146], so LED performs well for high complexity use, while LCD or CRT is for
medium complexity use.

1.4.2 Steady-state visually evoked potentials

SSVEPs are electrical signals generated by the brain in response to visual stimuli that flicker
at a specific frequency. These signals can be detected using electroencephalography (EEG), a
non-invasive technique that records the electrical activity of the brain through electrodes placed
on the scalp.
SSVEPs are similar to TVEPs but under a higher frequency (> 6 Hz). When it comes to flashing
stimulus, SSVEP will present a sinusoidal-like waveform, with the same fundamental frequency.
When it comes to reversal pattern stimulus, the SSVEP occurs at the reversal rate and their
harmonics [147]. In contrast to TVEP, the amplitude and phase of constituent discrete frequency
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components can keep for over long periods [148]like, 50 s or 100 s [149]. The artefacts produced
by blinks and eye movements [150], as well as electromyographic noise contamination [151],
can less influence the SSVEPs but may significantly affect the TVEPs. Therefore, TVEPs are
not typically used for BCI and this is the reason why we chose SSVEP.
SSVEPs are important tools in cognitive neuroscience and are used to study visual perception
and attention. They have also gained increasing attention in the field of brain-computer interfaces
(BCIs), as they can be used to control external devices, such as computers or robotic systems.
SSVEP-based BCIs work by presenting visual stimuli that flicker at different frequencies to the
user, who is instructed to focus on the stimulus corresponding to a specific task or command.
The user’s brain generates SSVEPs in response to the flickering stimuli, and these signals can be
detected by the EEG electrodes and used to control the external device.
One of the advantages of SSVEPs is their high signal-to-noise ratio, which allows for accurate
detection and decoding of brain signals. They also have a relatively high information transfer
rate, which makes them suitable for real-time control of external devices.
Despite their advantages, SSVEPs also have limitations. For example, they require a high level
of user attention and can be affected by factors such as fatigue, distraction, and participant move-
ment. Additionally, they have limited spatial resolution compared to other imaging techniques,
such as fMRI or MEG. This is an area worth discussing separately. Beyond technical considera-
tions (e.g., illumination schemes, detection rates), it would be valuable to explore how different
stimulation schemes and approaches impact the participants of the experiment.
Overall, SSVEPs represent an important tool in cognitive neuroscience and have significant po-
tential for applications in the field of BCIs. As technology continues to evolve, SSVEP-based
BCIs are expected to become increasingly sophisticated and versatile and have the potential to
significantly enhance human communication and interaction with the world around us.

1.4.3 Mechanism of Light-Induced EEG Responses

To provide a rigorous explanation accessible to a typical physicist, we discuss how changes in
light illumination produce a chain of signals, starting from light incident upon the eye, passing
through the pupil, transduced by the retina, and processed by the brain, ultimately leading to
changes observable in EEG. Key factors such as pupil diameter, human visual system (HVS)
adaptation, room illumination, photobleaching, and field-of-view control are detailed below.
1. Light Incident on the Eye and Pupil Dynamics: Light enters the eye through the cornea,
passes through the pupil, and is focused by the lens onto the retina [152]. The pupil diameter,
regulated by the iris muscles, plays a crucial role in controlling the amount of light entering
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the eye, directly influencing the intensity and quality of light reaching the retina [153]. This
adjustment ensures optimal operation of the visual system under varying illumination conditions.
2. Retinal Transduction and Neural Encoding: The retina, a thin membrane at the back of
the eye, contains photoreceptors (rods and cones) responsible for converting light into neural
signals [154]. Rods are highly sensitive to low-light (scotopic) conditions, while cones are active
under bright (photopic) conditions and are responsible for colour vision [155]. This transduction
process is supported by a complex network of retinal neurons that perform preliminary image
processing and transmit signals to the brain via the optic nerve [156].
3. Visual Adaptation and Photobleaching: The HVS adapts to varying illumination levels
through adjustments in photochemical reactions in the retina. During dark adaptation, photore-
ceptors regenerate light-sensitive pigments to enhance sensitivity to faint light. Conversely, ex-
posure to intense light can cause photobleaching, where these pigments are temporarily depleted,
reducing retinal sensitivity [157]. This adaptation plays a critical role in modulating the neural
response to visual stimuli.
4. Room Illumination and Environmental Factors: Room illumination significantly influ-
ences the visual system’s sensitivity and adaptation state. Optimal lighting conditions enhance
visual performance, while suboptimal conditions may induce fatigue or impair perception [158].
Prolonged exposure to high-intensity light can exacerbate photobleaching effects, further affect-
ing visual sensitivity [157].
5. Control of the Field of View: The illuminated field of view can be controlled using a uniform
illumination scheme, such as the Ganzfeld technique, which ensures consistent light distribution
across the visual field [159]. This approach minimizes variations in retinal responses due to
uneven illumination, thereby enhancing the reproducibility of EEG measurements. However, in
this thesis, we maintain the distance and area of the stimulus to ensure that the field of view for
the stimulus remains consistent.
Impact on Results: The nonlinearities introduced by pupil dynamics, photopigment bleaching,
and adaptation mechanisms may influence the amplitude and phase stability of SSVEP responses.
For example, prolonged high-intensity stimulation might lead to reduced responsiveness due to
photobleaching, while low-intensity stimuli might not sufficiently activate cone pathways. These
effects were minimized by careful control of stimulus intensity, duration, and field-of-view uni-
formity. Nevertheless, future work should explore these nonlinearities in more detail to refine
SSVEP-based applications.
In conclusion, the eye plays a dual role as both an extension of the brain and an adaptive filter,
introducing nonlinearities into the SSVEP response. The chain of processes initiated by changes
in light involves pupil regulation, retinal phototransduction, neural encoding, and environmental
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influences such as illumination and photobleaching. These effects are vital considerations for
experimental design and result interpretation in studies involving light-induced EEG responses.

1.5 Thesis Layout

Chapter 2: Computational Imaging and the Human Brain. This chapter explores the feasibil-
ity of using the human brain as a nonlinear detector, focusing on leveraging its linear range when
possible. A computational imaging protocol is developed to enable computational tasks, with
ghost imaging as a key demonstration. An adaptive algorithm is proposed to enhance imaging
speed, while a trained DNN ensures effective denoising for improved imaging results. Further-
more, this chapter investigates how the brain state, particularly conscious and unconscious states,
influences the quality of reconstructed images, offering a novel way to differentiate between these
states.
Chapter 3: Brain Phenomenological Model. This chapter introduces a phenomenological
model of the human brain, starting with the experimental setup. A frequency-sweeping experi-
ment is presented to illustrate the brain’s nonlinear effects, which induce harmonics. The chapter
then examines multi-frequency input stimuli and develops mathematical formulations to explain
the SSVEP spectrum in both narrowband and broadband scenarios.
Chapter 4: Human-Centred Physical Neuromorphics. Building on the brain phenomeno-
logical model, this chapter focuses on the narrowband scenario. It demonstrates how the in-
termodulation band of SSVEP can be used to implement convolution operations, enabling the
construction of single-layer and double-layer neural networks. These networks are applied to
classification tasks using the SSVEP spectrum. Additionally, the chapter examines how brain
states, such as focus and disruption, influence classification performance.
Chapter 5: Image Transmission Through the Human Brain. This chapter presents an in-
novative method for image transmission via the human brain, utilizing a brain decoder based
on the broadband phenomenological model. Handwritten images are used as input stimuli via
frequency-division multiplexing (FDM). The resulting SSVEP responses are collected, and a
DNN-based brain decoder, trained on synthetic data derived from the brain model, is employed
to reconstruct the transmitted images.
Chapter 6: Conclusion. This chapter summarizes the key findings and contributions of the
thesis, highlighting its implications and achievements.
Chapter 7: Limitations and Future Work. The final chapter discusses the limitations of the
studies conducted in this thesis and proposes potential directions for future research.



Chapter 2

Computational ghost imaging with the
human brain

2.1 Introduction

Neurotechnologies, particularly brain-computer interfaces (BCIs), offer promising pathways for
enhancing human cognitive abilities, with potential applications ranging from decision-making
to memory improvement [160–169].
One specific example of BCI technology is visual control, which typically relies on steady-state
visual evoked potentials (SSVEPs). These potentials can be detected either through implanted
electrodes or, more commonly, using electroencephalography (EEG) [146,170–172]. In this con-
text, the visual system serves as both a sensor for the surrounding environment and a controller
for the computer. SSVEPs are generated by periodically repeating illumination patterns or light
modulations, usually within the frequency range of 3-4 Hz to 30-40 Hz, to induce a steady-state
response in the brain. A notable feature of SSVEPs is their pronounced nonlinearity, especially,
high-order harmonics, which manifests as multiple harmonics in the power spectrum [173–175].
This study explores the integration of BCIs, based on visually evoked brain responses, into com-
putational imaging systems. Specifically, we investigate whether such integration can advance
computational imaging techniques.
A key aspect of computational imaging and related techniques is their dependence on machine-
based detection methods, such as cameras or single-pixel sensors, combined with computational
algorithms to reconstruct scene images.
In this work, we propose an innovative approach to computational imaging using brain-computer
interfaces. We introduce a ghost imaging protocol that utilizes light-intensity information re-

22
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flected from a surface, which is detected as an SSVEP from the brain. This information is pro-
cessed by a computer algorithm and an artificial neural network to reconstruct an image from
the SSVEP power spectrum. The imaging process is further optimized by an adaptive compu-
tational loop, where the SSVEP signal guides the selection of appropriate illumination patterns
for the scene being imaged. We present preliminary findings that the quality of reconstructed
images can serve as an evaluative measure to discern between nonconscious processing of light
intensity, as detected through EEG signals, and conscious processing. The participants actively
engage by either verbally communicating or typing the perceived light intensity.
It will detail the stimulus and EEG setups, followed by an explanation of the general ghost imag-
ing protocol. To address the limitations of previous methods, we also present an Adaptive Ghost
Imaging Protocol, which offers improved speed and noise reduction. Additionally, we propose a
new protocol for assessing brain states, termed the Conscious/Nonconscious Measurement Pro-
tocol.

2.1.1 Stimulus Setup

The stimulus is managed through a monitor or projector, utilizing the Psychophysics Toolbox
Version 3 (PTB-3). PTB-3 is a freely available MATLAB toolbox designed for vision and neu-
roscience research. It offers the advantage of precise control over visual and auditory stimuli,
facilitating their synthesis and presentation.

Monitor

Modulated light intensities are delivered either by a Digital Light Projector (DLP) or a standard
Liquid Crystal Display (LCD) computer screen. For calibrating the SSVEP readout, the screen
displays uniform greyscale intensities with alternating ’on’ and ’off’ states, creating a flickering
stimulus with a square waveform, as shown in Fig. 2.1. The subject, wearing the EEG headset,
observes the screen flashing at a fixed frequency (𝑓 = 1∕𝑇 ) and a duty cycle of 50%.

Figure 2.1: EEG system with LCD screen stimulus. Figure taken from Ref. [2]

Two key features must be considered: the frame rate (𝐹𝑟𝑎𝑡𝑒) of the screen, measured in frames per
second (FPS), and the bit depth of the image. Typically, computer screens operate at a frame rate
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of 60 Hz and an 8-bit intensity range. This allows for a flickering or flashing image frequency
ranging from 0 to 30 Hz, with intensity levels spanning from 0 to 255. Mathematically, the
parameters and flicker rate can be expressed as follows:

𝐼𝑠𝑐𝑟𝑒𝑒𝑛[𝑗] = 𝐴×Square(2𝜋𝑓𝑡[𝑗],𝐷𝑢𝑡𝑦);

𝐴 ∈ {0,1,2,3, ...,255};

𝑓 = [3,𝐹𝑟𝑎𝑡𝑒∕2);

𝐷𝑢𝑡𝑦 = (0%,100%);

𝑡[𝑗] = 𝑗∕𝐹𝑟𝑎𝑡𝑒;𝑗 ∈𝕎;

(2.1)

where 𝐴 represents the illumination intensity, 𝑓 denotes the flicker frequency, and 𝐷𝑢𝑡𝑦 is the
duty cycle. The Square() function describes the square wave and 𝑡[𝑗] indicates the timestamp of
each frame.
Additionally, accurate target identification in a time-domain visual evoked potential (t-VEP) BCI
requires averaging over multiple epochs. To avoid overlap between consecutive t-VEPs, these
BCIs generally operate at low stimulus rates (below 4 Hz). Although such low frequencies are
necessary for t-VEP experiments, for the SSVEP experiment, the range 𝑓 = [3,𝐹𝑟𝑎𝑡𝑒∕2) is em-
ployed in this context to differentiate between various stimuli.

DLP projector

It is similar to controlling a monitor, but with a slight difference, as a monitor typically uses an
LCD, while a DLP system is based on a digital micromirror device (DMD) chip. Hence, the
Tile-based intensity modulation was used here.
In a DLP-based projector, pulse-width modulation (PWM) is commonly used to adjust the inten-
sity in 8-bit images, affecting the time-domain waveform of the stimulus. This work introduces
an alternative approach, termed ‘Tile-based intensity modulation,’ which modulates intensity at
the expense of resolution. As depicted in Fig. 2.2, each macro-pixel (or ‘tile’) within a 16×16
grid (the main image) is composed of 32×32 sub-pixels. The intensity of each macro-pixel is
controlled by adjusting the percentage (𝑝) of active pixels within the tile. For example, with
𝑝 = 0.5, half of the total pixels in the tile are randomly selected and illuminated.
As illustrated in Fig. 2.2, this method allows a single tile macro-pixel to achieve 1025 distinct
intensity values, ranging from 0 to 1024.
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Figure 2.2: Tile macro-pixel modulation for the digital light projector (DLP). Each macro pixel
in the 16× 16 image array consists of 32× 32 physical pixels in the DLP. The total number of
physical pixels in each macro-pixel that are switched on, will determine the total luminosity of
the macro-pixel with a range from 0 (no pixels on) to 1024 (all pixels on). Once the intensity and
thus the total number of on-pixels is decided, these pixels are then chosen with a random pattern
within the 32x32 macro-pixel array to avoid any possible aliasing or unwanted light patterning
due to structure within the macro-pixel. Figure taken from Ref. [2]

2.1.2 EEG Setup

The EEG setup consists of three main elements: EEG click [3], 3D printed Electrodes and
Analog-to-digital converter (ADC). The skull is attached to the 3D-printed electrodes and its
signal is fed into the EEG click, namely an amplifier. Then the amplifier EEG signal is sampled
by ADC and stored for further analysis.

EEG Click

EEG Click is a Click board™ designed for monitoring brain activity [3]. It amplifies faint electri-
cal signals from the brain using a high-sensitivity circuit, allowing these signals to be sampled by
a host microcontroller unit (MCU). An MCU is a compact integrated circuit designed to govern
specific tasks in embedded systems, such as processing signals and controlling devices.
EEG Click employs the INA114, a precision instrumentation amplifier known for its very low
offset voltage and high common mode rejection ratio. The INA114 provides sufficiently high
gain while minimizing signal interference, ensuring accurate amplification of brain signals.

Connector

GainINA114

MAX6106 Indicator

Figure 2.3: The layout of EEG click. Figure taken from Ref. [3]
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This EEG click contains a 5V pin power supply, GND pin, and VO pin Readout. The VO pin is
EEG signal OUT, ranging from 0V to 5V. The 3.5mm electrode connector is connected to the
skull electrodes (3-electrode setup), which works as the input brain signal. 3-electrode setup is
connected over a 3.5mm Jack connector on the Click, which is the activity electrode, reference
electrode, and ground electrode.
Since the EEG signal fluctuates between positive and negative, so this device uses a virtual GND
at the potential of 2.048V. The great advantage of this is to reduce the noise and improve the
readout quality. The Gain Adjustment is to change the amplifier’s gain.

3D printed Electrodes.

The electrode consisted of two main parts: 3D printed Holder and Sensor Felt. The 3D printed
Holder is shown in Fig. 2.4(a), it is designed in FreeCAD and there are four holes around the
object for faster air removal when adding the salt water. In the centre of the bottom is a hole to
fix an M4 screw connecting with wire (or DuPont Line). The Sensor Felt needs to be filled into
the Holder and the final eletrode is shown in Fig. 2.4(b). Before implementing it, it needs to be
moistened with salt water for good conductivity. At the bottom of the electrode, a DuPont Line
is connecting with the sensor felt via M4 screw and linking the sensor with the amplifier.

(a) (b)

Figure 2.4: (a)3D printed electrodes Holder, (b)3D printed electrodes.

ADC Device

For ADC in the experiment, a standard computer sound card is used. This sound card, connected
via the computer’s input jack, serves as the ADC device. The microphone input of the sound card
has a sample rate of up to 48 kHz with 16-bit depth. In the setup, the VO readout pin and GND
pin from the EEG amplifier are connected to one channel of the sound card. It is important to
note that the sound card’s microphone input includes a high-pass filter, or AC coupling, which
removes the DC component of the signal and ensures that only the AC components are sampled.

EEG Device.

A schematic overview is presented in Fig. 2.5. The setup employs a three-electrode EEG device,
featuring a single active electrode placed at the Oz site (medial occipital electrode location) to
capture SSVEP from the primary visual cortex Oz [171]. The EEG system also includes a ref-
erence electrode positioned above the left ear at the M1 location and a ground electrode situated
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above the right ear at the M2 location. An audio cable leads the 3 pole signal into an amplifier

Figure 2.5: The layout of EEG recording system. Figure taken from Ref. [2]

before being imported into the microphone port of a computer which works as an EEG recorder.

EEG signal processing

The amplified SSVEP signal is sampled at 48 kHz and captured by directly connecting the elec-
trode to the computer’s sound card (Startech C-Media, ICUSBAUDIO). To reduce the amount
of calculation, the signal is downsampled to 1 kHz and then processed with a bandstop filter
(49 Hz-51 Hz) to remove common frequency noise.Fig. 2.6a) illustrates a typical SSVEP signal
when the screen flashes at 12 Hz. The corresponding power spectral density (PSD) is shown in
Fig. 2.6b), where distinct peaks are observed at the fundamental frequency (12 Hz), the second
harmonic (24 Hz), and the third harmonic (36 Hz).

The SSVEP energy heatmap and calibration with three different people

The calibration curves from different people are shown in Fig. 2.8. All three graphs [(a), (b) and
(c) refer to subjects 1, 2 and 3] have in common a series of features that despite the variation
in terms of quantitative values, still allow us to define some general operating rules for com-
putational ghost imaging with the brain. Specifically, all three show that at 15 Hz, the SSVEP
increases monotonically for the intensity range used here. For 6 Hz modulation, all three SSVEP
show a general trend to increase up to about one-third of the total illumination intensity and then
show a decrease or non-monotonic dependence. For example, subject 2, (b), shows a monotonic
increase up to higher light intensities. We conclude that a conservative approach of limiting
light intensity to values corresponding to ∼ 50 Lumens should guarantee a monotonic SSVEP
dependence in most individuals.
This monotonic relationship is crucial because it ensures that the EEG readout intensity consis-
tently corresponds to the light intensity, without ambiguity. In the context of data transmission,
image processing, or other computational tasks described in this thesis, a monotonic or at least
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Figure 2.6: The waveform and PSD of a typical SSVEP signal under 12 Hz stimulus. a) is the
waveform; b) is the power spectral density. Figure taken from Ref. [2]

a single-valued relationship between the emitted light intensity and the EEG response is essen-
tial. If the relationship were non-monotonic, the same EEG signal could correspond to different
light intensities, leading to errors in interpretation and processing. This could compromise the
accuracy and reliability of data transmission and processing tasks, as the system would strug-
gle to decode the correct information from the EEG signals. Therefore, maintaining a mono-
tonic relationship is key to achieving consistent and accurate results in applications relying on
SSVEP-based BCIs.
A comprehensive study involving a larger and more statistically representative sample was be-
yond the scope of this work but will be addressed in future research.

2.1.3 Ghost Imaging with the brain

A schematic overview of the experiments is illustrated in Fig. 2.9. Using a standard DLP, we
project a series of binary Hadamard patterns onto an object. The light that passes through the
object is reflected off a secondary white surface (e.g., a white wall). Each binary pattern is
alternately illuminated and extinguished at a frame rate within the 3-30 Hz range. We capture the
SSVEP induced by visual cortex activity with a single electrode placed at 𝑂𝑧, the medial visual
cortex region. This SSVEP is analysed in the spectral domain to extract both the fundamental
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Figure 2.7: Measured SSVEP Harmonic heat maps for varying light modulation frequency and
illumination for the, (a) fundamental, (b) second harmonic, (c) third harmonic and, (d) fourth
harmonic. The SSVEP signals in all four figures are normalised to the maximum recorded value
for the fundamental signal in a. Figure taken from Ref. [2].
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Figure 2.8: Measured total SSVEP energy at 6 Hz and 15 Hz from three subjects. Figure taken
from Ref. [2]
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Figure 2.9: The setup used for adaptive ghost imaging. A light projector illuminates an object cut
out from a cardboard support. Transmitted light is diffused by a ground glass that is in contact
with the cardboard support and illuminates a white, observation wall. This part of the setup is
obscured from the observer by a wall. The distance of both the object and the observer from this
secondary wall is ∼ 0.5−1 m. The EEG signal from the observer is recorded and processed on
a computer. Figure taken from Ref. [2]

frequency (corresponding to the light modulation frequency) and higher harmonics (resulting
from neuronal nonlinearity). These extracted components are then used to reconstruct an image
of the object, which, as depicted in the schematic overview, is concealed behind a wall.
In the experiment, each column of the object is illuminated sequentially. For example, a single-
column vector from the Hadamard matrix is used as a pattern to illuminate a horizontal pixel
location on the object, starting from the left side. After projecting all Hadamard patterns at this
initial horizontal position, we shift the projection one pixel to the right and repeat the sequence.
This process is iteratively continued until the entire object has been fully scanned.
The initial step in any imaging process is the calibration of the detection system, which involves
identifying the linear regions or, at the very least, the regions where the system response exhibits
a monotonic relationship with increasing input intensity. This calibration is crucial for ensuring
the accuracy and reliability of the imaging system.
In this case, the ’system’ refers to the visual system and its SSVEP readout, which is known to
exhibit notable nonlinearity. We characterized the (non)linearity of the SSVEP readout using
a standard LCD screen. The screen displayed a flickering uniform intensity with frequencies
ranging from 3 to 30 Hz, and the intensity was varied across the full 8-bit range of the screen, from
0 to 255. These values correspond to completely black (no light) and very bright (corresponding
to 125 Lumens), respectively.
The EEG signal is analysed using a Fourier transform [176,177], revealing clear harmonic peaks
[171]. We then extract the maximum values of the individual harmonics (up to the fourth) and
compute the total SSVEP energy, which is the sum of these values. The resulting SSVEP energy
heatmap for each harmonic exhibits a complex and typically non-monotonic relationship with
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Figure 2.10: (a) Heatmap of the measured total SSVEP energy (sum of all harmonic peaks). b
Total SSVEP energy at 6 Hz and 15 Hz. Figure taken from Ref. [2]

varying screen intensity and flicker frequency.
The SSVEP energy from different harmonics illustrates in Fig. 2.7. The origin of the 10 Hz
signal observed under low illumination conditions in Fig. 2.7(a) and Fig. 2.7(b), as well as Fig-
ure 2.10(a), is attributed to the presence of an alpha wave peak at 10 Hz. When the light is weak,
this alpha peak dominates. As shown in Figure 4.2(h), This figure presents the measured signal
with the participant blindfolded (no stimulus), where only the alpha peak at 10 Hz is observable.
This observation confirms that the recorded signals in other figures are authentically generated
by the brain.
Moreover, the screen stimulus levels are labelled as grey levels rather than intensity to more accu-
rately describe the stimulus properties. This change reflects that the displayed values correspond
to the Digital Number (DN) or grey levels assigned to each pixel, which are proportional to, but
not equivalent to, the actual light intensity. It is important to note that the relationship between
the grey levels and the perceived intensity is influenced by various factors, including the gamma
correction of the display screen. However, when it comes to DLP, we can solve this problem via
tile macro-pixel modulation as shown in Fig. 2.2 and applied onto measuring calibration curve,
as shown in Fig. 2.11.
While Fig. 2.7 illustrates the SSVEP energy from different harmonics, Fig. 2.10a illustrates the
total SSVEP energy. Two optimal flicker frequency regions are identified: 6 Hz and 15 Hz, as
shown in Fig. 2.10b. The 15 Hz region demonstrates a clear, monotonic increase in SSVEP
energy with increasing illumination. Similarly, the 6 Hz region exhibits a monotonic increase,
but only within a more restricted intensity range (from 0 to approximately 125 grey levels,
or 0 to about 75 Lumens). Similar calibration measurements conducted across three different
individuals showed consistent behaviour in Fig. 2.8. Consequently, most of our experiments are
carried out at either 15 Hz (utilizing the full 0-125 Lumens intensity range) or 6 Hz (using a
limited intensity range).



CHAPTER 2. COMPUTATIONAL GHOST IMAGING WITH THE HUMAN BRAIN 32

Threshold

0 0.1 0.2 0.3 0.4 0.5
P

2

4

6

8

10

12

14

R
el

at
ed

 S
SV

EP
 O

ut
pu

t

10-4

Figure 2.11: Total SSVEP energy (measured in arb. units) that is used as a calibration curve
for adaptive feedback ghost imaging. The red dashed line indicates the threshold at which we
attributed signals to be consistently above the noise level. This threshold is used in the Hadamard
carving step to distinguish ‘zero’ SSVEP output (bucket) from non-zero values. Figure taken
from Ref. [2]

2.1.4 Calibration of GI with the brain

When employing a digital light projector for computational ghost imaging, the same setup is
used for both calibration and illumination of a target object. As described above, we vary the
projected light intensity and monitor the output (SSVEP intensity) in order to verify a monotonic
or close-to-linear response for the various objects we wish to illuminate.
In the calibration experiment, the projector is set to flash at a fixed frequency with varying in-
tensities. Each illumination period lasts for 4 seconds, followed by a brief 0.5-second pause
before the next illumination. The SSVEP is recorded during each illumination period to assess
the brain’s response.
The resulting calibration curve (In-Out intensity curve) is shown in Fig. 2.11.
A linear range is found for 0 < 𝑃 ≲ 0.3. This linear range then guides the design of the patterns,
which is used to re-scale and bias the binary patterns to ensure that the SSVEP is acquired in the
linear range.
We also define a threshold that is used to distinguish whether the pattern has any overlap with
the object. The threshold value in Fig. 2.11 is set to 4×10−4 and is determined by an empirical
relationship that is based on our data and is described in more detail below.



CHAPTER 2. COMPUTATIONAL GHOST IMAGING WITH THE HUMAN BRAIN 33

(b)

(c)

(d)

(a)

1st H
7.50x

3.55x

6.12x

7.64x

2ndH
1.47x

1.38x

1.17x

1.26x

3rdH
27.99x

6.62x

14.60x

9.22x

4thH
5.13x

4.87x

3.90x

3.73x

Sum of H
1x

1x

1x

1x

Obj

0

0.5

1

0

0.5

1

0

0.5

1

0

0.5

1

Figure 2.12: Standard ghost imaging results. (a) Inverted “L” shape (4 sec/pattern illumination
time; total acquisition (illumination) time of 84 seconds). (b) Inverted “L” shape (2 sec/pattern
illumination time; total acquisition time of 42 seconds). (c) Letter “T” (8 sec illumination
time; total acquisition time of 512 seconds). (d) Letter “T” (4 sec illumination time; total
acquisition time of 256 seconds). The columns, from left to right, show the ghost images that
are reconstructed from the SSVEP fundamental (1𝑠𝑡H), second harmonic (2𝑛𝑑H), third harmonic
(3𝑟𝑑H), fourth harmonic (4𝑡ℎH) and total energy (sum over all 4 harmonics). The last column
shows the ground truth object shape. Each image is normalised to the ‘Sum of harmonics’ total
intensity (rescaling factors are shown above each image). Figure taken from Ref. [2]

2.1.5 GI results

Using the setup depicted in Fig. 2.9, objects are illuminated with Hadamard patterns, which
are each periodically flickered. Figures 2.12(a) and (b) present results from the standard ghost
imaging method applied to a 4×4 pixel object using a 6 Hz flicker frequency. The illumination
times were 4 seconds and 2 seconds for each of the first 16 Hadamard patterns. The columns in
these figures illustrate the ghost image reconstructions achieved with each individual harmonic
SSVEP energy, as well as with the total energy (the sum of all harmonics).
Only the total SSVEP energy allows to reconstruction a clear image, in keeping with the cal-
ibration tests. More complicated images require more pixels. For example, Figs. 2.12(c) and
(d) show the attempts to image the letter “T” on an 8× 8 pixel grid. At 4 s illumination time
(Fig. 2.12(d)), we obtain only a very noisy image. Increasing the illumination time to 8 s for
each pattern (Fig. 2.12(c)), provides a marginally better image where the letter “T” is starting
to emerge, hinting that significantly increasing illumination times could lead to better images.
However, this strategy would lead to impractical experiment times that could then lead to other
problems, including fatigue for the viewer.



CHAPTER 2. COMPUTATIONAL GHOST IMAGING WITH THE HUMAN BRAIN 34

2.2 Adaptive ghost imaging protocol

2.2.1 Image segmentation

In standard ghost imaging (GI), the image resolution is governed by the number of patterns used
to illuminate the object. If 𝑡 represents the acquisition time for each pattern, the total acquisition
time is given by 𝑇 ∝ 𝑁 × 𝑡. This acquisition time 𝑡 also influences the overall signal-to-noise
ratio (SNR) of the final image.
Assuming a constant light source intensity and illumination area, an increase in the number
of pixels 𝑁 results in a decrease in the signal—specifically, the number of photons collected
per pixel and, consequently, the SNR decreases inversely with 𝑁 . To counteract this reduction
in SNR, 𝑡 must be increased proportionally to 𝑁 . Thus, to maintain a consistent SNR as the
number of pixels increases, the total acquisition time must scale as 𝑇 ∝ 𝑁2. This relationship
is elaborated further by Johnson et al. [178]. This implies that segmenting a higher-resolution
image into 𝑞 smaller sub-images, each of size 𝑁∕𝑞, offers a significant advantage. By doing so,
a fixed SNR can be achieved with a total acquisition time of 𝑇 ∝ 𝑞×(𝑁∕𝑞)2 =𝑁2∕𝑞.
Thus, in all our measurements, we illuminate the object one column or stripe at a time. Specifi-
cally, we project the column vectors of the Hadamard matrix as single-line patterns, which illumi-
nate the object at a horizontal pixel location, starting from the left of the object. After projecting
all patterns from the current set of Hadamard patterns (𝐻𝑐) at this fixed horizontal position, we
shift one pixel to the right and repeat the projection and scanning sequence. This process is
iteratively continued until the entire object has been thoroughly scanned.
Hadamard matrices and image reconstruction. The Hadamard matrices, 𝐻𝑚 are 2𝑚 × 2𝑚

matrices that can be defined recursively:

𝐻𝑚 = 1
√

2

(

𝐻𝑚−1 𝐻𝑚−1

𝐻𝑚−1 −𝐻𝑚−1

)

;𝐻0 = 1; (2.2)

Hadamard patterns used in ghost imaging typically consist of binary values (0 and 1), as light
intensities cannot be negative. Therefore, �̂�𝑚 matrices are employed, where any negative values
in the original 𝐻𝑚 matrices are replaced with zeros. The bucket value 𝐵 measured by a standard
bucket detector (or equivalently, in our work, by the human visual system) can be expressed as:

𝐵𝑁×1 = �̂�𝑇
𝑁×𝑁 ⋅𝑂𝑁×1; (2.3)

where �̂�𝑇
𝑁×𝑁 is the transpose of the Hadamard pattern matrix and �̂�𝑁×𝑁 consist of N column

vectors (patterns), namely, �̂�𝑁×𝑁 = [�̂�1, �̂�2,… , �̂�𝑁 ].
Equation 2.3 can be inverted to reconstruct the object 𝑂 from the measured bucket values by
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multiplying to the left and right by �̂�𝑁×𝑁 and then inverting to obtain

𝑂𝑁×1 = (�̂�𝑁×𝑁 ⋅ �̂�𝑇
𝑁×𝑁 )−1�̂�𝑁×𝑁 ⋅𝐵𝑁×1. (2.4)

If one uses the conventional Hadamard patterns with values of -1 and 1, then (�̂�𝑁×𝑁 ⋅�̂�𝑇
𝑁×𝑁 )−1

simplifies to the identity matrix, leading to the standard reconstruction formula 𝑂 =
∑

𝑎𝑛𝐻𝑛,
where 𝑎𝑛 represents the components of the bucket vector 𝐵.
However, since we do not measure negative intensity values and instead redefine the Hadamard
matrix by replacing negative values with zeros, we employ a more generalized formula for image
reconstruction, as given by Eq. 2.4. This general formula, which is also provided in the main text,
accounts for the redefined Hadamard matrix.

2.2.2 Hadamard matrix carving

𝑁 measurements (patterns) are necessary for standard GI, but this approach becomes impracti-
cal with increasing pixel count because the total acquisition time scales with 𝑁2, as previously
discussed. To address this issue, we introduce a "Hadamard matrix carving" method. This ap-
proach reduces the imaging time by dynamically carving (i.e., simplifying) the Hadamard matrix
during the measurement phase.
Crucially, there is no need for prior knowledge of the object to select the necessary illumination
patterns. The method adapts to the object automatically: for sparser objects, the parameter 𝑝
increases, resulting in a shorter acquisition time. Thus, the technique dynamically optimizes the
number of patterns based on the object’s features.
The starting point is the standard Hadamard matrix, 𝐻 , with 𝑁 patterns. This is transformed to
𝐻𝑐 =𝑅𝐻𝐶 , where the ‘row carving matrix’, 𝑅, and the ‘column carving matrix’, 𝐶 , are diagonal
matrices:

𝑅𝑖,𝑖 = U(−𝐻𝑖,𝑗);

𝐶𝑖,𝑖 =

⎧

⎪

⎨

⎪

⎩

0 𝑟(𝑖) ≤ 𝑟(𝑖−1)

1 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

𝑟(𝑖) = 𝑅𝑎𝑛𝑘((𝑅𝐻)∶,1∶𝑖);

(2.5)

where 𝑟(𝑖) stand for the rank of the first 𝑖 columns of the matrix and U is the unit step function:
U(𝑥) = 𝟏𝑥>0.
Beyond the formal definitions, the operations can be understood by following the work flow of
the Hadamard matrix carving, shown in Fig. 2.13. This example explicitly works out, step by
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Figure 2.13: Flow chart with a worked-out example of Hadamard carving applied to the case
𝑁 = 8. Figure taken from Ref. [2]

step, an example for the case 𝑁 = 8.

The standard Hadamard matrix 𝐻 , with each column representing an unwrapped Hadamard
pattern (adjusted so that negative values are replaced with 0), is applied to the object, represented
as an unwrapped single-column vector. We then project the first column of 𝐻 onto the object.
The result of the row-column multiplication provides a value indicating the overlap between the
Hadamard pattern and the object. In practice, this value corresponds to the bucket measurement,
which can be obtained using a photodiode or, in our case, by recording the SSVEP response from
the human brain.
If this value is non-zero (indicating overlap), we retain the associated pattern. For instance, if the
second column (transposed) multiplied by the object results in zero, there is no overlap, and we
proceed to "carve" this pattern out of 𝐻 , as the corresponding pixel locations are all set to zero,
eliminating the need to project light onto them in subsequent projections. This is done by first
performing "row carving," which involves removing all rows corresponding to non-zero elements
in the pattern. The resulting matrix 𝑅𝐻 is no longer square and contains redundant columns.
We then apply "column carving" 𝐶 , where we calculate the rank by sequentially adding each
column into consideration and remove columns that do not contribute to the rank. which reduces
𝑅𝐻 to a square matrix of rank 𝑁∕2. The 𝐶 operation involves retaining only those columns
that contribute to increasing the matrix rank, and removing columns that do not. In the example
shown in Fig. 2.13, the final rank of the carved matrix 𝐻𝑐 = 𝑅𝐻𝐶 is 𝑁∕2 = 4 after removing
columns 2, 4, 6, and 8.
At this stage, the carved Hadamard matrix 𝐻𝑐 is applied to the object once more, and the process
is repeated. In the specific example provided, this results in a second carving process, reducing
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the rank of the final carved 𝐻𝑐 to 𝑁∕4 = 2.
This example illustrates that the total reduction factor scales as 2𝑝, where each carving step
reduces the rank by a factor of 2. The value of 𝑝 depends on the specifics of the object being
imaged. For instance, a uniform object that spans the entire field of view will overlap with
all Hadamard patterns, resulting in 𝑝 = 0 and no advantage from carving. Conversely, very
sparse objects, such as a single pixel in the field of view, will have minimal overlap with most
patterns, thereby maximizing 𝑝. As demonstrated in the main manuscript, this carving approach
typically achieves a reduction in the number of patterns and thus in the total acquisition time by
approximately ∼ 73%.
In practice, SSVEP measurements are influenced by noise, implementing a threshold to differen-
tiate between bucket values that are zero (within the noise limit) and those that are greater than
zero. This threshold, as described earlier, is determined during the calibration process.
An adaptive feedback loop is employed to dynamically adjust the projected Hadamard patterns
during the measurement process, enhancing both imaging speed and image quality. The ‘Hadamard
matrix carving’ method is employed as the underlying principle. This method is based on the ob-
servation that when projecting Hadamard (or other) patterns onto an object, not all patterns will
exhibit significant overlap with the object. This allows for the dynamic adjustment of successive
projections based on the observed overlap.
In brief, patterns are extracted from the Hadamard matrix 𝐻 , where each column represents a
Hadamard pattern vector of length 𝑁 , the total number of pixels in the image. Consequently, 𝐻
has a rank of 𝑁 . These patterns (columns of 𝐻) are projected one at a time. When a bucket value
measured falls below a certain threshold, it indicates minimal or no overlap between the pattern
and the object. We then apply a ‘row carving’ operator, 𝑅, which removes all rows correspond-
ing to the non-zero elements of the pattern. This results in a matrix with a reduced rank of 𝑁∕2.
Next, a ‘column carving’ operator, 𝐶 , is applied to eliminate columns that do not contribute to
increasing the matrix rank, yielding a new square, carved matrix 𝐻𝑐 = 𝑅𝐻𝐶 with rank 𝑁∕2.
This process is repeated on the matrix 𝐻 ′, with further carving applied each time a pattern shows
no overlap with the object. Each iteration, triggered by the threshold, reduces the matrix rank by
a factor of 2, thereby decreasing the number of required illumination patterns. Consequently, the
final matrix 𝐻𝑐 will contain 𝑁∕2𝑚 patterns instead of 𝑁 , resulting in a corresponding reduction
in measurement time. The specific value of 𝑚 and the extent of the measurement time reduction
depend on the characteristics of the object being imaged. In general, sparse binary objects can
lead to substantial reductions in both the number of patterns and the measurement time, as illus-
trated in the results below.

Noise distribution of the SSVEP energy. The Hadamard carving procedure requires determin-
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Figure 2.14: Plot showing the linear relationship between the mean (𝜇) and standard deviation
(𝜎) of the SSVEP read-out.

ing if a pattern has a zero overlap with the object, i.e. if the measured intensity is also zero.
However, in the presence of noise, we must instead determine a threshold value, below which we
consider the measured signal to be zero. We therefore first characterised the actual noise present
in the SSVEP measurements.
We repeated the calibration with the LCD screen 30 times. The average of the SSVEP read-out,
𝜇, increases with light intensity up to around 150-grey levels (half maximum intensity) illumi-
nation, in agreement with Fig. 2(b) in the main text.
We also find that the noise standard deviation scales as 𝜎 ∼ 0.4𝜇, as shown in Fig. 2.14. We
therefore use this scaling to model noise for the DNN synthetic data (see below).

Threshold relation. The threshold value for the experiments that are used to distinguish be-
tween "zero" and "non-zero" SSVEP output is given by 𝜇0 +2𝜎, where 𝜇0 is the SSVEP with
zero illumination intensity and we use 𝜎 = 0.5𝜇0.

2.2.3 Image reconstruction

Several methods can be employed to reconstruct the final image. As noted, standard ghost imag-
ing (GI), where the image is reconstructed as 𝑂 =

∑

𝑎𝑛𝐻𝑛, often results in noisy images. An
alternative approach is to use the carving method described previously and reconstruct the im-
age with 𝑂 = (𝐻𝑐 ⋅𝐻𝑇

𝑐 )
−1 ⋅𝐻𝑐 ⋅𝐵, where 𝐵 represents the vector of all measured SSVEP values.

Additionally, the patterns that were removed can be used as masks to indicate regions where the
image is expected to have zero intensity. This ‘carved ghost imaging’ (CGI) technique signifi-
cantly improves the image quality by reducing noise from pixels outside the object.
Finally, we implemented an end-to-end deep neural network (DNN-GI) for image reconstruction
and denoising. The DNN consists of a linear layer trained to reconstruct the image based solely
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Figure 2.15: Adaptive feedback ghost imaging results. The four columns indicate results (from
left to right) using the standard GI approach, carved GI (CGI), DNN GI reconstruction and the
ground truth object. Row (a) is for the number “1” with 42 projected patterns; (b) for the number
“7” with 60 patterns; Row (c) for the number “0” with 87 patterns; Row (d) for a smiley face
with 74 patterns; and Row (e) for a sad face with 76 patterns. Figure taken from Ref. [2]

on the detected bucket (i.e., SSVEP) values, followed by a series of nonlinear layers for denoising
[83].
Deep Neural Network ghost image (DNN-GI) reconstruction.

We implement an end-to-end deep neural network (DNN) for denoising, specifically the “denois-
ing network” DnCCN, which is based on the architecture described in Ref. [83]. This DNN is
a convolutional neural network (CNN) with 59 layers, and full details of its architecture can be
found in Ref. [83]. Although originally designed for denoising noisy images, we apply transfer
learning to this network to process a 16×16 matrix of SSVEP total energy values as input and
produce a denoised image.
MNIST digit images are resized from 28×28 to 16×16 to match the dimensions of the images
used in our experiments. These resized images are then used to simulate CGI on a computer,
generating synthetic data. Noise is added to this data using the noise model described above.
The resulting dataset is then used for training. Examples of reconstructed images are shown in
Fig. 2.15. Rows (a) and (b) display examples of hand-written digits: a 1 and a 7, respectively.
Rows (c), (d), and (e) present results similar to those shown in the main text, illustrating how the
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Figure 2.16: conscious/nonconscious (explicit/non-explicit) setup with LCD screen stimulus.
The human actuator and the human EEG will be recorded as the response. Figure taken from
Ref. [2]

imaging technique generalizes beyond the MNIST digits used for training the DNN.
In the experiment, objects are illuminated with 16×16 pixel Hadamard patterns, with each pat-
tern having a 2 s illumination time and a flicker frequency of 6 Hz. After applying Hadamard
carving as described, image reconstruction is performed using standard GI, carved GI, and DNN-
GI methods. Fig. 2.15 illustrates the results obtained with these three approaches for three dif-
ferent examples: a geometric shape and two simplified face objects. The quality of image recon-
struction is quantified using the Structural Similarity Index Measure (SSIM), which is indicated
above each image. Carved GI (CGI), which uses carved patterns, shows improved performance
over traditional GI, as the carved patterns effectively set parts of the background to zero, enhanc-
ing the overall image quality.
The best results are achieved with the DNN-GI method, owing to the additional noise reduction
incorporated into the network structure. Notably, while the standard GI method often fails to
reconstruct the image accurately, applying the DNN reconstruction after carving yields high-
quality images and results in an average reduction of approximately 70% in the total number of
patterns required.
For reference, the standard GI approach (first column in Fig. 2.12) required a rather prohibitive
observation time for the full 256 pattern set of around 256×2× (16∕4)2∕60 = 137 minutes for
the digit “0” in row (a), whereas the CGI and DNN-GI approaches required a total of only
87×2∕60 = 3 minutes.
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Figure 2.17: Nonconscious versus conscious ghost imaging: (a) shows 5 repetitions of ‘stan-
dard’ (full Hadamard pattern projection) ghost imaging of the digit “7” using only the EEG as
a read-out. The mean SSIM across the 5 repetitions is 0.72. (b) shows the case for concomitant
EEG read-out and conscious read-out in the form of perceived intensity values evaluated by the
participant in the range 0-15 and then typed into a keyboard (without shifting eye contact from
the screen). The ‘conscious’ processed information provides image quality similar to that of the
EEG alone (mean SSIM = 0.70). However, the EEG reconstruction is now systematically worse
and has a mean SSIM = 0.56, indicating an apparent interference between the conscious pro-
cessing of the data and the EEG read-out from the visual cortex. Figure taken from Ref. [2]

2.3 Conscious/nonconscious measurement protocol

The conscious explicit response is the human actuator via keyboard or microphone while the
nonconscious non-explicit response is the EEG read-out via EEG headset.
The experimental setup is illustrated in Fig. 2.16. Instead of applying a sweeping intensity with a
6 Hz flickering stimulus, the intensities are set to match the bucket values from the ghost imaging
simulation, as described in Equation 2.3. In this simulation, an 8-by-8 object (digit "7") is used,
resulting in 64 distinct intensity values. The subject, wearing the EEG headset, observes the
screen and performs one of three tasks: EEG-only, EEG-Keyboard, or EEG-Mic.
In the EEG-only experiment, each flickering stimulus lasts for 2 seconds, with a 0.5-second
interval between stimuli to minimize the other effects, like pupil diameter change. . In the EEG-
Keyboard experiment, the subject is asked to type the perceived intensity, ranging from 0 to 15.
In the EEG-Mic experiment, the subject is prompted to speak the perceived intensity within an
additional 2 seconds to avoid the disruption caused by speaking. . The spoken responses are
recorded and transcribed into numerical values (from 0 to 15) after the experiment.
The numerical inputs from the human actuator and the harmonic sum of the EEG-only readings
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Figure 2.18: Nonconscious versus conscious (explicit) ghost imaging: (a) and (b) show the
same experiment, repeated by two different subjects. Greyscale values corresponding to sim-
ulated ghost imaging bucket intensity values for the digit “7” are projected on a screen that is
observed by the subject. Each experiment is then composed of two sessions. In one session
(labelled as “nonconscious”), only the EEG readout is used to reconstruct the final ghost image.
In the second session (labelled as “conscious”), the subject is asked to verbally communicate a
numerical value between 0 and 15 that represents their estimate of the projected intensity. This is
performed in parallel with an EEG recording, specifically, after each single illumination period
and during the 2-second rest time before the next illumination). We then compare the ghost im-
age retrieval using the verbally communicated values and the EEG readout. The “nonconscious”
EEG ghost image and the “conscious” verbally communicated-values ghost image correspond
well and have very similar SSIM. However, for both subjects, the EEG read-out ghost image
deteriorates considerably in the “conscious” case, in agreement with other measurements shown
in the main paper. Figure taken from Ref. [2]

are used as bucket values to reconstruct the object’s image and estimate the SSIM for both con-
scious and nonconscious responses. Results for the case where the bucket values are typed on a
keyboard are presented in the main paper. Fig. 2.18 shows additional results from the same test
performed with two different subjects, where intensity values are communicated verbally instead.
These results are compared to those obtained using EEG readout in ghost imaging. As observed
in the previous one, the explicit verbal responses seem to interfere with the nonconscious EEG
readout.
The added complexity of encoding images onto modulated light intensities, as performed in the
ghost imaging protocol, provides significant advantages over simply measuring changes in the
SSVEP.
The correlation-based reconstruction inherent to ghost imaging provides robustness to noise and
artifacts. By integrating responses over multiple intensity-modulated patterns, the process inher-
ently suppresses uncorrelated noise, thereby enhancing the reliability of the reconstructed image.
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In contrast, SSVEP measurements can be more susceptible to interference from unrelated neural
activities or environmental artifacts.

2.4 Conclusions

We have demonstrated that simple computational tasks can be performed using brain-computer
connectivity. Specifically, we have explored a form of ghost imaging combined with an adaptive
feedback approach that effectively ’carves’ out low-signal illumination patterns. This method
significantly reduces both illumination time and image noise. While the same approach could
be applied with a conventional detector, our focus has been on utilizing SSVEP recordings to
establish an adaptive computational imaging scheme where the brain serves as the sensor for
image reconstruction. This work lays the groundwork for future research into alternative forms
of computation, potentially extending to other types of computational imaging or even different
sensory inputs, such as the auditory system.
As a further illustration of potential applications, we note that the ghost imaging protocol pre-
sented here represents a form of non-explicit (or nonconscious) information processing. This
can be contrasted with explicit processing, where the participant directly evaluates the light in-
tensities observed on the screen. Fig. 2.17 presents results from an experiment comparing imag-
ing quality, quantified using the Structural Similarity Index Measure (SSIM), between ’non-
consciously’ acquired data (EEG) and ’consciously’ acquired data (explicit verbal or typed re-
sponses). Two separate ghost imaging experiments were conducted: (a) EEG only (4-second
illumination intervals with EEG readout, separated by 2-second rest periods), and (b) EEG with
simultaneous explicit readout (4-second illumination intervals with EEG readout, with explicit
readout performed during the 2-second rest periods). We observed that while EEG and explicit
readout generally yield similar SSIM image reconstruction qualities, the EEG-reconstructed im-
ages deteriorated significantly in the presence of simultaneous explicit readout.
This study suggests that the brain can be integrated into a computational imaging system, po-
tentially acting as a unique type of sensor. However, the observed degradation in image qual-
ity from EEG readout when explicit (spoken or typed) responses are also collected points to
more complex dynamics. We do not attribute this degradation to the physical effects of vocaliz-
ing or typing, as these activities occurred during the rest period between illumination intervals.
Instead, we speculate that the degradation may stem from changes in neurological processing,
where conscious information processing (such as heightened neural attention in anticipation of an
explicit readout) interferes with non-explicit readout. This hypothesis warrants further investiga-
tion and suggests that the computational imaging approach demonstrated here—and potentially
others—could serve as a valuable tool for exploring information processing within the human
brain.



Chapter 3

Brain Phenomenological Model

3.1 Introduction

In the preceding chapter, we demonstrated the utilization of the human brain as a form of "light
power" detector. This capability can be harnessed to accomplish ghost imaging tasks and extend
its application to various conscious or unconscious experiments. However, exploring the brain’s
nonlinear effects remains an area that has not been delved into deeply. Consequently, the focus
of this chapter shifts towards an in-depth examination of the human brain as an input-output
phenomenological model. This study is grounded in empirical SSVEP data and aims to elucidate
the brain’s response to input stimuli, emphasising the frequency domain analysis.
In general, the SSVEP technique is valuable for investigating cognitive and clinical neuroscience
paradigms [160–169]. At the same time, SSVEP-based brain-computer interfaces (BCIs) hold
significant potential for communication and control applications [146, 170–172]. Given its im-
portance in these fields of study, it is crucial to understand the key features of SSVEP and its
generalization from single to multiple stimuli for practical applications and a deeper understand-
ing of this phenomenon.
However, traditional SSVEP utilizes single-frequency stimuli as a probe, which results in the
brain response producing frequency doubling or harmonics. [174, 179–181]. Linear or non-
linear models have been proposed to understand better these phenomena [173, 175, 182–187],
which accurately describe many characteristics of SSVEP such as amplitude and phase. How-
ever, recent studies have introduced multi-frequency stimuli, aimed at improving BCI perfor-
mance [188–190], basic frequency intermodulation terms have been found. These include two
frequencies of stimulation along with their harmonics and linear combinations using integer co-
efficients, but its underlying mathematical model remains unclear. Further research is needed to
analyse the mathematical model behind this.

44
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Thus, here we present a “Phenomenological model” to address the challenge at hand, which
is close to the Hammerstein-Wiener Model, especially Hammerstein Model [191]. Firstly, it
introduces a mathematical formula to analyse the essential features of SSVEP when exposed to
single-frequency stimuli. This analysis is then extended into two categories: narrowband and
broadband. The narrowband approach uses analytical approximation, while statistical methods
are employed in the broadband approach. The experimental results demonstrate that the proposed
model fits well with the data obtained from experiments.

�̃�(𝑡) 𝜒𝑛

𝐺𝑒𝑛𝑒𝑟𝑎𝑡𝑜𝑟

𝑃 (𝑡)

𝑃 (𝑡)
𝑅𝑒𝑖𝜙

𝐶ℎ𝑎𝑛𝑛𝑒𝑙

𝜏,𝑃 (𝑡− 𝜏)

𝑦𝑜𝑢𝑡(𝑡)

Figure 3.1: The brain model comprises two systems: a generator for explaining SSVEP’s non-
linear effects, and a channel model for explaining statistical frequency-domain properties and
temporal delays.

To capture the essence of the brain’s nonlinearity and the transmission of brain signals, we have
conceptualized the brain as comprising two distinct systems, as illustrated in Figure 3.1. The
first system is a nonlinear component, called the ’generator,’ which can be effectively analysed
using models derived from nonlinear optics. Concurrently, the second system, which accounts
for the multipath propagation of signals, can be suitably approximated using the fading channel
model. Furthermore, this channel model incorporates a delay, represented by the average value
𝜏.
In the subsequent sections, we will delve into frequency sweeping, and then go deeper into the
model applied to narrowband and broadband conditions. The experimental result in each sub-
section, verify the model well, which is the justification and evidence to support the use of this
model

3.2 Setup

The setup for the light stimulus is illustrated in Figure 3.2. A computer controls a Digital-to-
Analog Converter (DAC) to produce a signal that modulates an LED bulb. A white wall reflects
the modulated light from the LED and is then detected by the human eye, stimulating the brain
to generate an SSVEP signal originating from the primary visual cortex. This SSVEP signal
is sampled by an EEG device and sent to a computer for further analysis. Initially, we employ
frequency sweeping to examine the brain signal’s response to different frequency stimuli.
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Figure 3.2: Schematic overview of the setup used for steady-state visually evoked potential
frequency-division multiplexing.

3.3 Frequency sweeping

The frequency sweeping experiment is implemented to study the effect of SSVEP under different
stimulus frequencies. In detail, we implement the setup illustrated in Fig. 3.2, where the LED is
controlled to flash with a cosine wave at varying frequencies, a process referred to as frequency
sweeping. The frequencies range from 3 to 24 Hz, with each frequency maintained for 80 sec-
onds. During this time, the SSVEP is recorded. The collected SSVEP data is then processed to
calculate the amplitude spectrum with a resolution of 1 Hz.
We find the output amplitude also changes dramatically when the frequency changes. The heatmap,
as shown in Fig.3.3, is a frequency sweeping experiment result where the input single frequency
is sweeping from 3 Hz to 24 Hz and a list of output spectrum will form a heatmap. Several har-
monics were shown in this heatmap, and the frequency of harmonics increases when the input
frequency increases. Most amplitude spectra obey the descent phenomenon.
In addition, when the input frequency is within [6,8] Hz, the fundamental frequency of the output
is weaker, but the second harmonic is stronger, compared to other’s input frequency. For example,
the related amplitude spectrum under 7 Hz stimuli is shown in Fig.3.4a), where the first harmonic
amplitude is weaker than the third harmonic amplitude. It did not match the descent phenomenon
due to the filter effect of the H function. Fig.3.3 shows that the output frequency between 10 Hz
to 20 Hz is stronger than others.
When the input is a cosine wave with frequency sweep, the nonlinear function will induce comb
frequency sweep to scan the H function in the frequency domain. The comb frequency sweep
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Figure 3.3: The amplitude spectrum of SSVEP under stimulus, sweeping from 3 Hz to 24 Hz.

consists of harmonics, and it is to do a multi-frequency sweeping scan of the frequency response
of the H function. So, if we pick up the first or second harmonic frequency response, it will form
the frequency response of the H function, reflecting the filter effect’s features.
When it comes to harmonics’ sweeping, the first harmonics and second harmonics amplitude
of the response is shown in Fig.3.4b). Both show a bandpass effect in the H function, from 10
Hz to 20 Hz. In addition, the [6,8] Hz valleys show that the amplitude of the first harmonic at
low-frequency range [3,5] Hz is affected by the low-frequency noise background.
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Figure 3.4: a) The amplitude of the spectrum of SSVEP under 7 Hz; b) The amplitude spectrum
harmonics removed background energy.

These effects may be caused by the filter effect of the brain, which is called the H function. To
describe the H function properly, we need to show some phenomena first.
When we take stimulus, the frequency peaks’ location in the EEG spectrum is the same as the
input signal 𝑢𝑠(𝑡). Then, when we withdraw the stimulus, the amplitude of EEG will oscillate
back to a lower level amplitude, which could be referred to as the system’s response delay. So,
we tried to use an RLC model, similar to the second-order filter model mentioned in Ref [187],
as shown in Fig.3.5, to approach these phenomena.
Finally, the differential equation of the RLC circuit is 𝑅 ⋅ 𝑖(𝑡)+𝐿 ⋅ 𝑑𝑖(𝑡)𝑑𝑡 + 1

𝐶 ⋅ ∫ 𝑖 ⋅𝑑𝑡 = 𝑢𝑠(𝑡− 𝜏).,
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where 𝑅 stands for energy consumption; 𝐿 and 𝐶 stands for signal oscillation in the brain; 𝜏 is
the time delay.

𝑢𝑠(𝑡)

𝑅 𝐿 𝐶

A
𝑖(𝑡)

Figure 3.5: RLC circuit.

After considering these factors, we have devised an approach to estimate the H function. To
eliminate the impact of the nonlinear function f (), we suggest using a step function, 𝑥(𝑡) = Step(𝑡)
as illustrated in Eq.3.1.

𝑥(𝑡) = Step(𝑡);

𝑦(𝑡) = f(𝑥(𝑡)) = 𝐴×Step(𝑡);

𝑦𝑜𝑢𝑡(𝑡) ∼ ℎ(𝑡) ∗ Step(𝑡)

(3.1)

𝑦(𝑡) is the output of f (𝑥), which will also be a Step function; 𝑦𝑜𝑢𝑡(𝑡) the final readout/response,
will be linear to the convolution between ℎ(𝑡) and Step(𝑡).
So, in the experiment, we used a 1 Hz square wave (50% duty) as the stimuli, and then we acquired
the VEP signal. As shown in Fig.3.6, a clear pulse is shown after around, 120𝑚𝑠 with duration
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Figure 3.6: The VEP waveform under 1 Hz square stimuli.
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about 0.1𝑠. To fit the data, the model was built in Eq.3.2.

H(𝑠) = 𝑒−𝜏𝑠
𝑠∕𝐿

𝑠2+2𝜁𝑤𝑛𝑠+𝑤𝑛
;

𝑤𝑛 =
√

1
𝐿𝐶

;𝜁 = 𝑅

2
√

𝐿
𝐶

;

𝑦𝑜𝑢𝑡(𝑡) =ℒ−1[𝐻
𝑠
]

=
e−𝜁 𝑤𝑛 (𝑡−𝜏) sin

(

√

1− 𝜁2𝑤𝑛 (𝑡− 𝜏)
)

𝐿𝑤𝑛
√

1− 𝜁2
.

(3.2)

Where H(𝑠) is the transform function of the defined RLC circle, simulating the filter effect of the
brain; 𝑦𝑜𝑢𝑡(𝑡) is the readout signal.
The data of the VEP waveform shown in Fig. 3.6 between 120ms and 250ms can be fitted using
𝑦𝑜𝑢𝑡(𝑡), as shown in Fig.3.7. The fitting result shows that 𝜏 = 125.5𝑚𝑠, 𝑤𝑛

2𝜋 = 11.25 Hz, and
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Figure 3.7: The curve fitting result of 𝑦𝑜𝑢𝑡(𝑡).
𝜁 = 0.19, and the step response and frequency/phase response are shown in Fig.3.8.
Finally, the H function is defined, which is a second-order bandpass filter, and the bandpass
centre is around 11 Hz.

3.4 Narrowband

3.4.1 Generator model

Before discussing the nonlinear effects of the brain, we first introduce the nonlinear model de-
scribed in the nonlinear optics book by Boyd [192]. This model characterizes optical nonlinear-
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Figure 3.8: a) The step response of H function, |H(𝑤)|; b) Frequency response of H function.

ities directly in the time domain by considering the polarization, as shown in Eq. (3.3).

𝑃 (𝑡) = 𝑃 (1)(𝑡)+𝑃 (2)(𝑡)+𝑃 (3)(𝑡)+ ...+𝑃 (𝑛)(𝑡);

𝑃 (𝑛)(𝑡) = 𝜖0∫

∞

0
𝑑𝜏1∫

∞

0
𝑑𝜏2...∫

∞

0
𝑑𝜏𝑛

𝑅(𝑛)(𝜏1, 𝜏2, ..., 𝜏𝑛)

× �̃�(𝑡− 𝜏1)�̃�(𝑡− 𝜏2)...�̃�(𝑡− 𝜏𝑛);

(3.3)

where 𝑃 (1)(𝑡) is the linear polarization; 𝑃 (2)(𝑡) is the second-order polarization; 𝑃 (3)(𝑡) is the
third-order polarization; 𝑃 (𝑛)(𝑡) is the 𝑛th-order polarization; 𝑅(1), 𝑅(2) and 𝑅(3)is the linear,
second-order and third-order response functions, respectively.

𝜒 (𝑛)(𝑤Σ𝑛
;𝑤1,𝑤2, ...,𝑤𝑛) = ∫

∞

0
𝑑𝜏1∫

∞

0
𝑑𝜏2...∫

∞

0
𝑑𝜏𝑛

𝑅(𝑛)(𝜏1, 𝜏2, ..., 𝜏𝑛)𝑒𝑖(𝑤1𝜏1+𝑤2𝜏2+...+𝑤𝑛𝜏𝑛);

𝑤Σ𝑛
=

𝑛
∑

𝑗=1
𝑤𝑗 ;

(3.4)
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After considering Eq. (3.4) and �̃�(𝑡), 𝑃 (1)(𝑡) and 𝑃 (2)(𝑡) can be transformed into the frequency
domain by applying Fourier transforms of �̃�(𝑡), so the simplified one is shown in Eq. (3.5).

𝐸(𝑤) = 𝐸∫

∞

−∞
�̃�(𝑡)𝑒𝑖𝑤𝑡𝑑𝑡;

�̃�(𝑡) = 1
2𝜋 ∫

∞

−∞
𝐸(𝑤)𝑒−𝑖𝑤𝑡𝑑𝑤;

𝑃 (𝑛)(𝑡) = 𝜖0∫

∞

−∞

𝑑𝑤1
2𝜋 ∫

∞

−∞

𝑑𝑤2
2𝜋

...∫

∞

−∞

𝑑𝑤𝑛
2𝜋

×𝜒 (𝑛)(𝑤Σ𝑛
;𝑤1,𝑤2, ...,𝑤𝑛)

×𝐸(𝑤1)𝐸(𝑤2)...𝐸(𝑤𝑛)𝑒
−𝑖𝑤Σ𝑛 𝑡;

𝑤Σ𝑛
=

𝑛
∑

𝑗=1
𝑤𝑗 .

(3.5)

When considering the narrowband condition where 𝑤1,𝑤2,… ,𝑤𝑛 are very close and fall within
a narrow frequency range, we make an approximation as shown in Eq. (3.6) to simplify the
calculations, which is based on 𝑤1 ≈ 𝑤2 ≈⋯ ≈ 𝑤𝑛. This allows Eq. (3.5) to be reduced to the
more manageable form shown in Eq. (3.7).

𝜒 (𝑛)(𝑤;𝑤1,𝑤2, ...,𝑤𝑛) ≈ 𝜒 (𝑛)(𝑤) = 𝜒𝑛𝜒(𝑤);

𝜒 (𝑛)(𝑤) = ∫

∞

0
𝑅(𝑛)(𝑡)𝑒𝑖𝑤𝑡𝑑𝑡;

𝑅(𝑛)(𝑡) = 𝜒𝑛𝑅(𝑡);𝑤 =
𝑛
∑

𝑗=1
𝑤𝑗 .

(3.6)

𝑃 (𝑛)(𝑡) = 𝜖0𝑅
(𝑛)(𝑡) ∗ (�̃�(𝑡)𝑛);

𝑃 (𝑡) =
𝑁𝐻
∑

𝑛=1
𝑃 (𝑛)(𝑡) = ℎ(𝑡) ∗ f(�̃�(𝑡));

ℎ(𝑡) = 𝜖0𝑅(𝑡);

f (𝑥) =
𝑁𝐻
∑

𝑛=0
𝜒𝑛𝑥

𝑛;

H(𝑤) =ℱ (ℎ(𝑡));

(3.7)

where, the generator has two operations, nonlinear mapping f (𝑥) and filtering H(𝑤). f (𝑥) maps
input stimuli to the corresponding response within the brain, represented by 𝑦(𝑡). The filter effect
of the brain is denoted as ℎ(𝑡) or its transform function H(𝑤).
To describe the nonlinear response of the brain, we would like to build an analytical model of
the nonlinear transfer function of the system. This is a similar problem to the one encountered
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in optics when modelling the nonlinear response of a medium to the interaction with light. A
possible approach is to expand perturbatively the nonlinear transfer function as a Taylor series. In
optics, this leads to the perturbative nonlinearities. In our model, we follow a similar approach
When it comes to the brain response, the brain response is represented by 𝑦𝑜𝑢𝑡(𝑡) and the input
stimulus is denoted by 𝑥(𝑡). Equation 3.8 displays both the general expression for 𝑦(𝑡) and its
Taylor expansion.

𝑦(𝑡) = f(𝑥(𝑡)) =
𝑁𝐻
∑

𝑛=0
𝜒𝑛𝑥(𝑡)𝑛;

𝑦𝑜𝑢𝑡(𝑡) = ℎ(𝑡) ∗ 𝑦(𝑡);

𝑌𝑜𝑢𝑡(𝑤) = H(𝑤)
𝑁𝐻
∑

𝑛=0
𝜒𝑛𝑋(𝑤) ∗𝑋(𝑤) ∗ ... ∗𝑋(𝑤)

⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟
𝑛

.

(3.8)

where 𝜒𝑛 is the coefficient for 𝑛 𝑡ℎ item in Taylor expansion; 𝑥(𝑡) and 𝑋(𝑤) are the input stimulus
signal in the time domain and frequency domain respectively; 𝑦𝑜𝑢𝑡(𝑡) and 𝑌𝑜𝑢𝑡(𝑤) are the brain
response signal in the time domain and frequency domain respectively.
In addition, if we consider the 𝑃 (𝑛)(𝑡) and 𝑤Σ𝑛

=
∑𝑛

𝑗=1𝑤𝑗 , the frequency mixing from the brain
response can be expressed in Eq. (3.9).

𝐹𝑚𝑖𝑥 ∈ {
𝑛
∑

𝑗=1
𝑓𝑗};

𝑓𝑗 ∈ {−𝐹𝑁 ...,−𝐹2,−𝐹1,0,𝐹1,𝐹2, ...,𝐹𝑁};

(3.9)

where 𝑓𝑗 is one frequency from the frequency list with 𝑁 input cosine wave. For example, when
�̃�(𝑡) = cos(2𝜋𝑓𝑡), 𝑓𝑗 ∈ {−𝑓,0,𝑓}, and when 𝑛 = 3, then 𝐹𝑚𝑖𝑥 ∈ {−3𝑓,−2𝑓,−𝑓,0,𝑓 ,2𝑓,3𝑓}.
In the narrowband frequency range, the filtering effect of the brain can be considered constant.
To simplify our expression, we make an autocorrelation approximation and define {𝑋(𝑤)}±𝑚

notation as shown in Eq.3.10.

𝑋(𝑤) ∗𝑋(𝑤) ∗ ... ∗𝑋(𝑤)
⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟

𝑚

= {𝑋(𝑤)}𝑚;

𝑋(−𝑤) ∗𝑋(−𝑤) ∗ ... ∗𝑋(−𝑤)
⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟

𝑚

= {𝑋(−𝑤)}𝑚 = {𝑋(𝑤)}−𝑚;

{𝑋(𝑤)}𝑚{𝑋(𝑤)}−𝑚 = {𝑋(𝑤)}0 ≈ 𝛿(𝑤); ;

(3.10)

where 𝑋(𝑤) represents the Fourier transform of a signal, 𝑚 denotes the number of convolutions
performed. The expression 𝛿(𝑤) represents the Dirac delta function, which approximates the
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result of convolving a function with its inverse in the frequency domain.

3.4.2 Single band

In the single narrowband frequency, we consider the input stimulus 𝑥(𝑡) to have a frequency band
consisting of a series of discrete frequencies, with 𝑁 pixels and a bandwidth of 𝑤𝑏𝑎𝑛𝑑 . This is
illustrated in Eq.3.11.

𝑥(𝑡) =
𝑁
∑

𝑛=1
𝐴𝑛 cos(𝑤𝑛𝑡);

𝑋(𝑤) =ℱ [𝑥(𝑡)] =
(

𝑋𝑝(𝑤)+𝑋𝑝(−𝑤)
)

;

𝑋𝑝(𝑤) =
√

𝜋
2

𝑁
∑

𝑛=1
𝐴𝑛𝛿(𝑤−𝑤𝑛);

ℱ [𝑥(𝑡)𝑛] = {𝑋(𝑤)}𝑛 ≈
𝑛
∑

𝑚=0
𝐶𝑚
𝑛 {𝑋𝑝(𝑤)}𝑛−2𝑚.

(3.11)

Since 𝑤𝑏𝑎𝑛𝑑 ≪ 𝑤0, the set {𝑋𝑝(𝑤)}𝑛 will consist of narrowband frequencies around 𝑛𝑤0 that
do not overlap with each other. Furthermore, the amplitude spectrum’s envelope takes on a
Gaussian-like shape due to the presence of the 𝐶𝑚

𝑛 term in Eq.3.11. Finally, one simple conclu-
sion can be drawn in Eq.3.12

|𝑌 (𝑤)| ≈
∞
∑

𝑛=0
𝐾𝑛{𝑋𝑝(𝑤)}𝑛. (3.12)

In short, the frequency band shape around 𝑛𝑤𝑎 is marked as |𝑌 (𝑛𝑤𝑎)| ∼ {𝑋𝑝(𝑤)}𝑛.
In the single narrowband experiment, the signal starts from 12Hz as shown in Eq.3.13, where
𝑁 = 10 frequencies will be encoded into 𝑓𝑏𝑎𝑛𝑑 = 0.5𝐻𝑧 frequency band. In addition, the mea-
surement time was 160 seconds.

𝑓𝑏𝑎𝑛𝑑 = 0.5𝐻𝑧;

𝑁 = 10;𝛿𝑓 = 𝑓𝑏𝑎𝑛𝑑∕𝑁 ;

𝑓𝑎 = 12𝐻𝑧;

𝐴 = [0,0,1,1,0,0,1,0,0,0];
𝑤𝑛
2𝜋

= 𝑓𝑎+(𝑛−1)𝛿𝑓 ;

𝑥(𝑡) =
𝑁
∑

𝑛=1
𝐴𝑛 cos(𝑤𝑛𝑡).

(3.13)
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𝑓𝑏𝑎𝑛𝑑 is the frequency bandwidth; 𝑁 is the number of frequencies used in each narrowband;
𝛿𝑓 is the frequency resolution; 𝑓𝑎 is the start frequency point for the first narrowband; 𝐴 is the
amplitude vector for the first narrowband; 𝑥(𝑡) is the final signal encoded, which will be fed into
LED via DAC.
After feeding LED the signal 𝑥(𝑡) and measuring the EEG signal, the amplitude spectrum of
EEG is shown in Fig.3.9a), where three bands with high values were marked with corresponding
frequency: |𝑌 (𝑤𝑎)|, |𝑌 (2𝑤𝑎)|, and |𝑌 (3𝑤𝑎)|. The cosine similarity (COSS)of the amplitude
spectrum between EEG and brain model is also shown in Fig.3.9.
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Figure 3.9: The amplitude spectrum vs brain model. a) is the amplitude spectrum of the SSVEP
signal; b) is the |𝑌 (𝑤𝑎)| results with 𝐶𝑂𝑆𝑆 = 0.97; c) is the |𝑌 (2𝑤𝑎)| results with 𝐶𝑂𝑆𝑆 =
0.95; d) is the |𝑌 (3𝑤𝑎)| results with 𝐶𝑂𝑆𝑆 = 0.90;
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3.4.3 Double bands

Regarding the two narrow bands illustrated in Eq. 3.14, they are defined as [𝑤𝑎,𝑤𝑎+𝑤𝑏𝑎𝑛𝑑] and
[𝑤𝑏,𝑤𝑏+𝑤𝑏𝑎𝑛𝑑], where 0 < 𝑤𝑎 < 𝑤𝑏.

𝑥(𝑡) =
𝑁
∑

𝑛=1
𝐴𝑛 cos(𝑤𝑛𝑡)+

𝑁
∑

𝑚=1
𝐵𝑛 cos(𝑤𝑚𝑡);

𝑁
∑

𝑛=1
𝐴2
𝑛 =

𝑁
∑

𝑚=1
𝐵2
𝑛 ;

𝑋𝑎(𝑤) =
√

𝜋
2

𝑁
∑

𝑛=1
𝐴𝑛𝛿(𝑤−𝑤𝑛);

𝑋𝑏(𝑤) =
√

𝜋
2

𝑁
∑

𝑚=1
𝐵𝑚𝛿(𝑤−𝑤𝑚);

𝑋(𝑤) =
(

𝑋𝑎(𝑤)+𝑋𝑎(−𝑤)+𝑋𝑏(𝑤)+𝑋𝑏(−𝑤)
)

= (𝑋𝑎(−𝑤)+𝑋𝑏(−𝑤))

∗ (𝛿(𝑤)+𝑋𝑎(𝑤) ∗𝑋𝑏(𝑤));

ℱ [𝑥(𝑡)𝑛] = {𝑋(𝑤)}𝑛

≈
𝑛
∑

𝑗=0

𝑛
∑

𝑚=0
𝐶𝑗
𝑛𝐶

𝑚
𝑛 {𝑋𝑎(𝑤)}𝑛𝑎 ∗ {𝑋𝑏(𝑤)}𝑛𝑏;

𝑛𝑎 = 𝑚−𝑛+ 𝑗;𝑛𝑏 = 𝑚− 𝑗;

(3.14)

𝑌 (𝑤) has multiple frequency bands at 𝑛𝑎𝑤𝑎+𝑛𝑏𝑤𝑏, where 𝑛𝑎,𝑛𝑏 ∈ ℤ.
First To avoid overlaps between adjacent frequency bands (𝑛𝑎𝑤𝑎+𝑛𝑏𝑤𝑏 and (𝑛𝑎+1)𝑤𝑎+𝑛𝑏𝑤𝑏),
we require that (𝑛𝑎+ 𝑛𝑏)𝑤𝑏𝑎𝑛𝑑 < 𝑤𝑎. Therefore, this condition is met by satisfying the narrow-
band requirement𝑤𝑏𝑎𝑛𝑑 ≪𝑤𝑎.
Second To avoid multiple solutions of 𝑛𝑎𝑤𝑎+𝑛𝑏𝑤𝑏 =𝑊 , For example, multiple solutions exist
When 𝑤𝑎 = 6𝐻𝑧,𝑤𝑏 = 12𝐻𝑧, the 18𝐻𝑧 band can be expressed as either 1 ×𝑤𝑎 +1×𝑤𝑏 or
3×𝑤𝑎+0×𝑤𝑏, indicating at least two overlapping mixing bands. So, to find a non-overlapping
frequency band with only one solution for 𝑛𝑎 = 𝑎 and 𝑛𝑏 = 𝑏, the relationship between 𝑤𝑎 and 𝑤𝑏

needs to be considered. The ratio of 𝑤𝑏
𝑤𝑎

is defined as being between 0 and 𝑘, which helps solve
for the upper bound of 𝑘 in equation 3.15. This reduced result is shown in equation 3.16.

𝑛𝑎𝑤𝑎+𝑛𝑏𝑤𝑏 = 𝑎𝑤𝑎+𝑏𝑤𝑏;𝑛𝑎,𝑛𝑏 ∈ ℤ;

1 <
𝑤𝑏
𝑤𝑎

< 𝑘.
(3.15)
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(𝑛𝑏−𝑏1)(𝑛𝑏−𝑏2) < 0;

𝑏1 = 𝑎+𝑏−𝑛𝑎;

𝑏2 =
𝑎+𝑏𝑘−𝑛𝑎

𝑘
.

(3.16)

To keep only one solution (𝑎 = 𝑛𝑎, 𝑏 = 𝑛𝑏) for Eq.3.15, the distance between two roots must be
less than 1, as shown in Eq.3.17. The final result is illustrated in Eq.3.18.

|𝑏1−𝑏2| < 1; (3.17)

1 < 𝑘 < 2. (3.18)

Third is identifying the relationship between ℱ [𝑥(𝑡)𝑛] and the amplitude of 𝑛𝑎𝑤𝑎+𝑛𝑏𝑤𝑏. This
can be achieved by solving Eq. 3.19 where 𝑛, 𝑚, and 𝑗 is from Eq.(3.14). The solution is unique
and given by Eq.3.20. This implies that {𝑋𝑎(𝑤)}𝑛𝑎 ∗ {𝑋𝑏(𝑤)}𝑛𝑏 corresponds to the frequency
band of 𝑛𝑎𝑤𝑎 + 𝑛𝑏𝑤𝑏. It also provides additional information as 𝑚 and 𝑗 should be integer.
Specifically, when 𝑛𝑎 and 𝑛𝑏 are both odd or even so that 𝑛𝑎±𝑛𝑏 will be even and only 𝑛 is even,
𝑛 = 2𝑘 will make 𝑚 and 𝑗 to be an integer. As a result, the term {𝑋𝑎(𝑤)}𝑛𝑎 ∗ {𝑋𝑏(𝑤)}𝑛𝑏 is
contributed by 𝑥(𝑡)2𝑘. On the other hand, when one of 𝑛𝑎 and 𝑛𝑏 is odd and the other is even so
that 𝑛𝑎± 𝑛𝑏 will be odd and only 𝑛 is odd, 𝑛 = 2𝑘+1 will make 𝑚 and 𝑗 to be an integer. As a
result, the term {𝑋𝑎(𝑤)}𝑛𝑎 ∗ {𝑋𝑏(𝑤)}𝑛𝑏 is contributed by 𝑥(𝑡)2𝑘+1.

0 ≤ 𝑚 ≤ 𝑛;

0 ≤ 𝑗 ≤ 𝑛;

𝑚−𝑛+ 𝑗 = 𝑛𝑎;

𝑚− 𝑗 = 𝑛𝑏;

(3.19)

𝑚 =
𝑛𝑎+𝑛𝑏+𝑛

2
;𝑗 =

𝑛𝑎−𝑛𝑏+𝑛
2

; (3.20)

Finally, under these two conditions: narrowband 𝑤𝑏𝑎𝑛𝑑 <
𝑤𝑎

𝑛𝑎+𝑛𝑏
and unique 0< 𝑘 < 2, the ampli-

tude spectrum shape can be expressed in Eq.3.21.

|𝑌 (𝑤)| ≈
+∞
∑

𝑛𝑎=−∞

+∞
∑

𝑛𝑏=−∞
𝐾𝑛𝑎,𝑛𝑏{𝑋𝑎(𝑤)}𝑛𝑎{𝑋𝑏(𝑤)}𝑛𝑏;

|𝑌 (𝑛𝑎𝑤𝑎+𝑛𝑏𝑤𝑏)| ∼ {𝑋𝑎(𝑤)}𝑛𝑎{𝑋𝑏(𝑤)}𝑛𝑏 .

(3.21)

This technique has multiple applications. For instance, it can be used to calculate the correlation
between two signals when 𝐴(𝑡) and 𝐵(𝑡) are changing in the time domain and 𝑁 = 1. Addition-
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ally, it is useful for performing a correlation between a pattern (𝐴(𝑥,𝑦, 𝑡)) that changes in the
time domain and a scale value (𝐵(𝑡)) that also changes in the time domain. This application is
particularly relevant for ghost imaging reconstructing algorithms.
Moreover, if either 𝑤𝑎 = 0,𝑤𝑏 > 0 or 𝑤𝑏 = 0,𝑤𝑎 > 0, it means one band is a DC component
𝑥0 and the other is an AC component 𝑥(𝑡). When it satisfies 𝑥(𝑡) ≪ 𝑥0, then Eq. 3.8 can be
simplified to Eq. 3.22.

𝑦(𝑡) = f(𝑥(𝑡)+𝑥0) ≈ f(𝑥0)+ f ′(𝑥0)𝑥(𝑡); (3.22)

According to Frequency doubling model [182], f (𝑥) was assumed to be 𝑙𝑜𝑔(𝑥). For simplify, we
assume f (𝑥) = 𝑙𝑛(𝑥)

𝑦(𝑡) = f(𝑥(𝑡)+𝑥0) ≈ f(𝑥0)+
𝑥(𝑡)
𝑥0

;

𝐴𝑦(𝑡) ∼
𝐴𝑦(𝑡)

𝑥0
;

𝐶𝑜𝑛𝑡𝑟𝑎𝑠𝑡 = 𝜎
𝜇
=

𝐴𝑥(𝑡)

𝑥0
;

𝐴𝑦(𝑡) ∼ 𝐶𝑜𝑛𝑡𝑟𝑎𝑠𝑡.

(3.23)

where 𝐴𝑦(𝑡) stands for the related amplitude of 𝑦(𝑡); 𝐴𝑥(𝑡) stands for the related amplitude of 𝑥(𝑡);
𝐶𝑜𝑛𝑡𝑟𝑎𝑠𝑡 is the contrast of luminance; 𝜎 is the luminance difference, standing by amplitude of
𝑥(𝑡); 𝜇 is the average luminance, which is equal to 𝑥0. So, it means that the SSVEPP amplitude
vs. contrast function was approximately linear, which is consistent with the experimental results
[193].
In two narrowband experiments, two narrowband signals, starting from 12Hz and 15Hz respec-
tively, were defined in Eq.3.24, where 𝑁 = 10 frequencies will be encoded into 𝑓𝑏𝑎𝑛𝑑 = 0.5𝐻𝑧
frequency band. In addition, the unique condition, Eq.3.18, was met, as 1 < 15

12 < 2, and the
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measurement time was 160 seconds.
𝑓𝑏𝑎𝑛𝑑 = 0.5𝐻𝑧;

𝑁 = 10;𝛿𝑓 = 𝑓𝑏𝑎𝑛𝑑∕𝑁 ;

𝑓𝑎 = 12𝐻𝑧;𝑓𝑏 = 15𝐻𝑧;

𝐴 = [0,0,1,1,0,0,1,0,0,0];

𝐵 = [1,1,0,0,0,0,1,0,0,0];
𝑤𝑛
2𝜋

= 𝑓𝑎+(𝑛−1)𝛿𝑓 ;
𝑤𝑚
2𝜋

= 𝑓𝑏+(𝑚−1)𝛿𝑓 ;

𝑥(𝑡) =
𝑁
∑

𝑛=1
𝐴𝑛 cos(𝑤𝑛𝑡)+

𝑁
∑

𝑚=1
𝐵𝑛 cos(𝑤𝑚𝑡).

(3.24)

𝑓𝑏𝑎𝑛𝑑 is the frequency bandwidth; 𝑁 is the number of frequencies used in each narrowband;
𝛿𝑓 is the frequency resolution; 𝑓𝑎 and 𝑓𝑏is the start frequency point for the first and second
narrowband, respectively; 𝐴 and 𝐵 are the amplitude vectors for the first and second narrowband,
respectively; 𝑥(𝑡) is the final signal encoded, which will be fed into LED via DAC.
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Figure 3.10: The amplitude spectrum vs brain model. b) and c) is in 𝑛 = 1 band area; d), e) and
f) is in 𝑛 = 2 band area; g), h), i) and j) is in 𝑛 = 3 band area; a) is the amplitude spectrum of
the SSVEP signal; b) is the |𝑌 (1 ×𝑤𝑎 +0×𝑤𝑏)| results with 𝐶𝑂𝑆𝑆 = 0.94; c) is the |𝑌 (0 ×
𝑤𝑎+1×𝑤𝑏)| results with 𝐶𝑂𝑆𝑆 = 0.96; d) is the |𝑌 (2×𝑤𝑎+0×𝑤𝑏)| results with 𝐶𝑂𝑆𝑆 =
0.98; e) is the |𝑌 (1 ×𝑤𝑎 +1×𝑤𝑏)| results with 𝐶𝑂𝑆𝑆 = 0.97; f) is the |𝑌 (0 ×𝑤𝑎 +2×𝑤𝑏)|
results with 𝐶𝑂𝑆𝑆 = 0.96; g) is the |𝑌 (3 ×𝑤𝑎 + 0 ×𝑤𝑏)| results with 𝐶𝑂𝑆𝑆 = 0.51; h) is
the |𝑌 (2×𝑤𝑎+1×𝑤𝑏)| results with 𝐶𝑂𝑆𝑆 = 0.92; i) is the |𝑌 (1×𝑤𝑎+2×𝑤𝑏)| results with
𝐶𝑂𝑆𝑆 = 0.88; j) is the |𝑌 (0×𝑤𝑎+3×𝑤𝑏)| results with 𝐶𝑂𝑆𝑆 = 0.32;.

After feeding LED the signal 𝑥(𝑡) and measuring the EEG signal, the amplitude spectrum of
EEG is shown in Fig.3.10a), where three band area,𝑛 = 𝑛𝑎+𝑛𝑏 = {1,2,3}. The cosine similarity
(COSS)of amplitude spectrum between EEG and brain model is also shown in Fig.3.10. The
average COSS of these three bands is 0.94, 0.94, and 0.71, respectively. Because |𝑌 (𝑛𝑎𝑤𝑎 +
𝑛𝑏𝑤𝑏)| ∼ 𝑋(𝑤𝑎)

𝑛𝑎𝑋𝑏
𝑛𝑏 , Fig.3.10b) and c) stand for the amplitude vectors 𝐴 and 𝐵; Fig.3.10d),
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e), and f) stand for the second harmonics of two narrowband inputs, stands for 𝐴 ∗𝐴, 𝐴 ∗ 𝐵 and
𝐵 ∗ 𝐵, respectively; Fig.3.10g), h), i) and j) stand for 𝐵 ∗ 𝐵𝑎𝑠𝑡𝐵, 𝐴 ∗ 𝐵 ∗ 𝐵, 𝐴 ∗ 𝐴 ∗ 𝐵, and
𝐴 ∗ 𝐴 ∗ 𝐴. In conclusion, when it comes to narrowband, the nonlinear function can be used to
do convolution.

3.5 Broadband

3.5.1 Channel model

In densely populated urban areas, the transmission of signals often encounters obstructions such
as buildings and other structures. This environment is characterized by the Rayleigh fading
model, which accounts for the signal strength variations caused by multiple reflections off these
obstacles [194]. When direct line-of-sight between the transmitter and receiver is blocked, the
signal undergoes numerous reflections, scattering in various directions and leading to fluctuations
in the received signal strength. This phenomenon is particularly relevant for wireless communi-
cations in city centres, where the complex urban landscape necessitates robust communication
systems that can adapt to the ever-changing signal conditions imposed by Rayleigh fading.
Drawing a parallel to this concept, we assume the presence of multipath propagation in neural
pathways due to the complex neural connections and the lack of a direct line of sight between
the transmitter("eye") and receiver("SSVEP"). This assumption is encapsulated by the multi-
path propagation model described by Eq. 3.25. In this context, the average propagation delay is
represented by 𝜏.

𝑥𝑜(𝑡) =
1

√

𝑁

𝑁
∑

𝑛=1
𝑐𝑛𝑥𝑖(𝑡− 𝜏𝑛). (3.25)

where 𝑥𝑖(𝑡) is the input signal; 𝑥𝑜(𝑡) is the output signal; 𝑐𝑛 represents the complex amplitude; 𝜏𝑛
is the delay in the 𝑛-th path;
Typically, the fading process is characterized by a Rayleigh distribution for a non-line-of-sight
path and a Rician distribution for a line-of-sight path [194]. So, the amplitude of each frequency
obeys Rayleigh distribution, as shown in Eq. (3.26)

𝑅 ∼ Rayleigh(𝜎);

|𝑋𝑜(𝑤)| = 𝑅|𝑋𝑖(𝑤)|.
(3.26)

where |𝑋𝑖(𝑤)| and |𝑋𝑜(𝑤)| are the amplitude spectrum of 𝑥𝑖(𝑡) and 𝑥𝑜(𝑡), respectively.
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So, We can apply the Rayleigh channel, or Rayleigh fading models between f andH function. The
envelope of the channel response will therefore be Rayleigh distributed. Here, we are focusing
on the amplitude at 𝑤, which has been modulated by the Rayleigh channel.
Typically, the longer the acquisition time, the smaller the standard deviation. For starters, like a
short acquisition time 𝑡 = 𝜏0, the distribution is shown in Eq.3.27.

𝑌 = |𝑌 (𝑤)| ∼ Rayleigh(𝜎);

𝑍𝜏0 = |𝑌 (𝑤)|2 ∼ Exp(𝜆),𝜆 = 1
2𝜎

;
(3.27)

To conclude, ensuring an adequate measurement duration is essential for obtaining a power spec-
trum of brain signals that conforms to the exponential distribution, which is a particular case of
the Gamma distribution. An insufficient measurement length can result in inaccurate spectrum
estimates, primarily due to the influence of noise. Thus, selecting an appropriate measurement
length is critical for precise signal analysis and the reliability of subsequent interpretations.

3.5.2 Statistical Analysis

When it comes to EEG spectra, if the EEG spectra are measured under the stimulus, it is called
stimulus state and if under no stimulus, it is called baseline state or baseline. To figure out the
relationship between the input stimulus spectrum and output response spectrum, it is a good
choice to start with several frequencies to reduce complexity, instead of encoding an image into
the light stimulus, which may induce hundreds of different frequencies.
So, 12Hz+16Hz stimulus was used in this experiment with 4 seconds measuring the duration
and repeated 20 times to calculate the mean and Standard deviation (Std) of each frequency in
the spectrum. Both states are shown in Fig.3.11.
As shown in Fig.3.11a1) the alpha wave around 10Hz is clear to figure out as the subject is under
no stimulus, while Fig.3.11b1) shows several frequency mixing peaks, including sum frequency
4Hz and difference frequency 28Hz. However, the Mean and Std curves are similar in Fig.3.11a1)
and b1), so the Mean vs Std curve are shown in Fig.3.11 a2) and b2), illustrating that they show a
linear relationship for both state: 𝑀𝑒𝑎𝑛= 𝑆𝑡𝑑. So, we can find a distribution function to present
the state. The main stage is to figure out the correlation between frequencies for a Multivariate
distribution.
Correlation coefficients analysis is shown in Fig.3.12a1) and b1). And most absolute values of
correlation coefficients are less than 0.8. To simplify, We can assume that the power variation at
each frequency is independent of the same type of distribution, regarding 𝑋 ∼Exp(𝜆), according
to the linear fitting result in Fig.3.11a2) and b2). So, the next step is to find the parameter of
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Figure 3.11: EEG spectrum under baseline state and stimulus state (12Hz+16Hz). a1) is the
Mean and Std of spectrum under baseline state; a2) is the fitting between the Mean and Std of
the spectrum under the baseline state; b1) is the Mean and Std of spectrum under stimulus state;
b2) is the fitting between the Mean and Std of the spectrum under stimulus state. (More kinds of
stimulus can be found in the Appendix)

the distribution. As 𝑀𝑒𝑎𝑛 = 𝑆𝑡𝑑, the histogram of normalized X, 𝑋
𝑋𝑀𝑒𝑎𝑛

∼ Exp(1), are shown in
Fig.3.12a2) and b2). The histogram graph shows a long tail similar to an exponential distribution.
And exponential distribution also meets 𝜇 = 𝜎. So, we can assume that each frequency’s power
is exponential distribution – 𝑋

𝑋𝑀𝑒𝑎𝑛
∼ Exp(1).

3.5.3 Statistical model

Due to the nonlinear effect of the brain, several peaks can be figured out in Fig.3.11b1) and these
frequencies with peaks we called mixing frequencies. So, all possible mixing frequency peaks
formula are shown in Eq.(3.9). As shown in Fig.3.11a1) and b1), the signal is mainly in the
area of the peak. So, to augment the peaks the spectrum of the stimulus state is divided by the
spectrum of the baseline state, as shown in Fig.3.13. It indicates that all the peaks are marked,
and verified the Eq.3.9.(More verification can be found in the Appendix).
When it comes to Ratio (R) comparing stimulus state spectrum to baseline state spectrum, as
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Figure 3.12: EEG spectrum correlation coefficients and histogram. a1) EEG spectrum correla-
tion coefficients under baseline state; a2) Normalized EEG spectrum histogram under baseline
state; b1) EEG spectrum correlation coefficients under stimulus state; b2) Normalized EEG spec-
trum histogram under stimulus state.

shown in Fig.3.13. the peak part is higher than the others. So, the histogram of Non-peak part
Ratio(𝑅𝑁 ) and Peak Ratio (𝑅𝑃 ) are shown in Fig.3.13b) and c). The distribution fitting results
are shown in Eq.3.28.

𝑅(𝑓 ) =

⎧

⎪

⎨

⎪

⎩

𝑅𝑃 ∼ Exp(𝜆𝑃 ),
1
𝜆𝑁

= 5, 𝑓 ∈ 𝐹

𝑅𝑁 ∼ Exp(𝜆𝑁 ), 1
𝜆𝑃

= 1, 𝑓 ∉ 𝐹
(3.28)

The fitting results show that the Peaks value is 5 times higher than the baseline on average, while
the Non-Peaks value is equal to the baseline on average. As mentioned above, the key parameters
shown below are used to build the brain model, which can be used to create synthetic data.
So, the EEG spectrum power distribution 𝑆(𝑓 ) is shown in Eq.3.29, where 𝑓 is the frequency in
the spectrum. If 𝑓 ∈ 𝐹 , as a frequency mixing peak, 𝑆(𝑓 ) = 𝑅𝑃𝐵(𝑓 ). If not, as a background,
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Figure 3.13: EEG spectrum Ratio and distribution under baseline and stimulus state. a) EEG
spectrum Mean and Std of Ratio for each frequency, and Ratio is comparing stimulus state to
baseline state; b) EEG spectrum Ratio histogram at Non-Peak parts; c) EEG spectrum Ratio
histogram at Peak parts.

𝑆(𝑓 ) = 𝑅𝑁𝐵(𝑓 ).

𝑆(𝑓 ) =

⎧

⎪

⎨

⎪

⎩

𝑅𝑃𝐵(𝑓 ) ∼ Exp( 𝜆𝑃
𝐵(𝑓 ) ), 𝑓 ∈ 𝐹

𝑅𝑁𝐵(𝑓 ) ∼ Exp( 𝜆𝑁
𝐵(𝑓 ) ), 𝑓 ∉ 𝐹

(3.29)

where 𝐵(𝑓 ) is baseline from the brain in Fig.3.11; 𝐹 is mixing frequency set in Eq.3.9; 𝑅𝑝 and
𝑅𝑛 are peak ratio and Non-peak ratio, respectively, illustrated in Eq.3.28.
In this way, the mapping function of input frequency and its output frequency distribution is
obtained. In addition, the number 1

𝜆𝑃
= 4.7 in Eq.3.29 can be a random number that fluctuates

around 4.7, such as 1
𝜆𝑃

∼𝑈 (3,6), which makes it more robust for creating synthetic data for deep
learning.(more detail about 1

𝜆𝑁
and 1

𝜆𝑃
in Appendix).
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3.6 Conclusion

Starting from the basic frequency sweeping experiment, we identified the nonlinearity of the
SSVEP response and the time delay inherent in brain signal transmission. To delve deeper into
the study of this nonlinearity, we established two distinct conditions: the narrowband and the
broadband. The narrowband condition simplifies the mathematical description, while the broad-
band condition employs a statistical approach to manage complex outcomes and avoid intricate
mathematical challenges.The experimental results under each condition validate the model, pro-
viding justification and evidence to support its use.
For narrowband conditions, we began with a straightforward scenario where the input was a
single-frequency cosine signal. Our research focused on the output spectrum, particularly the
amplitude at each frequency. We discovered that the distribution of peaks in the output spec-
trum varies with the input frequency, a result of the numerous harmonics present in the output.
Furthermore, we demonstrated the brain’s filtering effect, where higher frequencies generally
correspond to weaker amplitudes.
We then assigned specific frequencies to a narrow band, encoding several peaks into this band as
input to the nonlinear function. After applying some approximations, the experimental results of
the output spectrum’s peak distribution effectively verified our derived equations. Additionally,
we extended this analysis to the double bands condition, and the experiments confirmed the
accuracy of our derived equations.
In the case of broadband conditions, predicting the location of peaks can be achieved using a
generator model. However, deriving analytical expressions for the amplitude of each frequency
is complex, as it can be influenced by the human state. Therefore, we applied statistical analysis
to each amplitude. Our findings indicate that the power of each frequency in the output spectrum
follows an exponential distribution, albeit with different parameters. These parameters can be
determined through calibration, especially by measuring the baseline.



Chapter 4

Human-Centred Physical Neuromorphics

4.1 Introduction

In the preceding chapter, we introduced various brain models, encompassing both narrowband
and broadband conditions. In this chapter, we narrow our focus to the narrowband condition,
which has potential applications in simple image transmission and the construction of a physical
neural network.
Brain-computer interface (BCI) research is gaining increasing significance, particularly in the
study of visual evoked potentials (VEPs). VEPs play a crucial role in establishing a connection
between the human brain and external devices, such as computers [165, 195–197]. Among the
various types of VEPs, steady-state visual evoked potentials (SSVEPs) stand out for their robust-
ness and stability. These neural responses are generated in the visual cortex in reaction to peri-
odic visual stimuli [171,172]. SSVEPs exhibit higher-order harmonics of the stimulus frequency,
making them particularly effective for extracting specific signals from the brain. Techniques like
FFT (Fast Fourier Transform) are commonly used to extract features from these responses, al-
lowing for the extraction of meaningful information. For instance, by spatially separating lights
flickering at different frequencies, SSVEPs corresponding to these frequencies can indicate the
user’s focused attention on a specific spatial region. Typically, a single frequency is used to tag
the target, which corresponds to identifying the SSVEP frequency. However, there is a growing
trend among researchers to use multi-frequency tagging to enhance the accuracy of classification.
For example, by utilizing two frequencies, 𝑓1 and 𝑓2, "inter-modulation" occurs, leading to the
appearance of spectral peaks at 𝑓1±𝑓2 in the SSVEP spectrum. Although this phenomenon is
well-known, the physical origins of these inter-modulation components are not yet fully under-
stood. They are generally modelled as arising from the intrinsic nonlinear response of individual
neurons [175].

66
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To date, SSVEPs have been excited using low-density frequency division multiplexing (FDM)
techniques, where only a few light-modulation frequencies are employed with a single flicker-
ing light stimulus [171, 188, 198, 199]. The information rate of these systems is of order ∼ 1
bit/second [195], with recent work showing information transfer rates up to 5 bits/second [197].
Whilst this is acceptable for some applications, it is still very far from the estimated ∼ 10 Mb/s
information capacity rate of the human visual system [200], implying that there may be room for
applications beyond relatively simple ‘1-bit’ BCI decision tasks. Indeed, it has been noted that
whilst BCIs for machine control appear to be limited by a ceiling in terms of the information rate
that actually translates into useful commands, the information transfer rate can be significantly
larger and does not seem to have similar limitations [197].
Recent studies have demonstrated that the human visual system can be employed for tasks tra-
ditionally associated with computational imaging, such as single-pixel or ghost imaging [2, 43].
These findings suggest that an SSVEP-based BCI can, in principle, transmit and process enough
information to reconstruct greyscale images.
In this study, a high-density frequency-division multiplexed SSVEP system is presented , which
utilizes hundreds of frequencies to simultaneously encode and transmit information. Addition-
ally, two applications were validated here, one is image transmission, which serves to test the
effectiveness of the BCI, and another is simple classification tasks. The latter is achieved through
the implementation of a physical neural network (PNN) that leverages SSVEPs. This PNN
demonstrates strong performance in classification tasks, highlighting the potential of SSVEP-
based BCIs for image processing and pattern recognition. Additionally, our results indicate that
extending the SSVEP-PNN from a single-layer (i.e., a single brain) to a two-layer (i.e., two con-
nected brains) configuration enhances classification performance, suggesting that our approach
has inherent scalability potential.

4.2 High-density frequency division multiplexing of SSVEPs

Fig. 4.1 illustrates the experimental approach, where the input of the LED signal, called visual
stimulus, can consist of an image (e.g., a handwritten digit) intended for transmission and sub-
sequent decoding through the SSVEP from the BCI. Moreover, the input data is not limited to
an image array and can include a set of values, which may be combined with a set of parame-
ters. This latter scenario will be employed when utilizing the BCI as a physical neural network.
Frequency division modulation is utilized in this approach, where each value is assigned as the
amplitude of a specific frequency component. Consequently, the information is embedded into
a time-domain signal composed of multiple frequencies. Specifically, for image data, each pixel
index 𝑚 is associated with a frequency 𝑓𝑚, and the value 𝐴𝑚 corresponding to the pixel is used
to modulate this frequency.
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Figure 4.1: BCI Setup. Input data (shown is an example image of a handwritten digit “0" and
a set of control parameters) are encoded in frequency division multiplexing. The frequency-
encoded signal modulates the intensity of an LED light projected onto a white screen, which is
observed by a participant. A 3-pole EEG device detects the steady-state visual evoked potential,
with an active electrode placed at Oz (medial occipital electrode site) to capture the electric signal
from the primary visual cortex, a reference electrode positioned above the left ear (M1 position),
and a ground electrode located above the right ear (M2 position). The resulting normalized power
spectrum density (NPSD) is utilized for image transfer or computational tasks. Figure taken from
Ref. [4]

The sum of all these frequencies,

𝑥(𝑡) =
M
∑

𝑚=0
𝐴𝑚 cos(2𝜋𝑓𝑚𝑡), (4.1)

is then projected using an LED onto a white screen. We choose the frequencies to be 𝑓𝑚 =
𝑓0+𝑚𝛿𝑓 , i.e. a set of M+1 frequencies, each separated by 𝛿𝑓 .
A participant equipped with an EEG device to record SSVEP signals [2] views light projected
onto a white screen. Given that approximately M ∼ 200 different frequencies are encoded into
the light modulation, the participant will perceive a light flicker that appears random rather than
the standard periodic SSVEP signal typically encountered in conventional BCIs. Nonetheless,
this flickering will exhibit a repeating pattern with a period 𝑇 = 1

𝛿𝑓 .
The detected SSVEP manifests as a complex waveform, from which a normalized power spectral
distribution (NPSD) can be derived, as illustrated in Fig. 4.1. This NPSD can then be utilized
for either image reconstruction or neural network classification tasks.
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Figure 4.2: BCI Image Transmission. Experimental results are shown for a handwritten digit
“7" image. The first row shows the SSVEP normalized power spectrum density (NPSD), pro-
duced by frequency division multiplexing following Eq. (4.1), with 𝑓0 = 12 Hz, measurement
time 196 seconds, and bandwidth a) 1 Hz, b) 2 Hz, c) 4 Hz, d) 8 Hz, e) 12 Hz, f) 16 Hz. g) is for
12 Hz bandwidth and a shorter measurement time of 16.3 seconds, while h) is for 12 Hz band-
width with a blindfold (showing only an alpha wave peak at 10 Hz), and i) is a zoom of (a) from
12 to 13 Hz. The second row shows the reconstructed, grey-scale images corresponding to the
data in the image directly above in the first. Each figure also shows the structural similarity index
measure (SSIM) relative to the ground truth image, shown in (r). Figure taken from Ref. [4]

4.3 Image transmission

In this section, the transmission capabilities of our system are thoroughly examined using black-
and-white 14× 14 pixel handwritten images to evaluate its performance. Initially, the original
28×28 pixel handwritten digit images [201] are downsampled to a resolution of 14×14 pixels.
Following this, the resulting image matrix is flattened into a vector, represented as [𝐴0, ...,𝐴𝑀

],
where the length of the vector is M+1 = 196. The amplitudes 𝐴𝑚, which take on binary values
of 0 or 1, are encoded into a time-domain signal. The maximum light intensity projected onto
the screen by the red LED, which has a wavelength of 640 nm, is set to 8 cd.
The outcomes related to the transmission of the digit "7" are depicted in Figure 4.2 for a base
frequency 𝑓0 = 12 Hz and varying frequency spacings 𝛿𝑓 . These spacings correspond to total
SSVEP bandwidths of 1, 2, 4, 8, 12, and 16 Hz and are respectively showcased in Figures 4.2(a)
through (f). Figure 4.2(h) presents the measured signal with the participant blindfolded
(no stimulus), where only the alpha peak at 10 Hz is observable. This 10 Hz alpha rhythm
is a well-known neural oscillation typically associated with relaxed states or closed-eye condi-
tions [202–204]. When the subject is blindfolded, the lack of visual stimuli leads to an increase
in alpha wave activity in the brain, which is primarily detected over the occipital cortex. This
confirms that the recorded signals in other figures, which include additional brain activity, are
authentically generated by the brain and not influenced by external visual stimuli. An enlarge-
ment of the spectrum for a 1 Hz bandwidth is displayed in Figure 4.2(i). Figures 4.2(j) to (q)
exhibit the reconstructed images, which are derived by utilizing the amplitude of each frequency
component from the measured Noise Power Spectral Density (NPSD) and reallocating it to the
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corresponding pixel in the image. It should be noted that for Figures 4.2(a) to (f), the data ac-
quisition time was 196 seconds, which corresponds to a single full period, 𝑇 = 1∕𝛿𝑓 , for the
narrowest bandwidth of 1 Hz. More details about the image retrieval technique can be found in
Chapter 4.7.

The Frequency Division Multiplexing (FDM) SSVEP method can successfully reconstruct the
original image, known as the ground truth, as depicted in Figure 4.2(r). As the overall bandwidth
increases, there is a noticeable reduction in noise, owing to the acquisition of multiple periods
(from 1 Hz to 16 Hz across Figures 4.2(j) to (o)). Each figure also presents the SSIM, which
quantifies the resemblance between the retrieved images and the ground truth. The SSIM indeed
indicates a steady improvement in similarity with an increasing number of measurement periods.
However, a comparison between the single period measurement results for 1 Hz (Figure 4.2(j))
and 12 Hz (Figure 4.2(p)) bandwidths reveals that the shorter 16.3-second acquisition time at 12
Hz bandwidth yields a reconstruction of comparable quality. These findings suggest a trade-off
between the signal-to-noise ratio in the transmitted data, the acquisition time, and the bandwidth.
There appears to be a distinct advantage to utilizing as broad bandwidth as feasible across the
EEG spectrum for optimal results.
These considerations must be carefully balanced against the highly nonlinear nature of neuronal
responses observed in these measurements. When the bandwidth exceeds 2×𝑓0, harmonic and
intermodulation signals are generated at frequencies that can overlap with the original input fre-
quencies. In the subsequent analysis, we demonstrate how these intermodulation frequencies
can be strategically utilized for more sophisticated computations by selectively determining the
operating bandwidths.

4.4 Physical Neural Networks based on SSVEP-based BCI

In this section, we first demonstrate the image classification process to showcase the computa-
tional capabilities of the SSVEP-based BCI system.
This approach draws inspiration from previous research on reservoir computing and extreme
learning machines, which have been effectively used for classifying complex data sets [117–120,
134,205–212]. Additionally, recent advancements have shown that physical systems, when com-
bined with controllable parameters—often termed as learnable "weights"—can achieve similar
outcomes [117]. These methods rely on the nonlinearity inherent in the system to mix input
data with these parameters, and subsequently train the system to improve classification accuracy
for new, unseen data. In our setup, we leverage this concept by encoding extensive data into a
neural network framework, utilizing the nonlinearity of the neural response to perform mixed
processing of the input data.
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Figure 4.3: BCI physical neural network Image Classification. Experimental results from a
single classification experiment of handwritten digits “0" and “1". a) An example of input data,
a greyscale 8x8 pixel digit “0". b) Measured EEG signal NPSD with three highlighted frequency
intervals: the input image frequency-encoded as 64 equidistant frequencies in the [15.0,15.5] Hz
range; the control parameters (determined by a genetic algorithm(GA)) frequency-encoded as
64 frequencies in the [20.0,20.5] Hz range; and the 128 intermodulation frequencies in the
[35,36] Hz range. There are several reasons to optimize the control parameters using a GA
rather than a back-propagation (BP) algorithm. One key reason is that the control parameters
are binary, which makes them well-suited for configuration via GA but challenging to handle
effectively using BP. c) The decoded intermodulation signal in more detail; the blue curve is a
magnification of the measured signal in (b), and the red curve is the synthetic (numerically sim-
ulated) data. d) The readout probability distribution over the two classes “0" and “1" showing a
correct classification (highest probability) for “0". Figure taken from Ref. [4]

To demonstrate the feasibility of constructing a physical neural network classifier, we commence
with the fundamental task of classifying the digits "0" and "1" from a dataset comprising 8x8
pixel handwritten digit images, as referenced in [213]. An illustrative example is depicted in
Fig 4.3(a). By undertaking this task, we aim to explore the potential application of physically
realized neural networks in the realm of pattern recognition.
Fig 4.2 illustrates a straightforward image transmission scenario. In contrast, our current focus
shifts to the realm of image classification, which is grounded in the physical neural network
framework. Within this framework, we integrate the input image with control parameters, the
latter of which are encoded in an additional frequency band. As two bands—input data and con-
trol parameters—are utilized here, the overall frequency-encoded signal is accordingly defined
as 𝑋(𝑓 ) + 𝛼(𝑓 ) over two distinct narrow bands. The mathematical formulation in the positive
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frequency domain is expressed as:

𝑋(𝑓 ) =
∑𝑀

𝑚=0𝐴𝑚𝛿(𝑓 −𝑓𝑚),

𝛼(𝑓 ) =
∑𝑀+𝑃

𝑚=𝑀+1𝐴𝑚𝛿(𝑓 −𝑓𝑚),
(4.2)

with 𝛿 the Dirac delta function.
As illustrated in Eq. (4.2), 𝑋(𝑓 ) and 𝛼(𝑓 ) represent the encoded image information and control
parameters, respectively. The former is confined within the frequency band [𝑓0,𝑓𝑀 ], while the
latter resides within the frequency band [𝑓𝑀+1,𝑓𝑀+𝑃 ]. Additionally, the frequencies 𝑓𝑚 are
defined as in Eq. (4.1). More importantly, the two bands must be distinctly separated without
any overlap, which will facilitate the simplification of the model. This separation ensures that
the intermodulation frequency region, resulting from the mixing between the image and control
parameter frequencies, does not coincide with any intervals of linear or second-harmonic signals.
The image encoding process mirrors that of the image transmission task. The identical method-
ology is applied to the 𝛼-signal, with comprehensive definitions furnished in Chapter 4.7. The
input pixel matrix or vector is transformed into a one-dimensional greyscale vector, represented
as [

𝐴0, ...,𝐴𝑀
], where the amplitudes 𝐴𝑚 assume normalized values within the range [0,1].

These values are proportional to the greyscale intensities, with black equating to 0 and white to
1.
Fig 4.3(b) presents an exemplary outcome of our experiment, where we selected bandwidths of
0.5 Hz for both 𝑋 and 𝛼 signals, each consisting of 64 frequency components. These components
commence at frequencies 𝑓0 = 15Hz and 20Hz, respectively. The spectral components within
the input frequency ranges are denoted as ‘15’ and ‘20’ Hz, and we also emphasize the intermod-
ulation frequency band at 35 Hz, which encompasses a total bandwidth of 1 Hz. It is observed
that the second harmonic signals at 30 Hz and 40 Hz are just perceptible above the noise floor,
while the intermodulation signal exhibits a considerably higher contrast. The intermodulation
signal is shown in more detail in Fig. 4.3(c) where the blue line represents the measured NPSD
and the red curve shows the numerically simulated NPSD, with a relatively good agreement be-
tween them, indicating that the physical neural network can be optimised using synthetic data
from numerical simulations. The numerical model used in this work is described in Chapter
4.7 but in brief, this is based on the phenomenological observation that for a given set of input
frequencies, the output SSVEP spectrum will contain the same input signals together with har-
monics and intermodulation frequencies. The latter second-order frequencies are then weighted
with a function 𝜒 (2), as described in Chapter 4.7, whose shape is determined from measurements
and is found to be universal (i.e. independent of the EEG user). This model can then be used to
simulate a large number of different experiments using e.g. a set of MNIST digits, which in turn
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Figure 4.4: Single and Multi-layer physical neural network classification. (a) Schematic ar-
chitecture of the two-layer PNN. (b) Classification probabilities for the single layer PNN applied
to the Iris dataset with 3 classes. Correct classifications are indicated with gray bars. (c) Classi-
fication probabilities for the two-layer PNN applied to the same Iris dataset. All three classifica-
tions are now correct, and classification probabilities are significantly improved, from ∼ 50% or
less, now up to close to ∼ 80%. Figure taken from Ref. [4]

are then used to learn the optimal 𝛼 parameters with a genetic algorithm [214]. These 𝛼 values
are then used in experiments where we now collect actual EEG data from unseen examples of
out-of-sample digits and perform classification.

Fig 4.3(c) illustrates the intermodulation signal depicted by the blue line, alongside the numer-
ically simulated NPSD represented by the red curve. Both exhibit a relatively good agreement,
suggesting that the numerical model, detailed in Chapter 4.7, aligns well with the Physical Neu-
ral Network (PNN) model. This compatibility indicates that the PNN model can be refined using
synthetic data derived from numerical simulations. The numerical model is founded on phe-
nomenological observations, which can be succinctly summarized as follows: for a given en-
semble of input frequencies, the resulting output steady-state visually evoked potential (SSVEP)
spectrum will encompass the original input signals, along with their harmonics and intermodu-
lation frequencies. These latter second-order frequencies are then weighted by a function 𝜒 (2),
as delineated in Chapter 4.7. The form of this function is ascertained from empirical measure-
ments and is observed to be universal, meaning it remains consistent across different EEG users.
Furthermore, this model can be employed to simulate a multitude of diverse experiments, for in-
stance, utilizing a collection of MNIST digits. These simulations are subsequently leveraged to
ascertain the optimal 𝛼 parameters through a genetic algorithm, as referenced in [214]. The
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identified 𝛼 values are then implemented in experiments where actual EEG data is gathered
from previously unseen exemplars of out-of-sample digits, facilitating the classification process.
Fig. 4.3(d) illustrates the classification results for experimental data of unseen out-of-sample dig-
its, where the classification probability over the two classes "0" and "1" is depicted. In general,
within this work, classification probabilities are derived by segmenting the intermodulation fre-
quency range into several segments that correspond to the number of classes. We then calculate
the total power fraction within each frequency segment to represent the classification probability.
Several experiments are conducted and detailed in Chapter 4.7, where we demonstrate that the
SSVEP-based physical neural network is adept at accurately classifying the digits "0" and "1".
Furthermore, in Chapter 4.7, we exhibit supplementary instances of handwritten digit classifica-
tion, in conjunction with other tasks associated with diverse data sets, including tumour biopsy
data and classification endeavours. These scenarios are characterized by their simplicity as two-
class classification tasks, and while the classification results are acceptable, there is room for
improvement. In light of this, we have delved into strategies to augment the classification prob-
ability and broaden the spectrum of discernible classes.

4.5 Multi-layer physical neural network

To achieve enhanced capability and performance, one potential strategy is to increase the number
of nodes in the SSVEP physical network by augmenting the number of frequencies subject to en-
coding. However, this approach may incur the disadvantage of increased bandwidth consumption
and/or heightened frequency density, which could consequently prolong the measurement time.
Taking this into account, we have devised an alternative approach: utilizing a single network
layer but increasing the number of layers. This method maintains the simplicity of a single-layer
experiment while potentially yielding superior results. We propose to use the output of the first
layer as the input for the second layer, employing a distinct set of control parameters 𝛼′ for the
subsequent layer (as schematically depicted in Fig. 4.4). This secondary loop functions as the
second layer within the overall network, utilizing two sets of control parameters, namely 𝛼 and
𝛼′. Furthermore, the same numerical model can be applied to train these control parameters
effectively.
It can be observed that the number of output elements from the first layer is approximately double
the input size of that layer, which is the sum of the length of 𝛼 and the length of 𝑥. To ensure
compatibility with the second layer, the middle portion of the output is selected as the input to
the second layer, allowing the number of elements to match accordingly.
The outcomes of this ‘connected brain’ methodology are delineated in Figure 4.4. It evidences a
marked enhancement in the classification accuracy across three classes. The Iris flower dataset
[215] serves as the basis for this experiment, engaging 5 input parameters. These parameters’
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Figure 4.5: Effect of attention on physical neural network classification and on the inter-
modulation (IM) frequency power. (a) Classification for a two-layer (brain) PNN with 6 par-
ticipants, each acting only as the second layer (the first layer is fixed, participant 1). Participants
are asked to ’focus’ attention on the light flicker or ’disrupt’ attention by mentally performing
mathematical operations (number additions, subtractions, divisions) for the duration of the light
flicker (200 seconds). In all cases, participants fixate on the illuminated area of the screen. Each
participant was measured twice, several minutes apart, inverting the order of the ’focus’ and ’dis-
rupt’ condition, so as to exclude a possible confounding effect of the temporal order in which the
conditions were performed. We found that PNN classification accuracy (t(5)=6.29, p=0.00006)
and the intermodulation frequency power (t(5)=4.18, p=0.002) were statistically significantly
reduced during the ’disrupt’ compared to the ’focus’ condition. These results indicate that in-
deed, human attention can directly modify the effectiveness of the multilayer brain connection
and PNN computing efficiency. Figure taken from Ref. [4]

values were downsampled to a 2-bit depth and subsequently encoded into 5× 2 =10 1-bit fre-
quency constituents. The performance of a single network layer is portrayed in Figure 4.4(b),
where the classification accuracy approximates random guessing (correct classifications are de-
marcated with grey bars), and the overall classification probabilities are quite low (around 50%
or less). Nevertheless, upon progression to a 2-layer network architecture, as illustrated in Fig-
ure 4.4(c), there is a noticeable amelioration in classification efficacy, with the classification
probability elevated to 80% or higher.
As previously mentioned, the numerical model serves as a versatile tool for simulation, requiring
no customization for different individuals. It is capable of emulating these experiments and
training the physical neural network, which is both straightforward and robust. The two-layer
network can be implemented by a single participant or two distinct participants. The detailed
results are presented in Chapter 4.8.
In our final observation, we highlight that, while neural networks can manifest through diverse
physical systems such as photonic, acoustic, and hydrodynamic ones, often yielding superior
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outcomes [216–219], the distinctive attribute of a brain-based physical neural network is un-
doubtedly the integration of the human brain and related elements into the system. Notably,
human attention significantly influences the SSVEP response, as demonstrated in [171]. This
suggests that attention could directly alter the performance of a PNN. To test this, we conducted
a two-layer classification task with six participants, each serving as the second layer of the net-
work. In this experiment, we investigated the impact of attention and cognitive interference
on classification accuracy and intermodulation frequency power during visual stimulation with a
flickering light. The experimental setup is illustrated in Fig. 4.1. Participants were seated com-
fortably in front of a screen displaying a flickering stimulus, with their EEG signals recorded
throughout the session.
Each participant underwent two distinct experimental conditions: focus and disrupt. In the focus
condition, participants were instructed to direct their full attention to the flickering light, main-
taining a consistent and intentional focus on the stimulus. Conversely, in the disrupt condition,
participants engaged in mental arithmetic tasks (e.g., continuous subtraction or multiplication)
while simultaneously observing the flickering light. These tasks were designed to impose cog-
nitive load and divert attention away from the visual stimulus.
To mitigate potential temporal confounding effects, the order of the focus and disrupt conditions
was alternated across participants, for example, focus and disrupt and then followed by disrupt
and focus. Each condition lasted for 60 seconds, with sufficient rest intervals provided between
trials to prevent fatigue. The EEG data were analysed to extract both the classification accuracy
of the neural response patterns and the power of the intermodulation frequencies elicited by the
flickering stimulus.
Statistical analysis of the results revealed significant differences between the two conditions.
Classification accuracy was markedly reduced during the disrupt phase (𝑡(5) = 6.29, 𝑝=0.00006)
compared to the focus phase. Similarly, the total power of intermodulation frequencies decreased
significantly during the disrupt phase (𝑡(5) = 4.18, 𝑝 = 0.002). These findings suggest that the
engagement of cognitive resources in tasks unrelated to the flickering light diminishes the brain’s
capacity to process and respond to the stimulus, as evidenced by reduced neural synchrony and
intermodulation frequency power.
This study highlights the critical role of human attention in modulating the efficacy of multi-
layer brain connectivity and computational processes, with implications for understanding the
interplay between attention, neural dynamics, and cognitive interference.
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4.6 Conclusions

By embracing an approach analogous to that used in other domains, such as wavelength divi-
sion multiplexing in optical telecommunication systems, we have demonstrated the potential to
substantially expand the scope of SSVEP-based BCIs. Implementing a high-density frequency
multiplexing strategy enables the parallel encoding and transmission of information across nu-
merous channels, with the flexibility to customize this encoding for various applications. We
have illustrated that image data can be effectively conveyed, achieving higher image quality with
increased bandwidths. Conversely, employing narrow bandwidth encoding across a multitude
of frequency channels efficiently stimulates and isolates intermodulation frequencies. This lays
the groundwork for the development of SSVEP-based physical neural networks that leverage the
capacity to multiply control parameters with input data, thereby creating a fully interconnected
neural layer.
The foundational model for SSVEP has proven to be sufficiently straightforward and robust, ap-
plicable to any participant. This suggests that the same model can be utilized to extend this
methodology to a multilayered structure, connecting multiple brains and enhancing the capabil-
ities of the physical neural network. The progress in SSVEP generation through high-density
frequency encoding presents considerable promise for applications in assistive and diagnostic
technologies. Enhancing the robustness and scalability of SSVEP-based BCIs can lead to more
seamless and efficient human-machine interactions.
Further exploration is warranted into the role of human attention within the combined human-AI
computational capacity, particularly regarding its potential applications in diagnosing attention
focus and fatigue. This could also extend to the auditory paradigm, offering new avenues for
research and development in this field.

4.7 Methods

4.7.1 SSVEP Image Retrieval

In the previous sections, we detail the EEG measurements for Figs. 4.2(a)-(e), which are taken
over a period 𝑇 = 196 s. This measurement time is the inverse of the frequency resolution,
specifically 𝑇 = 1

𝛿𝑓 , and applies to the encoding signal with the longest duration as shown in
Fig. 4.2(a), which has a bandwidth of 1 Hz. On the other hand, the measurement depicted in
Fig. 4.2(f) is completed in a shorter time span of 𝑇 = 16 s, corresponding to a bandwidth of
12 Hz. Additionally, as per the convention used throughout this paper, all EEG output spectra
reported in Figs. 4.2(a)-(g) are normalized to the maximum output signal value. The greyscale
reconstructed images are presented in the second row of Fig. 4.2. In this representation, the
NPSD normalization constant is indicated by the colour white, while the absence of signal, or
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zero value, is depicted by black. The intermediate shades of grey are calculated on a proportional
basis. Specifically, for a given encoding frequency with Power Spectral Density (PSD) denoted
by 𝑥, the corresponding grey tone is determined by the ratio 𝑥

𝑥max
. In this work, a unique instance

is presented where the encoding and decoding processes for a specific task, due to its lower com-
plexity, utilize an identical vector quantization strategy. This strategy involves representing the
signals as linearly-indexed vectors of amplitudes that correspond to matched frequency distri-
butions. As observed in the SSVEP NPSDs depicted in Figs. 4.2(a)-(f), higher-order harmonics
emerge, with a significant focus on sum frequency generation (SFG) resonances. This obser-
vation is particularly noteworthy. Given the need to enhance information integration in more
complex tasks, we opt to perform PNN decoding within the SFG regime. This choice is strate-
gic, aiming to leverage the distinct characteristics of SFG resonances observed in the SSVEP
NPSDs for effective decoding.

4.7.2 Our SSVEP Training Model

Inspired by established models in the field of nonlinear optics [192], we have developed a phe-
nomenological model that encapsulates the intricacies of our SSVEP experiment.
In the frequency domain, Eq. (4.1) becomes

�̃�(𝜔) = 𝜋
𝑀
∑

𝑚=0
𝐴𝑚

[

𝛿(𝜔−𝜔𝑚)+𝛿(𝜔+𝜔𝑚)
]

, (4.3)

with the Fourier transform (FT)

�̃�(𝜔) = ∫

+∞

−∞
d𝑡𝑥(𝑡)𝑒𝚤𝜔𝑡,

the inverse Fourier transform (IFT)

𝑥(𝑡) = 1
2𝜋 ∫

+∞

−∞
d𝜔�̃�(𝜔)𝑒−𝚤𝜔𝑡,

and 𝜔 = 2𝜋𝑓 .

As shown in Eq (4.4), we define the EEG signal as a sum of contributions from each harmonic
amplitude, represented by 𝜒 (𝑛)(𝜔), with the Fourier transform operator  .

�̃�(𝜔) =
𝑁
∑

𝑛=1
𝜒 (𝑛)(𝜔)

[

𝑥𝑛
]

(𝜔) =
𝑁
∑

𝑛=1
�̃�(𝑛)(𝜔), (4.4)
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In some implementations of our BCI, a quadratic activation function is incorporated in the read-
out process, yielding a final output that is the square of the norm of the signal, as shown in
Eq (4.5).

𝑦𝑜𝑢𝑡(𝜔) = ||𝑦(𝜔)||2. (4.5)
Starting from Eq. (4.1) with 𝑀 ≥ 1 and FDM defined as

0≪𝜔𝑎−
d𝜔
2

≤ 𝜔0 ≤ 𝜔1 ≤ ... ≤ 𝜔𝑀 ≤ 𝜔𝑎+
d𝜔
2
, (4.6)

such that it is confined into a narrow band, we get an SFG profile as

𝑌𝑆𝐹𝐺(𝜔) =
𝜋
2
𝜒 (2)(𝜔) [𝑋 ∗𝑋] (𝜔). (4.7)

More details about the derivation of the latter equation are reported in the SSVEP Phenomenon
Model section.
Considering two distinct narrow bands involves defining a set of conditions as

0≪𝜔𝑎−
d𝜔
2 ≤ 𝜔0 ≤ ... ≤ 𝜔𝑀 ≤ 𝜔𝑎+

d𝜔
2 ,

𝜔𝑎+d𝜔 < 𝜔𝑏 < 2𝜔𝑎−d𝜔,

𝜔𝑏−
d𝜔
2 ≤ 𝜔𝑀+1 ≤ ... ≤ 𝜔𝑀+𝑃 ≤ 𝜔𝑏+

d𝜔
2 .

(4.8)

The corresponding input spectrum, when we remove the difference frequency generation (DFG)
terms and then we impose 𝜔> d𝜔, is defined by 𝑋(𝜔)+𝛼(𝜔) =

∑𝑀+𝑃
𝑚=0 𝐴𝑚𝛿(𝜔−𝜔𝑚), with 𝑋(𝜔)

and 𝛼(𝜔) defined as

𝑋(𝜔) =
∑𝑀

𝑚=0𝐴𝑚𝛿(𝜔−𝜔𝑚),

𝛼(𝜔) =
∑𝑀+𝑃

𝑚=𝑀+1𝐴𝑚𝛿(𝜔−𝜔𝑚),
(4.9)

like in Eq (4.2), with the added constraint that ∑𝑀
𝑚=0𝐴

2
𝑚 =

∑𝑀+𝑃
𝑚=𝑀+1𝐴

2
𝑚 = 1 to ensure a balanced

distribution of amplitudes between the two signals.
Eqs. (4.7,4.9) imply that the pure SFG profile, generated by sums of one input and one control
frequency, is now given by

𝑌𝑋+𝛼(𝜔) =
𝜋
2
𝜒 (2)(𝜔) [𝑋 ∗ 𝛼] (𝜔), (4.10)
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as proven by Eq. (4.16) in the SSVEP Phenomenon Model section.
We wish to emphasize that, despite the superficial linearity of the equation, the system’s physi-
cal behaviour is fundamentally nonlinear. This nonlinearity is primarily attributed to the overall
amplitude coupling, given that all amplitudes are derived from a common LED source. To eluci-
date the mathematical implications of this inherent nonlinearity, let us consider a scenario where
the signals are subjected to perturbative white noise, denoted by 𝜉, and potentially experience an
amplification in LED intensity by a factor of 𝜎. In such a case, the transformation of our signals
can be described as follows:

𝑋′ = 𝜎𝑋+ 𝜉, 𝛼′ = 𝜎𝛼+ 𝜉. (4.11)
Subsequently, Eq. (4.10) can be expressed as:

𝑌𝑋′+𝛼′ =
𝜋
2
𝜒 (2) [𝜎2𝑋 ∗ 𝛼+𝜎(𝑋+𝛼) ∗ 𝜉

]

, (4.12)

This formulation emphasizes the impact of noise and amplitude scaling on the signal transfor-
mation, which introduces additional uncertainty and perturbations into the system, in contrast to
a simpler linear reservoir.

4.8 SSVEP Phenomenon Model

4.8.1 Derivation of SSVEP Model Equations

To derive Eq. (4.7), without loss of generalization, we show here the computation of the second-
order EEG signal in Eq. (4.4) in the simplest case 𝑀 = 1:

�̃�(2)𝑟,𝑀=1(𝜔) = 𝜒 (2)(𝜔)
[

𝑥2𝑀=1
]

(𝜔) =

= 𝜋
2𝜒

(2)(𝜔)
{

2
(

𝐴2
0+𝐴2

1
)

𝛿(𝜔)+

+ 𝐴2
0
[

𝛿(𝜔−2𝜔0)+𝛿(𝜔+2𝜔0)
]

+𝐴2
1
[

𝛿(𝜔−2𝜔1)+𝛿(𝜔+2𝜔1)
]

+ 2𝐴0𝐴1
[

𝛿(𝜔−𝜔0−𝜔1)+𝛿(𝜔+𝜔0−𝜔1)+𝛿(𝜔−𝜔0+𝜔1)+𝛿(𝜔+𝜔0+𝜔1)
]}

≈

≈ 𝜋
2

{

𝜒 (2)(0)
[

2
(

𝐴2
0+𝐴2

1
)

𝛿(𝜔)+2𝐴0𝐴1
(

𝛿(𝜔+𝜔0−𝜔1)+𝛿(𝜔−𝜔0+𝜔1)
)]

+

+ 𝜒 (2)(2𝜔𝑎)
[

𝐴2
0
(

𝛿(𝜔−2𝜔0)+𝛿(𝜔+2𝜔0)
)

+𝐴2
1
(

𝛿(𝜔−2𝜔1)+𝛿(𝜔+2𝜔1)
)

+

+ 2𝐴0𝐴1
(

𝛿(𝜔−𝜔0−𝜔1)+𝛿(𝜔+𝜔0+𝜔1)
)]}

.
(4.13)
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In Eq. (4.13), the function 𝜒 (𝑛)(𝜔) is approximated to their values in 0,2𝜔𝑎 because they are
supposed to be symmetric with respect to 𝜔 = 0 and |𝜔1,2−𝜔𝑎| ≤ d𝜔.
Let us now consider only 𝜔 > 0. Eq. (4.13) gets reduced to

�̃�(2)𝑟,𝑀=1(𝜔 > 0) = 𝜋
2𝜒

(2)(𝜔)
{

𝐴2
0𝛿(𝜔−2𝜔0)+𝐴2

2𝛿(𝜔−2𝜔1)+2𝐴0𝐴1
[

𝛿(𝜔−𝜔0−𝜔1)+𝛿(𝜔+𝜔0−𝜔1)
]}

≈

≈ 𝜋
2

⎧

⎪

⎪

⎨

⎪

⎪

⎩

𝜒 (2)(0)
[

2𝐴0𝐴1𝛿(𝜔+𝜔0−𝜔1)
]

⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟
DFG

+

+ 𝜒 (2)(2𝜔𝑎)
[

𝐴2
0𝛿(𝜔−2𝜔0)+𝐴2

1𝛿(𝜔−2𝜔1)+2𝐴0𝐴1𝛿(𝜔−𝜔0−𝜔1)
]

⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟
SFG (including SHG)

⎫

⎪

⎪

⎬

⎪

⎪

⎭

.

(4.14)
If we consider just 𝜔 > d𝜔, only the part referring to the SFG (with second harmonic genera-
tion (SHG) considered as an SFG from equal fundamental harmonics) remains.
The last step to get Eq. (4.7) is to exploit the convolution properties of the Dirac delta functions.
Indeed, once defined redefined Eq. (4.3) as

𝑋(𝜔) =
𝑀
∑

𝑚=0
𝐴𝑚𝛿(𝜔−𝜔𝑚), (4.15)

one can see that Dirac delta functions allow us to move easily from continuous to discrete repre-
sentations and back; that is, from Eq. (4.7) to Eq. (4.14) and vice versa.
The same holds true for the two narrow bands case described in Eq. (4.9):

𝑌𝑆𝐹𝐺(𝜔) = 𝜋
2𝜒

(2)(𝜔) [(𝑋+𝛼) ∗ (𝑋+𝛼)] (𝜔) =

= 𝜋
2𝜒

(2)(𝜔)

⎡

⎢

⎢

⎢

⎣

𝑋 ∗𝑋
⏟⏟⏟

∈[2𝜔𝑎−d𝜔;2𝜔𝑎+d𝜔]

+2 𝛼 ∗𝑋
⏟⏟⏟

∈[𝜔𝑎+𝜔𝑏−d𝜔;𝜔𝑎+𝜔𝑏+d𝜔]

+ 𝛼 ∗ 𝛼
⏟⏟⏟

∈[2𝜔𝑏−d𝜔;2𝜔𝑏+d𝜔]

⎤

⎥

⎥

⎥

⎦

(𝜔),

(4.16)
which implies Eq. (4.10).

4.8.2 Single-Layer SSVEP BCI Classifier: Further Results

The results of the handwritten digit image classification using our SSVEP-based BCI - shown
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Figure 4.6: BCI Image Classification: PNN Results. Results of classification experiments of
greyscale handwritten digits “0" and “1", downsampled to 8×8 pixels. EEG-measured spectra
in the SFG regime are reported in blue in the first row, while red lines represent synthetic data.
Corresponding readout probability distributions over the two classes “0" and “1" are shown in
the second row. Each spectrum is correctly classified. Figure taken from Ref. [4]

Table 4.1: Example of one breast cancer dataset feature vector, extracted from a biopsy sample,
and its encoding into a binary vector, as further detailed in Fig. 4.7. The first term, i.e. bias, is
arbitrarily added.

No Name Value Code
0 Bias 0.50 {1,0}
1 Clump thickness 0.44 {1,0}
2 Uniformity of cell size 1.00 {0,1}
3 Uniformity of cell shape 1.00 {0,1}
4 Marginal Adhesion 0.22 {0,0}
5 Single epithelial cell size 0.67 {1,0}
6 Bare nuclei 0.22 {0,0}
7 Bland chomatin 0.78 {0,1}
8 Normal nucleoli 1.00 {0,1}
9 Mitoses 0.11 {0,0}

in Fig. 4.3 - are more broadly presented in Fig. 4.6, demonstrating the effectiveness and limits of
our approach in classifying handwritten digits “0" and “1".

To highlight the versatility of our SSVEP-based BCI in computational tasks, we demonstrate its
capabilities as a classifier for a multivariate breast cancer dataset [220]. This further proves our
PNN ability to handle various data types, from images to lists of numerical values.
In the breast cancer dataset, each datum is a 9-dimensional numerical feature vector, extracted
from biopsy samples and labelled according to the nature of the breast cancer as either benign or
malignant. In transforming feature vectors into frequency-encoded signals, we initiate a series
of preprocessing steps, outlined in Table 4.1 and visualized in Fig. 4.7. This conversion begins
with resizing each feature, denoted as 𝑥, to fit within a rescaled range of [0,1]. The formula for
this normalization is 𝑥−𝑥min

𝑥max−𝑥min
, where 𝑥min and 𝑥max signify the minimum and maximum values
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Figure 4.7: Breast Cancer Dataset Encoding. Strategy to encode the biopsy normalized pa-
rameters - like the one of a feature vector shown in Table 4.1 - in the first three classes of binary
numbers. Figure taken from Ref. [4]
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Figure 4.8: BCI Breast Cancer Multivariate Dataset Classification: PNN Results. Results of
classification experiments of benign and malignant cancers. EEG-measured spectra in the SFG
regime are reported in blue in the first row, while red lines represent synthetic data. Correspond-
ing readout probability distributions over the two classes benign (labelled “0") and malignant
(labelled “1") are shown in the second row. Only the seventh spectrum is not correctly classified.
Figure taken from Ref. [4]

across the dataset, respectively. This ensures that the NPSD normalization constant is represented
by white, the average background noise by black, and intermediate grey tones are determined in
proportion. Following normalization, a vector quantization process is implemented, utilizing a
2-bit codebook that consists of the values {00, 10, 01} and a partition scheme of {0, 13 , 23 ,1}, as
shown in Fig. 4.7. To guarantee representation even when all feature vectors are encoded as zeros,
a bias feature, coded as {10}, is appended to the dataset. For example, given the original feature
values of {0.1, 0.4, 0.9}, the transformation results in a binary vector sequence {10001001}. This
systematic conversion culminates in the original 9×1 feature vectors being expanded into binary
feature vectors with dimensions of 20× 1, thereby preparing them for the frequency encoding
stage.
In the testing phase, encoding is applied comprehensively to both the test data and the control
parameters. These are transformed into narrowband stimuli for modulation of an LED at fre-
quencies of approximately 12 Hz and 15 Hz, respectively. This encoding strategy ensures that
the stimuli are precisely controlled at the designated frequencies. The results of these encoding
processes, which are crucial for the classification task, are elegantly depicted in Fig. 4.8, provid-
ing a visual representation of the outcomes. Our BCI setup, known for its robust SSVEPs enabled
by high-density FDM, which facilitates the deployment of a Physical Neural Network (PNN), is
further utilized to demonstrate the feasibility of implementing a feedforward RC architecture.
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Specifically, we apply an Extreme Learning Machine (ELM) [221] in this context. By revisiting
the classification task of the multivariate breast cancer dataset, we introduce a methodological
shift; we remove the reliance on genetically algorithm-optimized control parameters and adopt
an encoding strategy that relies exclusively on the input data. This approach ensures that the
decoding process is streamlined, focusing on the evaluation of the squared absolute value of the
output Noise Power Spectral Density (NPSD) within the Second Harmonic Generation (SHG)
regime. For those seeking a deeper understanding of the methodology, Eqs. (4.5) and (4.7) in
Chapter 4.7offer a comprehensive explanation. The results of this endeavour are meticulously
detailed and presented in Fig. 4.9.
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Figure 4.9: BCI Breast Cancer Multivariate Dataset Classification: ELM Results. Results of
classification experiments of benign and malignant cancers. EEG-measured spectra in the SHG
regime are reported in blue in the first row, while red lines represent synthetic data. Correspond-
ing readout probability distributions over the two classes benign (labelled “0") and malignant
(labelled “1") are shown in the second row. Only the seventh spectrum is not correctly classified.
Figure taken from Ref. [4]

4.8.3 Multi-Layer SSVEP BCI: Probability Tables

Figure 4.10 presents the classification probabilities for a two-layer Physical Neural Network
(PNN). In scenario (a), the same participant contributes to both layers, while in scenario (b)
to (d), participant 1 is responsible for the first layer, and three additional participants constitute
the second layer. The classification outcomes are notably similar across all configurations, which
underscores the potential for generalizing this methodology to various individuals.
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Figure 4.10: Multi-layer PNN Probability Tables. Classification probability distributions for
different combinations of multi-layer PNN experiments on four participants for the same image
classification task, i.e., classification of 3 classes Iris flower, “0", “1", and “2". In these tables,
the y-axis represents the target value to be predicted, and the x-axis represents the classes of the
readout probability distributions for testing experiments whose first layer is Participant number 1
and the second layer is (a) Participant number 1, (b) Participant number 2, (c) Participant number
3, (d) Participant number 4. Network training is performed employing synthetic data produced
by the same phenomenological model described in Chapter 4.7. Figure taken from Ref. [4]



Chapter 5

Image Transmission with Brain Decoder

5.1 Introduction

In the chapter dedicated to brain models, we introduced various models encompassing narrow-
band and broadband conditions. In this chapter, we shift our focus to the broadband condition,
which holds potential for applications in image transmission, particularly by leveraging the non-
linear effects of brain responses and the advancements in DNN decoding techniques.
Brain-computer interfaces (BCIs) extend human capability by enabling direct brain-machine
communication and robot control, as well as providing routes for neurotechnology research
focused on cognitive abilities, decision-making, memory enhancement, etc. [160–169]. Vi-
sual evoked potentials (VEPs) are widely adopted as a protocol for visual control of BCIs. A
specific example of this is the steady-state visual evoked potential (SSVEP) that is observed
when the light signal is periodically modulated in time, typically in the 3-30 Hz region and
that can be read out either by implanted electrodes or more readily, using an electroencephalo-
gram (EEG) [146, 170–172]. The key feature of the SSVEP signal is the formation after ∼ 1
second of stimulation of a strong and relatively stable, periodic EEG signal that makes SSVEP
particularly attractive, for example, for BCIs. However, the SSVEP signal also exhibits a strong
nonlinearity in the form of multiple harmonics in the output power spectrum [173–175].
When using only one frequency modulation for the input light, these nonlinearities only generate
second and third-harmonic signals, hence having little consequence for most applications. How-
ever, suppose multiple light-modulation frequencies are observed at the same time. In that case,
these will mix and generate sum and difference frequency terms, which could in turn overlap with
the input modulation frequencies (i.e., the fundamental harmonics), thus hindering the concept
of multi-frequency or, using an optical telecommunications industry terminology, wavelength-
division-multiplexing (WDM) in BCIs and in general for the transmission and control of in-
formation with SSVEP across broad frequency bandwidths. Indeed, the concept of WDM was

86
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originally introduced in fibre-optic communication systems to parallelise the transmission of in-
dependent streams of data across multiple (e.g., hundreds or thousands) simultaneous (frequency)
channels, and thus increase data transmission rates by orders of magnitudes.

In this work, we show that it is possible to stimulate the human visual system simultaneously
with hundreds of frequencies in Chapter 4, similar to wavelength or frequency-division multi-
plexing (FDM) utilised in radio and optical telecommunication systems. The modulation fre-
quencies can also extend over a broad range, that is, over more than an octave, such that their
nonlinearly mixed signals overlap with the original input frequencies. After statistical analysis
of experimental data, a brain model is built to study/simulate the input-output response of the
brain under different light stimuli. The model can then be inverted as a DNN trained using the
synthetic data created by the brain model. We demonstrate an application where each pixel from
an image is encoded into a different light-modulation frequency. Then, the various light modula-
tions are projected simultaneously and read out as an SSVEP signal that can be correctly decoded
back into an image either directly from the fundamental harmonic amplitudes for narrow FDM
bandwidths or using the DNN decoder for broadband FDM.

5.2 Method

5.2.1 Setup

The SSVEP signal is monitored in the frequency domain after performing a Fourier transform
of the recorded signal. In most experiments to date, only single frequency modulations are used,
with only a few experiments investigating the use of two simultaneous frequency modulations
[188, 190, 199].
A schematic overview of our set-up is shown in Fig. 5.1. The light emitted from a single LED
is modulated in time with a signal that is generated on the computer and can contain many fre-
quencies simultaneously. Specifically, we encode black and white images into the frequency
domain so that each pixel of the image corresponds to a different frequency. A black pixel has
zero intensity, and a white pixel corresponds to the maximal amplitude of the respectively desig-
nated frequency modulation. All the signals are then summed together and used as a waveform
that modulates the LED light intensity. The light from the LED is projected onto a white wall,
which is observed by the participant wearing the EEG device. We stress that the observer is ob-
scured from direct line-of-sight to the LED during the entire experiment. Therefore, depending
on the specific image, the observer does not see a periodic modulation on the wall, as typical in
most SSVEP experiments and applications, but instead observes a somewhat randomly flicker-
ing light. Moreover, the signal corresponding to the encoded image is projected on the screen
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for a total time 𝑇 ≥ 1∕𝛿𝑓 , where 𝛿𝑓 is the separation between the uniformly spaced modulation
frequencies.

LED

Human

Image

W
hite w

all

Encoding

Decoding

Figure 5.1: Schematic overview of the setup used for steady-state visually evoked potential
frequency-division multiplexing.

5.2.2 Frequency-division multiplexing of images

The frequency encoding tags each 𝑖-th pixel value𝐴𝑖 of the image (composed of𝑁 = 𝑛×𝑛 pixels)
with a unique frequency 𝑓𝑖. Therefore, the LED emission signal is:

𝑆𝐿𝐸𝐷(𝑡) =
𝑁
∑

𝑖=1
𝐴𝑖 cos(2𝜋𝑓𝑖𝑡);

𝑓𝑖 = 𝑓1+(𝑖−1)𝛿𝑓 ;

𝑓𝐵𝑎𝑛𝑑 =𝑁𝛿𝑓.

(5.1)

where 𝑓1 is the lowest value of the frequency band 𝑓𝐵𝑎𝑛𝑑 , and 𝛿𝑓 is the frequency resolution.
In the experiments, the downsampled 14 × 14 pixel MNIST digit image “7” was frequency-
division multiplexed encoded as a stimulus with 𝑓1 = 12 Hz, and the corresponding SSVEP
response was collected. And then the normalized power density spectrum (NPSD) were shown
in Fig. 5.2 and Fig. 5.3. The NPSD is mapping minimum and maximum values of the power
density spectrum to [0 1].
Fig. 5.2(a,b,c,d,e,f) and Fig. 5.3(a,b,c,d,e,f) show the NPSD of EEG under 6 different bandwidths
𝑓𝑏𝑎𝑛𝑑 =1, 2, 4, 8, 12 and 16 Hz. Fig. 5.2 is for the different measuring time corresponding to
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the frequency band, while Fig. 5.3 is for a fixed measuring time (196 seconds). In addition,
Fig. 5.2(g) and Fig. 5.3(g) are the zoom-in of Fig. 5.2(a) and Fig. 5.3(a) respectively, from 12 Hz
to 13 Hz. Fig. 5.2(h, i, j, k, l, m) and Fig. 5.3(h, i, j, k, l, m) are the images/matrixes retrieved
from each 𝑖-th pixel intensity𝐴𝑖, evaluated from the NPSD value at each frequency 𝑓𝑖. Fig. 5.2(n)
and Fig. 5.3(n) are the ground truth image. In addition, the image retrieve is that these images
are reconstructed/reshaped from the corresponding NPSD vectors

[

𝑥1 𝑥2 … 𝑥𝑁
]

via linear
indices, as shown in Eq. (5.2).

[

𝑥1 𝑥2 … 𝑥𝑁
]

=

⎡

⎢

⎢

⎢

⎢

⎢

⎣

𝑥1 𝑥𝑛+1 … 𝑥(𝑛−1)𝑛
𝑥2 𝑥𝑛+2 … 𝑥(𝑛−1)𝑛+1
⋮ ⋮ ⋱ ⋮

𝑥𝑛 𝑥2𝑛 … 𝑥𝑁

⎤

⎥

⎥

⎥

⎥

⎥

⎦

(5.2)

, where the resolution 𝑁 = 𝑛×𝑛.
The results in Fig. 5.2 show that it is possible to massively parallelize the transmission of frequency-
encoded information and successfully reconstruct the information from the SSVEP signal’s NPSD,
despite the typical noise of EEG. However, we also note a gradual degradation of the image qual-
ity as we increase the total bandwidth used for the frequency multiplexing. We interpret this to
be a result of the higher noise, also clearly visible in the spectra in Fig. 5.2c and d, which in turn
is a result of the shorter total measurement times.
We also note that for example in Fig. 5.2a), the second harmonic (at 24-26 Hz) and third har-
monic signals (at 36-39 Hz) are visible and are the result of the strong nonlinearity of the SSVEP.
This nonlinearity can be neglected when reconstructing images from narrowband FDM signals
but becomes important in broadband modulation.

5.2.3 Broadband frequency-domain multiplexing

When the frequency range is very broad, specifically more than one octave, nonlinear harmonic
signals overlap with fundamental harmonic signals. An underlying assumption in the image re-
constructions in Fig. 5.2 was the existence of a linear relation between the projected frequency
intensities and the SSVEP frequency spectrum amplitudes. However, in the presence of SSVEP
spectral peaks that contain energy contributions from all possible combinations of the light mod-
ulation frequencies, it is necessary to first determine the nonlinear mapping function.
Thus, the primary step involves determining the mapping function of the SSVEP readout under
various stimuli. Given that the brain’s response is inherently nonlinear and potentially chaotic,
and considering the weak nature of EEG signals, the readout can become unstable and exceed-
ingly noisy. Consequently, it is essential to initially establish the statistical properties of the
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Figure 5.2: Frequency-division multiplexed encoding of an image with different frequency en-
coding bandwidths. a) and h) are the SSVEP power spectrum and the reconstructed image
with 𝑓1 = 12 Hz (and is the same for all other images), 𝑓𝑏𝑎𝑛𝑑 = 1 Hz and measurement time
𝑇 =𝑁∕𝑓𝑏𝑎𝑛𝑑 = 196 s, 𝑆𝑆𝐼𝑀 = 0.255; in b) and i) 𝑓𝑏𝑎𝑛𝑑 = 2 Hz and measurement time 𝑇 = 98
s, 𝑆𝑆𝐼𝑀 = 0.218; in c) and j) 𝑓𝑏𝑎𝑛𝑑 = 4 Hz and measurement time 𝑇 = 32.7 s, 𝑆𝑆𝐼𝑀 = 0.278;
in d) and k) 𝑓𝑏𝑎𝑛𝑑 = 8 Hz and measurement time 𝑇 = 16.3 s, 𝑆𝑆𝐼𝑀 = 0.238; in e) and l)
𝑓𝑏𝑎𝑛𝑑 = 12 Hz and measurement time 𝑇 = 16.3 s, 𝑆𝑆𝐼𝑀 = 0.224; in f) and m) 𝑓𝑏𝑎𝑛𝑑 = 16 Hz
and measurement time 𝑇 = 16.3 s, 𝑆𝑆𝐼𝑀 = 0.153; g) is the 1 Hz band NPSD in a) from 12 Hz
to 13 Hz; n) is the ground truth image.

SSVEP spectral distribution. This statistical foundation empowers the Deep Neural Network
(DNN) to accurately map the measured spectral density back to the original image.

5.2.4 Image encoder

In this section, the image is encoded into a signal that modulates the intensity of the LED. Sub-
sequently, a DNN is designed to perform inverse mapping by decoding the brain signal back into
the original image. Image encoding is achieved using FDM, as demonstrated in Eq. (5.1). The
light source has limited power, denoted as 𝑃𝑠, which is assumed to be distributed throughout the
brain response. As a result of the nonlinear effect of the brain, the harmonics of SSVEP occupy
multiple frequency channels in the response signal.
To simplify the analysis, this study utilized a random binary image. The power of the received
EEG signal for each positive pixel channel denoted as 𝑃𝑒, and its corresponding signal-to-noise



CHAPTER 5. IMAGE TRANSMISSION WITH BRAIN DECODER 91

5 45f(Hz)
0

1

N
PS

D

(a)

(h)

5 45f(Hz)
0

1

N
PS

D

(b)

(i)

5 45f(Hz)
0

1

N
PS

D

(c)

(j)

5 45f(Hz)
0

1

N
PS

D

(d)

(k)

5 45f(Hz)
0

1

N
PS

D

(e)

(l)

5 45f(Hz)
0

1

N
PS

D

(f)

(m)

12 13f(Hz)
0

1

N
PS

D

(g)

(n)

Figure 5.3: Frequency-division multiplexed encoding of an image with different frequency en-
coding bandwidths. a) and h) are the SSVEP power spectrum and the reconstructed image with
𝑓1 = 12 Hz (and is the same for all other images), 𝑓𝑏𝑎𝑛𝑑 = 1 Hz and measurement time 𝑇 = 196 s,
𝑆𝑆𝐼𝑀 = 0.255; in b) and i) 𝑓𝑏𝑎𝑛𝑑 = 2 Hz and measurement time 𝑇 = 196 s, 𝑆𝑆𝐼𝑀 = 0.270; in
c) and j) 𝑓𝑏𝑎𝑛𝑑 = 4 Hz and measurement time 𝑇 = 196 s, 𝑆𝑆𝐼𝑀 = 0.293; in d) and k) 𝑓𝑏𝑎𝑛𝑑 = 8
Hz and measurement time 𝑇 = 196 s, 𝑆𝑆𝐼𝑀 = 0.332; in e) and l) 𝑓𝑏𝑎𝑛𝑑 = 12 Hz and measure-
ment time 𝑇 = 196 s, 𝑆𝑆𝐼𝑀 = 0.315; in f) and m) 𝑓𝑏𝑎𝑛𝑑 = 16Hz and measurement time 𝑇 = 196
s, 𝑆𝑆𝐼𝑀 = 0.368; g) is the 1 Hz band NPSD in a) from 12 Hz to 13 Hz; n) is the ground truth
image.

ratio (SNR) is presented in Eq. (5.3).

𝑃𝑒 =
𝑃𝑠
𝑛𝑒

;𝑃𝑏(𝑡) =
𝜏
𝑡
𝑃𝑏;

𝑛𝑠 =
𝑛1
𝑚
;𝑛𝑒 ≈ 𝑛2𝑠 = (

𝑛1
𝑚
)2;

𝐵 =
𝑎𝑁𝛿𝑓
𝑚

;

𝑡 = 1∕𝛿𝑓 > 𝑡𝑚𝑖𝑛;𝑇 = 𝑚𝑡 ≥ 𝑁
𝐵𝑚𝑎𝑥

;

𝑆𝑁𝑅 =
𝑃𝑒
𝑃𝑏(𝑡)

=
𝑃𝑠𝑡

𝑛𝑒𝑃𝑏𝜏
≈

𝑃𝑠𝑇
𝑃𝑏𝜏𝑛21

𝑚.

(5.3)

where 𝑃𝑠 is the LED power; 𝑛𝑒 is the number of total occupied frequency channels in the EEG
signal; 𝑃𝑒 is the average power of the occupied frequency channel; 𝑛𝑠 is the number of total
occupied frequency channels in LED signal, as 𝐹𝑚𝑖𝑥 will lead to 𝑛2𝑠 frequencies when 𝑛 = 1;𝑚 =
1;𝑁 = 𝑛𝑠 in Eq. (3.9), so we simply set 𝑛𝑒 ≈ 𝑛2𝑠 ; 𝑛1 represents the number of non-zero pixels; 𝑚
is the number of blocks of the image divided, and 𝑚 = 1 means to encode the whole image into
one trial while 𝑚 = 𝑁 means to encode one pixel in one trial and 𝑁 trial in total; 𝑃𝑏(𝑡) is the
related background noise power introduced; 𝑃𝑏 is the related background noise power introduced
at 𝜏 timescale; 𝐵 is the bandwidth; 𝛿𝑓 is the frequency resolution; 𝑡 is the acquisition time for
each trial; 𝑇 is the total acquisition time for an image;
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When 𝑇 is fixed, the range of 𝑚 is shown in Eq. (5.4).

1 ≤ 𝑚 = 𝑇
𝑡
≤ 𝑇

𝑡𝑚𝑖𝑛
. (5.4)

Eq. (5.3) shows that if we increase 𝑚, it will increase the SNR in the EEG frequency channel.
To generate a random binary image, the image indices are randomized using a random matrix
𝑀 , as shown in Eq. 5.5. This process allows for the distribution of white pixels randomly, rather
than having them concentrated within the central writing area.

𝐼𝑁×1 =𝑀𝑁×𝑁𝐼𝑁×1 (5.5)

Here, 𝐼 and 𝐼 are 𝑁 ×1 vector reshaped from the √𝑁 ×
√

𝑁 image; 𝐼 is the randomized image
𝑁 represents the total number of pixels in the image; 𝑀 is a full rank matrix where each row
contains 0 (representing 𝑁 −1 pixels) and 1 (representing 1 pixel).
In the experiment, we plan to transmit one 16×16 image spending around 1 min, like 𝑇 = 64
seconds. And then we also use 𝑡𝑚𝑖𝑛 = 4, which offers enough time for SSVEP to establish. As
a result, 𝑚 = 𝑇

𝑡𝑚𝑖𝑛
= 16 for a high SNR. Then the bandwidth is 𝐵 = 𝑎𝑁

𝑇 = 4𝑎 and the frequency
mixing results are shown in Eq. 5.6.
In this study, the successful application of the decoder relies on frequency mixing. It is recom-
mended that these bands cover the focused response frequency range of (0,50) Hz. Additionally,
it is preferable for these bands to overlap at least half of their bandwidth with others and for 𝑓0
not to be set at a low frequency since SSVEP is focused. For simplicity purposes, 𝑓0 and 𝑎 should
be positive integers, where 𝑎 is scale parameters.

⎧

⎪

⎪

⎨

⎪

⎪

⎩

𝑓 ∈ [𝑓0,𝑓0+4𝑎];

𝑓𝑑 ∈ [0,4𝑎];

𝑓𝑠 ∈ [2𝑓0,2(𝑓0+4𝑎)];

argmin
𝑓0,𝑎

50−2(𝑓0+4𝑎), subject to:

⎧

⎪

⎪

⎪

⎨

⎪

⎪

⎪

⎩

2(𝑓0+4𝑎) < 50;

4𝑎 ≥ 𝑓0+2𝑎;

2𝑓0 ≤ 𝑓0+2𝑎;

𝑓0 > 4.

(5.6)

Then the only solution of Eq. 5.6 is shown in Eq. 5.7.

𝑓0 = 8𝐻𝑧;𝑎 = 4𝐻𝑧;𝑓 ∈ [8,24]𝐻𝑧; (5.7)
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Then the frequency band for input stimulus is [8,24]𝐻𝑧, and the image was divided into 𝑚 = 16
parts. Each strip can be represented as a vector of size √

𝑁 ×1. A 16×1 strip vector was then
mapped into the frequency band of [8−24) Hz with a resolution of 𝛿𝑓 = 1𝐻𝑧 in Eq. (5.1). Each
strip corresponds to a 4-second signal that sums all the cosine waves used together. For an entire
image, this results in a 64-second signal, which modulates the intensity of LEDs.

5.2.5 Image decoder

The MNIST dataset was preprocessed into 16×16 binary images, with 60,000 images for train
data and 10,000 images for test data. Each image is randomized and divided into 16 strips,
and each strip comes into a spectrum input of the brain model (shown in Eq. (3.29)) to get the
output spectrum distribution. In this way, each image comes into 16 trial spectrum distributions,
forming a spectrum matrix distribution.
In this experiment, each image tags with 50 spectrum matrices sampled from each spectrum
matrix distribution. In this way, 50×60000 = 3×106 pairs of spectrum matrix to image set were
prepared for training DNN. Then, the DNN structure is shown in Fig. 5.4, where CNN1 and
CNN2 is a single CNN layer with 32 and 64 channels respectively, aiming to extract the features
of the spectrum. The fully connected layer(fC Layer) is mapping these features into the image
domain(16 × 16). And then go into the DCNN [83] to reconstruct the image. After training,
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Figure 5.4: DNN structure.

10 images in the test dataset were selected to create a stimulus signal via FDM to stimulate the
brain. And then 10 trials of experimental EEG data were collected, and their spectrum was fed
into the DNN to reconstruct the image. The outputs of DNN are shown in Fig. 5.5. Most digital
numbers can be reconstructed well with several pixels is missed. To test the repeatability of the
experiment, the first image reconstruction experiment was repeated 10 times and 10 outputs are
shown in Fig. 5.6(e) and the ground truth image is Fig. 5.6(a). In addition, the average and the
standard deviation images were shown in Fig. 5.6(b) and c respectively. Then Fig. 5.6(d) is the
output of using averaged 10 input. As shown in Fig. 5.6(e), most of the reconstructed images are
clear, but the last 3 have several pixels miss or error locations.
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(a)

(b)

Figure 5.5: CNN results. a) is the ground truth images; b) is the reconstructed images.

(e)

(a) (b) (c) (d)

Figure 5.6: a) ground truth image; b) average of 10 output; c) std of 10 output; d) the output with
averaged input; e) 10 output with 10 input.

5.3 Conclusion

We have demonstrated that it is feasible to perform simple image transmission relying on a FDM
encoder and a DNN decoder. Typically, the fundamental harmonic of the SSVEP can be used
to transmit the image directly, which can be approximated as a linear model. However, due to
limitations in input power and the presence of internal brain noise, a prolonged measurement time
is required to achieve adequate noise suppression. To enhance the signal-to-noise ratio (SNR) in
SSVEP and improve transmission quality, the image was randomized and segmented into several
strips before being encoded into a broadband signal. The resulting SSVEP response spectrum
was then input into a trained DNN for image decoding.
Furthermore, the distribution model of brain responses can be extended for further developments,
such as by employing Multi-Frequency tag identification (MFID), grey-scale image transmission,
or VAE.

5.3.1 Multi-Frequency tag identification

MFID involves identifying tags using brain readouts when the brain is under frequency-tagged
stimuli, particularly visual stimuli. MFID can be approached in two ways: indirectly and di-
rectly. Indirect approaches focus on higher-level visual processes, such as object, face, or scene
perception, and even working memory. Direct approaches range from low-level responses, like
populations of neurons reacting to contrast changes, to high-level responses, such as populations
of neurons associated with shape recognition. These methods not only enhance human capabili-
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Figure 5.7: the curve and the box-plot of the object function values using 20 trials under stimulus
A (12 Hz+19 Hz) and B (12 Hz+ 20 Hz) respectively. a) and c) is the curve/box-plot of object
function values under stimulus A; b) and d) is the curve/box-plot of object function values under
stimulus B.

ties in daily life but also expand the avenues for investigating the brain’s operational workflows.
However, normally, one or two frequency and their harmonics or the basic sum/different fre-
quency have been focused via PSD or Canonical correlation analysis (CCA). So, this study may
show a new approach to using all possible mixing frequencies, the tagged stimulus of which may
have three or more frequency’s superpositions, it can increase the number of tags using several
frequencies’ superpositions. For example, an SSVEP-BCI keyboard, realized by a 60 Hz re-
fresh rate monitor, can increase the number of tags, instead of using a single flashing frequency,
like 6 Hz, 12 Hz, and 20 Hz. So, two methods can be applied, one is based on deep learning,
and the other is based on conditional probability (Maximum Likelihood Estimation or Bayesian
Estimation).
Deep learning approach, like our approach, but for classification. So, we only need to convert
the Regression Network into the Classification Network by Replacing the Final Layers. So, after
training, if we feed the EEG spectrum into the DNN, the classification results tell which tag it is.
Conditional probability approach, like Maximum Likelihood Estimation(MLE). The goal is
maxing the objective function 𝓁 (𝜆 ;𝑥), a function of 𝜆𝑖, as shown in Eq. (5.8) f (𝑥𝑖 ∣ 𝜆𝑖) is the
probability density function(pdf) from the brain model, 𝑥𝑖 is the spectrum power at frequency
𝑓𝑖. Moreover, the tag is known, and all possible Λ can be obtained. For example, if there are 10
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different tags and each tag is a frequency superposition, it means 10 kinds of 𝜆 are in the Λ set.

𝓁 (𝜆 ;𝑥) = 1
𝑛

𝑛
∑

𝑖=1
ln f(𝑥𝑖 ∣ 𝜆𝑖),

f (𝑥𝑖 ∣ 𝜆𝑖) = 𝜆𝑖𝑒
−𝜆𝑖𝑥𝑖

𝜆 = [𝜆1,𝜆2, ...𝜆𝑛]𝑇 ∈ Λ.

(5.8)

To demonstrate this method, Stimulus A (12 Hz + 19 Hz) and Stimulus B (12 Hz + 20 Hz)
were assigned to two different keys. When the subject focuses on Stimulus A, the curves and
the box-plot of the objective function’s values 𝓁 for 20 trials are depicted in Figure 5.7a and
c, respectively. Figures 5.7b and d illustrate the same metrics when the subject is focusing on
Stimulus B. Over 95% of the trials can be accurately classified. However, when designing the
frequency tags, it is essential to verify the mixing frequencies. If the list of mixing frequencies,
calculated using Eq. (3.9), is too similar for two frequency tags, it may confound the objective
function in Eq. (5.8). This consideration extends the applicability of frequency tag technology.

5.3.2 Greyscale Image Transmission

Greyscale image transmission can be effectively achieved using the bit plane strategy. This
method involves dividing an 8-bit greyscale image into eight constituent binary images, as il-
lustrated in Figure 5.8a. Each bit plane represents a binary image derived from one of the eight
bits per pixel, resulting in a total of eight distinct bit planes.

(a)

(b)

1 2 3 4 5 6 7 8
Bits

0.8

0.9

1

S
S

IM

(c)

Figure 5.8: Bit plane analysis: (a) Binary images extracted from different bit planes; (b) Eight
images, each representing a different bit plane, ranging from the least significant bit to the most
significant bit; (c) Structural Similarity Index (SSIM) between the eight images in (b) and the
reference image.

Figure 5.8b) displays the eight binary images, each corresponding to a different bit plane, while
Figure 5.8c) presents the Structural Similarity Index (SSIM) between these eight images and
a reference image. It is observed that even when only three bits are utilized, the image can
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be satisfactorily reconstructed with an 𝑆𝑆𝐼𝑀 > 0.9. Furthermore, Vector Quantization offers
additional options for greyscale images by employing efficient lossy compression techniques,
thereby expanding the range of possibilities for image transmission.

5.3.3 Normal distribution for Variational Autoencoder

After training a Variational Autoencoder (VAE), it enables the generation of novel images by
sampling from a normal distribution, producing content not present in the original training dataset.
In this thesis, a DNN-based brain decoder is employed to map distributional samples into target
images for transmission. These two functionalities—image generation and image reconstruc-
tion—offer an intriguing opportunity for integration. The generated images could potentially
serve as representations of brain states, such as indicating levels of brain fatigue.
Specifically, the brain’s EEG spectrum, when interpreted as a probabilistic distribution, can be
mapped to a normal distribution. This mapping enables the seamless integration of EEG-derived
distributions with a VAE decoder to produce novel images that were not part of the original
training set.
In practice, new images can be generated by passing randomly sampled encodings, representing
brain readouts, through the VAE decoder. This approach not only extends the utility of brain de-
coding techniques but also underscores the potential for synthesizing novel images directly from
neural activity. Such advancements open exciting new possibilities for creativity and exploration
in neural signal processing, showcasing the potential for bridging brain decoding with generative
modelling techniques.

𝑋 ∼ Exp(𝜆)

𝑌 = 𝐹 (𝑋;𝜆) = 1− 𝑒−𝜆𝑋 ∼ U(0,1)

𝑜𝑟 𝑌 =
𝑋𝑖

𝑋𝑖+𝑋𝑗
∼ U(0,1)

𝜃 = 2𝜋𝑌1
𝜌 =

√

−2log(𝑌2)

𝑍1 = 𝜌×cos(𝜃) ∼ N(0,1)

𝑍2 = 𝜌×sin(𝜃) ∼ N(0,1)

(5.9)

As detailed in Eq. (5.9), the process involves two main steps: First, the cumulative distribution
function (CDF) is used to transform 𝑋 ∼ Exp(𝜆) into 𝑌 ∼ 𝑈 (0,1); second, the Box-Muller-
Wiener algorithm is applied to convert 𝑌 ∼ 𝑈 (0,1) into 𝑍 ∼𝑁(0,1). The results generated by
the VAE decoder utilizing the EEG spectrum are depicted in Figure 5.9. It is observed that the
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distribution-normalized spectrum yields superior results compared to using the raw spectrum.
This approach enables the brain to produce normally distributed random numbers, which can be
utilized within the VAE’s decoder or potentially extended to other applications.

(a) (b)

Figure 5.9: The results generated by the VAE decoder. a) is the output of the VAE decoder using
the original spectrum; b) is the generated images of the VAE decoder using the distribution
normalized spectrum.

5.3.4 Frequency encoded computational Imaging

Frequency encoding can be extended to the realm of computational imaging when patterns are
Time-Frequency encoded. According to the brain model, the brain can be considered a unique
detector that exhibits nonlinear characteristics and processes stationary signals in the frequency
domain. This concept allows us to expand computational imaging into the time-frequency do-
main, with a particular focus on ghost imaging [2].
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Figure 5.10: Frequency encoded Computational imaging integrated with the brain.



Chapter 6

Conclusions

This thesis has explored and demonstrated computational imaging with the human brain across
several facets, including ghost imaging, physical neuromorphic systems, and broadband image
transmission, with the latter two grounded in a phenomenological brain model. In doing so, it
has contributed to advancing our understanding of SSVEP phenomena, modelling human brain
responses, and developing novel applications in neuromorphic and communication systems.
In Chapter 2, the human brain was employed as a nonlinear detector in the context of computa-
tional imaging tasks. On one hand, this research has demonstrated the brain’s ability to function
as a biological detector within computational ghost imaging protocol. However, general ghost
imaging protocols are limited by slow imaging speeds and significant noise from brain signals.
To address these challenges, this work introduced the carving ghost imaging method to enhance
imaging speed and employed a DNN-based ghost imaging method to map SSVEP powers into
images, effectively mitigating noise. The primary contributions include boosting ghost imag-
ing performance, modelling EEG’s power characteristics, and developing anti-noise algorithms.
These advances significantly enrich the field of ghost imaging and provide a deeper characteriza-
tion of brain-generated noise. On the other hand, the human brain’s nonlinear detection capabili-
ties were shown to reflect cognitive information processing states. A novel method was developed
to explore the conscious and unconscious states of the human brain using an SSVEP-based de-
tector. This approach enables a deeper understanding of the interaction between different levels
of cognitive processing. Key contributions include investigating human brain information pro-
cessing and differentiating between conscious and unconscious states, which have implications
for diagnosing and understanding brain consciousness.
Chapter 3 explored the complexity of SSVEP phenomena, presenting a phenomenological model
for SSVEP under both narrowband and broadband scenarios. Developing a mathematical de-
scription of SSVEP responses is essential for better understanding and practical applications. Un-
der the narrowband scenario, a mathematical model was derived using approximations suited to
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narrowband conditions. This simplified model successfully predicts response behaviours within
the band. Under the broadband scenario, a statistical model was developed to describe SSVEP
responses under complex multi-frequency stimuli. The model incorporates nonlinear frequency
mixing terms and provides predictive capabilities for statistical parameters across collected data.
The contributions of this chapter include modelling the nonlinear behaviour of SSVEP, predicting
response trends, and advancing BCI development, thereby enriching both theoretical understand-
ing and practical applications of SSVEP.
In Chapter 4, the application of the narrowband brain model was extended to create physical
neuromorphic systems. This involved using the human brain to implement a neural network
structure, demonstrating its potential for performing AI tasks. By employing high-density Fre-
quency Division Multiplexing (FDM), this research encoded data into light stimuli, stimulating
the brain to elicit SSVEPs. The intermodulation response under high-density FDM was mod-
elled and applied to predict SSVEP readouts, involving hundreds of frequencies. These findings
demonstrated the brain’s capacity for parallel information encoding and neural network imple-
mentation. Moreover, the neuromorphic system was shown to be influenced by brain states, such
as ’focus’ and ’disrupt,’ which significantly affected output classification performance. The con-
tributions of this chapter include Development of high-density FDM techniques for neuromor-
phic systems. Demonstration of multi-brain scalability for neural network layers. Investigation
of brain state effects on neuromorphic performance. These advancements open pathways for
assistive technologies, cognitive enhancement tools, and diagnostic methods for attention focus
and fatigue.
Chapter 5 explored the application of broadband brain models to enable image transmission
through the human brain as a communication channel. This study demonstrated the feasibility
of broadband FDM, stimulating the human visual system with a wide range of frequencies. A
DNN trained on synthetic data was employed to decode images encoded into light-modulation
frequencies. This broadband approach enabled accurate image reconstruction and surpassed
the bandwidth limitations of traditional narrowband SSVEP BCIs. Key contributions include
Demonstration of broadband FDM for neural signal transmission. Development of DNN-based
encoding and decoding techniques. Advancement of real-time image transmission through neural
interfaces. These findings pave the way for advanced cognitive enhancements and sophisticated
human-machine interaction technologies.
The findings of this thesis contribute new insights into SSVEP-based BCIs, computational imag-
ing, and brain modelling. The integration of computational imaging with BCIs introduces novel
methods for studying cognitive processes and implementing neuromorphic systems. These con-
tributions are expected to inform future advancements in neural interface technologies, assistive
devices, and cognitive augmentation.



CHAPTER 6. CONCLUSIONS 101

In conclusion, this thesis has demonstrated significant advancements in SSVEP-based compu-
tational imaging, neuromorphic systems, and broadband communication. Bridging theoretical
modelling with experimental validation lays a solid foundation for future research and innovation
in neural interface technologies.
While there are challenges and limitations to address, the findings presented in this thesis em-
phasize the unique potential of using the BCI not only as a communication channel but also as a
platform for exploring cognitive neuroscience and neural augmentation. We hope that this work
inspires further exploration and contributes to the continued advancement of brain-computer in-
terface systems, computational imaging, and the broader understanding of brain functionality.



Chapter 7

Limitations and Future Work

While this thesis presents significant advancements in the field of computational imaging and
brain-computer interfaces (BCI), several limitations must be acknowledged to contextualize the
findings and guide future research.

7.1 Temporal and Intensity Variations

Figures 2.7, 2.8, 2.10, and 2.11 demonstrate the relationship between screen intensity and re-
sponse over an extended period. However, the sequential nature of the measurements introduces
potential confounding factors, such as temporal variations (e.g., subject fatigue, photoreceptor
bleaching) intertwined with intensity variations. These could explain the unusual negative gra-
dients observed in the transfer function.
To address this limitation in future experiments:

• Randomized measurement order: Intensity measurements should be randomized in time
to eliminate potential biases from sequential measurement order.

• Reverse-order measurement: Performing the measurements in reverse order would help
identify and isolate temporal effects.

• Dynamic control conditions: Implementing frequent breaks and varying the order of
stimuli would help account for adaptation and fatigue effects.

These refinements would enhance the reliability of the measurements and clarify the contribution
of temporal variations to the observed results.
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7.2 Conscious vs Nonconscious Protocols

The conscious/nonconscious experimental protocols, while insightful, are subject to potential
confounds:

• Photoreceptor adaptation: Actions like looking away from the screen to type or disrup-
tions from speaking may influence the results independently of the conscious or noncon-
scious states being measured.

• Task-specific disruptions: Conscious activity, such as typing, might introduce unac-
counted disruptions or influence photoreceptor activity.

Future protocols should explicitly control for these confounds. For example, participants should
maintain a consistent gaze during all tasks, and alternative input methods (e.g., counting the
number of typing one key) could replace typing to minimize disruptions. If such controls are not
feasible, this limitation should be explicitly acknowledged to ensure the validity of conclusions.

7.3 Potential Experimenter Bias

The expectations of the researcher could unintentionally impact the results, particularly dur-
ing subjective evaluations or manual calibration steps. This potential bias should be minimized
through:

• Blinded experimental protocols: Ensuring that the experimenter is unaware of the con-
dition being tested during data collection and analysis.

• Automation: Automating stimulus presentation and data collection wherever possible to
reduce human involvement and potential bias.

Implementing these steps would strengthen the methodological rigour of future studies.

7.4 Sample Size Limitations

Some of the experiments reported in this thesis involve small sample sizes (e.g., 1-3 participants),
which limits the generalizability of the findings. While small sample sizes are sometimes justified
for proof-of-concept studies, larger participant pools are essential for robust statistical analyses,
particularly for ERP studies and other brain signal measurements.
Future work should:

• Expand sample sizes: Recruitment of larger, more diverse participant groups to improve
the reliability and generalizability of the findings.
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• Standardize protocols: Employ consistent protocols to facilitate comparisons across stud-
ies and populations.

7.5 Opportunities for Future Research

Addressing these limitations provides several avenues for future research:
• Investigating the impact of randomized intensity measurement on the accuracy and relia-

bility of transfer functions.
• Designing more robust protocols for conscious/nonconscious state experiments to isolate

relevant factors.
• Expanding sample sizes to validate findings and explore inter-subject variability.
• Developing fully automated and blinded experimental setups to eliminate bias.
• Modeling the human brain requires accounting for its dynamic nature, as it is a nonlinear

and time-varying system.



Appendix A

Spectrum verification

Spectrum distribution and Frequency mixing verification are demonstrated here. To verify the
assumption (each frequency’s power is independent exponential distribution), as well as to verify
the Eq. (3.9), different kinds of stimuli were tested, and there are seven experiment results in total
shown: Fig. A.2, Fig. A.3, Fig. A.4, Fig. A.5, Fig. A.6, Fig. A.7, Fig. A.8, Fig. A.9, and Fig. A.10.
Throughout these experiments results, all distributions fit the exponential distribution well, and
the sum and difference frequencies can also be found as peaks. The average slope (Mean vs Std)
is shown in Eq. (A.1).

𝑠𝑙𝑜𝑝𝑒 = 𝑆𝑡𝑑
𝑀𝑒𝑎𝑛

= 0.98±0.16. (A.1)

Throughout these experiments, almost all the mixing frequencies are picked up correctly and the
result of 𝜆 is shown in Eq. (A.2).

𝛽𝑁 = 1
𝜆𝑁

= 1.26±0.15

𝛽𝑃 = 1
𝜆𝑃

= 4.14±0.97

𝛽𝑃
𝛽𝑁

≈ 3.29.

(A.2)
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Figure A.1: EEG spectrum analysis under baseline state. a) Mean and standard deviation of the
spectrum under the baseline state; b) Fitting between the mean and standard deviation of the
spectrum under the baseline state; c) Mean and standard deviation of the spectrum under the
stimulus state; d) Fitting between the mean and standard deviation of the spectrum under the
stimulus state.
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Figure A.2: EEG spectrum analysis under stimulus state (12 Hz + 15 Hz + 18 Hz). a) Mean
and standard deviation of the spectrum; b) Fitting between the mean and standard deviation of
the spectrum; c) Mean and standard deviation of the spectrum; d) Fitting between the mean and
standard deviation of the spectrum; e) EEG spectrum correlation coefficients; f) Normalized
EEG spectrum histogram; g) EEG spectrum ratio histogram at non-peak parts; h) EEG spectrum
ratio histogram at peak parts; i) EEG spectrum mean and standard deviation of the ratio for each
frequency, with the ratio comparing the stimulus state to the baseline state.
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Figure A.3: EEG spectrum analysis under stimulus state (12 Hz + 16 Hz + 20 Hz). a) Mean
and standard deviation of the spectrum; b) Fitting between the mean and standard deviation of
the spectrum; c) Mean and standard deviation of the spectrum; d) Fitting between the mean and
standard deviation of the spectrum; e) EEG spectrum correlation coefficients; f) Normalized
EEG spectrum histogram; g) EEG spectrum ratio histogram at non-peak parts; h) EEG spectrum
ratio histogram at peak parts; i) EEG spectrum mean and standard deviation of the ratio for each
frequency, with the ratio comparing the stimulus state to the baseline state.
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Figure A.4: EEG spectrum analysis under stimulus state (12 Hz + 16 Hz). a) Mean and standard
deviation of the spectrum; b) Fitting between the mean and standard deviation of the spectrum;
c) Mean and standard deviation of the spectrum; d) Fitting between the mean and standard devi-
ation of the spectrum; e) EEG spectrum correlation coefficients; f) Normalized EEG spectrum
histogram; g) EEG spectrum ratio histogram at non-peak parts; h) EEG spectrum ratio histogram
at peak parts; i) EEG spectrum mean and standard deviation of the ratio for each frequency, with
the ratio comparing the stimulus state to the baseline state.
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Figure A.5: EEG spectrum analysis under stimulus state (12 Hz + 19 Hz). a) Mean and standard
deviation of the spectrum; b) Fitting between the mean and standard deviation of the spectrum;
c) Mean and standard deviation of the spectrum; d) Fitting between the mean and standard devi-
ation of the spectrum; e) EEG spectrum correlation coefficients; f) Normalized EEG spectrum
histogram; g) EEG spectrum ratio histogram at non-peak parts; h) EEG spectrum ratio histogram
at peak parts; i) EEG spectrum mean and standard deviation of the ratio for each frequency, with
the ratio comparing the stimulus state to the baseline state.

0 5 10 15 20 25 30 35 40 45 50
Frequency	(Hz)

0

0.5

1

1.5

2

R
el
at
iv
e	
po
w
er

#10-4 (a)

8Hz

12Hz

20Hz
32Hz

Mean
Std

0 0.5 1 1.5
Mean #10-4

0

5

10

15

20

St
d

#10-5 (b)

	
Linear:		y	=	1.07*x	-	2.53e-06

(c)

10 20 30 40
Frequency	(Hz)

10

20

30

40

Fr
eq
ue
nc
y	
(H
z)

-1

-0.5

0

0.5

1

0 2 4 6
Power	P	(a.u.)

0

0.2

0.4

0.6

0.8

1

1.2

D
en
si
ty

(d)

P 9 Exp(1)

0 2 4 6 8 10
Power	P	(a.u.)

0

0.2

0.4

0.6

0.8

1

D
en
si
ty

(e)

RN 9 Exp(0:8)

0 10 20 30 40 50
Power	P	(a.u.)

0

0.05

0.1

0.15

0.2

0.25

D
en
si
ty

(f)

RP 9 Exp(0:2)

0 5 10 15 20 25 30 35 40 45 50
f(Hz)

0

5

10

15

R

(g)
Mean
Std
F

Figure A.6: EEG spectrum analysis under stimulus state (12 Hz + 20 Hz). a) Mean and standard
deviation of the spectrum; b) Fitting between the mean and standard deviation of the spectrum;
c) Mean and standard deviation of the spectrum; d) Fitting between the mean and standard devi-
ation of the spectrum; e) EEG spectrum correlation coefficients; f) Normalized EEG spectrum
histogram; g) EEG spectrum ratio histogram at non-peak parts; h) EEG spectrum ratio histogram
at peak parts; i) EEG spectrum mean and standard deviation of the ratio for each frequency, with
the ratio comparing the stimulus state to the baseline state.
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Figure A.7: EEG spectrum analysis under stimulus state (12 Hz + 21 Hz). a) Mean and standard
deviation of the spectrum; b) Fitting between the mean and standard deviation of the spectrum;
c) Mean and standard deviation of the spectrum; d) Fitting between the mean and standard devi-
ation of the spectrum; e) EEG spectrum correlation coefficients; f) Normalized EEG spectrum
histogram; g) EEG spectrum ratio histogram at non-peak parts; h) EEG spectrum ratio histogram
at peak parts; i) EEG spectrum mean and standard deviation of the ratio for each frequency, with
the ratio comparing the stimulus state to the baseline state.
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Figure A.8: EEG spectrum analysis under stimulus state (15 Hz + 21 Hz). a) Mean and standard
deviation of the spectrum; b) Fitting between the mean and standard deviation of the spectrum;
c) Mean and standard deviation of the spectrum; d) Fitting between the mean and standard devi-
ation of the spectrum; e) EEG spectrum correlation coefficients; f) Normalized EEG spectrum
histogram; g) EEG spectrum ratio histogram at non-peak parts; h) EEG spectrum ratio histogram
at peak parts; i) EEG spectrum mean and standard deviation of the ratio for each frequency, with
the ratio comparing the stimulus state to the baseline state.
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Figure A.9: EEG spectrum analysis under stimulus state (7 Hz + 11 Hz). a) Mean and standard
deviation of the spectrum; b) Fitting between the mean and standard deviation of the spectrum;
c) Mean and standard deviation of the spectrum; d) Fitting between the mean and standard devi-
ation of the spectrum; e) EEG spectrum correlation coefficients; f) Normalized EEG spectrum
histogram; g) EEG spectrum ratio histogram at non-peak parts; h) EEG spectrum ratio histogram
at peak parts; i) EEG spectrum mean and standard deviation of the ratio for each frequency, with
the ratio comparing the stimulus state to the baseline state.
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Figure A.10: EEG spectrum analysis under stimulus state (7 Hz + 12 Hz). a) Mean and standard
deviation of the spectrum; b) Fitting between the mean and standard deviation of the spectrum;
c) Mean and standard deviation of the spectrum; d) Fitting between the mean and standard devi-
ation of the spectrum; e) EEG spectrum correlation coefficients; f) Normalized EEG spectrum
histogram; g) EEG spectrum ratio histogram at non-peak parts; h) EEG spectrum ratio histogram
at peak parts; i) EEG spectrum mean and standard deviation of the ratio for each frequency, with
the ratio comparing the stimulus state to the baseline state.
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