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Abstract

This Ph.D. thesis explores Artificial Intelligence (AI)-enabled video inpainting using
spatio-temporal correlations. Video inpainting, an important technique in digital image
processing and computer vision, aims to reconstruct the corrupted regions within a video
and generate a visually pleasant result for viewers. This technology has broad applications
across various fields, such as post-processing for television and films, historical protection,
virtual reality, smart traffic systems, and medical healthcare. Due to the difficulties in manual
editing and the rapid developments of AI techniques, there is a growing need to develop
effective and robust AI-driven video inpainting approaches.

Although significant progress has been made with various traditional and deep learning-
based methods in recent years, there are still a few challenges to develop effective and efficient
video inpainting techniques. Key issues, such as visual and contextual inconsistencies,
complex scenes with multiple layers, and high computational demand, often lead to noticeable
artifacts and flickering in inpainted results. In order to address these problems, this research
focuses on three perspectives: enhancing visual and contextual consistency, handling complex
scenes with multiple layers, and improving computational efficiency. The main contributions
of this Ph.D. thesis are as follows:

• Enhancing Visual and Contextual Consistency: A Short-Long-Term Propagation-based
Video Inpainting (SLTPVI) approach was proposed for object removal tasks. This
approach integrates two key modules: a Short-Term Propagation-based Inpainting
(STPI) module and a Long-Term Propagation-based Inpainting (LTPI) module. The
STPI module focuses on filling missing regions in a target frame by propagating local
reference information from neighboring frames, employing three sub-components:
source-region acquisition, illumination adaptation, and progressive fusion. The LTPI
module builds on STPI by performing intra-group-of-pictures (GOP) and inter-GOP in-
painting, ensuring consistency across frames by progressively propagating information
throughout the video. The model was evaluated on the DAVIS and Landscapes datasets
for the object removal task. Comparative analyses against the State-Of-The-Art (SOTA)
methods demonstrated that the proposed approach achieves superior results in both
temporal consistency and visual quality with better evaluation scores and reduced
flickering in inpainting results. Though SLTPVI presented strong performance for
object removal, it had difficulties dealing with video restorations task where both
foreground and backgrounds are broken.
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• Handling Complex Scenes with Multiple Layers: A Depth-Guided Deep Video Inpaint-
ing (DGDVI) was developed to handle challenging scenarios involving complex scenes
where missing regions spans both foregrounds and backgrounds. The network consists
of three sequential modules: a depth completion module, a content reconstruction
module, and a content enhancement module. The depth completion module uses a
spatio-temporal transformer to predict depth information for each video frame, creating
a foundation for layer-aware inpainting. The content reconstruction module leverages
depth-guided feature propagation to generate initial inpainting results, effectively ad-
dressing the spatial relationships between layers. Finally, the content enhancement
module, based on a flow-guided deformable convolutional network, refines the texture
details and temporal coherence of the inpainted results. The proposed method was
evaluated on the DAVIS and YouTube-VOS datasets for both video restoration and
object removal tasks. Experimental results showed that the model produces visually
plausible and structurally accurate results for complex scenes with multiple depth
layers. Comparisons with SOTA methods demonstrated that DGDVI achieved higher
performance both qualitatively and quantitatively while handling more complex sce-
narios with multiple layers effectively. Though the proposed DGDVI showed robust
performance on both video restoration task and object removal task, it still faced
challenges in high-resolution video inpainting task.

• Improving Computational Efficiency: To address the computational challenges of high-
resolution inpainting task, a Hierarchical Sparse Transformer for Video Inpainting
(HSTVI) was proposed. The model processes videos in a coarse-to-fine manner
through two stages: Low-resolution Global Context Reconstruction (LGCR) and High-
resolution Sparse Content Enhancement (HSCE). The LGCR module, built on a sparse
spatio-temporal transformer, sparsely samples frames in the temporal domain and
utilizes global reference information to reconstruct the structure of missing regions at
low resolutions. The HSCE module, based on a sparse flow-guided transformer, refines
textures and enhances visual consistency by focusing on corrupted regions within
high-resolution frames. This hierarchical approach significantly reduces computational
and memory requirements, enabling efficient processing of videos at resolutions up
to 2K. The proposed HSTVI is evaluated on the DAVIS and YouTube-VOS datasets
across resolutions from 240p to 2K. Experimental results demonstrated that HSTVI
outperforms SOTA methods in handling high-resolution videos, achieving superior
results while demonstrating scalability and efficiency.
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This thesis makes significant contributions to the field of AI-enabled video inpainting by
addressing fundamental challenges in visual and contextual consistency, handling complex
scenes with multiple layers, and computational efficiency. The proposed approaches—short-
long-term propagation, depth-guided modeling, and hierarchical sparse Transformer—have
advanced the state of the art in video inpainting, achieving superior results across diverse
datasets and tasks, including object removal and video restoration. Beyond addressing the
technical challenges, these contributions establish a foundation for scalable and robust video
inpainting methods that can be adapted for real-world applications in media production,
healthcare, scientific research, and beyond.

Looking ahead, video editing tasks, including inpainting, are poised to witness transfor-
mative developments over the next 5–10 years. As AI techniques continue to evolve, future
research is expected to focus on enhancing user interactivity and customization in video
editing. By integrating Natural Language Processing (NLP) and generative models, video
inpainting systems could allow users to specify their desired edits through textual prompts,
enabling intuitive and precise control over the content generation process. Additionally,
advances in multimodal learning may lead to systems capable of simultaneously processing
video, audio, and textual data, providing comprehensive tools for complex multimedia editing
tasks. However, some challenges must be addressed to enable widespread adoption of video
inpainting technologies in real-world applications, such as real-time processing and the
reliability and ethical concerns of AI-generated content in sensitive domains. By addressing
the challenges of real-time performance, ethical considerations, and user-centric design,
future research can further enhance the impact of video inpainting and related video editing
tasks, paving the way for transformative advancements in media, healthcare, education, and
beyond in the coming decade.
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Introduction

1.1 Background and Significance

Video inpainting is an important technique in digital image processing and computer
vision, which is used to reconstruct missing regions within a video. With the target to obtain
a visually coherent and reasonable inpainting result, it is crucial to utilize the spatio-temporal
correlations across the frames in the process of video inpainting. Traditionally, the edition
and restoration of images and videos was a labor-intensive task performed by skilled artists
and technicians, particularly in the art and film industries. Manual video editing always takes
a large amount of time and energy, but often obtains visually inconsistent results. This fact
creates a growing need to achieve automatic video inpainting for high-quality inpainting
results. Meanwhile, with rapid developments in AI and Deep Neural Network (DNN), great
progress has been made in digital multimedia and computer vision. Therefore, this research
delves into AI-enabled video inpainting algorithms using spatio-temporal correlations, aiming
to generate visually satisfying video inpainting results both efficiently and effectively.

In addition to the art and film industries, video inpainting is also widely applied across
various fields, significantly enhancing developments within these domains. Based on real
needs and application scenarios, video inpainting can be categorized into two primary tasks,
i.e., object removal [3] and video restoration [8, 9].

Object removal, also known as video editing, aims to produce visually coherent re-
sults for the missing regions where unwanted objects are removed within the video. This
technique is widely used in film and television post-production to remove elements, such
as wires [12], fences [13], or moving targets [3], and creates special visual effects, such as
making performers gradually invisible from scenes. In Augmented Reality (AR) and Virtual
Reality (VR), this technique can be used to create clean 3 Dimensional (3D) reality without
obstructions. Additionally, in traffic communication [14], object removal is employed to
remove vehicles or pedestrians in image pre-processing to produce clean street maps, which
prevents the interference of these objects. Furthermore, in privacy protection, it can also be
used to remove targeted sensitive information from the videos while preserving the global
contexts.
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(a) (b)

(c) (d)

Fig. 1.1 Various applications of video inpainting. From left to right, up to bottom: (a)
unwanted object removal, (b) watermark restoration, (c) old film restoration [1], (d) video
deraining [2].

Video restoration focuses on repairing damaged or degraded videos to recover original
or enhanced content. In multimedia, video restoration techniques are widely utilized to
improve the viewing experience for audiences, such as bringing old films back to life [1],
fixing scratches on damaged videos [15], removing visual obstructions like snow or rain-
drops [2]. In history and culture preservation [16], it plays an important role in recovering
the historical records, allowing future researchers and generations access to valuable visual
documentations. Additionally, in medical imaging and healthcare applications [17, 18], video
restoration can be used to enhance the quality of recorded medical videos by improving
details and removing reflecting lights or obstructions, thereby increasing the accuracy of
disease diagnosis. Moreover, in scientific research [19, 20], when data is unavailable for a
specific period due to loss or other factors, video restoration can be used to predict missing
data, as data from various sources can be transformed into images or videos for analysis.

Overall, the diverse applications of both object removal and video restoration proves the
great potential of video inpainting techniques across various domains. To meet the increasing
need for high-quality video inpainting results, it motivates us to explore both effective and
efficient AI-driven video inpainting schemes.

1.2 Key Challenges

Similar to other low-level tasks in image and video processing, such as video denoising
and super-resolution, video inpainting also involves in recovering important visual informa-
tion, including edges, textures, and shapes in videos. An important fact is that these low-level
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vision tasks are essentially ill-posed problems [21, 22], as their solutions are not unique.
The existence of multiple plausible outputs for an input introduces inherent uncertainty,
making it difficult to achieve accurate and reliable results. However, video inpainting is more
challenging than other tasks, despite sharing the same mathematical nature. The primary
difficulty lies in the need to reconstruct highly degraded regions where the pixels are entirely
missing. This highly differs from video denoising, where pixels are present but contaminated
by noise, and video super-resolution, where intact structures exist but at a lower resolution.
Consequently, despite numerous approaches proposed in recent years, several key technical
challenges still remain in developing an effective and efficient video inpainting scheme.

Challenge for Visual and Contextual Inconsistencies

One of the most significant challenges in video inpainting is to ensure both visual
consistency and contextual coherence for the results. Visual consistency refers to the spatio-
temporal smoothness of the inpainted video, which is important for providing a satisfying
viewing experience. For an inpainting result with good visual consistency, the reconstructed
content in the missing regions must be reasonable and can be seamlessly and naturally blended
with the surrounding valid areas. Additionally, the inpainted content within each frame should
remain consistent across consecutive frames to avoid noticeable flickering during playback.
Contextual coherence, on the other hand, involves maintaining the overall narrative and
structure of the entire video. This requires the inpainting technique to incorporate reference
information not just from short-range, neighbouring frames but also from long-range sources,
particularly in cases involving large missing regions. Achieving these two aspects is complex,
as it demands that the inpainting algorithm effectively integrate spatial and temporal cues,
while leveraging both short-range and long-range information to effectively reconstruct the
missing content.

Challenge for Complex Scenes with Multiple Layers

Complex scenes often involve various objects across distinct foreground and background
layers, with different motion patterns for each layer. As the information in the target regions
is totally lost, it becomes extremely difficult to determine which layer different missing pixels
belong to, especially when dealing with large missing regions spanning multiple layers. If
inpainting algorithms fail to correctly build the relationships between layers, this can result
in blurred object structures and unnatural interactions between the layers. When dealing with
such cases, we can notice obvious artifacts in the results from most previous video inpainting
approaches. Therefore, handling complex scenes with multiple layers poses a significant
challenge in designing an effective AI-enabled video inpainting algorithm.
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Challenge for High Computational Demand

Compared to image inpainting, video inpainting presents greater computational chal-
lenges due to the need to process a sequence of frames rather than a single image. To generate
consistent inpainting results, the algorithm must gather abundant reference information from
both spatial and temporal dimensions. This requires the analysis of a long sequence of frames
to capture the relevant cues, leading to high computational and memory demands for both
Central Processing Unit (CPU) and Graphics Processing Unit (GPU). If the target video
is too long, many inpainting approaches fail in memory management and collapse due to
the computation overload. When dealing with high-resolution videos, this issue is further
exaggerated as the amount of data increases exponentially. Therefore, the computational issue
severely hinders real-time video inpainting applications, which is an important requirement
for computational management and algorithm optimization in the development of efficient
video inpainting approaches.

1.3 Motivations and Objectives
With the aim of developing AI-enabled video inpainting approaches that can produce

high-quality, reliable, and visually consistent results, addressing the key challenges in video
inpainting, including enhancing visual and contextual consistency, handling complex scenes
with multiple layers, and managing high computational demand, serves as the primary
motivations in this research. The following paragraphs introduce the detailed motivations
and objectives of this thesis.

Enhancing Visual and Contextual Coherency

In order to enhance the visual and contextual consistency in video inpainting, the key
lies in the effective utilization of spatio-temporal correlations within the video to generate
reliable content. Given that there is abundant repetitive information across frames, we must
prioritize the use of available information within the video, especially cues from temporal
dimensions. If we ignore the importance of temporal correlations, solely using spatial
contexts within single frames in video inpainting instead, it will lead to obvious flickering
due to the inconsistent content across consecutive frames. To make full use of spatio-temporal
correlations, it requires to facilitate both short-term and long-term propagation of reference
information to achieve results with best visual consistency. In short-term propagation, the
cues provided by neighboring frames are more reliable and consistent references but may not
be sufficient for the entire missing area, especially for videos with large corrupted regions.
As for long-term propagation, the reference information provided by distant frames contains
sufficient contexts but may be inconsistent with the target frame. Our approach aims to
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effectively gather the cues by using both short-term and long-term propagation, ensuring a
coherent and seamless inpainting result.

Handling Complex Scenes with Multiple Layers

To effectively handle complex scenes with multiple layers, it is important to build correct
relationships between different layers within the video. First of all, depth or semantic
information can be utilized to model different layers within the video in the design of video
inpainting framework. When the layers for valid areas has been determined, one solution
to produce plausible inpainting results is that we can separate different layers and complete
the inpainting for each layer, respectively. In this way, the reference information can be
propagated to the corresponding layers independently and then combine together to acquire
a visually satisfying result. Another approach is to analyze the layer information in missing
regions, i.e., predicting the depth or semantic information for missing pixels. During the
subsequent inpainting process, corrupted regions can be reconstructed under the guidance
of the predicted layer information, so that clear structures can be reconstructed for target
regions spanning multiple layers.

Improving Computational Efficiency

Addressing the high computational demand of video inpainting algorithms is essential
to real applications and improve scalability, especially for long-sequence or high-resolution
videos. It can be achieved from two perspectives, including controlling algorithm complexity
and data flow. Firstly, to reduce the algorithm complexity, we aim to build the video inpainting
into a hierarchical framework, including low-resolution reconstruction and high-resolution
enhancement. With this architecture, the algorithm can deal with long-range cues and capture
global contextual information at low resolutions, and afterwards improve the texture and
details at high resolutions, thereby effectively cutting down the computation cost. Secondly,
how to control the data flow in computation is also important for efficient video inpainting.
The large amount of redundant information within the video brings a large data flow in signal
processing. Meanwhile, we observe that mask regions often occupy only a small proportion
of pixels in the videos. This indicates that most valid regions could waste computation
resources. To improve computational efficiency, we can compress and prune the data flow,
which means extracting the most useful information and abandoning redundant information.
For long-sequence videos, key frames can be sampled from the temporal dimension to control
the length of frames for inpainting. For high-resolution videos, important key windows that
contain target regions can be extracted from the spatial dimension to perform sophisticated
computation and refinement, preventing the waste of resources in valid regions. Our proposed
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approach aims to enhance the computational efficiency of video inpainting algorithms by
combining these strategies.

1.4 Overall Contributions

The overall research goal of my research is to design effective and efficient AI-enabled
video inpainting approaches using spatio-temporal correlations. In this Ph.D. thesis, the main
contributions can be summarized as follows:

• To address the challenge of visual and contextual consistency, a short-long-term
propagation-based video inpainting approach is proposed for object removal. Our
method combines STPI and LTPI modules. The STPI module infills an frame using
local reference information from adjacent frames, while the LTPI module uses multiple
STPI modules to inpaint the entire video, ensuring high temporal consistency and
low complexity. With these modules, the correlated spatio-temporal information can
be propagated throughout the video, providing reliable source information from both
local and global ranges for inpainting. The experimental results demonstrate that
our proposed method provides results with better visual and contextual consistency
compared with the state-of-the-art.

• To deal with the challenge of complex scenes with multiple layers, a depth-guided deep
video inpainting network is designed. Our approach divides the inpainting process into
three stages: depth completion, content reconstruction, and content enhancement. We
develop a depth completion module based on a spatio-temporal transformer to obtain
completed depth information for each video frame. A content reconstruction module
generates the initial inpainted video, using depth-guided feature propagation to fill in
missing regions. Finally, a content enhancement module improves temporal coherence
and texture quality. All proposed modules are jointly optimized to guarantee high
inpainting efficiency. Experimental results show that our method provides superior
inpainting results, both qualitatively and quantitatively, compared to previous state-of-
the-art techniques.

• To tackle the challenge of high computational demand, a hierarchical video inpainting
approach for high-resolution videos is developed. This approach consists of two
modules: a low-resolution global context reconstruction module and a high-resolution
content enhancement module. The global context reconstruction module, built upon
a sparse spatio-temporal Transformer, generates an initial low-resolution inpainting
result by leveraging global context information. The subsequent high-resolution
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content enhancement module, based on a sparse flow-guided Transformer, refines
the initial output to produce high-resolution results with finer details and improved
temporal consistency across consecutive frames. By dividing the inpainting process
into these two stages, our framework effectively manages computational and memory
resources, significantly improving efficiency. Experimental results demonstrate that
our method outperforms previous state-of-the-art approaches on high-resolution videos,
both qualitatively and quantitatively.

1.5 Organization of Thesis

In this Ph.D. thesis, it consists of six chapters and is organized as follows. Chapter 1
provides an introduction to the overall thesis. Chapter 2 conducts a literature review for
image and video inpainting progress in recent years, containing traditional approaches and
deep learning-based ones, and introduces the basic knowledge of related techniques. Chapter
3 introduces the short-long-term propagation-based video inpainting for object removal.
Chapter 4 designs the depth-guided deep video inpainting approach for complex scenes
with multiple layers. Chapter 5 presents the hierarchical sparse Transformer for efficient
high-resolution video inpainting. Finally, Chapter 6 gives the conclusion of the whole thesis
and discusses the technical challenges and limitations based on recent researches in the thesis.
Meanwhile, the chapter provides perspectives and plans for future work.





2

Literature Review

2.1 Introduction

In this chapter, we provide a comprehensive literature review on AI-enabled video
inpainting using spatio-temporal correlations. We mainly focus on two parts, i.e. the related
work of image and video inpainting, as well as the related conceptions and techniques in
these areas.

Firstly, we conduct a review of image and video inpainting methods that have shown great
progress in recent years. Image inpainting focuses on reconstructing missing regions within
a single image, while video inpainting techniques aim to reconstruct missing regions within
a sequence of frames. The development of image inpainting facilitates video inpainting as
well, providing great insights and ideas for video inpainting. Therefore, we will first present
the key developments in image inpainting and then explore the evolution of video inpainting
approaches. By discussing the previous methods and the existing challenges in image and
video inpainting, we can build a clear comprehension of this field to further design more
effective and efficient video inpainting approaches.

Secondly, we introduce some key conceptions and technologies related to video inpainting
in the chapter. These include two typical frame alignment techniques, i.e. homography-based
warping and optical flow estimation, which are important for information propagation in
video inpainting. We also give a brief introduction to depth estimation, which is essential for
handling complex scenes with multiple layers. Moreover, we introduce several important
deep learning architectures in image and video inpainting, such as Convolutional Neural Net-
work (CNN), Vision Transformer, and Generative Adversarial Network (GAN). Finally, we
present evaluation metrics used to quantitatively assess the performance of video inpainting
algorithms. By exploring these aspects, we can establish a system of basic knowledge for
further exploration of AI-driven video inpainting approaches.
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2.2 Image and Video Inpainting

2.2.1 Image Inpainting

Image inpainting aims to generate reliable and visually pleasant content for corrupted
regions in an image. This field can be broadly categorized into traditional methods and deep
learning-based methods. Traditional methods, such as diffusion-based approaches [23,
24] and exemplar-based approaches [25, 26], rely on mathematical models or statistical
principles to propagate surrounding textures into the missing regions or find and copy similar
patches from the undamaged areas. However, these methods often struggle with complex
structures and large missing areas. Deep learning-based methods have significantly advanced
the field by leveraging the representational power of neural networks. Among them, CNN-
based methods [27–40] have been widely used for their ability to capture local patterns
and hierarchical features, making them highly effective for generating detailed textures and
structures. More recently, Transformer-based methods [41–43] have emerged, utilizing
self-attention mechanisms to model long-range dependencies, which is particularly beneficial
for reconstructing content in large or contextually complex missing regions. Together,
these advancements have propelled image inpainting toward producing more realistic and
contextually consistent results.

Traditional Image Inpainting

Before deep learning methods were widely applied in this filed, image inpainting was
traditionally implemented in a non-learning manner, which can be generally divided into
diffusion-based methods [23, 24] and exemplar-based methods [25, 26]. The idea of diffusion-
based methods comes from analogy with physical phenomena like heat propagation in
thermodynamic systems. Bertalmio et al. [23] proposed the first diffusion-based method
by formulating this process with Partial Differential Equations (PDE), which smoothly
propagates local information from the exterior to the interior of the hole to fill in missing
regions. Shen et al. [24] subsequently introduced the total variation to recover broken edges,
ensuring the robustness of the method with respect to noise. Diffusion-based methods are
suitable for inpainting with scratches and curves, but they are easy to generate over-smooth
results without fine textures and details when dealing with large missing regions due to PDE-
based smoothness constraints. A different complementary scheme involves exemplar-based
methods, which is also known as patch-based methods, which synthesizes contents for the
target regions by sampling and copying patches from the known regions within the image.
For example, Criminisi et al. [25] proposed an isophote-oriented patch ordering approach
for image inpainting and the sampling ordering of patches is based on structure continuity.
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Jin et al. [26] subsequently introduced facet deduced directional derivatives in searching
candidate patches so that the continuity of boundaries of the inpainted region could be well
guaranteed. Exemplar-based methods can produce good results for broken videos when
source patches are easy to acquire from valid areas. But if there is no existence of similar
patches in known regions, it usually fails to generate reasonable results. Moreover, it suffers
from a high computation cost if the algorithm searches similar patches in a greedy manner.

CNN-based Image Inpainting

Deep learning-based image inpainting has demonstrated impressive performance in recent
years, especially CNN architectures. For instance, Pathak et al. [44] introduced GAN [45]
to image inpainting, achieving much more impressive results than traditional methods.
Other advanced modules or learning strategies were also proposed to produce high-quality
inpainted images, including contextual attention [27–30], partial convolution [31], gated
convolution [32] and Fourier convolution [33]. In these methods, Yu et al. [27] introduced a
contextual attention module to implement the coarse-to-fine generative image inpainting. Liu
et al. [31] designed an image inpainting network using the partial convolutions to effectively
extract features from degraded regions, producing better inpainting results. Yu et al. [32]
constructed a gated convolution-based inpainting network to selectively integrate valid
information collected from the surrounding regions, thereby composing seamless content for
the missing region. Recently, Suvorov et al. [33] built an image inpainting network using the
Fourier convolution to obtain wide receptive field so that the model can implement the large
mask inpainting.

Due to the absence of structures and textures in missing regions, some methods [34–40]
introduced intermediate clues as guidance to generate more reliable results. For example,
Nazeri et al. [34] constructed an Edgeconnect network to predict the edges for missing
contents. The predicted edges are used to guide the inpainting process with a completion
network. Xiong et al. [35] developed a foreground contour completion network to predict
foreground contour for the missing regions and built a CNN-based image completion network
to generate contents with the guidance of the predicted foreground contour. Ren et al. [36]
proposed a structure reconstruction CNN model to complete the missing structure information
of image and also designed a texture generator to yield image details according to the
reconstructed structures. Wu et al. [37] constructed a two-staged generative model for
image inpainting, which firstly accurately predicts the structural information of the missing
region based on local binary pattern learning and subsequently builds a structure-guided
image inpainting network using spatial attention. Song et al. [38] developed a segmentation
prediction model to obtain segmentation information for missing regions and then built a
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segmentation-guided image inpainting network to generate semantically consistent content.
Moreover, instead of one-way semantic guidance, Zhang et al. [39] established a semantic-
guided image inpainting framework in which the semantic segmentation guides image
inpainting and also receives feedback from image inpainting to generate more reliable
inpainting results. Additionally, Sun et al. [40] proposed a deep network which learns to
decompose a complex mask area into several basic mask types and inpaints the damaged
image in a patch-wise manner to enhance the robustness of the method. These CNN-based
methods have stronger abilities than traditional methods in the extraction of features and
the generation of non-existing contents in the image. But there are still some limitations
in CNN-based methods. Due to the limited perception field of CNN to capture the global
context, many methods cannot guarantee structural cohesion or a harmonious texture between
the inpainted region and the image context, especially for high-resolution cases.

Transformer-based Image Inpainting

Besides CNN-based methods, Transformer-based image inpainting approaches [41–43]
also achieved remarkable performance due to their ability to capture long-range dependen-
cies within an image. For instance, Yu et al. [41] proposed a bidirectional autoregressive
Transformer for image inpainting. Li et al. [42] constructed a mask-aware Transformer to
repair the image with large missing areas. Dong et al. [43] designed a Transformer model
to restore the low-resolution structure for the broken image and combined it with a Fourier
CNN model to generate fine textures in the missing regions, guided by the up-sampled
structure. Transformer-based methods can produce more coherent and reasonable results
than CNN-based methods, but some challenges still remain when dealing with large missing
regions and ensuring controlled generation of content to meet specific user requirements.

2.2.2 Video Inpainting

Video inpainting, an extension of image inpainting, focuses on reconstructing missing or
corrupted regions in video frames while maintaining temporal consistency across consecutive
frames. This field can be broadly categorized into patch-based methods, flow-guided methods,
and deep learning-based approaches. Traditional patch-based methods [46, 47, 3, 48–50]
rely on searching and copying spatio-temporal patches from valid regions to fill the missing
areas. While effective for small and simple missing regions, these methods often fail to
handle large missing areas or complex motion dynamics, leading to visible artifacts. Flow-
guided methods [6, 51–54] utilize optical flow to align and propagate information from
neighboring frames to inpaint missing regions. These methods effectively maintain temporal
consistency but can struggle with inaccuracies in flow estimation, especially in cases of large
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missing regions or complex motion patterns. Deep learning-based methods have further
revolutionized video inpainting by leveraging neural networks to learn spatio-temporal
correlations. CNN-based methods [4, 5, 7, 55–57] use convolutional operations to extract
spatial and temporal features, providing efficient solutions for local content restoration
but often struggling with long-range dependencies. Transformer-based methods [58–
61, 8, 9, 62, 63], on the other hand, leverage self-attention mechanisms to capture global
context and long-range dependencies, making them particularly effective for large or complex
missing regions. These advancements, combined with flow guidance, have significantly
improved the quality and robustness of video inpainting, enabling its application in diverse
scenarios.

Patch-based Video Inpainting

Similar with developments of image inpainting, traditional patch-based video inpainting
approaches were developed before the wide utilization of DNN. The primary idea of patch-
based video inpainting approaches is to fill the missing regions with the available patches
collected spatially or temporally from the known regions, which can be implemented in
either a greedy or a global fashion. The greedy-based solutions [46] were used to fill the
regions pixel by pixel, but often produced inconsistent results. To solve this problem, a global
objective function [47] was introduced to optimize patch search and accordingly constructed
the global solution. Huang et al. [3] proposed a novel framwork called Temporally Coherent
Completion of Dynamic Video (TCCDV), which effectively optimizes the the performance
and efficiency of [47] by adding an optical flow term to enforce temporal consistency. To
speed up patch collection and strengthen the coherence, a 3D Patch-Match was adopted [48]
and the resulting method was optimized [49] by introducing an additional optical flow term
to ensure temporal coherence. Additionally, Aldahdooh et al. [50] used motion maps and
adaptive searching windows to construct an error-concealment scheme for video inpainting.

Flow-guided Video Inpainting

Due to the limited temporal correlations across frames, patch-based methods often result
in inconsistent visual artifacts in the inpainted videos. To solve this problem, some approaches
[6, 51–54] adopted optical flow as the guidance to propagate cues from the neighboring
frames to target frame for content construction. For example, Xu et al. [51] proposed a
Deep Flow-guided Video Inpainting (DFVI) that first builds a flow completion module to
estimate the flow of the missing region, facilitating the propagation and composition of
content in the pixel domain. Based on DFVI, Zou et al. [52] predict the flow and proposed
a novel Temporal Shift-and-Aligned Module (TSAM) to propagate the reference cues for
content construction in feature domain. To obtain the reliable flow for the generation of
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temporally coherent results, Gao et al. [6] designed Flow-edge Guided Video Completion
(FGVC), which employs Edgeconnect [34] to predict the edges of missing contents and
then uses the edge information to guide the completion of flow. Then, based on the motion
information of object, Zhang et al. [53] introduced inertia prior for optical flow estimation,
thereby generating better flows to produce more reliable inpainting results. Recently, Kang et
al. [54] proposed an error compensation method to improve the accuracy of flow completion
for the implementation of flow-guided inpainting with high-efficiency.

CNN-based Video Inpainting

In recent years, the application of deep learning, especially CNN-based methods, has also
demonstrated good performance in video inpainting. For example, Lee et al. [4] constructed
a Copy-and-Paste Network (CPNet) to aggregate the cues collected from the reference
frames to the inpaint target frame. Oh et al. [5] proposed a Onion-Peel Network (OPN) that
progressively fills the hole by collecting the contents in the reference images. Furthermore,
Ouyang et al. [7] applied an Implicit Internal Video Inpainting (IIVI), processing challenging
or complex scenarios which contain ambiguous backgrounds or long-term occlusion. To
obtain both spatial and temporal cues for inpainting, some methods [64, 55–57] employed
3D convolution to construct the deep video inpainting network. Specifically, Kim et al. [55]
designed a deep Video Inpainting Network (VINet) for inpainting by using both 3D and 2D
convolutions to collect spatial and temporal information. Chang et al. [56] built a temporal
PatchGAN model based on the proposed 3D gated convolution for free-form video inpainting.
Additional, Chang et al. [57] also proposed a Learnable Gated Temporal Shift Module
(LGTSM) for video inpainting models that could effectively tackle arbitrary video masks
without additional parameters from 3D convolutions.

Transformer-based Image Inpainting

In addition to the CNN-based method, Transformer models were also widely applied for
video inpainting in recent years and presented impressive performances. Based on the Vision
Transformer (ViT) [65], Zeng et al. [58] first developed a Spatial-Temporal Transformation
Network (STTN) for video inpainting. To improve STTN, Liu et al. [59] built FuseFormer
model to generate fine-grained contents by using overlapped patch embeddings. Further-
more, Liu et al. [60] constructed a Decoupled Spatio-Temporal Transformer (DSTT) scheme,
implementing independent spatial propagation and temporal propagation with two different
attention blocks to compose the contents. Masum et al. [61] constructed an end-to-end
network based on Axial Attention-based Style Transformer (AAST) to achieve consistent
video inpainting. To introduce flow-based guidance into the Transformer-based model, Li
et al. [8] designed an End-to-End framework for Flow-Guided Video Inpainting (E2FGVI),
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Fig. 2.1 Projection of points from one plane to points on another plane.

which adopts flow-guided convolution for short-term propagation across neighboring frames
and uses the Transformer model to facilitate long-term spatio-temporal propagation. Addi-
tionally, Zhang et al. [9] designed a Flow-Guided Transformer (FGT) model to fuse cues to
produce high-quality results. Lee et al. [62] introduced a Semantic-Aware Video Inpainting
Transformer (SAVIT) model that can exploit semantic information within the input to effec-
tively improve reconstruction quality and restore clear object boundaries. Furthermore, to
address the constraints in flow-guided propagation and long-range exploration of reference
information from distant frames, Zhou et al. [63] designed an improved Transformer called
ProPainter by combining a dual-domain propagation and a mask-aware sparse Transformer.

2.3 Related Conceptions and Technologies

2.3.1 Homography-based Warping

Homography-based warping is a crucial technique in computer vision that involves trans-
forming the perspective of an image or video frame to align with another view. This technique
is based on estimating a homography matrix, which builds the geometric relationship between
two planes for linear transformation. Homography-based warping is widely used in various
applications, such as image stitching, panorama creation, AR, and 3D reconstruction.

A homography matrix [66] is represented by a 3×3 matrix that relates the coordinates of
corresponding points between two planes, as shown in Fig. 2.1. Let (x,y) be the coordinates
in the source image and (x′,y′) be the coordinates in the target image. The homography
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relationship can be expressed as x′

y′

1

= H

x
y
1

 , (2.1)

where H is the homography matrix defined as

H =

h11 h12 h13

h21 h22 h23

h31 h32 h33

 . (2.2)

The matrix H has 8 degrees of freedom, which means it is determined with 8 independent
parameters. By controlling these parameters, the homography matrix H can complete the
transformations in image warping, such as shifting, rotation, scaling, deformation, and
perspective transformation.

The process to estimate the homography matrix between two images involves several
key steps. First, feature extraction is performed using techniques such as Scale-Invariant
Feature Transform (SIFT) [67] or Speeded Up Robust Features (SURF) [68] to detect
distinctive points in both images. Next, feature matching is performed to find correspondences
between the features in the two images, typically using methods like the Fast Library for
Approximate Nearest Neighbors (FLANN) [69] matcher. After obtaining the initial set of
matched features, outliers are filtered out using robust techniques such as RANdom SAmple
Consensus (RANSAC) [70], which iteratively estimates the homography and retains only
the inliers that support the best model. Once a set of reliable correspondences is established,
the homography matrix is computed by solving a system of linear equations derived from
these correspondences, often using methods like Direct Linear Transformation (DLT) [66]
combined with Singular Value Decomposition (SVD) [71] to find the optimal solution.
Finally, the initial homography estimate can be further refined using non-linear optimization
techniques such as the Levenberg-Marquardt algorithm [72] to minimize the projection error,
ensuring more accurate alignment between the images. Once the homography matrix H is
obtained, it can be used to warp the source image to align with the target image, enabling the
alignment and mapping of two images.

Though the process of single homography-based warping can be effective for many
scenes, it often appears misalignment or significant distortions in scenarios that contain
multiple planes with obvious parallax. Mesh homography-based warping [73] can effectively
mitigate this problem by dividing the image into many smaller grids or meshes, with a
separate homography estimated for each mesh. The algorithm constructs an optimization
function to maintain the global shape of the mesh, so that it can prevent the distortion of
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Fig. 2.2 Displacements of points being tracked across frames.

the content while warping the image. Meanwhile, the model estimates local homography
matrices for each grid under the global constraint of the mesh, allowing it to independently
warp its local region. This model provides a more flexible and accurate approach for image
alignment that is tolerant to parallax in many complex scenarios.

Discussion: Homography-based warping significantly contributes to video inpainting
by enabling the accurate alignment and transformation of frames, which is essential for
maintaining temporal coherence and spatial consistency. By estimating the homography
matrix, we can map the corresponding points between consecutive frames, allowing the
seamless propagation of information across the video sequence. This capability is particularly
crucial when dealing with dynamic scenes and camera movements, as it helps to accurately
reconstruct missing or corrupted regions in each frame based on their aligned counterparts.
Moreover, homography-based warping facilitates the handling of multiple planes within
a scene by dividing the image into smaller meshes and applying separate homographies,
thereby addressing complex transformations and perspective distortions. This ensures that
the inpainted content appears natural and integrated, preserving the overall visual continuity
and enhancing the quality of the inpainted video.

2.3.2 Optical Flow Estimation

Optical flow estimation is a fundamental technique in computer vision used to compute
the apparent movement of objects, surfaces, and edges from one frame to the next in a
video sequence. The optical flow field describes the displacement of each pixel between
consecutive frames, providing critical information about the relative movement between the
scene and the camera.

The fundamental mathematical equation for optical flow estimation is based on the
brightness constancy assumption, which states that the intensity of a pixel remains constant
as it moves between frames. Let us denote the brightness intensity at position (x,y) in the
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image I at time t as I(x,y, t). Following the brightness constancy assumption, the problem of
optical flow can be expressed as

I(x,y,z) = I(x+∆x,y+∆y, t +∆t). (2.3)

where ∆x and ∆y represent the movements in the horizontal and vertical directions and ∆t
represents a very short period of time, as shown in Fig. 2.2. Using a first-order Taylor series
expansion, we approximate I(x+∆x,y+∆y, t +∆t) as

I(x+∆x,y+∆y, t +∆t) = I(x,y, t)+
∂ I
∂x

∆x+
∂ I
∂y

∆y+
∂ I
∂ t

∆t. (2.4)

The equation can be simplified to be

∂ I
∂x

∆x
∆t

+
∂ I
∂y

∆y
∆t

+
∂ I
∂ t

= 0. (2.5)

In compact, it can be expressed as

IxVx + IyVy + It = 0, (2.6)

where Ix, Iy, and It is used to express the derivatives of the image at (x,y, t) in the correspond-
ing directions, and Vx and Vy represent the velocity in the horizontal and vertical directions.
This equation is known as the optical flow constraint equation. To find a unique solution,
optical flow algorithms introduce additional constraints and conditions to estimate the flow.

Optical flow estimation techniques can be broadly categorized into traditional approaches
and deep-based ones. Traditional optical flow estimation methods, such as the Horn-
Schunck [74] and Lucas-Kanade [75] algorithms, solve partial differential equations to
minimize the difference between pixel intensities in consecutive frames. These methods typi-
cally rely on assumptions of smoothness and brightness constancy to compute the flow field.
Although computationally efficient, classical methods often struggle with the robustness such
as large displacements, occlusions, and complex motion patterns, limiting their accuracy in
challenging scenarios. Recent advances in deep learning have led to the development of more
robust and accurate optical flow estimation techniques. Models such as FlowNet [76, 77] and
RAFT [78] utilize CNN to learn motion patterns from large datasets, significantly improving
the quality of the estimated flow fields. These methods can handle complex motions, large
displacements, and occlusions more effectively than classical approaches. Additionally, deep
learning models can generalize better to different types of scenes and motion dynamics,
making them more versatile for various applications.

Discussion: Optical flow guidance [6, 51–54] is crucial for maintaining temporal coher-
ence in video inpainting, where ensuring temporal consistency between frames is essential
for reconstructing visually plausible content. By synthesizing realistic motions for corrupted
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regions and accurately predicting the locations of missing or occluded pixels, optical flow fa-
cilitates the propagation of reference information through the temporal dimension. Moreover,
it enhances the temporal correlations and texture quality of the inpainted result. However,
high-quality optical flow is required, as errors in optical flow estimation can propagate
through the inpainting process, leading to artifacts and inconsistencies.

2.3.3 Depth Estimation

Depth estimation is a crucial task in computer vision that involves predicting the distance
of objects from the camera in a scene. This task has significant applications in various fields,
including Simultaneous Localization And Mapping (SLAM), AR, autonomous driving,
robotics, and computer vision.

Traditional depth estimation techniques primarily rely on stereo vision [79–81], which
utilizes two or more cameras to capture different viewpoints of the same scene, calculating
depth by triangulating the disparity between corresponding points in the images. Recent
advances in deep learning have significantly improved the accuracy and robustness of
monocular depth estimation techniques, which focus on estimating depth information from
monocular images with its inherent relationships. Eigen et al. [82] pioneered the use of
supervised learning for monocular depth estimation, demonstrating that a CNN trained
on large datasets could outperform traditional methods. In addition to these supervised
approaches [82, 83], which require large amounts of labeled data, semi-supervised and
unsupervised depth estimation techniques have gained significant attention in recent years, as
they offer the potential to overcome these limitations. Semi-supervised learning methods [84–
86] incorporate additional information, such as synthetic data, surface normals, and LIght
Detection And Ranging (LIDAR), to reduce the dependence of training on Ground Truth
(GT) depth maps, enhancing scale consistency and improving the accuracy of depth maps.
Unsupervised depth estimation techniques [87–89], on the other hand, do not rely on any
labeled GT data. Instead, they exploit the inherent structure and relationships within the data
to learn depth estimation.

Discussions: Depth estimation is important in video inpainting, particularly in handling
complex scenes with multiple layers. The depth information helps inpainting algorithms
understand the spatial relationships between objects and the scene structure, ensuring that the
reconstructed content maintains the correct depth ordering. The estimated depth information
also helps to propagate contextual cues across frames to correct depth layers, enhancing
contextual coherence for the inpainted result. Though current depth estimation models
provide solutions to predict the depth information, there are difficulties to obtain depth for
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Fig. 2.3 The mechanism of the convolution layer.

missing regions in the video inpainting task if we want to apply depth guidance into video
inpainting framework. To introduce depth information into video inpainting, we designed a
depth completion model to predict the depth in missing regions and a depth-guided content
reconstruction model to generate reliable contents.

2.3.4 Convolutional Neural Network

CNNs are a class of deep learning models that have had a significant impact on computer
vision in recent years. Originally inspired by the structure and function of the visual cortex, as
proposed by Hubel and Wiesel [90] in the 1950s, LeCun et al. [91] developed LeNet, which
applied convolutional layers to recognize handwritten zip code, in 1989. However, CNNs
gained widespread popularity following the success of AlexNet [92] in the ImageNet Large
Scale Visual Recognition Challenge (ILSVRC) in 2012, where it significantly outperformed
traditional approaches. Since then, CNNs have revolutionized the field of computer vision
and many other domains. Designed to automatically and adaptively learn spatial hierarchies
of features from input images, CNNs are highly effective for many tasks such as image
classification, object detection, and segmentation.

The core components of CNNs include convolution layers, activation functions, and fully
connected layers. Each of these components plays a critical role in the architecture and
functionality of CNNs, enabling them to efficiently process and learn from image data.

Convolution layers are the fundamental element of CNNs, which use a set of learnable
filters or kernels to the input data to produce feature maps. The working mechanism of
convolution layer is illustrated in Fig. 2.3. Each filter detects specific patterns or features
such as edges, textures, or shapes. The convolution operation can be expressed as

(I ∗K)(x,y) = ∑
i

∑
j

I(x+ i,y+ j)K(i, j), (2.7)
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Fig. 2.4 Comparisons of common activation functions and linear function.

where I is the input image, K is the filter, and (x,y) are the coordinates of the output feature
map. Convolution layers exploit local connectivity and parameter sharing, making them
highly efficient in extracting local features from data with spatial hierarchies, such as images
and videos.

Activation functions introduce non-linearity into neural networks, enabling them to learn
and capture complex patterns during training, as illustrated in Fig. 2.4. Without activation
functions, which are inherently non-linear, neural networks would be limited to learning only
linear relationships, as convolutional layers and fully connected layers are linear operations.
Common activation functions include Sigmoid, Tanh, and ReLU (Rectified Linear Unit).
Specifically, the Sigmoid function maps input values to the range (0, 1), making it useful for
binary classification tasks. It is defined as

σ(x) =
1

1+ e−x . (2.8)

The Tanh function maps input values to the range (-1, 1), providing zero-centered outputs. It
is defined as

Tanh(x) =
ex − e−x

ex + e−x . (2.9)
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ReLU is widely used due to its simplicity and effectiveness in mitigating the vanishing
gradient problem, enabling the training of deep networks. It is defined as

ReLU(x) = max(0,x). (2.10)

Variants of ReLU, such as Leaky ReLU and Parametric ReLU, address the issue of zero
gradients for negative input values by allowing a small, non-zero gradient when the unit is
not active.

Fully Connected (FC) layers, also known as dense layers, are a crucial component of
neural networks where each neuron in one layer is connected to every neuron in the previous
layer. This allows for the maximum amount of interaction between neurons, enabling the
network to learn complex, non-linear relationships. The operation of a fully connected layer
can be mathematically described as

y = f (Wx+b), (2.11)

where x and y are the input and output vectors, respectively, W is the weight matrix, b is the
bias vector, and f is the activation function. Fully connected layers are used to construct
Multi-Layer Perception (MLP). MLPs are a type of feedforward neural network that is
stacked sequentially with multiple fully connected layers, including an input layer, one or
more hidden layers, and an output layer. Each neuron in a layer is connected to every neuron
in the subsequent layer, allowing the network to learn complex, non-linear relationships in
the data.

The CNN and its variants have demonstrated impressive performance across various
tasks in computer vision. One of the most impactful variants is Deformable Convolutional
Network (DCN) [93, 94]. The core innovation of DCN lies in the deformable convolution
operation. Deformable convolution extends the capabilities of vanilla convolution by intro-
ducing learnable offsets to the sampling locations of the convolutional kernels. This allows
the kernels to adapt their shape dynamically according to the input data, enhancing the feature
extraction ability of the model compared to the fixed rectangular kernels used in traditional
convolutions. The working mechanism of the deformable convolution can be mathematically
expressed as

(I ∗K)(x,y) = ∑
i

∑
j

I(x+ i+∆pi,y+ j+∆p j)K(i, j), (2.12)

where ∆pi and ∆p j are the learnable offsets that allow the kernel to adapt its shape to the
underlying structure of the input feature map. These offsets are predicted from the input
feature map using an additional convolutional layer, making the sampling process both
flexible and adaptive. Compared with the standard convolution, the deformable convolution
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provides a larger receptive field for the model and enhances its ability to capture intricate
patterns and variations in feature extraction. Consequently, DCN significantly improves
performance in challenging scenarios.

Discussions: in recent years, CNNs [95, 5, 55–57] have significantly contributed to video
inpainting by providing powerful tools for feature extraction and spatial representation. Lever-
aging their ability to learn hierarchical features, CNNs effectively capture textures, edges, and
structural information from video frames, making them suitable for reconstructing missing
regions with high fidelity. Their inherent local connectivity and weight-sharing mechanisms
enable efficient processing of frame-level spatial information, which is crucial for generating
visually plausible inpainting results. Additionally, CNN-based architectures [55–57] can
be extended to process temporal information by stacking frames or using 3D convolutions,
allowing them to model short-term temporal consistency. However, CNNs face limitations
when dealing with complex video inpainting tasks. Their reliance on fixed receptive fields can
hinder their ability to capture long-range spatio-temporal dependencies, which are essential
for ensuring global coherence across frames. Moreover, CNNs may struggle with large
missing regions or complex scenes involving multiple layers and motions due to their focus
on local features. These limitations highlight the need for integrating CNNs with comple-
mentary mechanisms, such as attention-based models or recurrent networks, to enhance their
ability to handle the challenges of video inpainting.

2.3.5 Vision Transformer

Transformer model was originally introduced by Vaswani et al. [96] in 2017 in NLP.
Compared to the efficiency of CNNs in aggregating local features, Transformers offer a more
robust framework for integrating contextual information from across the entire input while
enabling parallelized training, making them a powerful architecture in machine learning. The
core idea behind the Transformers is Multi-head Self Attention (MSA), which allows the
Transformer model to dynamically weigh the importance of different input tokens, mimicking
how humans perceive information from the real world. This model has recently been adapted
for various tasks in computer vision, leading to significant advances in the field.

ViT [65] is one of the earliest and most influential adaptations in computer vision, where
images are split into a sequence of patches and processed similarly to sequences in NLP tasks.
The framework of ViT is illustrated in Fig. 2.5. More specifically, an input image is first
divided into non-overlapping patches of fixed size. Each patch is then flattened into a vector
and linearly embedded into a lower-dimensional space. These embeddings are combined
with position embeddings to retain spatial information. The resulting sequence of patch
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Fig. 2.5 The visualized framework of ViT that applies vanilla Transformer for image recogni-
tion task.

embeddings is fed into a Transformer encoder, which consists of multiple layers of MSA and
Feed Forward Network (FFN). In MSA, each input patch embedding is linearly projected into
query, key, and value for the calculation of attention scores, allowing the model to capture
global relationships for each pair of patches. Mathematically, the self-attention mechanism is
defined as

Attention(Q,K,V ) = softmax
(

QKT
√

dk

)
V, (2.13)

where Q, K, and V represent queries, keys, and values, and dk is the dimension of the
key vectors. The MSA mechanism enables Transformer to effectively capture long-range
dependencies and model complex spatial relationships within images.

Following ViT, numerous Transformer variants have been developed for computer vision.
For example, Liu et al. [97] introduced Swin Transformer, which uses hierarchical feature
maps and shifted windows to enhance computational efficiency and scalability for high-
resolution images, making it suitable for a range of dense prediction tasks like object
detection and segmentation. Zhu et al. [93] designed DEtection TRansformer (DETR),
integrating Transformers with convolutional backbones to create end-to-end object detection
models that leverage self-attention for improved spatial context understanding. Additionally,
Wu et al. [98] developed Convolutional vision Transformer (CvT), combining the strengths
of CNNs and Transformers to benefit from both local feature extraction and global context
modeling. Overall, these Transformer variants have achieved impressive performance across
various high-level tasks, such as image classification [99, 100], segmentation [101, 102], and
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object detection [103, 104]. Moreover, they have also been effectively applied to many low-
level tasks, such as image super-resolution [105], restoration [106], and enhancement [107].

Discussions: Transformers [58, 59, 8, 9] have brought transformative advancements to
video inpainting by leveraging their ability to model long-range dependencies and capture
global contextual information. Unlike CNNs, which are limited by fixed receptive fields,
Transformers use a self-attention mechanism to dynamically weigh the importance of each
token in relation to others, enabling the propagation of reference information across spatial
and temporal dimensions. This makes them particularly effective in reconstructing missing
regions in videos with large gaps or complex motions. For example, Transformers can link
distant frames to maintain global coherence, ensuring that the reconstructed content aligns
with the broader context of the video. Additionally, their flexibility in handling sequences
allows them to process spatio-temporal relationships in a unified framework, making them
versatile for both object removal and video restoration tasks. However, Transformers also
have limitations. Their quadratic computational complexity with respect to the input size
makes them resource-intensive, especially for high-resolution video inpainting. Furthermore,
they require large-scale datasets and extensive training to generalize effectively, which may
limit their applicability in domains with limited data availability. These challenges highlight
the need for optimized Transformer architectures, such as sparse attention mechanisms or
hierarchical models, to balance efficiency and effectiveness in video inpainting tasks.

2.3.6 Generative Adversarial Network

GAN is a class of machine learning framework designed to generate realistic and diverse
data across various domains, especially in computer vision. Introduced by Ian Goodfellow
et al. [45] in 2014, GANs have rapidly become an important generative model, impacting
areas such as image and video synthesis, generation, and enhancement. As shown in Fig.
2.6, the architecture of GANs consists of two neural networks: a generator, which creates
data resembling real-world samples, and a discriminator, which evaluates the authenticity
of the generated data. Specifically, the generator network takes a random noise vector as
input and transforms it into a data sample that resembles the training data. The generator
typically uses CNNs or Transformers to create the generated data, such as transforming the
input noise vector into a full-sized image. The discriminator network takes a data sample
(either from the real dataset or generated by the generator) as input and outputs a probability
score indicating whether the sample is real or fake. This network is typically implemented
using convolutional layers or Transformer blocks that extract features from the input data
and make a binary classification.
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Fig. 2.6 The architecture of GAN.

The training process for GAN is essentially a Minimax game, simultaneously improving
through adversarial training. The generator aims to produce increasingly realistic data, while
the discriminator aims to become better at distinguishing between real and generated data.
This adversarial process is formulated as a minimax optimization problem as

min
G

max
D

Ex∼pdata(x)[logD(x)]+Ez∼pz(z)[log(1−D(G(z)))], (2.14)

where x ∼ pdata(x) denotes samples from the real data distribution, z ∼ pz(z) denotes samples
from the noise distribution, G is the generator network that generates data samples from the
noise distribution pz(z), and D is the discriminator network that outputs the probability that a
given data sample is real.

There are many variations of GANs which enhance the flexibility and stability of standard
GANs, making them more effective for a variety of tasks. For example, Mirza et al. [108]
designed conditional Generative Adversarial Network (cGAN) to produce results under the
control of additional input by incorporating additional information, such as class labels or
image data. Zhu et al. [109] designed Cycle-consistent Generative Adversarial Network
(CycleGAN) to facilitate image-to-image translation without requiring paired training data
by using cycle consistency loss. Karras et al. [110] introduced Style-based Generative
Adversarial Network (StyleGAN) to produce high-resolution and highly detailed images for
applications, such as face generation and artistic content creation.

Discussions: In recent years, GANs [56–59] have contributed significantly to image and
video inpainting by enabling the generation of realistic and contextually coherent results.
In video inpainting, the combination of a generator and discriminator ensures that the
inpainted video frames blend seamlessly with the surrounding content while maintaining
temporal coherence across frames. This is crucial for avoiding visual artifacts and preserving
spatio-temporal consistency in the inpainted results. Additionally, GANs can incorporate
additional information, such as optical flow and depth information, to produce content with
clearer structure and better textures. Consequently, GANs provide a powerful framework for
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addressing the challenges of video inpainting. However, GANs also face several limitations.
They are challenging to train due to instability in the adversarial process, often leading to
mode collapse or difficulty in converging. Moreover, GANs require extensive computational
resources and large datasets to produce high-quality results.

2.3.7 Evaluation Metrics

Evaluation metric is an important aspect to assess the performance of video inpainting
algorithms in reconstructing missing regions. In order to provide a comprehensive and
objective evaluation for inpainting approaches, various quantitative metrics are adopted to
measure the quality of inpainted results, such as Peak Signal-to-Noise Ratio (PSNR) [111],
Structural Similarity Index Measure (SSIM) [111], Learned Perceptual Image Patch Similar-
ity (LPIPS) [112], Video Fréchet Inception Distance (VFID) [113], and flow warping error
(Ewarp) [114]. Each of these metrics provides a different perspective on the visual quality of
inpainted results.

PSNR [111] is a widely used metric for evaluating the quality of reconstructed images
and videos, which measures the ratio between the maximum possible power of a signal and
the power of noise that affects the quality of its representation. The PSNR is calculated
using the Mean Square Error (MSE) between the original and reconstructed frames and is
expressed in deciBels (dB). The formula for PSNR is given by

PSNR(I, Î) = 10log10

(
MAX2

I
MSE

)
= 20log10

(
MAXI

MSE

)
, (2.15)

where MAXI is the maximum possible pixel value of the image (this value is 255 for 8-bit
images), and MSE is defined as

MSE
(
I, Î

)
=

1
mn

m−1

∑
i=0

n−1

∑
j=0

[I(i, j)− Î(i, j)]2, (2.16)

where I is the original frame, Î is the inpainted frame, and m and n are the spatial dimensions
of the frames. A higher PSNR value indicates that the inpainted image is of higher quality
and has a lower reconstruction error. However, it is important to note PSNR is not a perfect
metric and may not always correlate with human perception of image quality.

SSIM [111] is a perceptual metric that measures image degradation as perceived change
in structural information. The SSIM index ranges from -1 to 1, where 1 indicates the most
perfect structural similarity. The SSIM between two N ×N patches x and y of I and Î is
computed as

SSIM(x,y) =
(2µxµy + c1)(2σxy + c2)

(µ2
x +µ2

y + c1)(σ2
x +σ2

y + c2)
, (2.17)
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where µx and µy are the average pixel values of x and y, σ2
x and σ2

y are the variances, σxy is
the covariance between x and y, and c1 and c2 are constants to stabilize the division with
weak denominator values. Typically, c1 = (k1L)2 and c2 = (k2L)2, where LI is the dynamic
range of the pixel values (for 8-bit images, L = 255), and k1 and k2 are small constants (e.g.,
k1 = 0.01 and k2 = 0.03). SSIM can be used to evaluate the performance of video inpainting
algorithms by measuring the structural similarity between an original and inpainted results.

LPIPS [112] is a modern metric to assess perceptual similarity between images. Unlike
traditional metrics such as PSNR and SSIM, which concentrates on the differences between
pixel or patches, LPIPS computes the distance between images in the high-level feature
space of a pre-trained DNN, such as Visual Geometry Group (VGG) [115] or AlexNet [92],
which aligns more closely with human visual perception. LPIPS between original frame I
and inpainted frame Î is computed as

LPIPS(I, Î) = ∑
l

1
HlWl

∑
h,w

||wl · (φl(I)hw −φl(Î)hw)||22, (2.18)

where φl represents the features extracted from the l-th layer of a pre-trained network, wl

are learned weights for each layer, and Hl and Wl are the height and width of the feature
maps at layer l. By introducing learned perceptual features, LPIPS provides a more accurate
and meaningful evaluation of visual quality compared to traditional metrics, especially in
applications involving complex textures and structures.

VFID [113] is also an modern DNN-based metric which is designed to evaluate the
quality of generated or reconstructed video sequences by measuring the similarity between
the feature distributions of real and synthetic videos. Developed from the Fréchet Inception
Distance (FID) [116], which is commonly used to assess the quality of images, VFID extends
FID to videos. To compute VFID, we firstly extract features of each frame using a pre-
trained DNN, such as Inflated 3D convnet (I3D) [117], which can capture spatio-temporal
information from videos. Then we compare the mean and covariance of these feature
distributions for real videos P and generated videos Q. The formula of VFID is given as

VFID(P,Q) = ||µP −µQ||2 +Tr(ΣP +ΣQ −2(ΣPΣQ)
1/2), (2.19)

where (µP,ΣP) and (µQ,ΣQ) are the mean and covariance of the feature vectors from the
real and inpainted videos, respectively, and Tr represents the trace in matrix computation. A
lower VFID score indicates a more similar distribution between real videos and reconstructed
results, representing generated videos with better quality and diversity. VFID provides
a comprehensive perceptual assessment of video quality from both spatial and temporal
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dimensions, making it an effective metric to evaluate the performance of video inpainting
methods.

Ewarp is an important metric for the evaluation of the temporal consistency in inpainted
videos. This metric measures temporal consistency by comparing the similarity of cor-
responding pixels from consecutive frames. To calculate Ewarp, frame warping is firstly
implemented to compensate the displacements between consecutive frames and we typically
adopt optical flow estimation network, such as FlowNet 2.0 [77] or RAFT [78]. The warp-
ing error is then calculated with the MSE between the warped inpainted frame Iw and the
neighboring frame In as

Ewarp =
1
N

N

∑
i=1

∥Iw(i)− In(i)∥2, (2.20)

where N is the number of pixels. A lower warping error represents better temporal consistency
for reconstructed regions in inpainted results.





3

Short-Long-Term Propagation-Based
Video Inpainting for Object Removal

3.1 Introduction

In this chapter, we will introduce a SLTPVI approach for object removal. Object re-
moval [118, 3, 119] is a critical area of research in video inpainting. When unwanted objects
are removed artificially or automatically from a given video, missing regions appear in
the frames where these objects once existed. The primary goal of object removal in video
inpainting is to restore these missing parts of a video sequence in a visually plausible manner,
maintaining temporal consistency and spatial coherence across frames. This technique was
initially implemented based on image inpainting [120, 22] and has been further developed by
incorporating the temporal correlation of video frames [46].

The patch-based approaches [46, 47, 121, 48, 3, 49] were designed to fill the missing
regions by using the available patches collected spatially or temporally from known regions
of the video. In general, the filling of the missing regions could be implemented in either
a greedy fashion [46, 47, 121] or a global fashion [48, 3, 49]. The methods effectively
processed the non-stationary inpainting scenes, although searching for such patches always
resulted in rather high computational complexity, which limited their speed and the range of
applications.

In contrast, propagation-based methods [3, 51, 6] have been developed based on the
spatio-temporal correlation of video frames. With the guidance of optical flow or homography,
the source information collected for inpainting was propagated throughout the video so that
the empty areas can be filled by the composed content with high temporal coherence. The
performance of these approaches depended upon the propagation efficiency. Consequently,
how to implement effective information propagation remains a key issue for the design of the
propagation-based inpainting.

Recently, deep learning-based methods, including the application of CNN [64, 95, 55, 56]
and Transformer models [58, 59, 8], have demonstrated impressive inpainting results for
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videos. Many of CNN-based methods designed the end-to-end schemes and applied the 3D
convolution to fuse spatial-temporal features for the synthesis of content. However, these
approaches often produced coarse textural detail due to the lack of effective alignment of
features. Attention-based methods have also been developed based upon the spatio-temporal
context aggregation module to compose content; although, these approaches could not
produce fine-grained textures and thus could not process complicated video scenes. Note that
the deep learning-based approaches suffered from high computational cost and complexity,
especially at the training stage. Moreover, the robustness of these methods was not as good
as expected. Their performance highly depends upon the training datasets.

Despite the significant progress made in video inpainting, several challenges remain
in designing an effective scheme for object removal due to the dynamic nature of video
content. These challenges include handling diverse and complex motion patterns, varying
lighting conditions across frames, ensuring long-term temporal coherence, and achieving
visually satisfying effects. Diverse and complex motion patterns often make it difficult to
accurately predict the movement of objects being removed, leading to artifacts or unnatural
transitions in the inpainted regions. Varying lighting conditions complicate the maintenance
of consistent color and texture, resulting in noticeable discrepancies. Ensuring long-term
temporal coherence requires collecting and integrating reference information from multiple
frames, which increases computational complexity and memory usage. Additionally, real-
world videos often contain occlusions and complex interactions between multiple objects,
further complicating the task of generating visually satisfying results. These challenges
necessitate the development of advanced algorithms capable of maintaining consistency and
realism across dynamic video content to achieve impressive performance for object removal.

In order to tackle these problems, we proposed a combined module comprising SLTPVI
to fill the missing areas of the video with removed objects. The proposed SLTPVI was
composed by both STPI and LTPI. Specifically, the STPI module was designed to fill a single
frame with the reference information obtained from its adjacent neighbors. In STPI, a depth-
guided mesh-warping model with an illumination adaptation algorithm and a progressive
fusion algorithm were developed to fill the missing region with high quality information.
The LTPI module was constructed based on STPI but uses more reference information from
more distant frames. Moreover, it was designed to inpaint the whole video by propagating
the spatio-temporal information of frames through the video. In LTPI, the intra Group Of
Pictures (GOP) inpainting strategy and the inter GOP inpainting strategy were developed to
reduce the computational complexity. The main contributions of this paper are summarized
as follow:
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Fig. 3.1 Schematic showing the pipeline of our proposed method. Firstly, the input video is
divided into several GOP. Then, the intra and inter GOP inpainting are sequentially performed
to compose the LTPI module and both are constructed based on the STPI module. The STPI
module consists of source region acquisition, illumination adaptation and progressive fusion,
which are employed to obtain the reliable source region and seamlessly transfer it to target
region. The final refinement, which is composed by spatial inpainting and STPI, is carried
out if the frames cannot be completely filled by LTPI.

• Firstly, we proposed combining two temporal propagation-based modules, i.e., STPI
and LTPI, to implement a high-efficiency video inpainting by using the reliable source
information obtained based on the spatio-temporal correlation of frames.

• We then designed a depth-guided mesh-warping model to predict the moving motion for
missing regions of video data, including both single-layer and multi-layer alignment-
based source region acquisition methods for different scenarios within the STPI.

• We next proposed an illumination adaptation algorithm to eliminate the brightness
variation of frames together with progressive fusion algorithm for STPI, seamlessly
transferring the source region to the target area.

• Finally, we developed both intra and inter GOP inpainting strategies for LTPI, where all
the frames of a video are separated into several groups so that the reference information
can be propagated forward and backward to implement a progressive inpainting with a
high temporal consistency and a low complexity.

3.2 Methodology

3.2.1 Overview

The pipeline of our proposed SLTPVI is illustrated in Fig. 3.1, where both the STPI
and LTPI modules collect the correlated spatio-temporal information to fill the missing
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areas of video frames. Specifically, the STPI module is designed to inpaint a single frame
with the reference information provided by its adjacent neighbors. The LTPI module is
designed to inpaint the whole video, with the aim of reducing complexity and maintaining
high temporal consistency. The pipeline of activity is constructed based on STPI but can
obtain more reference information from the long-distance frames. In addition, the final
refinement adopted in SLTPVI is used to inpaint the frames which cannot be completely
filled by LTPI.

The STPI module consists of source region acquisition, illumination adaptation and
progressive fusion. To acquire reliable source regions, the depth-guided mesh-warping
model is designed to predict the motion for missing regions, which can be divided into both
single-layer and multi-layer alignments, according to the continuity of the estimated depth
map [122].

The LTPI module is implemented by progressively applying STPI to video frames. In
LTPI, all the frames of a video are firstly divided into GOPs. Then, STPI is performed on
the frames of each GOP along both the forward and backward directions, achieving the intra
GOP inpainting. Subsequently, STPI is applied to the frames of the two adjacent GOPs,
implementing the inter GOP inpainting. If some frames of a video cannot be completely
inpainted by LTPI, the spatial inpainting coupled with STPI is performed to complete the
inpainting, which accordingly achieves the final refinement.

3.2.2 Short-term Propagation-based Inpainting

The STPI module consists of source region acquisition, illumination adaptation and
progressive fusion. For source region acquisition, we use the single-layer and multi-layer
alignment-based techniques to obtain source region according to whether the frame includes
multiple layers.

In our proposed STPI module, the inpainting of a target frame relies upon the source
information collected from its neighboring reference frames. However, varied motion for
different layers often induces misalignment between frames, often resulting in difficult
acquisition of reliable information for inpainting. To tackle this problem, we firstly align
the reference frame Fr to the target frame Ft . Then, with the user-specified mask, we obtain
the source region from the aligned Fr to fill the missing region of Ft . In addition, we design
two source region acquisition methods based on the single-layer alignment and multi-layer
alignment for two scenarios. Different alignment is adopted according to the continuity
of the depth map [122], where the existence of discontinuous object edges in the depth
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(a)

(b)

Fig. 3.2 Examples of single-layer and multi-layer scenes. The discontinuous depth boundary
detected by Canny is highlighted in red color. (a) Single-layer scenes. First row: video
frames. Second row: depth maps. (b) Multi-layer scenes. First row: video frames. Second
row: depth maps.

map indicates the existence of different layers in the frame. In our work, a Canny edge
detector [123] is used to detect the discontinues edge in the depth, as illustrated in Fig. 3.2.

Single-layer Alignment-based Source Region Acquisition

For the video whose frames do not contain obvious foreground and background layers,
i.e., composed by only one layer, we design a single-layer alignment-based method to acquire
the source region. It is based on the mesh-warping model [124–126] to align the reference
and the target frames. This model warps a frame with local homography for alignment and
introduces mesh grids to optimize the homography. Moreover, it does not separate the frame
into different planes, which makes it applicable for the alignment of frames with single layer
and continuous depth.
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To construct the mesh-warping model, the matched features of Ft and Fr should be
obtained first. Before generating features, we initially fill the missing regions of Ft and Fr by
using the inward interpolation and the available boundary pixels. This processing constructs
a smooth region to avoid the matched features of Ft and Fr falling around the boundaries of
missing regions. After the initialization, we generate the SURF [68] of both Ft and Fr. Then,
we gather the matched features of these frames and apply the RANSAC [127] to remove
undesired features. Finally, we use the remaining features to construct the mesh-warping
model, which produces optimal local homography and accordingly guarantees a low warping
loss for frame alignment.

In the mesh-warping model, assuming that F̂r is a warped reference frame, let V̂i =

[v̂1
i , v̂

2
i , v̂

3
i , v̂

4
i ]

T represent the vertex vector of a grid cell for F̂r. The optimal warping is
determined by minimizing

E(V̂ ) = Ed(V̂ )+ηEs(V̂ ) (3.1)

where V̂ is composed by all the warped grid vertices, Ed and Es are the data term and
similarity transformation term, respectively, and η is the weighting factor. The data term
is employed to minimize the distance of corresponding points between target frames and
warped reference frame. The similarity transformation term is used to preserve the shape of
the global content, which minimizes the deviation of each output grid cell from a similarity
transformation of its corresponding input grid cell.

Specifically, by performing the bilinear combination on a mesh grid cell of F̂r, we obtain
the feature f̂i of F̂r as f̂i = ciV̂i, where ci = [c1

i ,c
2
i ,c

3
i ,c

4
i ] is the bilinear weighting vector. The

above minimization problem is quadratic and can be readily solved using a standard sparse
linear solver as suggested in [124]. Then, the data term is defined

Ed(V̂ ) = ∑i ∥ f̂i − fi∥2
2

= ∑i ∥ciV̂i − fi∥2
2.

(3.2)

The similarity term is defined to constrain the frame warping with small deformations. Note
that each grid cell can be split into two triangles [124, 125]. Assuming that △vv1v2 is a
triangle with three vertices v, v1 and v2, v can be represented by v1 and v2 in a local orthogonal
coordinates system

v = v1 +(u1 +u2R90)(v2 − v1) (3.3)

where u1 and u2 are the coordinates of v in the local coordinate system and R90 is the 90◦

rotation matrix for v [124]. Based on Eq. (3.3), the similarity term is defined as

Es(V̂ ) = ∑v̂ ∥v̂− [v̂1 +(u1 +u2R90)(v̂2 − v̂1))]∥2 (3.4)
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Fig. 3.3 Source region acquisition with single-layer alignment.

where v̂, v̂1 and v̂2 represent three vertices of the triangle in the optimized mesh grid. After
substituting Eqs. (3.2) and (3.4) into Eq. (3.1), we can minimize the resulting E(V̂ ) with a
sparse linear system solver, which accordingly generates the optimal mesh grid.

Once the optimized mesh grid is obtained, we can generate the local homography for
each grid cell. To achieve a low complexity, we warp the local area rather than the whole
reference frame to form the source region for the target region. The corresponding procedure
is illustrated in Fig. 3.3. Firstly, based on the user-specified mask, we produce the warped
reference sub-mask for each grid cell with its homography. Secondly, we form the warped
reference mask Ω̂r with all the resulting sub-masks. Thirdly, we generate a binary mask
Ωo to determine whether warp local area or not. Also, Ωo is used to obtain the reference
information for inpainting from the warped local area. In this work, Ωo is obtained as

Ωo = Ωt ⊙ (I − Ω̂r), (3.5)

where Ωt is the target mask, ⊙ is the element-wise product, and I is a mask whose elements
are all 1. Finally, if Ωo is not an empty mask, i.e., the mask whose elements are all 0, we
will use it to obtain the inpainting information from the local reference area. To obtain this
area, we firstly form a regular mask, denoted ΩR, with the grid cells of the given mask of the
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reference frame. Then, we get the reference region Rr as

Rr = ΩR ⊙Fr. (3.6)

Next, we warp Rr with the local homography matrixs and obtain the source region for
inpainting as

Rs = Ωo ⊙warp(Rr). (3.7)

If Ωo is an empty mask, it indicates that we cannot get source region from neighboring frame
For this scenario, the LTPI module is adopted and it collects source region from long-distance
frame for inpainting.

Multi-layer Alignment-based Source Region Acquisition

Single-layer alignment is used to obtain source region for inpainting the video whose
frames do not contain obvious foreground and background, i.e., with continuous depth. It
works well in the single-layer scenario because all the objects within a frame have similar
motions. However, in the multi-layer scenario, the foreground and background produce a
discontinuity in the depth, so resulting in different motions between them. If the single-layer
alignment is applied to this scenario, the features of foreground are always treated as outliers
and accordingly eliminated. Therefore, applying the single-layer alignment to multi-layer
scenarios cannot achieve desired alignment. To tackle this problem, we separately warp
different layers of the reference frame to implement the multi-layer alignment. With this
alignment, we can obtain the reliable source region. The multi-layer alignment-based source
region acquisition consists of depth estimation, depth-guided separation and source region
acquisition, as illustrated in Fig. 3.4.

With the depth maps of target videos estimated by [122], we designed a depth-guided
method to separate the foregrounds and backgrounds of frames. Depth map is obtained in
depth-aided alignment decision. After separation, we aligned the corresponding layers of the
reference and target frames to acquire the appropriate source information. To implement the
layer separation, the frame is firstly split into a number of super-pixels. Then, according to
the depth and color information, these super-pixels are clustered into two classes. With this
classification, the frame is finally separated into foreground and background.

Super-pixels are perceptually meaningful groups of pixels that represent irregularly
shaped regions within an image, where the pixels within each super-pixel share similar
attributes such as texture, color, and depth. Unlike individual pixels, which may represent
fine-grained and noisy information, super-pixels aggregate local information into larger,
coherent regions, making them a useful tool for high-level image and video processing tasks.
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Fig. 3.4 Source region acquisition with multi-layer alignment. The depth information of valid
regions is firstly estimated for references frames. Then the reference frames are separated
into multiple layers based on the depth information. Each layer is aligned to the target frame
with mesh warping model, acquiring the source regions from different layers of reference
frames.

By reducing the number of units to process, super-pixels enable efficient segmentation and
provide a robust representation of structures within a frame.

In our work, we leverage super-pixels to facilitate the segmentation of multiple layers
in a video frame, addressing challenges associated with complex scenes containing both
foreground and background layers. Super-pixels simplify the layer-separation process by
grouping adjacent pixels with similar features, thereby reducing noise and redundancy in
the input data. Specifically, we utilize the Simple Linear Iterative Clustering (SLIC) [128]
algorithm to convert an H ×W video frame into an H/n×W/n super-pixel map, where n
denotes the size of each super-pixel cluster. The usage of super-pixels for layer-separation
can bring two benefits. First, they provide a compact and meaningful representation of
visual information, reducing the complexity of multi-layer separation in scenes with intricate
structures and overlapping objects. Second, super-pixels offer flexibility and adaptability
for analyzing various spatial features, such as texture, color, and depth, which are crucial
for distinguishing between foreground and background layers. It significantly reduces the
computational complexity of processing high-resolution frames, as operations are performed
at the super-pixel level rather than on individual pixels.
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(a) (b) (c) (d)

(e) (f) (g) (h)

Fig. 3.5 Results for the verification of multi-layer alignment. (a) Target frame; (b) reference
frame; (c) single-layer alignment result; (d) multi-layer alignment result; (e) single-layer
alignment error; (f) multi-layer alignment error; (g) inpainting with single-layer alignment;
and (h) inpainting with multi-layer alignment.

To classify the super-pixels into distinct layers, we compute the mean values of color
and depth for each super-pixel cluster. These mean values serve as low-dimensional repre-
sentations, enabling efficient layer classification. Using these representations, we apply the
Meanshift algorithm [129], which groups super-pixels into coherent layers based on their
feature similarities. This method not only enhances segmentation accuracy but also reduces
the computational burden compared to processing raw pixel-level data.

In our work, we combine the color and depth of a super-pixel to form the classification
parameter

ti = |colormean − colori|+λ |depthmean −depthi| (3.8)

where colormean and depthmean denote the mean values of color and depth of a cluster,
respectively, colori and depthi are the color and depth values of a specific super-pixel,
respectively, and λ is the depth weight. By comparing ti with a given threshold T , we can
accordingly divide all the super-pixels into two clusters. With these clusters, we separate
the frame into foreground (ti > T ) and background (ti ≤ T ). Furthermore, according to
the resulting layers of a reference frame, we can divide the user-specified mask into the
corresponding foreground and background masks.

After the depth-guided layer separation, the reference frame is divided into foreground
and background. Then, we separately apply the single-layer-based acquisition to these layers
to obtain the corresponding source regions for them. Finally, we combine these regions
together to form source region for target frame.
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To verify the effectiveness of multi-layer alignment-based acquisition, we apply the
method to the frames with multiple layers and compared the results with those obtained
using the single-layer alignment. The corresponding results, including the aligned reference
frames, the alignment errors and the final inpainting results are all given in Fig. 3.5. The
results presented in Fig. 3.5 indicate that using the multi-layer alignment-based methods
provides reliable source information, which accordingly generates better inpainting results.

Illumination Adaptation

Any illumination changes during video capture often induces brightness variation between
frames. If we directly migrate the acquired source region to the target frame, it will result
in apparent boundary effects in the inpainted frame. To tackle this problem, we design
an illumination adaptation algorithm and apply it to the obtained source region before
transferring it to target frame.The illumination adaptation occurs in the LAB color space and
the source region is converted from the RGB color space to the LAB space. After the color
conversion, the L channel of the source region, denoted Ls, is adjusted as

L̂s = αLs +β µ (3.9)

where α is the scaling factor , β is the compensation term and µ = [1, ...,1]T . In our method,
the optimal (α ,β ) is determined by minimizing the difference between the source region Ls

and the target region Lt in the LAB space. However, the target information is not available
in the inpainting task. To solve this problem, we determine (α ,β ) based upon the common
available information around Lt and Ls. Then, we use the resulting (α ,β ) to adjust Ls.

Let L̄s and L̄t represent the available neighboring areas for Ls and Lt , respectively. In
our work, L̄s and L̄t are obtained by performing a specific mask ΩL on the source region
and the target region, respectively, where ΩL = (I − Ω̂r)⊙ (I −Ωt). Meanwhile, due to the
existence of local difference and warping error, some corresponding pixels of L̄s and L̄t are
quite different to each others, which always degrades the accuracy to find optimal (α ,β ). To
solve this problem, we use the absolute deviation-based method [130] to exclude these pixels.
After that, the optimal (α ,β ) is determined by

(α̂, β̂ ) = argmin
(α,β )

∥L̄t − (αL̄s +β µ)∥2
2. (3.10)

The closed-form solution to Eq. (3.10) is obtained by using the least squares estimation, i.e.,
α̂ =

L̄T
s L̄t − L̄T

s µ

L̄T
s L̄s − (L̄T

s µ)2

β̂ =
(L̄T

s L̄s)(L̄T
t µ)− (L̄T

s L̄t)(L̄T
s µ)

L̄T
s L̄s − (L̄T

s µ)2 .

(3.11)
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(a) (b) (c)

Fig. 3.6 Results for the verification of illumination adaptation. (a) Local region of target
frame; (b) with illumination adaptation; and (c) without illumination adaptation.

We adjust Ls according to Eq. (3.9) and then convert it with the chrominance components to
the RGB space. The converted result is finally used to fill the target region.

We present exemplar results in Fig. 3.6 to demonstrate the effectiveness of our proposed
illumination adaptation, where the inpainting results with and without the adaptation are
both given in Fig. 3.6. According to these results, it is found that the illumination adaptation
effectively reduces boundary effects and produces more pleasant inpainting result.

Progressive Fusion

To guarantee the continuity of the filled region and its neighboring area, we design a
progressive fusion algorithm to seamlessly transfer the neighboring area of the source region
to the neighboring area of the target region. Specially, we combine those pixels around the
boundary of the source region with the pixels at the same locations in the target region to
fill the neighboring area of the target area. Let d denote the city-block distance between
a selected neighboring pixel ps(i, j) and the boundary of the source region. In this work,
we select a number of neighboring pixels with different distances, i.e., d = 1,2, ...,dmax, to
progressively fuse them with the neighboring pixels of the target region, where dmax is the
maximum range to collect pixels. With this distance, we define a weighting factor for each
selected pixel as ω = 1−d/dmax. Then, we combine ps(i, j) with the corresponding pixel
pt(i, j) in the target region to generate a fused pixel p̂t(i, j)

p̂t(i, j) = ω · ps(i, j)+(1−ω) · pt(i, j). (3.12)

We demonstrate the effectiveness of the progressive fusion by comparing the inpainting
results obtained with and without it. The corresponding results are given in Fig. 3.7, which
shows that adopting progressive fusion in our method produces a smoother result.
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(a) (b) (c)

Fig. 3.7 Results for the verification of progressive fusion. (a) Local region of target frame;
(b) with progressive fusion; and (c) without progressive fusion.

3.2.3 Long-term Propagation-based Inpainting

In this section, we design the LTPI module based upon our proposed STPI to inpaint the
whole video. This module can collect reference information from the long-distance frames.
As a result, it may potentially obtain more available information for inpainting. Moreover,
it is designed to rapidly deliver source information over frames and guarantee the temporal
consistency of the inpainted video.

To implement LTPI, we firstly divide all the frames of a video into several GOPs, i.e.,
{G1,G2, ...,Gn}, where each GOP contains m frames. Then, we independently inpaint each
Gi by using its inside reference information, which constructs the intra GOP inpainting. After
all the GOPs are processed by the intra inpainting, we further fill the remained empty regions
of the frames of Gi with the reference information offered by the other groups, which compose
the inter GOP inpainting. Moreover, both the intra and inter GOP inpainting methods consist
of Forward Propagation Inpainting (FPI) and Backward Propagation Inpainting (BPI), where
FPI and BPI are implemented based upon our proposed STPI. To implement FPI, the given
frame F( j−1) is selected as the reference frame for its next frame F( j). In contrast, to
implement BPI, F( j+1) is used as the reference frame for its previous frame F( j). We design
the GOP-based inpainting for LTPI so that we can avoid the propagation of inpainting errors
over the whole video.

Intra GOP Inpainting

The intra GOP inpainting occurs inside each Gi, where FPI is firstly performed on the
frames of Gi and then BPI is applied to them. To implement the intra FPI, our proposed STPI
is used to fill the frames of Gi from the first to the last. In contrast, to implement the intra
BPI, STPI is carried out from the last frame to the first frame of Gi. The implementation
detail of the intra GOP inpainting is summarized in Algorithm 1.
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Algorithm 1: Intra GOP inpainting
Input: Input video
Output: Inpainted GOPs {Ĝ1, Ĝ2, ..., Ĝn}
Initialization: Dividing S into GOPs {G1,G2, ...,Gn}
Processing frame F( j)

i ∈ Gi:
for i = 1 : n do

Forward propagation-based inpainting (FPI):
for j = m : 2 do

Set Ft = F( j)
i and Fr = F( j−1)

i ;
Update F( j)

i : F( j)
i = ST PI(Ft ,Fr).

end
Backward propagation-based inpainting (BPI):
for j = 1 : m−1 do

Set Ft = F( j)
i and Fr = F( j+1)

i ;
Update F( j)

i : F( j)
i = ST PI(F( j)

i ,F( j+1)
i ).

end
Composing Ĝi with the updated F( j)

i .
end

Inter GOP Inpainting

After the intra GOP inpainting is applied to all the groups, each frame of a GOP has
been fully or partially filled by using the source information collected from its neighboring
frame(s). After this inpainting, if there still exist empty areas in the frames of an inpainted
GOP Ĝi, the inter GOP inpainting will be applied to it to fill these areas. In the inter
GOP inpainting, the source information is collected from the other GOPs and propagated
gradually from the close groups to the distant ones. This strategy guarantees that the available
information of the adjacent frames but different groups can be used with high priority. It also
avoids the accumulation and propagation of inpainting error over the whole video.

The inter GOP inpainting is implemented in an iterative manner. In each iteration, FPI is
firstly performed on the specific frames of the video, and then BPI is carried out. Both FPI
and BPI are applied to the two adjacent GOPs, where one GOP offers reference frame for the
inpainting of frames of another. More specifically, FPI starts from the last two GOPs, i.e.,
(Ĝn−1, Ĝn), while BPI starts from the first two GOPs, i.e., (Ĝ1, Ĝ2). To fill an incomplete
GOP, when FPI is carried out, the last frame of Ĝi−1 and all the frames of Ĝi are firstly
gathered according to the temporal order. Then, STPI is sequentially performed on these
frames, i.e., from the first one to the last one. To implement the inter BPI, all the frames of
Ĝi and the first frame of Ĝi+1 are collected firstly. Subsequently, STPI is carried out from
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Algorithm 2: Inter GOP inpainting

Input: Intra GOP inpainted GOPs {Ĝ1, Ĝ2, ..., Ĝn}
Output: Inpainted video
Processing {Ĝ1, Ĝ2, ..., Ĝn}:
for k = 1 : n−1 do

for i = n : −1 : 1+ k do
if Ĝi is not completely inpainted then

Update Ĝi: Ĝi = FPI(Ĝi, Ĝi−1)
else

Skip
end

end
for i = 1 : n− k do

if Ĝi is not completely inpainted then
Update Ĝi: Ĝi = BPI(Ĝi, Ĝi+1)

else
Skip

end
end

end
Composing video with the updated Ĝi.

the last frame to the first one over the gathered frames. After one iteration is accomplished,
the first two adjacent GOPs will be removed from the FPI procedure in the next iteration
and the last two adjacent GOPs will also be removed from the BPI processing in the next
iteration. As a result, with the increment of iteration, the participated GOPs in both FPI
and BPI are progressively reduced, which effectively avoids some repeated FPI and BPI
operations over the same adjacent GOPs. By applying FPI and BPI to all the adjacent GOPs,
the spatio-temporal correlated information of all the frames can be propagated over the whole
video, which offering reliable reference information for inpainting. Note that if Ĝi does
not contain the incomplete frames, the inter GOP inpainting will be skipped. The detail to
implement our proposed inter GOP inpainting is summarized in Algorithm 2.

We present results in Fig. 3.8 to demonstrate the effectiveness of our proposed inter
GOP inpainting by making a comparison between the inpainting results with and without
this operation. One can see from Fig. 3.8 that the use of the inter GOP inpainting is able
to produce the pleasant results, with the propagation of the long-term source information
throughout the video to reduce error accumulation.
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(a) (b) (c)

Fig. 3.8 Results for the verification of inter GOP inpainting. (a) Target frame; (b) without
inter GOP inpainting; and (c) with inter GOP inpainting.

3.2.4 Final Refinement

Our proposed propagation-based inpainting methods, i.e., the STPI and LTPI modules,
collect the source information from the other frames to fill the missing regions of a given
frame. If all the reference frames cannot provide enough information to completely fill the
empty areas of some specific frames, we will employ the GAN-based spatial inpainting [32]
coupled with the propagation-based inpainting to complete them, which accordingly imple-
ments the final refinement. The former inpainting is used to fill all the missing areas of a
single frame with a high visual quality and the latter one is employed to complete frames
guaranteeing a high temporal consistency and a low complexity.

More specifically, for the frames which cannot be completely inpainted by the propagation-
based methods, we firstly apply spatial inpainting to the frame with the largest remaining-
empty region. After this frame is completely inpainted, the filled information is propagated
to offer the source information for the other incomplete frames, where STPI is applied to
these frames to guarantee a high temporal consistency. After that, if a frame still cannot
be completely inpainted, the spatial inpainting will be performed to restore all the missing
information. Note that the adoption of STPI avoids applying the spatial inpainting to all the
incompletely inpainted frames, which accordingly achieves a low complexity.

We demonstrate the effectiveness of the final refinement by comparing the inpainting
results obtained before and after its implementation. These results are presented in Fig.
3.9. According to the results shown in Fig. 3.9, the final refinement completely fills all the
missing areas of the target frame.
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(a) (b) (c)

Fig. 3.9 Results for the verification of final refinement. (a) Target frame; (b) before final
refinement; and (c) after final refinement.

Fig. 3.10 The Landscape dataset with object-like masks for quantitative experiments. The
top two rows are single-layer scenes and the bottom two rows are multi-layer scenes.

3.3 Experiments

3.3.1 Settings

Implementation Details

Our proposed method was developed based upon the Matlab platform with CPU except the
depth estimation and the final refinement which were implemented on the Pytorch platform
with GPU. In this work, we adopted Matlab 2020b and Pytorch 1.2.0 with Inter(R)-Core(TM)
i7-9700k 3.60GHz CPU and NVIDIA GTX 2080Ti 11GB GPU in the experiments.

Datasets

We carried out the experiments on 40 landscape videos, as shown in Fig. 3.10, which
were collected from the Internet, and 27 popular videos selected from the DAVIS dataset [10].
The resolutions of all the landscape videos are initially 720p (720×1280) and we resized
them into the ones with three other resolutions, i.e., 240p (240×432), 480p (480×848) and
1080p (1080×1920). We applied the compared approaches and our method to these videos
with different resolutions to make a compressive comparison. Meanwhile, the resolutions of
all the adopted DAVIS videos are 480p in the experiment.
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Table 3.1 Parameter determination for the shape-preserved weighting parameter η in the
Single-Layer Alignment module. Various values of η are tested on the Landscapes dataset
using object-like masks for the object-removal task. Performance is evaluated using PSNR
and SSIM metrics, with higher values indicating better reconstruction quality. The best
results for each metric are highlighted in bold.

η 0.5 1.0 1.5 2.0
PSNR (dB) ↑ 35.81 36.03 35.72 35.68

SSIM ↑ 0.9901 0.9922 0.9892 0.9880

3.3.2 Determination of Hyper-parameters

In our experiment, the hyperparameters for the single-layer alignment, multi-layer align-
ment, and progressive fusion modules were determined through a series of preliminary
experiments. In practical applications, it is often impossible to quantitatively evaluate the
inpainting performance for object removal due to the lack of GT data. To address this, we
conducted experiments for hyperparameter determination by selecting random masks from
the DAVIS dataset [10] and applying them to videos from the Landscapes dataset to generate
artificially corrupted videos, paired with their corresponding GT. These experiments were
performed on videos from the Landscapes dataset at a resolution of 480p.

For Single-Layer Alignment Module

To determine the shape-preserved weighting parameter η used in the single-layer align-
ment, we conducted experiments with different η on 20 videos from Lanscape dataset, to
select the most applicable parameter η . The average quantitative results over these videos
are given in Table 3.1. Based upon the results presented in Table 3.1, we choose η = 1.0 for
our work due to the best performance offered by it.

For Multi-Layer Alignment Module

To determine the best combination of depth weight λ and super-pixel size n, we applied
multi-layer alignment with various combinations of them to broken landscape videos. The
other 20 videos from Lanscape dataset were adopted in this experiment and the classification
threshold T was empirically specified as T = 30. The average quantitative results over
these videos are given in Table 3.2. According to the results presented in Table 3.2, we
selected n = 80 and λ = 1.0 for our method due to the better results achieved by using such
a combination.
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Table 3.2 Parameter determination for the super-pixel number n and the depth weight λ

in the Multi-layer Alignment module. Various combinations of n and λ are tested on the
Landscapes dataset using object-like masks for the object-removal task. Performance is
evaluated using PSNR and SSIM metrics, with higher values indicating better reconstruction
quality. The best results for each metric are highlighted in bold.

n λ PSNR (dB) ↑ SSIM ↑

40
0.5 35.54 0.9879
1.0 35.75 0.9903
1.5 35.68 0.9887

80
0.5 35.73 0.9896
1.0 35.81 0.9904
1.5 35.77 0.9902

120
0.5 35.41 0.9868
1.0 35.64 0.9974
1.5 35.28 0.9885

Table 3.3 Parameter determination for the maximum distance dmax in the Progressive Fusion
module. Various values of dmax are tested on the Landscapes dataset using object-like masks
for the object-removal task. Performance is evaluated using PSNR and SSIM metrics, with
higher values indicating better reconstruction quality. The best results for each metric are
highlighted in bold.

dmax 10 20 30 40 50
PSNR (dB) ↑ 35.63 35.60 35.92 35.78 35.62

SSIM ↑ 0.9905 0.9896 0.9913 0.9889 0.9883

For Progressive Fusion Module

To determine dmax in progressive fusion in STPI. We used different dmax in the experiment
and chose the most applicable one to calculate the weighting factor ω for Eq. (3.12) used
in the progressive fusion algorithm. The average quantitative results over all the broken
landscape videos are given in Table 3.3. According to the results shown in Table 3.3, we
finally adopt dmax = 30 in our work due to the superior performance.

3.3.3 Ablation Study for LTPI module

We conducted ablation experiments to verify the effectiveness of our proposed LTPI
module, where the performance of intra GOP inpainting and inter GOP inpainting was
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Table 3.4 Ablation study for the proposed LTPI module. Various combinations of intra GOP
and inter GOP inpainting, along with forward and backward propagation, are evaluated on
the Landscapes dataset. Performance is assessed using PSNR and SSIM metrics, where
higher values indicate better reconstruction quality. The best results for each metric are
highlighted in bold.

PSNR (dB) ↑ SSIM ↑

Intra GOP Inpainting
FPI 27.89 0.9412
BPI 27.43 0.9383

FPI+BPI 33.56 0.9731

Intra GOP Inpainting
+Inter GOP Inpainting

FPI 29.63 0.9557
BPI 29.35 0.9541

FPI+BPI 35.92 0.9913

verified. Meanwhile, the effectiveness of FPI and BPI was also verified. These experiments
were conducted on the landscape videos with the 480p resolution. The verification results are
given in Table 3.4. It was found from Table 3.4 that completing videos with both the intra
GOP inpainting and the inter GOP inpainting demonstrate impressive results and adopting
FPI and BPI can bring significant performance gain.

3.3.4 Comparisons

Quantitative Results

In quantitative comparison, we evaluated the performance of our proposed method
by comparing it with the SOTA methods, including two propagation-based methods, i.e.,
TCCDV [3] and FGVC [6], and four deep learning-based methods, i.e., CPNet [95], OPN [5],
Fusing fine-grained information in transFormers (FuseFormer) [59] and IIVI [7]. Note
that TCCDV [3] was designed on the Matlab platform with CPU, while FGVC [6] was
developed based on the Pytorch platform with both CPU and GPU. The four deep learning-
based methods were implemented on the Pytorch platform with CPU. The experiment was
conducted on two datasets. The first one is the popular video segmentation dataset DAVIS
and the second one is our collected dataset Landscapes that is composed by fourty videos
without moving objects. We adopted three quantitative metrics, including PSNR (dB), SSIM,
and LPIPS, to evaluate the efficiency of different methods.

Firstly, as previous work [6, 8, 9] did, we adopted 50 video clips from DAVIS dataset
to evaluate quantitative performance and time efficiency. The resolutions of these videos
are 240p (240×432). We generated the stationary square masks and the temporally-varied
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Table 3.5 Quantitative comparison on the Densely Annotated VIdeo Segmentation [10]
dataset for video inpainting. Two types of masks are used for evaluation: square masks and
object-like masks. The masks are selected from background regions without moving targets
to facilitate the evaluation of object-removal performance. We employ PSNR, SSIM, and
LPIPS for quantitative assessment. ↑ indicates higher is better while ↓ indicates lower is
better. The best results for each metric are highlighted in bold.

Methods
Square Object Runtime

(s/frame)PSNR(dB) ↑ SSIM↑ LPIPS ↓ PSNR(dB) ↑ SSIM ↑ LPIPS ↓
TCCDV [3] 31.53 0.9654 0.034 30.14 0.9509 0.043 4.03

CPNet [95] 30.43 0.9468 0.045 29.65 0.9331 0.051 0.40

OPN [5] 30.58 0.9492 0.047 29.57 0.9364 0.053 0.96

FGVC [6] 32.45 0.9709 0.028 31.16 0.9611 0.035 2.36

IIVI [7] 31.69 0.9628 0.031 31.22 0.958 0.037 110.15

E2FGVI [8] 33.78 0.9809 0.026 33.07 0.9777 0.028 0.16

FGT [9] 33.86 0.9831 0.024 32.89 0.9693 0.031 1.89

SLTPVI (Ours) 34.04 0.9865 0.021 33.15 0.9806 0.025 0.51

irregular masks for video restoration scenario and object removal scenario, respectively. The
quantitative evaluation results were given in Table. 3.5. It can be seen from Table. 3.5 that
our method outperforms the state-of-the-arts on all the three quantitative metrics. Meanwhile,
the runtime of different approaches are also presented in Table. 3.5. Although our method
was developed mostly based on CPU, its average processing time is comparable to that of
the deep learning-based methods which were implemented based on GPU, which proves the
time efficiency of our proposed approach.

Secondly, to verify the robustness of different methods, we applied them to the videos
of our Landscapes dataset, where each video is transferred into three versions with three
corresponding resolutions, i.e. 480p, 720p, and 1080p. We used the masks offered by DAVIS
dataset to remove the content of video and fill the empty regions. Our Landscape dataset can
provide ground-truth to evaluate object removal with object-like masks. The corresponding
results were offered in Table 3.6. OPN [5] and E2FGVI [8] cannot process the 1080p videos
due to the limited GPU memory. One can see from Table 3.6 that our method achieves the
best performance in different resolution scenarios with the given marks. This demonstrates
its robustness to video resolution and removed content.

Qualitative Results

We carried out qualitative comparison experiments on DAVIS datset. These videos are
also used in TCCDV [3] for the quantitative comparison, where the user-specified object
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Table 3.6 Robustness verification of different methods for object removal tasks at various
resolutions on the Landscapes dataset. The comparison is conducted across three high
resolutions: 480p, 720p, and 1080p. PSNR and SSIM are used for quantitative assessment.
The best results for each metric are highlighted in bold.

Methods
PSNR(dB) ↑ / SSIM ↑

480p 720p 1080p

TCCDV [3] 29.27/0.9644 30.30/0.9719 30.01/0.9673

CPNet [95] 29.21/0.9566 29.89/0.9660 30.68/0.9728

OPN [5] 28.32/0.9589 29.62/0.9657 -/-

FGVC [6] 33.24/0.9871 32.73/0.9875 32.33/0.9832

IIVI [7] 32.12/0.9782 31.84/0.9773 30.77/0.9745

E2FGVI [8] 33.40/0.9832 33.12/0.9827 33.01/0.9821

FGT [9] 35.37/0.9901 -/- -/-

SLTPVI (Ours) 35.92/0.9913 35.58/0.9907 35.23/0.9896

masks are given, and the videos contain both the single-layer scenes and multi-layer scenes.
We demonstrate the inpainting performance of our method by performing it on these videos
and make the qualitative comparison with state-of-the-art methods.

Firstly, we present some visual results in Fig. 3.11 to compare our method with the
other methods. It is found from Fig. 3.11 that our method produces more pleasant results
which contain smoother edges and clearer textures. However, the other methods, especially
OPN [5], often generate blurred results and distorted semantic objects. All the results of our
proposed method can be found in the website1.

Secondly, besides visual results, the temporal coherence evaluation adopted in TCCDV [3]
is used to compare the temporal consistency of the results obtained by using different methods.
In this comparison, a slice of successive frames is selected and the spatio-temporal profile
(the yellow line highlighted in frames) is given. We offer the temporal coherence results
in Fig. 3.12. One can see from Fig. 3.12 that our result maintains the long-term temporal
consistency and accordingly achieves better temporal coherence.

1https://drive.google.com/drive/folders/1Qcsn0cy36xRVcgKTLbeFxNpBPLBB-RIa

https://drive.google.com/drive/folders/1Qcsn0cy36xRVcgKTLbeFxNpBPLBB-RIa
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Fig. 3.11 Qualitative comparison of inpainting results for some videos from DAVIS dataset.
From left to right: Train, Horsejump-Low, Horsejump-High, Motorbike and Goat. From
top to bottom: Mask, TCCDV [3], CPNet [4], OPN [5], FGVC [6], IIVI [7], E2FGVI [8],
FGT [9] and ours.

3.4 Summary
In this paper, we proposed a short-long-term propagation-based method for the object-

removal task. The proposed method integrates two inpainting modules, namely the STPI and
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Fig. 3.12 Comparison of temporal coherence. From top to bottom: Temporal slice, Mask,
TCCDV [3], CPNet [4], OPN [5], FGVC [6], IIVI [7], E2FGVI [8], FGT [9] and ours.

LTPI modules. The STPI module is designed to inpaint a single frame by leveraging reference
information from local adjacent frames, while the LTPI module extends the process to the
entire video by progressively applying STPI across all frames. Specifically, STPI comprises
three components: source-region acquisition, illumination adaptation, and progressive fusion.
Meanwhile, LTPI includes intra-GOP and inter-GOP inpainting, followed by final fusion.
Together, these modules propagate correlated spatio-temporal information from one frame to
another, ensuring high temporal consistency in the inpainted video.

We conducted experiments on the DAVIS and Landscapes datasets to evaluate the per-
formance of the proposed method for the object-removal task. Comparative analyses were
carried out against several SOTA methods [3, 95, 5, 6, 59, 7, 9]. The experimental results,
including both qualitative and quantitative evaluations, demonstrate that our method outper-
forms current state-of-the-art approaches in terms of visual quality and temporal coherence.

While the proposed SLTPVI model effectively and efficiently addresses the object-
removal task, producing plausible and visually consistent content for missing regions, it
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encounters challenges when applied to video restoration tasks involving random missing
regions. In scenarios where missing regions span both moving objects and backgrounds,
particularly in complex scenes, SLTPVI often generates artifacts and struggles to maintain
temporal coherence. To address these limitations, the next chapter introduces a depth-guided
deep video inpainting network designed to handle such challenges.





4

Depth-guided Deep Video Inpainting

4.1 Introduction

In the previous chapter, we presented a short-long-term propagation-based video inpaint-
ing approach designed for object removal. While this method demonstrated impressive
performance in producing inpainted videos for clean backgrounds or street scenes, it exhibits
limitations when applied to more complex tasks, such as video restoration and subtitle re-
moval where missing region spans both foregrounds and backgrounds. These scenes often
require the reconstruction of content with multiple layers. In this chapter, we will introduce a
depth-guided deep video inpainting (DGDVI).

Although numerous video inpainting approaches [6, 58, 59, 8, 9] have been proposed to
address complex video completion scenes in the past, there are still challenges in the design of
an effective scheme. Notably, it is still a significant challenge to compose the missing regions
crossing different depth layers, especially those from dynamic foregrounds and backgrounds.
Due to the lack of cues to identify layers for missing regions, foreground and background
reference information aliasing frequently happens when information is propagated from
reference region to target region for content construction, resulting in blurred edges and
details. This aliasing also induces spatial and temporal incoherence between composed
frames, generating low-quality inpainted videos.

Over the past years, some methods [6, 9, 51] have been proposed to generate spatial and
temporal coherent results by introducing optical flow as guidance. These methods estimated
optical flow for missing regions and propagated reference information from frame to frame
guided by the flow to construct contents for missing regions. The flow-based methods
can be implemented in either pixel domain or feature domain, via content propagation or
feature propagation throughout the video for completion. Accurate optical flow is crucial for
information propagation in these methods. However, the flow often changes dramatically
over a long duration, which makes accurate flow estimation for all missing regions over the
whole video difficult when the long-range cues are needed. Meanwhile, estimation error
often happens and is propagated during flow estimation, especially on the regions crossing
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Stage 1: Depth
Completion

Stage 2: Content 
Reconstruction

Stage 3: Content 
Enhancement

Broken Video Completed Depth Map Coarse Result Refined Result

With Depth Guidance

Without Depth Guidance

FGT E2FGVIFGVC FuseFormer

Fig. 4.1 Pipeline of our proposed DGDVI approach. Our approach used the predicted depth
map to guide the content reconstruction for missing regions. Compared with the approaches
without depth guidance, our method can generate more reliable contents for missing regions
that cross foreground and background.

foreground and background layers. The existence of this error will result in information
propagation error, thus limiting inpainting efficiency.

To solve the above problem, we adopted depth rather than optical flow to guide the
information propagation for video inpainting. Compared with flow, depth is temporally
invariant over the whole video, which makes it much easier to be predicted for missing
regions. In addition, using depth information can effectively distinguish the foreground
and background for the video frame. This indicates that adopting it to guide information
propagation may potentially solve the reference information aliasing problem.

In a previous study [131], depth was used to implement the warping of reference region
to the target broken region, where the reference region was offered by an external image
sharing scene contents with the target image. The warped reference region then offered
the scene-consistent information for the completion of the broken region. Additionally,
in [14], the depth information acquired from Lidar was used to guide the fusion of multiple
source videos, to generate an inpainted clear video without undesired traffic agents. In
contrast to previous work, we aimed to use depth to guide the information propagation for
the construction of contents for the broken video. We did not use it to either align video
frames or fuse videos to implement inpainting.
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Fig. 4.2 Framework of the proposed DGDVI.

To achieve effective video inpainting, we proposed a depth-guided method in this work
and implemented it in three stages, including the depth completion, content reconstruction,
and content enhancement, as illustrated in Fig. 4.1. We designed three corresponding modules
for these stages, to predict the depth of video, compose content for the missing region, and
enhance the composed content, respectively. These modules were subsequently used to
construct our DGDVI, as illustrated Fig. 4.2. Our proposed method aims to achieve high
robustness and performance for the challenging inpainting scenes, especially for the filling
of region crossing different depth layers. Our contributions are summarized as follows:

• We proposed a video inpainting method with the guidance of depth. The depth infor-
mation was adopted to guide the information propagation over the video, composing
reasonable and reliable results, especially for the completion of multi-layered region.

• We constructed a depth completion module to predict the completed depth for the
broken video by using both local and non-local spatio-temporal reference information.

• We designed a content reconstruction module to generate contents for missing regions
with the guidance of depth, solving the content aliasing problem.

• We developed a content enhancement module with our proposed parallel feature
enhancement network to enhance the temporal coherence and texture quality for the
video, guaranteeing to achieve high inpainting quality.

4.2 Methodology

4.2.1 Overview

Our proposed DGDVI method is implemented in three stages, as shown in Fig. 4.2,
including depth completion, content reconstruction and content enhancement, to complete
broken videos, especially the one with multi-layered contents. Three corresponding modules
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are designed for these stages and are jointly optimized for the implementation of our proposed
model.

In our work, given a broken video that contains N frames {X1,X2, . . . ,XN}, where Xi ∈
RH×W×3, we firstly divide the frames into several local frame groups. Each local frame
group, denoted as Xl , composed by Nl frames that are obtained by performing a temporal
window on the video to select frames. Meanwhile, we construct one non-local frame group,
denoted as Xnl , that consists of Nnl frames obtained by uniformly sampling the video frames
with a given step-size. With Xl and Xnl , we compose Xin = {Xl,Xnl}.

Then, in the depth completion and content reconstruction stages, we use Xin to produce
a rough inpainting result for Xl . Note that Xin consists of local and non-local frames. The
employment of non-local frames to produce the inpainted local frames aims at introducing
long-range spatio-temporal context to achieve high quality. Finally, we just use the frames of
Xl to enhance the local temporal coherence for it and obtain a refined result in the content
enhancement stage.

4.2.2 Depth Completion

The structure, shape and contour cues can be clearly indicated in depth, which makes
it be potentially used to enhance the quality of reconstructed contents. In this work, we
design the depth completion module to predict depth for damaged video. The predicted depth
is then used to guide the content reconstruction. This module is constructed based on the
spatio-temporal Transformer with multi-head self-attention and can be used to obtain the
local and non-local depth dependencies to generate completed depth.

Given Xin = {Xl,Xnl} ∈ R(Nl+Nnl)×H×W×3, we use a pre-trained depth estimation net-
work [122] to obtain depth information for the available image regions but leave the other
regions of depth empty. Assuming that Din ∈ R(Nl+Nnl)×H×W is composed of the incomplete
depth of Xin, the proposed depth completion module is designed to generate complete depth
for Xin based on Din.

Inspired by [58, 59], we construct the depth completion module based on the CNN-
Transformer hybrid architecture that enables the module to generate accurate and temporally
consistent depth information. In addition, the depth completion is implemented in three steps,
including feature extraction, feature propagation and depth construction.

Specifically, the features of Din are firstly extracted by a CNN-based context encoder
and converted into token embeddings. Then, the token embeddings are fed into a stack of
spatio-temporal Transformer blocks to complete the feature propagation via token updating.
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Finally, the updated tokens are converted back into features by a token-to-patch module and
a CNN decoder is applied to produce the predicted depth information Dc ∈ R(Nl+Nnl)×H×W .

Feature Extraction

We firstly concatenate Din with the corresponding inpainting mask and then feed them
into a CNN-based encoder which consists of five convolutional layers to obtain the features
Edep where the channel number is cdep and the size of feature map is H/4 × W/4. Then,
the features Edep are converted into tokens so that they can be fed into the consequent
Transformer blocks. In this work, the Soft Split (SS) [59] operation is applied to split Edep

into overlapped patch embeddings to form the tokens Z0
dep as

Z0
dep = SS(Edep). (4.1)

With the soft split operation, the temporally-correlated features extracted from depth are
converted into overlapped token embeddings so that we can build up the spatio-temporal
correlation among tokens for the updating of them during feature propagation.

Feature Propagation

We adopt feature propagation [58, 59, 8] to propagate the features of depth from available
regions to missing regions in the incomplete depth so that we can complete depth. The
spatio-temporal Transformer blocks are employed to facilitate this propagation according to
the short-long term dependencies and contextual cues in both feature and temporal domains.

To guide the feature propagation, the MSA [65, 96] is adopted in the Spatio-Temporal
Transformer Block (STTB) [58, 59] to construct the spatio-temporal dependencies within
tokens. To implement the MSA mechanism, the input tokens are firstly transformed into the
query, key and value vectors, and then are split into multiple heads to extract more diverse
and expressive representations than only using single head. For each head, its attention map
is obtained by calculating the attention scores between its query and key vectors, capturing
multiple relationships between multiple tokens. With the obtained attention map, we can
assign appropriate attention weights to relevant values so as to update the tokens in feature
and temporal domains.

Assuming that there are k heads in MSA, the updated value V̂k for each head is calculated
as

V̂k = MSA(Qk,Kk,Vk) =
softmax(QkKT

k )√
dk

Vk, (4.2)

where Qk, Kk, and Vk are the query, key and value vectors for each head, respectively, and dk

is the feature dimension of Qk and adopted as a scaling factor. With the application of MSA,
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Fig. 4.3 Architecture of STTB.

the module can update the tokens for broken regions during feature propagation, guaranteeing
to generate accurate depth information.

Based on MSA, we construct STTB as illustrated in Fig. 4.3 and it is implemented as

Z′n
dep = MSA(LN(Zn−1

dep ))+Zn−1
dep

Zn
dep = F3N(LN(Z′n

dep))+Z′n
dep,

(4.3)

where Zn−1
dep denote the input token embeddings outputted from the (n−1)th Transformer

block, Zn
dep represent the output of nth Transformer block, LN denotes the layer normaliza-

tion [132], and Fusion Feed-Forward Network (F3N) [59] consists of a Soft Composition
(SC) [59] and a soft split operation. Note that F3N is adopted in our work to build up the
interaction of overlapped token embeddings for effective feature propagation. We stack P
spatio-temporal Transformer blocks and use them to implement feature propagation, enabling
the module to effectively combine the cues collected from local and non-local depth to
generate the complete depth.

Depth Construction

After feature propagation, the token embeddings are accordingly updated. In order to
obtain the complete depth, the updated tokens have to be converted back into features. To
achieve this goal, the soft composition is applied to convert tokens into the overlapped feature
patches. These patches are then used to form the complete features as

Êdep = SC(ZN1
dep), (4.4)

where ZP
dep denotes the output of the Pth Transformer block and Êdep is the composed

complete features of depth. Then, the features Êdep are decoded by a CNN-based decoder
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consisting of four convolutional layers to generate the predicted depth Dc which has the same
resolution as the input frame.

4.2.3 Content Reconstruction

The content reconstruction module is designed to generate contents for the broken
foreground and background of missing regions. Note that the depth indicates both the
contour and content layer information for a picture. Given a picture whose missing content
crosses foreground and background, introducing depth as guidance to reconstruct the missing
content may produce result with clear shape and structure. In this work, we construct the
content reconstruction module based on the depth-guided spatio-temporal Transformer and
the proposed multi-head mutual-self-attention. With this module, we can combine the spatial
and temporal dependencies of frames with the guidance of depth to produce reasonable and
reliable content for the target region.

Our proposed content reconstruction module is also developed based on the CNN-
Transformer architecture and consists of feature extraction, depth-guided feature propagation
and content composition. Specifically, given broken frames Xin and the corresponding com-
plete depth maps Dc, the lower-resolution features of content and depth are firstly extracted
from the broken video frames and the predicted depth via two CNN-based encoders, respec-
tively. Then, these features are converted into tokens and fed into the depth-guided STTB in
which the tokens of content are updated through the depth-guided feature propagation. The
updated tokens are converted into features and these features are finally used to reconstruct
frames X̂rec via a CNN-based decoder.

Feature Extraction

Firstly, a context encoder[44] which consists of nine convolutional layers takes in the
incomplete frames Xin and produces 1/4 sized feature with Ccn channels. And the corre-
sponding predicted depth Dc is feed into a CNN-based encoder with four convolutional layers
to obtain 1/4 sized feature maps Ed p with Cdep channels. Then, we apply the soft split to
convert Ecn and Ed p into overlapped token embeddings as

Z0
cn = SS(Ecn)

Z0
d p = SS(Ed p),

(4.5)

where Z0
cn and Z0

d p represent the embedded tokens for Ecn and Ed p, respectively.
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Fig. 4.4 Architecture of MMSA.

Depth-guided Feature Propagation

Since the depth tokens contain enough depth information, we use them to guide the
construction of spatio-temporal relationship between content tokens during feature propaga-
tion, which makes the model learn how to utilize depth index to assign appropriate attention
weights for token updating. To achieve the above goal, we construct a Depth-Guided Spatio-
Temporal Transformer Block (DGSTTB) to facilitate the feature propagation. In addition,
Mutual Multi-head Self Attention (MMSA) is adopted in DGSTTB to make the content
tokens update with the interaction of depth tokens.

To implement MMSA in DGSTTB, the depth tokens just participate in the assignment
of attention weights but are not used to determine value vectors. Hence, the module can
focus on the reference regions with similar depth to the target region and spread these cues
to the target region so that it can effectively update token embeddings for missing regions
to achieve better content reconstruction. Different from MSA, we use mutual query Qmul

and mutual key Kmul to obtain the attention map as well as the content value Vcn and the
depth value Vd p for value updating in MMSA, as illustrated in Fig. 4.4, where Vcn and Vd p

are independent. More specifically, we concatenate Zcn with Zd p together and use a linear
projection layer fkq to convert them into the mutual query vector Qmul and mutual key vector
Kmul , respectively, i.e.,

{Kn
mul,Q

n
mul}= fkq(Concat(Zn−1

cn ,Zn−1
d p )), (4.6)
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where Zn−1
cn and Zn−1

dep represent the output content and depth token embeddings of the
(n−1)th DGSTTB and Kn

mul and Qn
mul are mutual key and query vectors of the nth DGSTTB.

In addition, Zcn and Zd p are independently converted into the content and depth values

Vn
cn = fvc(Zn−1

cn )

Vn
d p = fvd(Zn−1

d p ),
(4.7)

where fvc and fvd are the linear projection layers used to generate the content and depth
values, respectively. In order to capture various relationships between tokens, Qmul , Kmul ,
Vcn and Vd p are then split into multiple heads. For each head, we generate its corresponding
attention map by using mutual query and key. Then, we assign the weights for token updating
according to the attention map.

Assuming that there are k heads in MMSA, the updated content and depth values for each
head, denoted as V̂cn,k and V̂d p,k, are obtained as

{V̂cn,k, V̂d p,k}= MMSA(Qmul,k,Kmul,k,Vcn,k,Vd p,k)

=
softmax(Qmul,kKT

mul,k)√
dk

{Vcn,k,Vd p,k},
(4.8)

where Qmul,k, Kmul,k, Vcn,k, Vd p,k are the mutual query, mutual key, content value and depth
value for each head, respectively, and dk is the feature dimension of Qmul,k.

Based on MMSA, DGSTTB is implemented as

{Z′n
cn,Z

′n
d p}=MMSA({LN(Zn−1

cn ),LN(Zn−1
d p )})+{Zn−1

cn ,Zn−1
d p }

Zn
cn =F3N(LN(Z′n

c ))+Z′n
cn

Zn
d p =F3N(LN(Z′n

d p))+Z′n
d p,

(4.9)

where Zn−1
d p denotes the output token embeddings of the (n− 1)th DGSTTB and Zn

d p rep-
resents the output of the nth transformer block. We stack Q DGSTTBs and use them to
facilitate the depth-guided feature propagation, enabling the model to effectively update the
tokens for broken regions to produce reliable contents for missing regions.

Initial Frame Composition

After the feature propagation, the content tokens are accordingly updated. In order to
reconstruct frames, the overlapped token embeddings for contents are converted into features
by the CNN-based decoder with the SC operation as

Êrec = SC(ZN2
cn ), (4.10)
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where ZQ
cn denotes the content tokens obtained from the Qth DGSTTB and Êrec is the

composed features obtained by using SC. Note that the features Êrec only contain the features
of local frames and the features of non-local frames are discarded. Then we apply the
CNN-based decoder which consists of four convolutional layers to progressively upsample
Êrec and generate initial results for local frames. After that, the composed local frames X̂rec

and the composed features of local frames Êrec are fed into the content enhancement module
to generate the final inpainting results.

4.2.4 Content Enhancement

After composing the frames for the broken video, we further improve the video quality by
introducing optical flow as the guidance to enhance the temporal coherence of neighboring
frames. The content enhancement module is accordingly designed to enhance the local
temporal consistency and the texture quality for the video. This module is constructed based
on a parallel feature fusion network with the flow-guided deformable warping. With this
module, we can strengthen the local temporal coherence of the video to enhance the visual
consistency and improve both structure and texture details for the final inpainting result.

In this work, we develop a parallel content enhancement module based on the flow-
guided deformable convolution [133] to facilitate the content enhancement that consists of
flow estimation, feature enhancement and final frame reconstruction. Specifically, given
the composed local frames X̂rec, we predict forward and backward flows for them with a
flow estimation network. Then, with the features Êrec obtained from content reconstruction
module, we implement flow-guided deformable warping to simultaneously warp the features
of the neighboring frames to the target frame and fuse the warped features for neighboring
frames with target feature maps using MLP to enhance the features of target frame. After
that, we feed the enhanced features into a CNN-based decoder to generate the final inpainted
frames X̄en.

Flow Estimation

We adopt a lightweight flow estimation network SpyNet [134] to predict the forward and
backward flows between neighboring frames so as to save the computation cost. We use
Ft−1→t and Ft+1→t to denote the forward and backward flows, respectively.

Feature Enhancement

As illustrated in Fig. 4.5, we construct a Parallel Content Enhancement Block (PCEB)
that is developed based on flow-guided deformable warping to strengthen the temporal
coherence of the video. In this work, the proposed PCEB is applied to enhance a group of
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Fig. 4.5 Architecture of PCEB.

local neighboring frames {..., X̂t−3, X̂t−2, X̂t−1, X̂t+1, X̂t+2, X̂t+3, ...}. We describe its imple-
mentation using two neighboring frames, {X̂t−1, X̂t+1}, but it can also be extended to work
with four frames, {X̂t−2, X̂t−1, X̂t+1, X̂t+2}, or six frames, {X̂t−3, X̂t−2, X̂t−1, X̂t+1, X̂t+2, X̂t+3},
in the implementation of our method. Given the features Êl of the composed frames X̂l , we
stack K PCEBs to produce the enhanced features Ēen and each PCEB is implemented in four
steps.

Firstly, the features Êt−1 and Êt+1 extracted from the frames X̂t−1 and X̂t+1 are simulta-
neously warped to the features Êt of the inpainted frame X̂t as

Ê
′
t−1 =W(Êt−1,Ft−1→t)

Ê
′
t+1 =W(Êt+1,Ft+1→t),

(4.11)

where W(·) denotes the flow-based warping [133, 135].

Secondly, we predict the offset residuals and modulation masks with several convolution
layers so that we can use them to implement the deformable warping for feature enhancement.
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The offset residuals and modulation masks are obtained as

{Ot−1→t ,Ot+1→t ,Mt−1→t ,Mt+1→t}= Conv(Concat(Ft−1→t ,Ft+1→t , Ê
′
t−1Ê

′
t+1)), (4.12)

where Ot−1→t and Ot+1→t are the predicted offset residuals, Mt−1→t and Mt+1→t are the
predicted modulation masks, and Conv denotes the application of convolutional layers.

Thirdly, with the predicted offset residuals and modulation masks, we employ the de-
formable warping to warp features Ēt−1 and Ēt+1 to guarantee the features of neighboring
frames can be effectively aligned to Êt . The deformable warping is implemented as

Ēt−1 = DConv(Ê
′
t−1,Ft−1→t +Ot−1→t ,Mt−1→t)

Ēt+1 = DConv(Ê
′
t+1,Ft+1→t +Ot+1→t ,Mt+1→t),

(4.13)

where DConv denotes the deformable convolution [136].

Finally, we concatenate Ēt−1, Ēt+1 and Êt to fuse them with MLP to obtain the enhanced
features Ēt as

Ēt = MLP(Concat(Êt , Ēt−1, Ēt+1)), (4.14)

where Concat is the concatenation operation. The features of each frame can be simultane-
ously fused with the features of its neighboring frames to obtain all the enhanced features
Ēen.

Enhanced Frame Reconstruction

After obtaining the enhanced features Ēen from the Kth PCEB, we feed them into a
CNN-based decoder that consists of four convolutional layers to progressively increase the
resolution of features and generate the enhanced inpainting frames X̄en. All the enhanced
frames are used to compose the final output video.

4.2.5 Loss Function

We construct the loss function Ltotal to train our model and jointly optimizing all the
modules. Ltotal is composed as

Ltotal = λdep ·Ldep +λcon ·Lcon +λenh ·Lenh +λgen ·Lgen, (4.15)

where Ldep is the depth completion loss, Lcon is the content construction loss, Lenh is the
content enhancement loss, Lgen is the T-PatchGAN loss [56], and λdep, λcon, λenh and λgen

are the corresponding weighting factors for each loss.
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In Ltotal , the depth completion loss measures the difference between the predicted depth
information D̂ and the ground-truth depth information D. It is defined as

Ldep = ∥D̂−D∥1. (4.16)

The content construction loss Lcon measures the difference between the reconstructed
video X̂ obtained from the content reconstruction module and the ground-truth video X. It is
formulated as

Lcon = ∥X̂−X∥1. (4.17)

The content enhancement loss Lenh measures the difference between the final output
video X̄ obtained from the content enhancement module and the ground-truth video X, i.e.,

Lenh = ∥X̄−X∥1. (4.18)

The T-PatchGAN loss [56] evaluates the difference between the final inpainted video X̄
and the ground-truth video X with a T-PatchGAN discriminator [56] D, where the discrimi-
nator makes the model generate high-quality and realistic contents. The T-PatchGAN loss is
formulated as

Lgen =−EX̄[D(X̄)]. (4.19)

Moreover, the T-PatchGAN discriminator consists of six 3D convolution layers and is used to
learn the difference between real patches of ground-truth videos and fake patches of inpainted
videos. The loss adopted in Chang’s work [56] is employed to train the discriminator in this
work, making the discriminator correctly classify real and fake samples with a clear margin.
It is formulated as

LD = EX(0,1−D(X))]+EX̂[max(0,1+D(X̂))]. (4.20)

where D(x) represents the discriminator’s output for a real video sample x and D(z) represents
the output for an inpainting video sample z.

4.3 Experimental Results

4.3.1 Settings

Datasets

We evaluated the proposed method on two widely used video object segmentation datasets,
YouTube-VOS [11] and DAVIS [10], to demonstrate its effectiveness. The YouTube-VOS
dataset consists of 3,471, 474, and 508 video clips for training, validation, and testing,
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Masked Frame FGVC [6] Fuse-
Former [59] FGT [9] E2FGVI [8] DGDVI (Ours)

Fig. 4.6 Qualitative results for the video completion scenario that crosses foreground and
background. From top to bottom: Bmx-bumps, Elephant, Swing, Flamingo, and Motocross-
bumps videos of the DAVIS [10] dataset.

respectively, covering various scenes. The DAVIS dataset contains 60 videos in the training
set and 90 videos in the test set.

We trained our model using the YouTube-VOS dataset and evaluated the performance
using both the DAVIS and YouTube-VOS datasets. Specifically, following the initial parti-
tioning of YouTube-VOS dataset, we used its training set to train our model. Moreover, to
make our proposed method applicable to different inpainting scenarios, we created both the
stationary irregular masks and the dynamic object-shaped masks as [55, 57, 4, 58, 59, 8] did,
and applied them to the source videos to produce broken videos by removing the masked
contents. To evaluate the performance of the method, we conducted evaluations on the
YouTube-VOS test set and 50 video clips from the test set of DAVIS dataset as the previous
work [58, 59, 8] did.

Implementation Details

During training, the numbers of local frames Nl and non-local frames Nnl were both set
to 4. During test, the number of local frames Nl was set to 6, while the step-size to uniformly
sample non-local frames Nnl was set to 6. In the experiment, the model adopted 8 STTBs
in the depth completion module, 8 DGSTTBs in the content reconstruction module and 4
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PCEBs in the content enhancement module, i.e., P = 8, Q = 8, and K =4. The number of
content feature Ccn was set to 128, while the number of depth feature Cdep was set to 64
in the depth completion and 32 in the content reconstruction. The head number k of both
MSA and MMSA were set to 4. We first trained the depth completion module independently
using Ldep for 300K iterations. Then with the depth completion module and the pretrained
flow estimation network, SpyNet, frozen, we trained the content reconstruction and content
enhancement modules using Lcon, Lenh and Lgen for 300K iterations. And we finetuned three
modules together using Ltotal for 200K iteration. The weighting factors for λdep, λcon, λenh

and λgen were set to 0.2, 0.2, 1 and 1e−3, respectively. We adopted Adam optimizer [137] to
train our network. The initial learning rate was 1e−4, which was divided by 10 after 150K
iterations. The resolution of training videos were resized to 240×432 and the batch size
was set to 4. The training of our network was implemented on Pytorch platform with two
NVIDIA GeForce RTX 3090 GPUs, while the test experiments were implemented with one
NVIDIA GeForce RTX 3090 GPU.

Evaluation Metrics

We adopted peak signal-to-noise ratio (PSNR), structural similarity index (SSIM) [138],
video Frechet inception distance (VFID) [113], and flow warping error (Ewarp) [114] as the
quantitative metrics to evaluate the performance of different video inpainting methods. More
specifically, PSNR and SSIM are two widely used metrics to assess reconstructed image
and video with original ones. Higher value suggests higher similarity. VFID was employed
to assess the perceptual similarity of distortion-oriented videos and has been adopted in
recent video inpainting approaches [58, 59, 8]. Lower value represents better realism and less
distortion compared with natural videos. Flow warping error Ewarp measures the temporal
consistency based on optical flow. Lower score indicates better temporal consistency.

4.3.2 Comparisons

Qualitative Results

We qualitatively compared our method with four latest approaches, including FGVC [6],
FuseFormer [59], FGT [9] and E2FGVI [8].

The comparison was conducted on two tasks. The first one was video completion and the
second one was object removal, where both the tasks were performed on the videos of the
DAVIS dataset. Moreover, we created the stationary irregular mask for the video completion
task as the previous methods [58, 59, 61, 8] did. In this task, one static mask was randomly
applied to a video to remove the content. In contrast, we produced dynamic object-shaped
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Masked
Frames FGVC [6] Fuse-

Former [59] FGT [9] E2FGVI [8] DGDVI(Ours)

Fig. 4.7 Qualitative results for the object removal scenario. From top to bottom: Goat,
Parkour, and Horsejump-high videos of the DAVIS [10] dataset.

masks for the object removal task, where each mask covered one moving object over the
whole video.

Some video completion results for the challenging scenes crossing foreground and
background were presented in Fig. 4.6 and some object removal results were presented
in Fig. 4.7. One could see from Fig. 4.6 and Fig. 4.7 that our method generated more reliable
contents and clearer structures than the other approaches, demonstrating its effectiveness.

Quantitative Results

We conducted quantitative comparison on YouTube-VOS and DAVIS for video comple-
tion. The resolution of test videos was 432×240. The proposed method was compared to
VINet [55], DFVI [51], LGTSM [57], CPNet [4], spatial-temporal transformations for video
inpainting (STTN) [58], axial attention-based style Transformer (AAST) [61], FGVC [6],
FuseFormer [59], FGT [9], and E2FGVI [8]. The corresponding results were given in Ta-
ble 4.1. It was found from Table 4.1 that our method significantly outperforms all the
state-of-the-art methods evaluated by the four quantitative metrics. These results indicated
that our approach could recover the contents with less distortion (PSNR and SSIM), more
visually faithful content (VFID), and better spatial and temporal consistency (Ewarp).

Complexity Analysis

We used Floating Point Operations Per second (FLOPs) and inference time to evaluate
the complexity of the compared methods by using the DAVIS dataset. The corresponding
results were presented in Table 4.1. The FLOPs of our proposed approach were comparable
to VINet [55], LGTSM [57] and CPNet [4] that were developed based on CNN. Meanwhile,
the proposed method executed about ×10 faster than DFVI [51], FGVC [6] and FGT [9]. In
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Table 4.1 Quantitative comparisons on YouTube-VOS [11] and DAVIS [10] datasets. ↑
indicates higher is better. ↓ indicates lower is better. Ewarp

∗ denotes Ewarp × 10−2. Each
method is evaluated following the procedures in FuseFormer. VINet, DFVI, FGVC, and FGT
are not end-to-end training methods. Their Floating Point Operations Per second (FLOPs),
thus, are not presented. AAST did not provide the source code. As such its FLOPs and
runtime are not provided. The best results for each metric are highlighted in bold.

Methods
YouTube-VOS DAVIS

FLOPs
Runtime

PSNR (dB) ↑ SSIM ↑ VFID ↓ Ewarp
∗ ↓ PSNR (dB) ↑ SSIM ↑ VFID ↓ Ewarp

∗ ↓ (s/frame)

VINet [55] 29.20 0.9434 0.072 0.1490 28.96 0.9411 0.199 0.1785 - -

DFVI [51] 29.16 0.9429 0.066 0.1509 28.81 0.9404 0.187 0.1608 - 2.56

LGTSM [57] 29.74 0.9504 0.070 0.1859 28.57 0.9409 0.170 0.1640 1008G 0.23

CPNet [4] 31.58 0.9607 0.071 0.1470 30.28 0.9521 0.182 0.1533 861G 0.40

FGVC [6] 29.67 0.9403 0.064 0.1022 30.80 0.9497 0.165 0.1586 - 2.36

STTN [58] 32.34 0.9655 0.053 0.0907 30.67 0.9560 0.149 0.1449 1032G 0.12

FuseFormer [59] 33.29 0.9681 0.053 0.0900 32.54 0.9700 0.138 0.1362 752G 0.20

AAST [61] 33.23 0.9669 0.048 0.1396 32.71 0.9720 0.1360 0.1706 - -

FGT [9] 30.19 0.9536 0.063 0.0968 31.77 0.9639 0.134 0.1483 - 1.89

E2FGVI [8] 33.71 0.9700 0.046 0.0864 33.01 0.9721 0.116 0.1315 682G 0.16

DGDVI (Ours) 34.07 0.9725 0.045 0.0823 33.33 0.9740 0.111 0.1295 860G 0.21

these methods, the optical flow was adopted to guide the information propagation throughout
the frames for inpainting, resulting in rather high complexity. Meanwhile, our method
achieved comparable speeds to the Transformer-based approaches, such as STTN [58],
FuseFormer [59], and E2FGVI [8].

4.3.3 Ablation Study

We conducted ablation studies to verify the effectiveness of the proposed modules, MMSA
and flow-guided deformable warping used in our model. All the studies were performed on
the DAVIS dataset for the video completion task.

Effectiveness of the Proposed Modules in DGDVI

Our proposed inpainting model consists of three modules, i.e., the depth completion,
content reconstruction, and content enhancement modules. To demonstrate the performance
gain offered by them, we conducted an ablation study to verify their effectiveness. The
content reconstruction module is the key module in our model. Once it is removed, our
proposed inpainting model could not work any longer. Therefore, it was always retained in
our model when the ablation study was carried out.

When we conducted this ablation study, we firstly just used the content reconstruction
module to construct a baseline model, denoted as Model-1, where the content reconstruction
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Table 4.2 Ablation study for the proposed modules in DGDVI. Different combinations of the
content reconstruction, depth completion, and content enhancement modules are evaluated
on the DAVIS [10] dataset. Performance is measured using PSNR and SSIM metrics, with
higher values indicating better reconstruction quality. The best results for each metric are
highlighted in bold.

Model-1 Model-2 Model-3 Model-4
Content reconstruction ✓ ✓ ✓ ✓

+ Depth completion ✗ ✗ ✓ ✓

+ Content enhancement ✗ ✓ ✗ ✓

PSNR (dB) ↑/ SSIM ↑ 32.54/0.9700 33.04/0.9718 33.08/0.9724 33.33/0.9740

Fig. 4.8 Ablation study for the proposed modules. From left to right: Masked frame of Tennis
video, portions for ground truth, model-1, model-2, model-3, and model-4.

module is implemented with MSA rather than MMSA (as depth was not available for
guidance). Then, we added the content enhancement module to Model-1 to compose Model-2
for the verification of effectiveness of this module. Meanwhile, we composed Model-3 by
using the content reconstruction and depth completion modules, where MMSA was adopted
in content reconstruction because the depth could be offered by the depth completion module.
Finally, we integrated all the modules to build up our proposed inpainting model (denoted as
Model-4 in this experiment). The quantitative and qualitative results for the ablation study
were given in Table 4.2 and Fig. 4.8, respectively.

According to the results presented in Table 4.2 and Fig. 4.8, it was found that introducing
the depth completion and content enhancement modules to the baseline model, i.e., Model-1,
could effectively improve the inpainting quality, both quantitatively and qualitatively, When
all the modules were adopted, the best quality was achieved. These results demonstrated the
effectiveness of the proposed modules.

In addition, we presented some visualized results in Fig. 4.9 to further verify the effective-
ness of our proposed modules. Firstly, it was found from Fig. 4.9 that the predicted depth for
the broken video was very similar to the depth of the ground-truth video. This accordingly
demonstrated the effectiveness of the depth completion module. Secondly, guided by the
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Fig. 4.9 The intermediate results for DGDVI. The example is selected the same frame as
Fig. 4.8 from Tennis video. From left to right, top to bottom: Ground-truth frame, mask,
depth estimation result for ground-truth frame, depth completion result for broken video,
visualization of flow estimation result for ground-truth video, visualization of flow estimation
for initial inpainted video, initial inpainted result, enhanced inpainted result.

predicted depth, we obtained the initial inpainted video with acceptable quality by using the
content reconstruction module. Note that employing this initial result could generate optical
flow similar to the one obtained from the ground-truth video. Finally, with the obtained flow,
we enhanced the initial result and get the final inpainting result with higher quality, which
validated the effectiveness of the content enhancement module.

Effectiveness of MMSA for Content Reconstruction

The depth-guided feature propagation in the content reconstruction was developed based
on the proposed MMSA mechanism. To verify the effectiveness of MMSA, we replaced
it with MSA in content reconstruction to evaluate the change of inpainting performance.
Specifically, the content reconstruction with MSA first fused depth and feature, and then fed
them into STTBs for feature propagation. The quantitative results were given in Table 4.3.
According to the results in Table 4.3, it was found that the model with MMSA achieves better
inpainting performance than using MSA, which demonstrated the superiority of MMSA for
the content reconstruction.
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Table 4.3 Ablation study for MMSA in depth-guided content reconstruction module. MSA
and MMSA are separately applied to the depth-guided content reconstruction module and
evaluated on the DAVIS [10] dataset. Performance is measured using PSNR, SSIM, and
VFID metrics. The best results for each metric are highlighted in bold.

PSNR (dB) ↑ SSIM ↑ VFID ↓
MSA 32.74 0.9716 0.124

MMSA 33.30 0.9740 0.111

Table 4.4 Ablation study for flow-guided deformable warping in content enhancement
module. Flow-based warping, deformable warping, and flow-guided deformable warping
are separately applied to the content enhancement module and evaluated on the DAVIS [10]
dataset. Performance is measured using PSNR, SSIM, and VFID metrics. The best results
for each metric are highlighted in bold.

PSNR (dB) ↑ SSIM ↑ VFID ↓
Flow-based 32.75 0.9710 0.121
Deformable 32.61 0.9691 0.125

Flow-guided deformable 33.30 0.9740 0.111

Effectiveness of the Flow-guided Deformable Warping for Content Enhancement

The content enhancement module was developed based on the flow-guided deformable
warping. In order to verify the superiority of this warping approach, we compared its
performance with two warping methods, flow-based warping and deformable convolution-
based warping. Specifically, instead of using flow-guided deformable warping in content
enhancement, we implemented flow-based or deformable convolution-based warping to align
features for feature enhancement. The corresponding quantitative and qualitative results
inpainting results were presented in Table 4.4 and Fig. 4.10, respectively. It could be found
from Table 4.4 and Fig. 4.10 that the model with flow-guided deformable warping generated
the best results, demonstrating the effectiveness of this warping technique.

Effectiveness of Incorporating Non-local Frames for Video Inpainting

To validate the effectiveness of adopting non-local frames in the inpainting, we firstly
conducted an experiment by just employing the local frames to implement the inpainting with
our proposed model. Then, we compared the inpainting results with the ones obtained by
employing both local and non-local frames to inpaint videos. The corresponding quantitative
and qualitative results were given in Table 4.5 and Fig. 4.11, respectively. These results
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Fig. 4.10 Ablation study for flow-guided deformable warping. From left to right: Masked
frame of Car-turn video, portions for ground truth, flow-based warping, deformable
convolution-based warping, and flow-guided deformable warping.

Table 4.5 Quantitative results verifying the effectiveness of incorporating non-local frames
in the inpainting process. Local frames and a combination of local and non-local frames are
separately applied to our proposed DGDVI model and evaluated on the DAVIS [10] dataset.
Performance is measured using PSNR, SSIM, and VFID metrics, with the best results for
each metric highlighted in bold.

PSNR (dB) ↑ SSIM ↑ VFID ↓

Local frames 32.55 0.9687 0.126

Local + non-local frames 33.30 0.9740 0.111

demonstrated the superior performance of our approach when both local and non-local frames
were adopted.

4.4 Summary

In this chapter, we proposed a depth-guided deep video inpainting (DGDVI) network
designed to address challenges in complex scenes, particularly for missing regions spanning
both moving targets and backgrounds. Previous methods often struggled to determine
whether missing pixels belonged to foreground or background layers, resulting in noticeable
artifacts in such scenarios. To overcome this limitation, we introduced depth information as
a guiding mechanism for the inpainting process. The proposed model comprises three key
modules: depth completion, content reconstruction, and content enhancement, implemented
in a sequential workflow. Specifically, the depth completion module, built upon a spatio-
temporal Transformer architecture, predicts completed depth maps for each video frame.
The content reconstruction module, guided by the predicted depth information, generates
an initial inpainting result using a depth-guided spatio-temporal Transformer. The content
enhancement module, leveraging a flow-guided deformable convolutional network, refines
the initial results to improve visual quality and temporal consistency, producing the final
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Fig. 4.11 Qualitative results for the effectiveness verification of adopting non-local frames to
implement inpainting. From left to right: Masked frame of Elephant, portions for ground
truth, inpainting just with local frames, and inpainting with both local and non-local frames.

inpainting outputs. These modules are jointly optimized to ensure high efficiency and
coherence throughout the inpainting process.

We evaluated the proposed DGDVI on the DAVIS and YouTube-VOS datasets for both
video restoration and object removal tasks. The results demonstrate that our method ef-
fectively reconstructs clear structures and produces visually plausible results, particularly
for scenes with multiple depth layers in the missing regions. Comparative analyses were
conducted against SOTA methods [55, 51, 57, 4, 58, 59, 61, 6, 9, 8]. Both qualitative and
quantitative evaluations across metrics, including reference techniques, demonstrate that
DGDVI consistently outperforms these methods, establishing a new benchmark for video
inpainting.

Despite its impressive performance on video restoration and object removal tasks, the
proposed DGDVI faces challenges with high-resolution video inpainting. Due to limitations
in model design and inefficient computational and memory management, DGDVI is restricted
to handling 240p resolution videos. To address this issue, the next chapter introduces a
hierarchical sparse Transformer model designed to extend video inpainting capabilities to
high-resolution tasks effectively.



5

A Hierarchical Sparse Transformer for
High-resolution Video Inpainting

5.1 Introduction

In the previous two chapters, we proposed a short-long-term propagation-based video
inpainting approach for achieving visually and contextually consistent object removal, as well
as a depth-guided deep video inpainting network for addressing complex scenes with multiple
layers. While the former demonstrated impressive performance in target removal tasks, it
has limitations when applied to video restoration tasks. In contrast, the latter showed strong
robustness in both object removal and video restoration tasks, particularly in challenging
scenarios where both foreground and background regions are missing. However, deep
learning-based methods often face significant challenges when dealing with high-resolution
videos due to inherent limitations in model design and inefficiencies in computation and
memory management. To overcome these challenges, this chapter introduces a hierarchical
sparse Transformer specifically designed for high-resolution video inpainting.

Despite a number of video inpainting approaches [51, 6, 58, 59, 8, 9, 139] proposed
in recent years, it remains as one of the key challenges to handle high computational
demand in video inpainting, particularly in high-resolution inpainting scenarios. Images
and videos are fundamentally highly sparse matrices, where pixels within local regions
exhibit minimal variations, resulting in significant amount of redundant information. As the
spatial or temporal dimensions increase in high-resolution videos, the data volume increases
exponentially, and the sparsity within video is amplified as well. For example, processing a
1080p (1920×1080) high-resolution video at 24 fps generates approximately 1.2×109 bits
of data per second. This vast amount of data presents two problems. On the one hand, it is
difficult for the model to accurately capture the most relevant cues in reconstructing realistic
contents amidst the massive data, which often leads to artifacts in inpainting regions. On the
other hand, it creates a great burden for the model to manage both computation and memory
consumption in processing long and high-resolution videos. Failures of efficient processing
of redundant information within videos lead to collapse in many inpainting approaches due
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to the computation and memory overload. Therefore, it is important to develop an efficient
scheme for high-resolution video inpainting.

In recent years, several approaches [58, 60, 59, 8, 9] utilize the Transformer model to
reconstruct missing content due to its great ability to model long-range dependencies in
videos. These methods typically transform video frames into various token embeddings,
with reference information being propagated through interactions of these tokens via MSA
in both spatial and temporal domains. To generate visually and contextually coherent
results, tokens from missing regions interact with tokens from existed regions in both
local and non-local ranges, thereby acquiring short-range and long-range references. Some
methods [58, 60, 59] adopt a global manner to make all the tokens interact with each other
through MSA. However, a significant increase in token numbers from high-resolution videos
leads to a quadratic increase in computational demand. Other methods [8, 9] use optical flow
to align corresponding regions between adjacent frames, achieving token interaction within
local spatio-temporal windows and thereby reducing computational costs. However, while
this design effectively propagates short-term information, it struggles to capture long-range
cues from distant frames. Furthermore, effective flow-guided information propagation relies
on accurate optical flow prediction for missing regions. Since information is completely
lost in these missing regions, flow completion is prone to inaccuracies and errors, especially
when dealing with large missing areas in high-resolution videos. Such flow errors can lead to
artifacts in the inpainted results.

To address the issues mentioned above, we propose a hierarchical sparse Transformer for
high-resolution video inpainting. To efficiently manage the substantial computational cost
of capturing spatio-temporal contexts necessary for producing both reliable structures and
fine textures in high-resolution inpainting, we process the video in a coarse-to-fine manner
using two stages. Initially, the video is processed at a lower resolution to reconstruct the
foundational structure of the corrupted regions. By processing a sequence of low-resolution
frames sparsely sampled along the temporal dimension, we can efficiently capture the overall
context for initial content reconstruction without being overwhelmed by the massive data of
high-resolution inputs. Once the low-resolution reconstruction is complete, we further refine
the result by enhancing textures and details at higher resolutions under the flow guidance,
ensuring that the final output retains both temporal consistency and fine-grained visual
quality. The content enhancement is merely performed within local windows of the corrupted
regions in consecutive frames, with most valid regions cropped to save computational costs.
Additionally, the complete optical flow can be directly obtained from low-resolution results,
which eliminates the need for a separate flow completion step to estimate the missing flow
information in missing regions. This not only reduces computational complexity but also
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Fig. 5.1 Framework of the proposed HSTVI.

improves the reliability of optical flow, thereby enhancing the final inpainting performance.
Overall, our contributions for this chapter can be summarised as follows.

• We introduce a HSTVI approach, which is designed to address the high computational
issue of high-resolution inpainting with two stages, i.e. LGCR and HSCE.

• We develop a LGCR module to synthesize initial results at low-resolutions by using
sparse global contexts.

• We design a HSCE module to enhance the details and temporal consistency of inpaint-
ing results at high-resolutions within sparse spatio-temporal windows.

• Our approach significantly exceeds the state-of-the-art methods on DAVIS dataset [10]
while achieving comparable performance on YouTube-VOS dataset [11], assessed
through quantitative and qualitative measurements, which demonstrates the superiority
of our approach.

5.2 Methodology

5.2.1 Overview

Given a corrupted video X containing N frames {X1,X2, . . . ,XN}, where Xi ∈ RH×W×3,
we aims to fill missing regions with reasonable and visually coherent contents. We propose a
HSTVI to achieve video inpainting both effectively and efficiently, even for the challenging
high-resolution tasks. HSTVI completes video inpainting in a coarse-to-fine manner with
two modules, i.e. LGCR and HSCE. Firstly, we employ the LGCR module to generate
an initial low-resolution inpainting result by integrating information from neighboring and
non-local frames. Subsequently, we calculate optical flow for the initial results. Guided by
the optical flows, we then utilize the HSCE module to refine texture details and enhance
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temporal consistency of the initial results, obtaining the final high-resolution inpainting
results. The overall framework is illustrated in Fig. 5.1.

To build the HSTVI, we construct both the LGCR and HSCE modules based on the
Transformer model. For each module, the Transformer model begins by converting videos
into numerous hybrid focal tokens, allowing for dynamic aggregation of context information
both locally and non-locally. With these tokens, the model facilitates token interaction to
reconstruct the tokens from corrupted regions, propagating the information throughout the
spatio-temporal domain in the video. Once the tokens are updated, they are reversed into
videos, allowing the models to achieve context reconstruction and content enhancement,
respectively.

In the following subsections, we will delve into the main components of our method.
Firstly, we will intorduce the hybrid focal tokenization technique in Sec. 5.2.2, which plays a
crucial role in our approach. Following that, in Sec. 5.2.2 and Sec. 5.2.4, we will provide
detailed explanations of the designs of LGCR and HSCE, respectively. Finally, in Sec. 5.2.5,
we will discuss the training strategy employed for our model.

5.2.2 Hybrid Focal Kernel-based Tokenization

In Transformer model, tokenization segments input data into parts that can be embedded
into tokens within a vector space. These tokens interact with each other to build dependencies
through MSA, facilitating the propagation of reference information from valid regions to
corrupted regions in video inpainting task. Influenced by ViT [65], the tokenization in
previous Transformer-based video inpainting approaches [58, 60, 59, 8] typically splits
frames into a sequence of rectangular patches for the transformation of embedded tokens.
Although vanilla kernel is effective at aggregating contextual information within a local
field, it may struggle to capture reference cues in regions with missing contents. The poor-
quality tokens extracted from these regions will limit the ability of model to build long-range
dependencies, resulting in disappointing results for video inpainting. Employing larger
vanilla kernels with wider receptive field might mitigate the issue, but it will significantly
increase parameters of model and computational costs.

To tackle this issue, we design a Hybrid Focal Kernel-based Tokenization (HFKT),
as illustrated in Fig. 5.2. The hybrid focal kernel combines a fixed dense kernel and a
dynamic sparse kernel. The dense kernel aggregates structures and textures within a local
area, while the sparse kernel captures long-range contexts within the frame. Inspired by
deformable convolution [136, 140], we introduce learnable offsets to create adaptive sampling
positions in the dynamic sparse kernel, allowing for a broader receptive field during feature
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✓ local structure ✓ local structure
✗ long-range dependency ✓ long-rang dependency
✗ dynamic receptive field ✗ dynamic receptive field
✓ computational efficient ✗ computational efficient

(a) vanilla kernel (b) large kernel

✗ local structure ✓ local structure
✓ long-range dependency ✓ long-rang dependency
✓ dynamic receptive field ✓ dynamic receptive field
✓ computational efficient ✓ computational efficient
(c) deformable kernel (d) hybrid focal kernel

Fig. 5.2 Comparison of different kernels for feature extraction, where yellow, blue, and green
positions represent feature aggregation centre, fixed dense positions and dynamic sparse
positions, respectively.

extraction. When the fixed dense kernel has difficulties in extracting features from corrupted
regions with little or no useful information locally, the dynamic sparse kernel helps to
adaptively capture long-range contexts from neighboring valid regions. Hence, compared
to tokenization adopted in previous approaches [58, 60, 59, 8], HFKT is potential to
produce higher quality token embeddings, allowing the model to better establish correlations
between tokens from corrupted and valid regions for more effective information propagation.
Additionally, the computation and memory costs do not significantly increase when using
HFKT for token extraction. Overall, HFKT is designed to efficiently generate superior tokens
by aggregating both short-range and long-range information, thereby enhancing the final
inpainting performance.

To employ HFKT for token extraction, we firstly determine the dynamic sparse sampling
positions by using a convolutional layer Conv1 to obtain offsets O and modulated masks M,
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which can be expressed as
{O,M}= Conv1(E), (5.1)

where E represents the input frame or feature. Then the process of HFKT can be expressed
as

HFKT(E) = Concat(Conv2(E),DConv(E,O,M)), (5.2)

where Concat denotes concatenation and Conv2, DConv represent convolution and de-
formable convolution layers, respectively.

5.2.3 Low-resolution Global Context Reconstruction

The LGCR module aims to integrate valid information from both global spatial and
temporal domains to generate reasonable and coherent content for missing regions at low
resolutions. This stage facilitates the computation of reliable optical flow for further flow-
guided content enhancement at high resolutions.

To effectively manage computation and memory costs, the given video clip X is firstly
down-sampled into low-resolution frames and then divided into multiple frame groups for
independent content reconstruction. The input to LGCR module, denoted as Xin, consists of
a local-frame group and a non-local-frame group, ultimately yielding the reconstructed local
frame group Xrec. Each local frame group is selected using a sliding temporal window in the
video to strengthen local spatio-temporal dependencies for inpainting, while the non-local
frame group is obtained by uniformly sampling video frames with a specified step size to
grasp global context cues for inpainting. By sparsely sampling both local and non-local
frames, the LGCR module can efficiently acquire the reference information from the global
context to reconstruct the missing region and save the computation cost as well.

LGCR is built upon on a global hybrid focal Transformer, which incorporates hybrid
focal tokenization, global spatio-temporal token interaction, and initial frame composition.
With this module, both local and non-local frame groups are initially transformed into hybrid
focal tokens. Subsequently, all the tokens interact with each other on a global spatio-temporal
scale for effective information propagation. Finally, the tokens are composited to reconstruct
the initial inpainting result.

Tokenization for Context Reconstruction

To generate high-quality tokens for LGCR, the tokenization module is established with a
hybrid focal kernel-based context encoder and a hybrid focal kernel-based soft split layer.
Firstly, the context encoder,comprising nine convolutional layers based on the hybrid focal
kernel, takes in the corrupted frames Xin and produces 1/4 sized feature maps Ein with crec
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channels. To transform feature maps into patch tokens, we introduce a Hybrid Focal Soft
Split (HFSS) operation based on HFKT. With kernel size (7,7) and stride (3,3) for HFKT,
HFSS divides the feature maps into overlapping hybrid focal patches and converts them into
token embeddings Z0

rec with ct channels as

Z0
rec = HFSS(Ein), (5.3)

where Z0
rec represents the tokens generated by HFSS for input of global spatio-temporal

token interaction phase.

Global Spatio-temporal Token Interaction

Global token interaction aims to reconstruct tokens from corrupted regions by interacting
with all other tokens to propagate information across spatio-temporal domains. This interac-
tion is facilitated by a stack of Global Dynamic Sparse Transformer Blocks (GDSTB), which
incorporates a Global Spatio-Temporal Multi-head Self-Attention (GST-MSA) and a Hybrid
Focal Fusion Feed Forward Network (HF4N).

GST-MSA applies MSA [65, 96] to all tokens, enabling each token to establish depen-
dencies with global context information for content reconstruction. All tokens are linearly
projected to generate query, key, and value embeddings. Assuming there are k heads in
GST-MSA, the computation for each head is expressed as

Attn(Qk,Kk,Vk) =
softmax(QkKT

k )√
dk

Vk, (5.4)

where Attn represents attention mechanism, Qk, Kk, and Vk are the query, key, and value
vectors for each head, respectively, and dk is the feature dimension of Qk and adopted as a
scaling factor. Afterwards, we can obtain the update tokens Zattn by connecting the result of
GST-MSA with the input tokens Zn

rec in residual manner.

After the token interactions via GST-MSA, we employ a hybrid focal fusion feedforward
network to enhance the spatial connections between neighboring tokens. HF4N consists of
two layers, a SC layer [59] and a HFSS layer. The tokens are firstly converted into overlapped
vanilla patches and the patches are composited into feature maps with SC. After that, they
are dynamically split into hybrid focal tokens with HFSS. The process of HF4N can be
described as

HF4N(Zattn) = HFSS(SC(Zattn)). (5.5)

The whole process of GDSTB can be described as

Zn
attn = GST-MSA(LN1(Zn−1

rec ))+Zn−1
rec ,

Zn
rec = HF4N(LN2(Zn

attn))+Zn
attn,

(5.6)
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where Zn−1
rec and Zn

rec denote the input and output token embeddings of the nth GDSTB,
respectively and LN represents the layer normalization [132]. By stacking M GDSTBs to
implement global spatio-temporal token interaction, it enables tokens from missing regions
to be reconstructed by integrating the valid information from global context within the video.

Initial Low-resolution Frame Composition

Following global spatio-temporal token interactions, the information within tokens from
corrupted regions is updated by integrating cues from both local and non-local frames. To
obtain the initial low-resolution inpainting result, we employ SC [59] and a CNN-based
decoder. With the SC operation, the tokens from local frames are converted into overlapped
vanilla-patches, which are then composited into feature maps as

Erec = SC(ZM
rec), (5.7)

where ZM
rec denotes the output from the Mth GDSTB block and Erec is the composed feature

map. Then, Erec residual-connected with Ein is decoded by a CNN-based decoder, consisting
of four convolutional layers, to generate the initial inpainting result Xrec, which has the same
resolution as the input local-frame groups.

5.2.4 High-resolution Sparse Content Enhancement

After the initial context reconstruction of the damaged video at a lower resolution, the
structure of missing regions is reconstructed and we further enhance the quality of initial
results at high resolutions. Given the reconstructed local-frame group Xrec, the content
enhancement module is designed to derive the refined result Xenh, thereby improving visual
consistency and texture details for the inpainted video. Since the global contexts from distant
frames have been utilized to reconstruct the overall structure in the initial low-resolution
results, our focus shifts to enhancing the quality of the inpainting regions by leveraging
spatio-temporal cues from neighboring frames. Additionally, to optimize computational
efficiency, we prevent the unnecessary computational and memory costs that would otherwise
be incurred by processing the high-resolution valid regions.

We develop HSCE based on a flow-guided hybrid focal Transformer, which consists of
dynamic sparse tokenization, flow-guided spatio-temporal token interaction, and enhanced
frame composition. The frames are first divided into many large windows, and the windows
that contain inpainting regions will be selected for content enhancement. To employ flow
guidance for content enhancement in selected window, we first calculate the forward and
backward optical flows across neighboring frames of reconstructed local frame groups.
After the reconstructed local frames are transformed into hybrid focal tokens, the tokens
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Fig. 5.3 Illustration of Flow-Guided Soft Window Multi-head Self-Attention (FGSW-MSA),
in which Zt −1, Zt , and Zt+1 denote tokens of frame t −1 to t +1 in En

enh while F⃗t−1→t and
F⃗t+1→t represent their forward and backward optical flows.

interact with others and neighboring frames within the window via a flow-guided soft window
attention mechanism for information propagation. Finally, the tokens are assembled into
refined frames.

Sparse Window Selection

We observe that masked regions typically occupy only a small portion of the frames,
whereas valid regions comprise the majority. Since these valid regions retain their original
content and do not require enhancement, applying content enhancement to the entire frame
results in unnecessary computational overhead. This suggests that the flow-guided soft
window attention mechanism may not need to be applied to all regions. To improve efficiency,
we selectively apply the attention mechanism only to the masked windows for content
enhancement. Specifically, we first sum the masks Ml of neighboring frames in the temporal
dimension and then split the summed mask into a grid of m×n windows. Next, we compute
the sum of the mask values within the spatial domain for each window. If the sum for a
window is greater than zero, it indicates the presence of masked regions, and the window is
selected for content enhancement. If the sum is zero, the window contains only valid regions
and can be skipped, thereby reducing unnecessary computation.

Flow Estimation

Unlike previous flow-guided approaches [51, 6, 8, 9], where optical flows are predicted for
missing regions, we directly compute optical flow using initial inpainting results, eliminating
the need to construct a sophisticated flow completion module. With the initial inpainting
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results, we directly compute the complete optical flow of the video, eliminating the need to
predict flow information for missing regions. We adopt an efficient flow estimation network
RAFT [134] to predict the forward and backward flows across neighboring frames, denoted
as F⃗f and F⃗b, respectively.

Tokenization for Content Enhancement

To facilitate flow-guided information propagation for content enhancement, we employ
hybrid focal tokenization for subsequent token interaction. This approach combines a shallow
3D encoder, a linear projection layer, and a hybrid focal soft split layer. Initially, a shallow
3D encoder, consisting of four 3D convolutional layers, converts the cropped regions in
reconstructed local frame group into 1/4 sized feature maps E3D with cenh channels, ensuring
effective representation of temporal dependencies in the token embeddings. Subsequently,
the features map E3D is concatenated with reconstructed feature maps E3D from LGCR and
fused with a linear projection layer fpro j as

Eenh = fpro j(Concat(Erec,E3D)), (5.8)

where Eenh denotes the feature maps with cenh channels for content enhancement. Afterwards,
a hybrid focal soft split layer, similar to the tokenization process in LGCR, partitions Eenh

into overlapped hybrid focal patches, transforming them into token embeddings as

Z0
enh = HFSS(Eenh), (5.9)

where Z0
enh denotes the generated tokens for further flow-guided spatio-temporal token

interaction.

Flow-guided Spatio-temporal Token Interaction.

It aims to enhance the quality of tokens of target regions by enabling them to interact
with tokens within local spatio-temporal range for content enhancement. This process is
implemented through a series of Flow-Guided Hybrid Focal Transformer Blocks (FGHFTB),
which integrate Flow-Guided Soft Window Multi-head Self-Attention (FGSW-MSA) and
Flow-Guided Fusion Feed-Forward Network (FGF3N).

Specifically, FGSW-MSA allows token interaction via multi-head self-attention within
a flow-guided 3D spatio-temporal window, as depicted in Fig. 5.3. Given the input tokens
of nth FGHFTB, we firstly perform flow-based warping for motion compensation between
corresponding tokens of neighboring frames as

Zn
f 1 =W(Zn

enh, F⃗f ), Zn
b1 =W(Zn

enh, F⃗b), (5.10)
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where W denotes flow-based warping and Zn
f 1, and Zn

b1 represents the warped tokens with
forward and backward flow-based warping operations. Subsequently, we partition the token
maps Zenh, Z f , and Zb into overlapped windows using a sliding rectangular window with
size P and stride Q. We then employ the attention mechanism in each window, with queries
obtained from Zenh while keys and values gathered from both Zenh and aligned tokens Z f 1

and Zb1. Query, key, and value embeddings are transformed from the tokens via two linear
projection functions fq and fkv as

Qn
enh = fq(Zn

enh), {Kn
enh,V

n
enh}= fkv({Zn

enh,Z
n
f 1,Z

n
b1}). (5.11)

These embeddings are then used to calculate MSA following Eq. 5.4. The resulting over-
lapped windows are composited together with SC, yielding the result Zn

attn.

To further enhance temporal coherence for content enhancement, we introduce FGF3N
to establish connections between attention layers. FGF3N comprises a Flow-Guided De-
formable Warping (FGDW) layer [133, 135, 139], a MLP layer, and an HFSS layer. Initially,
tokens from neighboring frames are aligned using flow-guided deformable warping as

Zn
f 2 = FGDW(Zn

attn, F⃗f ), Zn
b2 = FGDW(Zn

attn, F⃗b), (5.12)

where Zn
f 2, Zn

b2 denote the forward and backward warping results. Subsequently, the MLP
layer fuses the tokens with neighboring aligned tokens to obtain Zn

f use as

Zn
f use = ReLU(MLP(Concat(Zn

attn,Z
n
f 2,Z

n
b2)), (5.13)

where ReLU denotes the rectified linear unit activation function. Finally, the tokens are
updated using an HFSS layer, generating new hybrid focal tokens Zn

enh for the next FGHFTB.

The entire process of FGHFTB can be described as

Zn
attn = FGSW-MSA(LN1(Zn−1

enh ))+Zn−1
enh

Zn
enh = FGF3N(LN2(Zn

attn))+Zn
attn,

(5.14)

where Zn−1
enh and Zn

enh represent the input and output token embeddings of the nth FGHFTB,
respectively. By stacking N FGHFTBs to implement flow-guided spatio-temporal token
interaction, the quality of tokens from corrupted regions is enhanced by incorporating neigh-
boring reference information, thereby strengthening the local spatio-temporal dependencies
and improving the visual consistency of the refined inpainting results.

Final High-resolution Frame Composition

After flow-guided spatio-temporal token interaction, we can enhance the quality of tokens
by gathering cues from local spatio-temporal ranges. We adopted the same decoder structure
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as the one used in initial result composition to reverse tokens back to pixels, obtaining
the enhanced cropped regions containing inpainting regions. We can obtain the final high-
resolution inpainting results by combining the selected windows composite with the other
valid regions.

5.2.5 Training Strategy

To effectively train the progressive video inpainting model, we adopt a two-stage training
strategy. Initially, we train the LGCR module independently. Subsequently, with the LGCR
module frozen, we proceed to train the HSCE module. Both modules are optimized by
minimizing a composite loss function defined by

Ltotal = λR ·LR +λadv ·Ladv, (5.15)

where LR represents the reconstruction loss, Ladv denotes the T-PatchGAN loss [56], and λR

and λadv are their respective weighting factors.

The reconstruction loss LR uses L1-loss to measure the difference between the recon-
structed or enhanced frames X̂ and the ground-truth video X. It is formulated as

LR = ∥X̂−X∥1. (5.16)

The T-PatchGAN loss [56] evaluates the difference between the reconstructed or enhanced
result X̂ and the ground-truth video X using a T-PatchGAN discriminator D, which ensures
the generation of high-quality and realistic contents. The T-PatchGAN loss is formulated as

Ladv =−EX̂[D(X̂)]. (5.17)

Moreover, the T-PatchGAN discriminator learns to differentiate between real patches from
ground-truth videos and fake patches from inpainted videos, thereby ensuring an accurate
classification of real and fake samples with a discernible margin. The loss function employed
for training the discriminator is formulated as

LD =EX(0,1−D(X))]+EX̂[max(0,1+D(X̂))]. (5.18)
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5.3 Experiments

5.3.1 Experiment Setup

Datasets

We evaluated the effectiveness of our proposed method on two widely used video object
segmentation datasets, i.e. YouTube-VOS [11] and DAVIS [10]. The YouTube-VOS dataset
comprises 3,471 training, 474 validation, and 508 testing video clips, covering diverse scenes.
Meanwhile, the DAVIS dataset includes 60 videos in the training set and 90 videos in the test
set with dynamic moving targets.

Following the original partition of YouTube-VOS dataset, we used its training set to
train our model. During training process, we created both stationary irregular masks and
the dynamic object-shaped masks as [55, 57, 4, 58, 59, 8] did to produce corrupted videos,
making the model robust to various inpainting scenarios. To evaluate the performance of the
method, we conducted evaluations on YouTube-VOS test set and 50 video clips from the test
set of DAVIS dataset as the previous work [58, 59, 8] did.

Evaluation Metrics

We utilized PSNR, SSIM [138], VFID [113], and Ewarp [114] as the quantitative metrics
to evaluate the performance of various video inpainting methods. Specifically, PSNR and
SSIM are widely accepted metrics for comparing the similarity between reconstructed images
or videos and their originals. A higher value indicates a higher degree of similarity. VFID
was employed to assess the perceptual similarity of distortion-oriented videos and has been
incorporated in recent video inpainting approaches [58, 59, 8]. A lower VFID value suggests
better realism and less distortion when compared to natural videos. Flow warping error
Ewarp measures the temporal consistency based on optical flow. Lower score indicates better
temporal consistency.

Implementation Details

The LGCR module was constructed with 8 GDSTBs, with the channels set to crec =

128, ct = 512 and the hybrid kernel size set to 7. For the HSCE module, we employed
m×n = 256×256, 6 FGHFTBs with cenh = 128 and the hybrid kernel size set to 3. We set
the scaling factors for training both modules, λR and λadv, to 1 and 1×10−3, respectively.
During training, the LGCR module was trained with 8 local frames or non-local frames
for 500K iterations, while HSCE was trained with 6 local frames for an equivalent number
of iterations. The initial learning rate was set to 1× 10−3 and progressively decreased to



92 A Hierarchical Sparse Transformer for High-resolution Video Inpainting

Masked Frames FuseFormer [59] FGT [9] E2FGVI [8] DGDVI [139] Ours

Fig. 5.4 Qualitative comparative results for video completion task. From top to bottom:
Scooter-gray, Car-turn, Stroller, Motorbike, and Tennis videos from the DAVIS dataset.

1×10−4 until 400K iterations. For testing, we used 10 local frames and set the step-size
to uniformly sample non-local frames to 10 as well. We conducted training using PyTorch
platform on 8 NVIDIA GeForce RTX 4090 GPUs (24G). For testing, we used a single
NVIDIA A100 Tensor Core GPU (80G).

5.3.2 Comparison with the State-of-the-Art

Qualitative Comparison

We conducted a qualitative comparison between our method and four state-of-the-art
approaches, i.e. FGVC [6], FGT [9], E2FGVI [8], and DGDVI [139]. The comparison was
performed on two tasks, video completion and object removal, using videos from the DAVIS
dataset. For the video completion task, we created stationary irregular masks, following
the approach of previous methods [58, 59, 61, 8]. In this task, a static mask was randomly
applied to a video to remove content. Conversely, for the object removal task, we employed
dynamic object-shaped masks, with each mask covering a moving object throughout the
video. Fig. 5.4 and Fig. 5.5 presented some results from both video completion and object
removal tasks, focusing on challenging scenes with dynamic moving objects. One could
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Masked Frames FuseFormer [59] FGT [9] E2FGVI [8] DGDVI [139] Ours

Fig. 5.5 Qualitative comparative results for object removal task. From top to bottom: Car-
roundabout, Drift-straight, Parkour, and Stroller videos from the DAVIS dataset.

see from these figures that our method produced more reliable results and clearer structures
compared to other approaches, showcasing its effectiveness.

Quantitative Comparison

We performed a quantitative evaluation of our proposed method through two experiments.
First, we compared the performance of our method with several state-of-the-art methods
on the YouTube-VOS and DAVIS datasets. The resolution of the test videos was set to
432× 240, a common standard for quantitative evaluation in this field. Our method was
compared with previous SOTA methods, including VINet [55], DFVI [51], LGTSM [57],
CAP [4], STTN [58], FGVC [6], FuseFormer [59], FGT [9], E2FGVI [8], and DGDVI [139].
The results were provided in Table 5.1. As shown in Table 5.1, our method significantly
outperformed all the state-of-the-art methods in terms of the four quantitative metrics on the
DAVIS dataset. While we observed a minor gap with DGDVI on SSIM, our approach still
produced impressive results on the YouTube-VOS dataset. These results demonstrated that
our method was capable of recovering content with less distortion (PSNR and SSIM), more
visually faithful reconstructions (VFID), and better spatial and temporal consistency (Ewarp).

Additionally, we evaluated the performance of our video inpainting approach across
various resolutions on the DAVIS dataset. The tested resolutions ranged from low to super
high, including 240p (432×240), 480p (864×480), 720p (1280×720), 1080p (1944×1080),
and 2K (2160×1200). We compared our method with several recent state-of-the-art methods
that have demonstrated strong performance at 240p, including STTN [58], FuseFormer [59],
E2FGVI [8], FGT [9], and DGDVI [139]. The results were presented in Table 5.2. Most of
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Table 5.1 Quantitative comparisons on YouTube-VOS [11] and DAVIS [10] datasets. ↑
indicates higher is better. ↓ indicates lower is better. Ewarp

∗ denotes Ewarp × 10−2. Each
method is evaluated following the procedures in FuseFormer. VINet, DFVI, FGVC, and FGT
are not end-to-end training methods. Their FLOPs, thus, are not presented. SAVIT did not
provide the source code. As such its FLOPs and runtime are not provided. The best results
for each metric are highlighted in bold.

Methods
YouTube-VOS DAVIS

FLOPs
Runtime

PSNR (dB) ↑ SSIM ↑ VFID ↓ Ewarp
∗ ↓ PSNR (dB) ↑ SSIM ↑ VFID ↓ Ewarp

∗ ↓ (s/frame)

VINet [55] 29.20 0.9434 0.072 0.1490 28.96 0.9411 0.199 0.1785 - -

DFVI [51] 29.16 0.9429 0.066 0.1509 28.81 0.9404 0.187 0.1608 - 2.56

LGTSM [57] 29.74 0.9504 0.070 0.1859 28.57 0.9409 0.170 0.1640 1008G 0.23

CAP [4] 31.58 0.9607 0.071 0.1470 30.28 0.9521 0.182 0.1533 861G 0.40

FGVC [6] 29.67 0.9403 0.064 0.1022 30.80 0.9497 0.165 0.1586 - 2.36

STTN [58] 32.34 0.9655 0.053 0.0907 30.67 0.9560 0.149 0.1449 1032G 0.12

FuseFormer [59] 33.29 0.9681 0.053 0.0900 32.54 0.9700 0.138 0.1362 752G 0.20

FGT [9] 30.19 0.9536 0.063 0.0968 31.77 0.9639 0.134 0.1483 - 1.89

E2FGVI [8] 33.71 0.9700 0.046 0.0864 33.01 0.9721 0.116 0.1315 682G 0.16

DGDVI [139] 34.07 0.9725 0.045 0.0823 33.33 0.9740 0.111 0.1295 860G 0.21

HSTVI (Ours) 34.30 0.9721 0.044 0.0396 34.52 0.9768 0.103 0.483 798G 0.19

the evaluated methods struggled to handle higher-resolution videos, revealing limitations
in video inpainting at high resolutions. STTN, FuseFormer, and DGDVI were restricted
to processing videos at 240p due to the limitations of absolute positional encoding in their
algorithm designs, while E2FGVI and FGT were unable to manage some higher resolutions
due to memory constraints, even with 80GB of memory on a NVIDIA A100 GPU. However,
under the same memory constraints, our method successfully processed all resolutions and
consistently outperforms other methods across all metrics, demonstrating both the robustness
and efficiency of our proposed approach.

Complexity Analysis

We used FLOPs and inference time to evaluate the complexity of the compared methods
by using the DAVIS dataset. The corresponding results were presented in Table 5.1. The
FLOPs of our proposed approach were comparable to VINet [55], LGTSM [57] and CAP [4]
that were developed based on CNN. Meanwhile, the proposed method executed about ×10
faster than DFVI [51], FGVC [6] and FGT [9]. Meanwhile, our method achieved compa-
rable speeds to the Transformer-based approaches, such as STTN [58], FuseFormer [59],
E2FGVI [8] and DGDVI [139].
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Table 5.2 Quantitative comparisons for videos at different resolutions from the DAVIS [10]
dataset. The test video resolutions range from low (240p and 480p) to high and super
resolutions (720p, 1080p, and 2K). A “-” indicates no available results. STTN, FuseFormer,
and DGDVI only process videos at 240p resolution, while E2FGVI and FGT fail to handle
some higher resolutions due to memory limitations in their algorithm design. The best results
for each metric are highlighted in bold.

Methods
240p (432*240) 480p (864*480) 720p (1296*720) 1080p (1944*1080) 2K (2160*1200)

PSNR SSIM VFID PSNR SSIM VFID PSNR SSIM VFID PSNR SSIM VFID PSNR SSIM VFID

STTN [58] 30.67 0.956 0.149 - - - - - - - - - - - -

FuseFormer [59] 32.54 0.97 0.138 - - - - - - - - - - - -

E2FGVI [8] 33.01 0.9721 0.116 32.88 0.969 0.042 32.32 0.9637 0.019 30.44 0.9565 0.014 - - -

FGT [9] 31.76 0.9639 0.134 32.75 0.97 0.04 - - - - - - - - -

DGDVI [139] 33.33 0.9740 0.111 - - - - - - - - - - - -

HSTVI (Ours) 34.52 0.9768 0.103 33.89 0.9745 0.043 33.88 0.9725 0.019 33.67 0.9692 0.013 33.61 0.9682 0.010

Table 5.3 Ablation study for the components in HSTVI. The results produced by the single
LGCR module and the combination of LGCR and HSCE modules are evaluated on the
DAVIS [10] dataset. Performance is measured using PSNR and SSIM metrics, with higher
values indicating better reconstruction quality. The best results for each metric are highlighted
in bold.

PSNR (dB) ↑ SSIM ↑ VFID ↓
LGCR 33.26 0.9731 0.111

LGCR + HSCE 34.52 0.9768 0.103

5.3.3 Ablation Studies

In this subsection, we conducted a series of ablation experiments to verify the effective-
ness of the proposed modules, hybrid focal kernel-based tokenization and the adoption of
non-local frames in our model. All the studies were performed on the DAVIS dataset for the
video completion task.

Effectiveness of the Components in HSTVI

Our proposed inpainting model, HSTVI, was constructed with two modules, LGCR and
HSCE. To demonstrate the performance gain offered by these modules, we conducted an
ablation study to verify their effectiveness. In the experiment, we always retained the LGCR
module, as it is the basic component in our model. Hence, the ablation study compared
the performance of solely using the LGCR module with incorporating both the LGCR and
HSCE modules. The corresponding quantitative and qualitative results were illustrated in
Table 5.3. It was observed from Table 5.3 that introducing the content enhancement module
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Masked Frames LGCR LGCR + HSCE

Fig. 5.6 Ablation study for the components in HSTVI. We qualitatively compare the ground
truth, initial inpainting results produced by the single LGCR module, and final results
generated by the combination of LGCR and HSCE modules. From top to bottom: Stroller,
Scooter-gray, Car-turn, and Motorbike videos from the DAVIS dataset.

brought improvements of nearly 1.4 dB in PSNR, about 0.04 in SSIM and approximately
0.01 in VFID. Furthermore, it was evident from Fig. 5.6 that the model with the content
enhancement module produced results with finer structures and textures. This demonstrated
that utilizing the progressive video inpainting framework could effectively enhance local
details and improve video perceptual quality.

Effectiveness of Hybrid Focal Kernel for Tokenization

To assess the effectiveness of employing a hybrid focal kernel for tokenization in our
proposed method, we conducted an experiment comparing the model’s performance using
different kernels for tokenization, including vanilla kernel, deformable kernel, and hybrid
focal kernel. We replaced all the operations in LGCR and HSCE that used focal kernels with
these two kernels, respectively. The corresponding quantitative results were presented in
Table. 5.4. One could see from Table. 5.4 that utilizing hybrid focal kernel-based tokenization
could significantly enhance the performance for both content reconstruction and content
enhancement in the proposed progressive inpainting approach.
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Table 5.4 Comparison of different kernels used for tokenization in the HSTVI model. The
vanilla kernel, deformable kernel, and hybrid focal kernel are separately applied to the
tokenization process in the LGCR and HSCE modules and evaluated on the DAVIS [10]
dataset. Performance is measured using PSNR, SSIM, and VFID metrics, with the best
results for each metric highlighted in bold.

LGCR HSCE
PSNR (dB) ↑ SSIM ↑ VFID ↓ PSNR (dB) ↑ SSIM ↑ VFID ↓

vanilla kernel 32.54 0.9700 0.136 33.38 0.9721 0.117
deformable kernel 32.81 0.9712 0.121 33.73 0.9740 0.111
hybrid focal kernel 33.26 0.9731 0.111 34.52 0.9768 0.103

Table 5.5 Ablation study on the utilization of non-local frames in the HSTVI model. Local
frames and a combination of local and non-local frames are separately applied to our proposed
HSTVI model and evaluated on the DAVIS [10] dataset. Performance is assessed using
PSNR, SSIM, and VFID metrics, with the best results for each metric highlighted in bold.

w/o non-local frames w/ non-local frames
LGCR LGCR + HSCE LGCR LGCR + HSCE

PSNR (dB) ↑ 32.67 33.67 33.26 34.52
SSIM ↑ 0.9690 0.9720 0.9731 0.9768
VFID ↓ 0.121 0.113 0.111 0.103

Effectiveness of Adopting Non-local Frames

To validate the effectiveness of incorporating non-local frames in video inpainting, we
conducted a comparative experiment between using only local frames and integrating both
local and non-local frames for inpainting videos. The non-local frames were sampled linearly
from the entire video sequence. The corresponding quantitative and qualitative results were
presented in Table. 5.5. These results revealed that the adoption of non-local frames improved
the performance for both content reconstruction and content enhancement stages. Hence,
this indicated its significance in overall inpainting efficacy.

5.4 Summary

In this paper, we introduced a hierarchical sparse Transformer (HSTVI) for high-resolution
video inpainting. Our method generates coherent and visually plausible results in a coarse-to-
fine manner through two key modules: LGCR and HSCE. Specifically, the LGCR module,
constructed with spatio-temporal Transformer, leverages global spatio-temporal reference
information from sparsely sampled frames to produce an initial low-resolution inpainting
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result, while the HSCE module, built upon a flow-guided sparse Transformer, refines texture
details and enhances visual consistency for high-resolution outputs by focusing on local
spatio-temporal dependencies. Moreover, we proposed a hybrid focal kernel to extract token
embeddings, which can effectively capture features from both local and non-local ranges of
contexts and be applied to both LGCR and HSCE.

We evaluated the proposed HSTVI on the DAVIS and YouTube-VOS datasets across a
range of resolutions, from 240p to 2K videos, for both object removal and video restoration
tasks. Experimental results demonstrated that our method effectively handles videos across
various resolutions, maintaining both computational efficiency and high-quality outputs.
Furthermore, we compared our approach with several SOTA methods [55, 51, 57, 4, 58, 59,
6, 9, 8]. The results show that HSTVI not only processes a broader range of high-resolution
videos but also consistently outperforms SOTA methods based on quantitative and qualitative
evaluations, underscoring its robustness and effectiveness.
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Conclusions and Future Expectations

6.1 Conclusions

In this Ph.D. thesis, we focus on the development of AI-enabled video inpainting tech-
niques using spatio-temporal correlations. With a deep discussion of the significance of video
inpainting and a comprehensive literature review for the related works, our research explored
starting from three key issues within video inpainting, including visual and contextual incon-
sistency, difficulties in complex scenes with multiple layers, and high computational demand.
To address these challenges, we proposed the corresponding approaches. The contributions
of my research can be summarized as follows.

• We developed a short-long-term propagation-based video inpainting approach for
object removal. This method integrates short-term and long-term propagation mecha-
nisms, ensuring seamless and coherent inpainting results by progressively propagating
reference information within the video.

• We constructed a depth-guided deep video inpainting network, which utilizes depth
information to guide the inpainting of multiple layers within complex scenes. This
approach effectively addresses the artifacts due to a lack of understanding in layer
relationships, providing more accurate and reliable inpainted content.

• We designed a hierarchical video inpainting approach for high-resolution videos. By
separating the inpainting process into low-resolution contextual reconstruction and
high-resolution texture enhancement, this method efficiently manages computation and
memory demand, enabling the inpainting of high-resolution videos without scarifying
quality.

The experiments showed that our proposed methods outperform the SOTA for their corre-
sponding targets, respectively. Therefore, our contributions may provide potential solutions
for future developments in video inpainting and offer practical technical support for various
applications in multimedia, art, historical preservation, medical healthcare, and beyond.
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(a) (b) (c) (d)

Fig. 6.1 An example of limited cases for uncertain scenes. From left to right: (a) original
video, (b) masked video, (c) result of SLTPVI, (d) result of DGDVI.

6.2 Limitations and Discussions

Despite addressing several key issues in video inpainting, our research has limitations
that present opportunities for future improvement.

Limitations in Understanding User’s Intention

Since video inpainting is an inherently ill-posed problem with no unique solution, AI-
enabled video inpainting algorithms occasionally fail to generate content aligned with user
expectations in uncertain cases. For example, consider a scenario where a girl’s head was
masked in a video, as shown in Fig. 6.1. Our approaches generated headless walking figures.
While these results might be appropriate for an object-removal task in special effects, they
were unsuitable for a video restoration task aimed at recovering the original appearance or
generating a plausible new face. Incorporating user intentions into the inpainting process
offers a promising solution to this issue. By enabling users to provide textual guidance or
instructions about their intentions, integrating video inpainting with NLP, such as Contrastive
Language-Image Pre-training (CLIP) [141], could facilitate more accurate and reliable
conditional editing and content generation.

Limitations in Real-time Computational Efficiency

While the proposed methods have improved computational efficiency, our approach cur-
rently achieves only 5 fps on an NVIDIA 3090Ti GPU, falling short of real-time processing
requirements. This limitation underscores the need for further algorithmic optimization to
enhance processing speed. Future work could focus on lightweight model architectures and
efficient computational strategies, such as leveraging video coding information. Instead of
estimating optical flow across consecutive frames, we may use motion vectors from video
compression frameworks, such as Advanced Video Coding (AVC) [142], High Efficiency
Video Coding (HEVC) [143], and Versatile Video Coding (VVC) [144], to build correspond-
ing relationships in temporal dimensions, which helps to propagate reference information to
the target regions. If the video inpainting module could be integrated into the video compres-
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sion framework, the inpainting of corrupted regions can be implemented simultaneously with
video encoding/decoding process. It will enable faster results, paving the way for real-time
applications.

Limitations in Advanced Quality Assessment

One limitation in evaluating the performance of video inpainting methods is the lack of
subjective analysis of high-level visual information. An important direction for future work
is the incorporation of advanced Video Quality Assessment (VQA) tools to provide more
comprehensive evaluations of video inpainting methods. In this regard, the Video Multi-
method Assessment Fusion (VMAF) [145, 146], proposed by Netflix, represents a promising
avenue for assessing the quality of inpainted videos. VMAF combines several video quality
metrics, including perceptual and structural characteristics, to predict human perception of
video quality more accurately. Unlike traditional metrics such as PSNR or SSIM, which
primarily focus on pixel-level differences, VMAF considers higher-level visual factors such
as texture and motion, making it particularly relevant for evaluating the subjective quality of
reconstructed videos.

By applying VMAF in future studies, we can obtain a better understanding of how
different inpainting algorithms affect video quality from the viewer’s perspective. This
tool could be used to benchmark inpainting methods, offering deeper insights into their
strengths and limitations in terms of perceptual quality. Moreover, integrating VMAF into
the optimization pipeline could enhance algorithm design by providing more perceptually
aligned feedback during training. Moreover, incorporating VMAF into the evaluation and
development of video inpainting methods can improve their robustness and align their outputs
more closely with human expectations in real-world applications.

6.3 Future Research Directions

Looking ahead, video inpainting and editing fields will witness transformative develop-
ments in the next 5–10 years. The advent of large generative models, multi-modality learning,
and responsible AI will reshape image and video edition tasks and bring opportunities to
other disciplines, especially medical and health applications.

For example, by integrating NLP and large generative models, video inpainting systems
could allow users to specify their desired edits through textual prompts, enabling intuitive
and precise control over the content generation process. Additionally, advances in multi-
modal learning may lead to systems capable of simultaneously processing video, audio, and
textual data, providing comprehensive tools for complex multimedia editing tasks. However,
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ensuring the reliability and interpretability of AI-generated content is crucial, especially in
sensitive domains such as medical imaging and legal forensics. Robust validation frame-
works and explainable AI techniques will be essential to build trust in AI-driven editing tools.
Moreover, ethical concerns regarding privacy and intellectual property must be carefully
addressed. As video inpainting systems become more powerful, they may inadvertently
enable misuse, such as creating deepfakes or altering videos in deceptive ways. Developing
regulatory frameworks and implementing safeguards against misuse will be vital to mitigate
these risks. In the following parts, we will provide more detailed discussions from these
aspects.

Medical and Healthcare Applications

In the medical imaging and diagnostics field, video inpainting has significant potential
to enhance the quality of recorded procedures and diagnostic videos, ensuring that critical
details are preserved and clearly visible for educational and training purposes. Additionally,
it can improve communication efficiency by removing artifacts that may interfere with
remote diagnostics. For instance, generative models can enhance medical imaging by
reconstructing missing or low-quality data, producing high-resolution images from noisy or
incomplete scans, and even simulating diverse pathological scenarios to improve diagnostic
accuracy. In radiology, they could assist in detecting subtle abnormalities in X-ray [147, 148]
or Magnetic Resonance Imaging (MRI) [149–151] data, thereby reducing the likelihood
of missed diagnoses. Furthermore, generative models can synthesize realistic training
data [152, 153], mitigating the challenges of limited datasets in medical research while
preserving patient privacy through the creation of anonymized, synthetic medical data.

As a future work direction, a specialized medical image dataset can be constructed
for video inpainting, focusing on improving the recording quality of procedures such as
endoscopy [17, 18]. Video inpainting technologies can be applied to remove specular
highlights or medical instruments, producing better views without obstructions. Moreover,
to address privacy concerns associated with medical data, we suggest integrating federated
learning [154, 155] with video inpainting techniques. This integration would allow for a
secure, smart medical imaging system that enables collaborative learning across multiple
institutions without compromising patient privacy. Federated learning would facilitate the
training of robust video inpainting models on diverse datasets while keeping sensitive patient
information decentralized and protected. This combined approach could revolutionize the
field by providing high-quality, secure video inpainting solutions tailored to the unique
requirements of medical and healthcare applications.
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Diffusion Models

Diffusion models [156] has emerged as a powerful framework for image and video
generation, rivaling or surpassing earlier generative approaches such as GAN [157] and
Variational Auto-Encoder (VAE) [158]. Diffusion models, including popular implementations
like DALL-E 2 [159] and Stable Diffusion [160], operate by progressively refining noise
through a learned reverse diffusion process. This iterative framework has shown exceptional
capability in generating high-fidelity, diverse, and coherent visual content.

In the context of video inpainting and editing, diffusion models have great potential in
generating temporally consistent and spatially coherent inpainting results. By incorporating
spatio-temporal priors and noise scheduling tailored for video data, these models can address
common challenges like flickering and motion discontinuities. Their probabilistic foundation
allows for multi-modal outputs, enabling the generation of plausible variations for missing
regions or edits based on textual or other contextual prompts. For example, diffusion models
can restore missing frames in damaged videos or even generate entirely new sequences
that align seamlessly with the existing footage. Additionally, conditional generation, a
strong advantage of diffusion models, will play an important role in future image and video
inpainting. By conditioning the diffusion process on external inputs, such as masks, optical
flow, or depth maps, these models can accurately propagate structural and motion cues
throughout the content. This makes diffusion-based approaches particularly effective in
scenarios involving complex edits, such as object removal, style transfer, or video restoration.

Multi-Modality Learning

In recent years, multi-modality learning [161, 162] represents another groundbreaking
advancement in image and video generation, enabling models to understand and synthesize
content across multiple data types, such as text, images, audio, and video. Models like
CLIP [141] and Flamingo [163] have shown how vision-language pre-training can signifi-
cantly improve the alignment between textual and visual domains, resulting in more intuitive
and flexible editing capabilities.

In image and video inpainting applications, multi-modality learning can be used to
facilitate tasks such as text-guided image and video editing, where users can describe desired
changes in natural language. For instance, a user can input "remove the car and replace it
with a tree" or "change the sky to a sunset" to achieve complex scene modifications without
requiring technical expertise. The synergy between multi-modality models and diffusion
frameworks has been particularly transformative, as demonstrated by tools like Adobe Firefly
and Runway ML, which leverage this combination for user-friendly creative workflows.
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Reliability of Generated Results

The rise of generative models has brought transformative potential to image and video ,
but it also necessitates careful consideration of responsibility, reliability, and ethics. Ensuring
the trustworthiness of AI-generated content is paramount, particularly in sensitive domains
such as medical imaging, transportation, and education, where the stakes are high, and errors
can have serious consequences.

Reliability in AI-generated content [164, 165] involves producing accurate, consistent,
and dependable outputs that align with real-world requirements. For instance, in medical
imaging [149–151], reconstructed data directly impacts patient health and clinical decisions.
Misleading or incorrect reconstructions could lead to misdiagnosis or suboptimal treatment
plans. Similarly, in autonomous driving systems [166, 167], generative models used for
enhancing street maps or filling in occlusions in sensor data must produce flawless outputs,
as any error could jeopardize the safety of drivers and pedestrians. In education [168], the
quality and accuracy of AI-generated content influence the knowledge and understanding of
students, underscoring the need for highly reliable systems. To achieve this, robust validation
frameworks are critical. When generative models are applied for image and video inpainting
tasks in real applications, especially for medical and health applications [147, 148, 17, 18].
These frameworks involve rigorous testing of models under diverse scenarios to ensure
consistent and accurate performance. Additionally, explainable AI techniques play a vital
role in building trust. By providing insights into how generative models make decisions or
generate content, explainable AI can help end-users understand the system’s reliability and
limitations.

Responsible Generative Model

Ethical questions are raised with the development of image and video editions techniques
and generative models, particularly concerning privacy, intellectual property, and misuse.
Hence, it is crucial to develop responsible generative models for inpainting tasks in real-world
applications. The generative models with responsibility could inadvertently enable harmful
applications, such as creating deepfakes or altering videos in deceptive ways. Such misuse has
far-reaching implications, from spreading misinformation to violating personal or corporate
integrity. To prevent these issues, the technologies [169, 170] to detect inpainted or generative
contents will be further developed, protecting the public data security. Additionally, privacy
is another critical issue. Even with regulations like Generation Data Protection Regulation
(GDPR) and personal data protection laws, generative models can sometimes reconstruct
private information based on seemingly innocuous input data. For example, a system
trained on anonymized medical images might inadvertently regenerate identifiable details,
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posing risks to patient confidentiality. Moreover, generative models often require significant
computational resources, leading users to rely on cloud-based services. This reliance raises
concerns about data transmission and storage, as sensitive personal information could be
exposed during processing. Ensuring secure encryption, data minimization, and on-device
generative capabilities are some potential approaches to mitigate these risks.
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