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Abstract

Second-order intensity correlations (𝑔(2)) of the optical field offer a robust framework for
various applications due to their inherent resistance to phase noise and independence from tem-
poral or spatial coherence, relying solely on intensity measurements. This thesis demonstrates
the feasibility and advantages of this approach effectively.

The first project applies the 𝑔(2) detection method to microscopy. Initially, a single laser
beam with a 10 nm bandwidth was used to achieve micron-level axial resolution, demonstrated
with a biological sample. We then enhanced the resolution by using two laser beams of 10
nm bandwidth, separated by a wavelength of 150 nm, achieving nanometric axial resolution, as
demonstrated by measuring a 5 nm step in a 10-layer graphene sample.

Next, we extend the dual-wavelength approach used in microscopy to synthetic wavelength
holography, a technique commonly applied in non-line-of-sight imaging. We demonstrate that
our method offers several advantages, including phase noise resistance and enhanced light gather-
ing through the use of a larger aperture, which are crucial in low-light scenarios. This is validated
by imaging through various scatterers: first, by imaging through two thin glass diffusers, then
through 2.3 cm of optically thick volume scatterer, and finally by showing that we can measure
while the scatterer is moving (dynamic), demonstrating our robustness to fluctuations induced
by changes in the scattering medium.

Moreover, the potential of a dual-comb laser modality is tested within the experimental setup,
aiming to enhance both speed and robustness by eliminating the necessity for mechanical scan-
ning. By leveraging the dual-comb laser’s ability to perform optical delay scanning without
mechanical movement, this method offers greater flexibility in terms of range and resolution.
Proof-of-principle measurements substantiate this advancement and discuss both the potential
of dual-comb lasers and the further developments needed to make them useful and applicable in
practical scenarios.

Finally, we highlight the broad range of possible applications for 𝑔(2) methods, emphasiz-
ing how this work lays the foundation for future projects. By combining these techniques with
emerging technologies, there is great potential to tackle new challenges and further expand the
impact of this work in various fields.
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Truth is sought for its own sake. And those who are engaged upon the quest
for anything for its own sake are not interested in other things. Finding the truth is
difficult, and the road to it is rough.

Ibn Al-Haytham (c. 1011)- ’the father of modern optics’





Chapter 1.

Introduction

1.1 Thesis Outline

This thesis investigates imaging techniques utilizing second-order correlation (𝑔(2)) methods,
spanning applications from high-resolution microscopy to imaging through scattering media.
The research is organised into three core projects, each employing 𝑔(2) correlations in innovative
ways to address key challenges in optical imaging.

Chapter 2 introduces the fundamental concepts of coherence and higher-order correlation of
light, starting with a comprehensive theoretical background that covers both classical and quan-
tum perspectives. It discusses interferometric methods, deriving the Second-Order Correlation
(𝑔(2)) equations, and explains the fundamental principles of coherence functions and how they are
applied in 𝑔(2) measurements. The chapter also explores the dual-wavelength approach and intro-
duces a new term into these calculations, while concluding with a discussion on the implications
of normalization and the significance of decorrelation time. This theoretical foundation prepares
the reader for the experimental work that follows, highlighting the significance of the developed
techniques and their impact on the field. All derivations, calculations, and simulations presented
in this chapter were carried out by the author.

Chapter 3 introduces the first application of 𝑔(2) correlation in high-resolution imaging, fo-
cusing on Time-of-Flight (ToF) widefield microscopy using 𝑔(2) correlations. The chapter begins
with an overview of existing depth imaging techniques, discussing their advantages and limita-
tions. It then details the development of single-wavelength and dual-wavelength 𝑔(2) approaches
for depth sensing in microscopy, showcasing their ability to achieve axial resolutions down to
several nanometres, while remaining robust against phase noise. A Fisher information analysis
highlights the enhanced resolution offered by the dual-wavelength approach. Finally, the chapter
explores alternative 𝑔(2)-based methods for microscopy applications. The experimental work
and data analysis for this chapter were developed and executed solely by the author.

Chapter 4 shifts focus to a completely different domain: Imaging through scattering media
(ITSM). In this chapter, the 𝑔(2) correlation principle is applied to synthetic wavelength hologra-
phy for imaging through scattering media. The experimental setup was designed and built by the
author at the University of Arizona in collaboration with Prof. Florian Willomitzer and Patrick
Cornwall, with Patrick Cornwall providing hands-on assistance. The algorithm development

1



2 1.1. Thesis Outline

and data analysis were carried out solely by the author, except for the iterative optimization algo-
rithm, which was contributed by Areeba Fatima (University of Glasgow). Prof. Willomitzer
contributed through discussions and collaborative input. It begins by reviewing the current
state-of-the-art methods in Non-Line-of-Sight (NLOS) imaging and ITSM before introducing
Synthetic-Wavelength Holograms (SWHs) and their applications. The chapter then details the
experimental setup, describing the generation of SWH through 𝑔(2) techniques. Various settings,
such as static and dynamic diffusers and volume scatterers, are explored to demonstrate the ver-
satility of this approach. Finally, the chapter highlights the potential impact of these findings for
applications in fields like autonomous navigation and medical imaging.

Chapter 5 explores the possibility of replacing traditional mechanical translation stages with
a dual-comb system, offering the potential for simplified, more robust, and faster operation. It
begins by explaining the fundamental principles of frequency-comb and dual-frequency-comb
lasers, followed by a focus on the specific case of dynamically tunable dual-comb systems,
highlighting their advantages and operating mechanisms. The chapter then presents proof-of-
principle methods and experimental measurements, discussing the challenges encountered and
findings. Additionally, a more advanced technique for calculating the 𝑔(2) curve is introduced to
mitigate the effects of jitter and noise. The dual-comb laser was provided by Prof. Shu-Wei
Huang and Neeraj Prakash from the University of Colorado Boulder. The author developed the
𝑔(2) measurement method and designed the experiment. The experiments, including additional
interferometer configurations, were conducted collaboratively by Neeraj Prakash and the author
at the University of Colorado Boulder. The data analysis was performed solely by the author.
Additionally, the author contributed to developing a new and more stable method for triggering
the dynamic scan using an optical reference signal.

The thesis concludes in Chapter 6 with a synopsis of the main findings and a discussion of
future directions. The versatility and ease of implementation of 𝑔(2) techniques are emphasized,
along with their potential to address challenges in dynamic scattering environments. Future work
is expected to focus on refining single-shot imaging methods, incorporating on-chip processing
for real-time applications, and expanding the use of dual-comb lasers in both scientific and in-
dustrial contexts.
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Chapter 2.

Background

2.1 Coherence

Figure 2.1: Coherence: A schematic illustrating the interference of coherent waves, resulting in
the formation of a standing wave pattern. This image was created using Dall-E 3.

The propagation of light can be described through the Maxwell equations [1, 2]. In the
vacuum they are linear differential equations, indicating that when multiple fields interact, the
resulting field can be expressed as the sum or superposition of all individual fields. A key aspect
of this interaction is how these fields are interconnected and how they change in relation to one
another, a concept encapsulated by coherence. Coherence is fundamental to the field of optics,
formally describing the phase relationship or degree of correlation between waves at different
points in space and time, and it plays a crucial role in interference phenomena. A light field
is considered coherent when its electric field values maintain a fixed phase relationship, either
across space or over time. Spatial coherence describes a consistent phase relationship between
different points across the beam spatial profile, while temporal coherence refers to the correlation
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6 2.1. Coherence

of the field at a fixed location but at different times.

To measure or describe coherence of a system, nth-order correlation functions are utilized
[3, 4]. In many cases of interest, these functions can quantify the system in terms of its degree
of coherence. In this section, we will discuss first- and second-order coherence. First-order
coherence is crucial for experiments such as Young’s double-slit and general interferometry. It
is defined by the correlation of electric fields, which is why it is sometimes referred to as field
correlation. Mathematically, the first-order coherence function 𝑔(1)(𝑥1, 𝑡1; 𝑥2, 𝑡2) is expressed as

𝑔(1)(𝑥1, 𝑡1; 𝑥2, 𝑡2) =
⟨𝐸∗(𝑥1, 𝑡1)𝐸(𝑥2, 𝑡2)⟩

√

⟨|𝐸(𝑥1, 𝑡1)|2⟩⟨|𝐸(𝑥2, 𝑡2)|2⟩
, (2.1)

where 𝐸(𝑥, 𝑡) represents the electric field at position 𝑥 and time 𝑡, and the angled brackets
denote ensemble averaging over many pulses/photons. The magnitude of 𝑔(1)(𝑥1, 𝑡1; 𝑥2, 𝑡2) is
upper and lower bounded and can classify coherence in the following way:

|𝑔(1)| = 1 (completely coherent)
0 < |𝑔(1)| < 1 (partly coherent)

|𝑔(1)| = 0 (not coherent)
(2.2)

For coherent light, |𝑔(1)| is determined by the degree to which the fields are similar across vari-
ous degrees of freedom. For monochromatic light (with infinite coherence time), 𝑔(1) is predomi-
nantly determined by the balance of the field amplitudes and polarization. While this discussion
focuses on the ideal case of monochromatic light, non-monochromatic light introduces addi-
tional complexities. It has a non-zero linewidth, which imposes further limitations on coherence
in time. We can define the coherence length 𝑙𝑐𝑜ℎ and time 𝜏𝑐𝑜ℎ for a uniform spectral distribution
over which light stays coherent as,

𝜏𝑐𝑜ℎ =
1
Δ𝜔

, 𝑙𝑐𝑜ℎ = 𝑐 ⋅ 𝜏𝑐𝑜ℎ, (2.3)

where c is the speed of light. In reality, the spectrum is non-uniform and follows a Gaussian
spectral distribution; therefore, we redefine the coherence properties as follows [5]:

𝜏𝑐𝑜ℎ =
2 ln(2)
𝜋Δ𝜔

(2.4)

Second-order coherence describes the statistical properties of light fields beyond the tradi-
tional descriptions based solely on amplitude and phase. The second-order coherence function
𝑔(2)(𝑥1, 𝑡1; 𝑥2, 𝑡2) is defined as [3]:
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𝑔(2)(𝑥1, 𝑡1; 𝑥2, 𝑡2) =
⟨𝐸∗(𝑥1, 𝑡1)𝐸∗(𝑥2, 𝑡2)𝐸(𝑥2, 𝑡2)𝐸(𝑥1, 𝑡1)⟩

⟨|𝐸(𝑥1, 𝑡1)|2⟩⟨|𝐸(𝑥2, 𝑡2)|2⟩
. (2.5)

In classical terms, this function represents the correlation of intensities rather than electric
fields. The Hanbury Brown and Twiss (HBT) effect demonstrated that we can utilize second-
order correlations to extend our understanding of light beyond classical descriptions, allowing us
to analyse phenomena such as photon bunching and anti-bunching [6, 7]. Their work underscored
the importance of second-order coherence in understanding photon statistics and highlighted the
need to extend classical coherence theory into the quantum realm. The value of 𝑔(2) is theoreti-
cally not upper-limited and can go to infinity. For coherent monochromatic light that follows a
Poissonian distribution, 𝑔(2) equals 1 at all times, meaning there is no correlation. For chaotic
light that follows a super-Poissonian distribution (e.g., from a thermal source), which exhibits
bunching, Siegert formulated the relation showing the connection between 𝑔(1) and 𝑔(2) [8]:

𝑔(2)(𝑡1, 𝑡2) = 1 + |𝑔(1)(𝑡1, 𝑡2)|2 (2.6)

Since |𝑔(1)(𝑡1, 𝑡2)| can range between 0 and 1, this means that for chaotic light, the 𝑔(2) can
take values between 1 and 2. 𝑔(2) = 2, is the limit for classical sources, but it can be higher for
quantum sources (e.g., photon pairs), where we encounter super-bunched sources. For quantum
sources, the 𝑔(2) can also fall below 1 for sub-Poissonian statistics, as is the case for a single-
photon source. We often compare the different regimes for the stationary case and (𝑡1 = 𝑡2) as
follows [9]:

|𝑔(2)| > 2 (super-bunched)
1 < |𝑔(2)| < 2 (bunched)

|𝑔(2)| = 1 (coherent)
|𝑔(2)| < 1 (anti-bunched)

(2.7)

These are the values when measuring the 𝑔(2) of the intensities directly from the light source.

Glauber was the one who first introduced the correlation functions in reference to the co-
herence properties of fields [10, 11]. His theory, inspired by inspired by the HBT experiment,
aimed to establish a standard description of classical and quantum higher-order coherence, deep-
ening our understanding of classical interference while paving the way for quantum optics. His
work highlighted the degree of correlation between waves at different points in space and time,
revealing quantum mechanical properties of light that challenge classical wave theories. The
HBT effect demonstrated the correlation of light through coincidence measurements, prompting
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Glauber to create a quantum framework for coherence analysis that bridges classical optics with
quantum phenomena. In this framework, classical optical coherence serves as the classical limit
for first-order quantum coherence, while higher-order coherence accounts for essential quan-
tum phenomena such as photon bunching and anti-bunching. Today, coherence remains pivotal
in cutting-edge technologies like quantum information processing, secure communications, and
high-precision measurements, where controlling the coherence properties of light is essential.
For his pioneering contributions, Glauber was awarded the Nobel Prize in Physics in 2005 "for
his contribution to the quantum theory of optical coherence," and his formalism continues to lay
the foundation for modern quantum optics.

Having established the fundamental concepts of coherence and its various orders, we now
turn our attention to interference phenomena, where these principles come to life.

2.2 Interference

Figure 2.2: Single Wavelength Mach-Zehnder Interferometer: Schematic of the electric fields
in a Mach-Zehnder interferometer. The single-wavelength input field 𝐸(𝑡) is split into two paths,
𝐸1(𝑡) and 𝐸2(𝑡), and then recombined at the exit beamsplitter, producing interference at outputs
A and B.

The phenomenon of optical interference has been well known since the time of Robert Hooke
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and Isaac Newton, who significantly advanced our understanding of light as a wave. Interfero-
metric methods have been utilized in research since the pioneering work of Albert A. Michelson,
whose innovative application of the interferometer earned him the Nobel Prize in Physics in 1907
[12].

Interference occurs when measuring the intensities of a superposition of fields that are at
least partially coherent. Characteristic patterns of bright and dark fringes arise from the phase
relationships between the interacting waves; constructive interference happens when the path
difference is an integer multiple of the wavelength, while destructive interference occurs when
it is an odd multiple of half the wavelength. These fundamental principles not only deepen our
understanding of wave behaviour but also lay the groundwork for various practical applications,
including high-precision measurements and advanced imaging techniques.

Among the many interferometric configurations, the Mach-Zehnder (MZ) interferometer [13]
stands out for its versatility in investigating wavefronts and phase shifts. This setup consists of
two lossless and perfectly balanced beam splitters and two mirrors, creating two unique optical
paths. When light enters the first beam splitter, it is divided into two beams that traverse different
paths before recombining at the second beam splitter. This design enables the measurement
of phase shifts resulting from changes in optical path length, variations in refractive index, or
external influences.

In the context of analysing second-order interferometric correlations, the Mach-Zehnder in-
terferometer serves as a prime example. Here, an incoming electric field 𝐄 is split into two
distinct paths, producing the electric fields 𝐸1 and 𝐸2, as illustrated in Fig. 2.2. These fields
then recombine at a beamsplitter, creating a sum of fields measured at the output of the interfer-
ometer. For simplification, we assume identical electric field amplitudes and co-located fields
in space, allowing us to treat the problem in only the time and frequency domains. The electric
fields at the output ports, labelled 𝐸𝐴 and 𝐸𝐵, can be expressed as:

𝐸𝐴(𝑡1, 𝑡2, 𝑡) =
1
√

2

[

𝐸1(𝑡 − 𝑡1) + 𝑗𝐸2(𝑡 − 𝑡2)
]

,

𝐸𝐵(𝑡1, 𝑡2, 𝑡) =
1
√

2

[

𝐸2(𝑡 − 𝑡2) + 𝑗𝐸1(𝑡 − 𝑡1)
]

,
(2.8)

where 𝑡 is the global time, and 𝑡𝑖 represents the time taken by the electric field to traverse
path 𝑖 in the interferometer. Assuming plane waves for the electric fields in both paths, we can
express the individual fields as:
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𝐸𝑖(𝑡) = |𝐸0|𝑒
𝑗(𝜔𝑖𝑡+𝜑𝑖), (2.9)

where |𝐸0| denotes the amplitude of the electric field, 𝜔𝑖 is the frequency of the field, and 𝜑𝑖

is the phase. If the interferometer is not balanced in electric field amplitude, this can introduce
additional complexity to our analysis.

To measure the intensity at each output port, we define the intensities in terms of the electric
fields:

𝐼𝑖(𝑡1, 𝑡2) = ⟨𝐸∗
𝑖 (𝑡1, 𝑡2, 𝑡)𝐸𝑖(𝑡1, 𝑡2, 𝑡)⟩, (2.10)

where ⟨⋅⟩ represents the ensemble average over 𝑡. The intensity at port A can be computed
with Eq. (2.8) as follows:

𝐼𝐴(𝑡1, 𝑡2) =
|𝐸0|

2

2
⟨

[

𝑒𝑖(𝜔1(𝑡−𝑡1)+𝜑1) + 𝑖𝑒𝑖(𝜔2(𝑡−𝑡2)+𝜑2)
] [

𝑒−𝑖(𝜔1(𝑡−𝑡1)+𝜑1) − 𝑖𝑒−𝑖(𝜔2(𝑡−𝑡2)+𝜑2)
]

⟩. (2.11)

Next, we need to consider finite coherence length by accounting for the non-zero spectral
bandwidth, which necessitates adding a mutual coherence term 𝑔(1)(𝑡2−𝑡1)

that describes the degree
of coherence between the two electric fields [5, 14]. We can then rewrite the intensity at port A
as:

𝐼𝐴(𝑡1, 𝑡2) =
|𝐸0|

2

2
⟨2 + |𝑔(1)(𝑡2−𝑡1)

|

(

𝑖𝑒−𝑖(𝜔2(𝑡−𝑡2)+𝜑2)𝑒−𝑖(𝜔1(𝑡−𝑡1)+𝜑1) − 𝑖𝑒𝑖(𝜔1(𝑡−𝑡1)+𝜑1)𝑒−𝑖(𝜔2(𝑡−𝑡2)+𝜑2)
)

⟩.
(2.12)

To simplify this further, we can apply the trigonometric identity sin(𝑥) = 𝑒𝑖𝑥−𝑒−𝑖𝑥

2𝑖
. The inten-

sity at port A can now be expressed as:

𝐼𝐴(𝑡1, 𝑡2) = |𝐸0|
2
(

1 + |𝑔(1)(𝑡2−𝑡1)
|⟨sin

(

𝜔2𝑡2 − 𝜔1𝑡1 − Δ𝜔𝑡 − Δ𝜑
)

⟩

)

, (2.13)

where Δ𝜔 = 𝜔2−𝜔1 is the frequency difference of the fields in both paths, and Δ𝜑 = 𝜑2−𝜑1

is the phase difference. In the case where the frequencies are identical (𝜔1 = 𝜔2 = 𝜔) , as shown
in Fig. 2.2, and assuming coherent inputs, where the phase difference Δ𝜑 remains constant, we
can simplify the expression by substituting Δ𝑡 = 𝑡2 − 𝑡1:
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𝐼𝐴(Δ𝑡) = |𝐸0|
2
(

1 + |𝑔(1)(Δ𝑡)| sin (𝜔Δ𝑡 − Δ𝜑)
)

. (2.14)

The intensity at port B can be written correspondingly as:

𝐼𝐵(Δ𝑡) = |𝐸0|
2
(

1 − |𝑔(1)(Δ𝑡)| sin (𝜔Δ𝑡 − Δ𝜑)
)

. (2.15)

𝐼𝐴(Δ𝑡) & 𝐼𝐵(Δ𝑡) are shown in Fig. 2.3(a). In the case of mutually incoherent fields 𝐸1 &
𝐸2, where the phase difference Δ𝜑 varies randomly during a measurement, the sinusoidal term
averages out to zero, resulting in no measurable interference (see Fig. 2.3(b)). In this scenario,
the intensities at both ports become equal:

𝐼𝐴(Δ𝑡) = |𝐸0|
2 = 𝐼0,

𝐼𝐵(Δ𝑡) = |𝐸0|
2 = 𝐼0.

(2.16)

2.3 Second-Order Correlation

Moving on to second-order correlations, the second-order correlation function is defined as [10,
3]:

𝑔(2)(𝑡1, 𝑡2) =
⟨𝐸∗

1 (𝑡1)𝐸
∗
2 (𝑡2)𝐸1(𝑡2)𝐸2(𝑡1)⟩

⟨|𝐸1(𝑡1)|2⟩⟨|𝐸2(𝑡2)|2⟩
. (2.17)

By expressing the second-order correlation function in terms of classical intensities, we can
rewrite it as:

𝑔(2)(𝑡1, 𝑡2) =
⟨𝐼1(𝑡1)𝐼2(𝑡2)⟩
⟨𝐼1(𝑡1)⟩⟨𝐼2(𝑡2)⟩

. (2.18)

To simplify the notation, we can redefine the time variables such that 𝑡1 = 𝑡 and 𝑡2 = 𝑡 + 𝜏.
Furthermore we add a new variable Δ𝑡 which defines the optical delay between the two arms of
the interferometer. Hence, substitute 𝐼𝑖 for 𝐼𝑋(𝑡,Δ𝑡) or 𝐼𝑌 (𝑡,Δ𝑡):

𝑔(2)𝑋𝑌 (Δ𝑡, 𝜏) =
⟨𝐼𝑋(𝑡,Δ𝑡)𝐼𝑌 (𝑡 + 𝜏,Δ𝑡)⟩
⟨𝐼𝑋(𝑡,Δ𝑡)⟩⟨𝐼𝑌 (𝑡,Δ𝑡)⟩

. (2.19)
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In this context, there are three important time variables to consider:

• t: The global time, representing the overall temporal evolution of the system. Variations
with respect to this time can typically be averaged out across the ensemble, as they tend to
be much faster than the exposure time.

• Δ𝑡: The interferometric delay, which is a key parameter in Time-of-Flight (ToF) measure-
ments and is the primary variable of interest when determining optical path differences.

• 𝜏: The relative time delay between two intensity measurements in the 𝑔(2). This parameter
is crucial for analysing the decorrelation time, helping us assess how long the intensities
remain correlated before decoherence effects take over.

Initially, the primary focus is on the degree of correlation for a specific interferometer delay.
We can simplify our analysis by assuming we have the ideal case where the system immediately
decorrelates to a value of 1 [15], as illustrated in Fig. 2.6(b) and discussed in Section 2.2.

Therefore, we only need to examine the correlation at the point where 𝜏 = 0, allowing us to
measure the maximum correlation directly without the need to evaluate the entire decorrelation
curve.

There are two approaches to measuring second-order correlations in an interferometer. One
can either measure the auto-correlation of the intensity at a single port or the cross-correlation
between the intensities at two different ports. For cross-correlation, using the intensities from
both ports A and B, and assuming ⟨𝐼𝑖(𝑡𝑖)⟩ = 𝐼0, we obtain:

𝑔(2)𝐴𝐵(Δ𝑡) =
𝐼2
0 ⟨1 − |𝑔(1)(Δ𝑡)|

2 sin2(𝜔Δ𝑡 − Δ𝜑)⟩

𝐼2
0

. (2.20)

For the auto-correlation, using the intensity at only one port, the second-order correlation
function becomes:

𝑔(2)𝐴𝐴∕𝐵𝐵(Δ𝑡) =
𝐼2
0 ⟨1 + 2|𝑔(1)(Δ𝑡)| sin(𝜔Δ𝑡 − Δ𝜑) + |𝑔(1)(Δ𝑡)|

2 sin2(𝜔Δ𝑡 − Δ𝜑)⟩

𝐼2
0

(2.21)

With a completely stable phase between the two arms, oscillatory terms appear in the 𝑔(2)

as illustrated in Fig. 2.3(c). However, for a varying phase over time 𝑡 across the entire angular
range (0, 2𝜋), the expectation values of the terms simplify as ⟨sin(𝑥)⟩ = 0 and ⟨sin2(𝑥)⟩ = 0.5.
This gives the final expressions:
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Figure 2.3: Single Wavelength Second-Order Correlation: The 𝑔(1) intensity interferogram
and the corresponding 𝑔(2) correlation function. (a) The ideal interferogram measured at ports A
and B, with a coherence length 𝑙coh. Ports A and B exhibit opposite phases. (b) The interferogram
acquired in the presence of large phase noise (c) The calculated 𝑔(2) when there is no phase noise;
remnants of the first-order coherence fringes are still present. (d) In the presence of large phase
noise, the envelope function remains in the 𝑔(2) curve. The units are arbitrary and meant to
showcase the different imaging modalities without conveying specific measurement values. The
figures were created using 𝜏𝑐𝑜ℎ = 0.5 a.u. and a frequency of 30 a.u. .

𝑔(2)𝐴𝐵(Δ𝑡) = 1 −
|𝑔(1)(Δ𝑡)|

2

2
,

𝑔(2)𝐴𝐴∕𝐵𝐵(Δ𝑡) = 1 +
|𝑔(1)(Δ𝑡)|

2

2
.

(2.22)

This result indicates that we observe a smooth dip (anti-bunching) or peak (bunching) in
the 𝑔(2) correlation function (see Fig. 2.3(d)). hen the two paths have zero delay (Δ𝑡 = 0),
the correlation is maximal, and as the delay increases, the correlation decreases, following a
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Gaussian profile, eventually approaching 1, depending on the mutual coherence length of the
two fields. The maximum visibility of 50% arises from the use of classical fields; in a quantum
framework, this visibility can be significantly higher [4]. The degree of visibility is directly
dependent on the first-order coherence, 𝑔(1)(Δ𝑡), which varies from 0 for incoherent fields to 1 for
fully coherent fields. In this specific case of equal intensities in both arms the visibility of the
resulting interference pattern is related to the absolute value of the first-order coherence |𝑔(1)|.

Multi-Spectral Interferometry

Up to this point, we have discussed the scenario, where a field with a single wavelength band of
non-zero bandwidth field enters the interferometer and is split into two, resulting in matched fre-
quencies in both arms of the interferometer. Now, we extend this analysis to the case where two
distinct fields, each with a different frequency, enter the interferometer. This situation leads to
multiple frequencies propagating through both arms, resulting in more complex interference dy-
namics. Instead of dealing with just two fields, we now have four fields inside the interferometer,
two associated with each input.

Continuing with the same argumentation from the previous section, at the output ports 𝐴 and
𝐵, the electric fields can be described as follows:

𝐸𝐴(𝑡1, 𝑡2, 𝑡) =
1
√

4

[

𝐸𝜔1
(𝑡 − 𝑡1) + 𝑗𝐸𝜔2

(𝑡 − 𝑡2) + 𝐸𝜔3
(𝑡 − 𝑡1) + 𝑗𝐸𝜔4

(𝑡 − 𝑡2)
]

,

𝐸𝐵(𝑡1, 𝑡2, 𝑡) =
1
√

4

[

𝐸𝜔2
(𝑡 − 𝑡2) + 𝑗𝐸𝜔1

(𝑡 − 𝑡1) + 𝐸𝜔4
(𝑡 − 𝑡2) + 𝑗𝐸𝜔3

(𝑡 − 𝑡1)
]

,
(2.23)

Here, each 𝐸𝜔𝑖
(𝑡) represents the electric field associated with a specific frequency 𝜔𝑖. These

fields correspond to the different input frequencies after passing through the interferometer. The
two paths (𝑡1 and 𝑡2) represent the travel times through the respective arms.

In this scenario, two approaches exist for computing the second-order correlation function
𝑔(2), that will depend on the experimental configuration and wavelength separation of the two
bands.

Measurement through Bandpass Filtering: One approach focuses on measuring the second-
order correlation by filtering the frequencies 𝜔1 at port A and 𝜔2 at port B. This method allows
for the direct assessment of the correlation between the two input fields at separate output ports.
By isolating these specific frequencies, we can gain insights into their individual contributions
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to the overall correlation.

Cross-Detection of Input Fields: Alternatively, we can detect both 𝜔1 and 𝜔2 at both ports
A and B. This setup enables us to explore cross terms between the two input fields, by calculating
the 𝑔(2) from a single port. Such an approach offers a more integrated view of the relationship
between the input fields and their collective behaviour at the output.

Figure 2.4: Dual Wavelength Mach-Zehnder Interferometer: Schematic of the electric fields
in a Mach-Zehnder interferometer with two inputs at the first beamsplitter. The two input fields,
𝐸𝐼 (𝑡, 𝜔1) and 𝐸𝐼𝐼 (𝑡, 𝜔2), are each split into two paths, 𝐸1(𝑡, 𝜔1, 𝜔2) and 𝐸2(𝑡, 𝜔1, 𝜔2), which are
then recombined at the exit beamsplitter. In case (a), both exit ports contain a combination of
the two wavelengths, resulting in interference fringes and a beating pattern. In case (b), input 𝐼
interferes at Port A and input 𝐼𝐼 interferes at Port B, producing individual interference fringes
for each wavelength.
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Measurement through Bandpass Filtering (𝜔1 & 𝜔2)

For the case of filtering specific frequencies at each port, the intensities at the output ports 𝐴 and
𝐵 are given by the following equations using Eq. (2.10):

𝐼𝐴(Δ𝑡) = |𝐸0|
2
(

1 + |𝑔(1)(Δ𝑡,𝐼)| sin
(

𝜔𝐼Δ𝑡 − Δ𝜑
)

)

,

𝐼𝐵(Δ𝑡) = |𝐸0|
2
(

1 − |𝑔(1)(Δ𝑡,𝐼𝐼)| sin
(

𝜔𝐼𝐼Δ𝑡 − Δ𝜑
)

)

,
(2.24)

where 𝜔𝐼 and 𝜔𝐼𝐼 are the respective frequencies of the input fields, and 𝑔(1) represents the
first-order coherence function.

Using the intensity correlation function Eq. (2.18) to calculate the second-order auto-correlation
for one port, we obtain:

𝑔(2)𝐴𝐴∕𝐵𝐵(Δ𝑡) = 1 +
|𝑔(1)(Δ𝑡)|

2

2
. (2.25)

This leads to a peak in the second-order correlation function, similar to the single-field case.
However, when performing a cross-correlation between the two output ports, the second-order
correlation becomes:

𝑔(2)𝐴𝐵(Δ𝑡) =
𝐼2
0 ⟨1 − |𝑔(1)(Δ𝑡,𝐼)| sin

(

𝜔𝐼Δ𝑡 − Δ𝜑
)

|𝑔(1)(Δ𝑡,𝐼𝐼)| sin
(

𝜔𝐼𝐼Δ𝑡 − Δ𝜑
)

⟩

𝐼2
0

. (2.26)

We can further simplify this expression using the trigonometric identity sin(𝑥) sin(𝑦) =
1
2
[cos(𝑥 − 𝑦) − cos(𝑥 + 𝑦)], yielding:

𝑔(2)𝐴𝐵(Δ𝑡) = ⟨1 − |𝑔(1)(Δ𝑡,𝐼)||𝑔
(1)
(Δ𝑡,𝐼𝐼)|

[

cos (Δ𝜔Δ𝑡) − cos
(

(𝜔𝐼 + 𝜔𝐼𝐼 )Δ𝑡 − 2Δ𝜑
)]

⟩. (2.27)

The second cosine term averages out to zero due to the ensemble averaging process, leaving:

𝑔(2)𝐴𝐵(Δ𝑡) = 1 − |𝑔(1)(Δ𝑡,𝐼)||𝑔
(1)
(Δ𝑡,𝐼𝐼)|

cos (Δ𝜔Δ𝑡)
2

. (2.28)
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Thus, we observe an oscillating term that arises when cross-correlating the two filtered output
fields of the interferometer with different input frequencies. However, in the auto-correlation
scenario, we still recover the same result as for the single input field case.

Figure 2.5: Dual Wavelength Second-Order Correlation: The 𝑔(1) intensity interferogram and
corresponding 𝑔(2) correlation function for the case with two wavelength inputs, each filtered at
the output. (a) The ideal interferogram measured for 𝜔1 and 𝜔2 with a common coherence length
𝑙coh. (b) The interferograms acquired when we bulk detect both wavelength at port A and port B
(c) The calculated 𝑔(2) when filtering each wavelength at one port. The auto-correlation shows the
same result as for the single wavelength case. The cross-correlation then gives rise to the beating
of the two wavelengths. (d) The calculated 𝑔(2) when bulk detecting both 𝜔1 & 𝜔2. The auto-
and cross-correlation method show to have an offset and conjugate phase of the beating. The
units are arbitrary and meant to showcase the different imaging modalities without conveying
specific measurement values. The figures were created using wave packets with 𝜏𝑐𝑜ℎ = 0.5 a.u.
and a frequency of 30 a.u. and 45 a.u.

.
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Cross-Detection of Input Fields (𝜔1 + 𝜔2)

In this configuration, all input fields are present at both output ports, allowing for a comprehensive
analysis of their interactions. The intensities at each port, derived from Eq. (2.10), are expressed
as follows:

𝐼𝐴 =
𝐼0
2
[

2 − sin
(

𝜔𝐼Δ𝑡 + Δ𝜑
)

− sin
(

𝜔𝐼𝐼Δ𝑡 + Δ𝜑
)]

,

𝐼𝐵 =
𝐼0
2
[

2 + sin
(

𝜔𝐼Δ𝑡 + Δ𝜑
)

+ sin
(

𝜔𝐼𝐼Δ𝑡 + Δ𝜑
)]

.
(2.29)

By substituting these intensity expressions into the second-order correlation function defined
in Eq. (2.18), we obtain the correlation functions for the same port measurements:

𝑔(2)𝐴𝐴∕𝐵𝐵 = 𝐼2
0

[

1 + 1
8
|𝑔(1)(Δ𝑡,𝐼)|

2 + 1
8
|𝑔(1)(Δ𝑡,𝐼𝐼)|

2 + 1
4
|𝑔(1)(Δ𝑡,𝐼)||𝑔

(1)
(Δ𝑡,𝐼𝐼)| cos(Δ𝜔Δ𝑡)

]

. (2.30)

When cross-correlating the outputs from both ports, the correlation function takes the form:

𝑔(2)𝐴𝐵 = 𝐼2
0

[

1 − 1
8
|𝑔(1)(Δ𝑡,𝐼)|

2 − 1
8
|𝑔(1)(Δ𝑡,𝐼𝐼)|

2 − 1
4
|𝑔(1)(Δ𝑡,𝐼)||𝑔

(1)
(Δ𝑡,𝐼𝐼)| cos(Δ𝜔Δ𝑡)

]

. (2.31)

In this scenario, the sinusoidal term also emerges, introducing an oscillatory behaviour in
the correlation function. However, it is important to note that the visibility of this correlation
is reduced compared to the filtered case. This reduction in visibility reflects the more complex
interactions occurring when both input fields are detected simultaneously, as opposed to when
individual fields are isolated at the output.

Correlation Time (𝜏)

Thus far, our focus has largely been on the correlation magnitude, specifically the degree of
decorrelation, with the assumption that it converges to a value of 1. While we have considered the
case of 𝜏 = 0 as sufficient for our analysis, it is important to also take into account the full curve to
enhance measurement accuracy in noisy environments. The second-order correlation function,
𝑔(2), typically demonstrates a bi-exponential decay, characterized by a distinct decorrelation time.
This decorrelation time signifies the interval over which the correlation diminishes to half of
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its maximum value, offering critical insights into the temporal dynamics of the system being
studied. An ideal example of fluctuating intensity with a 𝜏 shifted copy and its corresponding
decorrelation curve is shown in Fig. 2.6.

Figure 2.6: Decorrelation Time: (a) Intensity trace alongside a copy shifted by a temporal
delay 𝜏. (b) The full 𝑔(2) correlation curve calculated as a function of this temporal shift 𝜏. The
decorrelation time 𝜏𝑐 is the temporal shift where the correlation value drops to half of its initial
peak. The units are arbitrary and meant to showcase the different imaging modalities without
conveying specific measurement values.

One critical aspect is ensuring that our exposure time remains shorter than the decorrelation
time; otherwise, this would result in a degradation of the maximum correlation value. In the
intended applications, we have control over the required phase scrambling and can adjust the
exposure time accordingly. In some fields, such as in Diffuse Correlation Spectroscopy (DCS)
[15, 16], the decorrelation time itself is the primary quantity of interest. However, this concept
is also useful in our case. For instance, when dealing with significant noise, 𝑔(2)(𝜏 > 𝜏𝑐) ≠ 1, the
noise is often much slower than the phase fluctuations, whether controlled or uncontrolled. This
implies that the noise decorrelates over a much longer timescale compared to the actual signal.

Therefore, it can be advantageous to normalize by the decorrelated value, as shown below:

�̃�(2)(Δ𝑡) =
𝑔(2)(Δ𝑡, 𝜏 = 0)
𝑔(2)(Δ𝑡, 𝜏 > 𝜏𝑐)

(2.32)

This normalization helps eliminate any offset when the signal does not fully decorrelate to 1
or when there are slow decorrelation processes that persist, even in the absence of a signal (e.g.,
for large Δ𝑡).
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2.4 Outlook

The concepts discussed in this chapter provide the foundation for the novel imaging techniques
explored in the forthcoming chapters, which build on the fusion of classical interferometers and
second-order (intensity) correlations. This very versatile approach, robust to phase noise, allows
for detailed information extraction about the scene or sample being imaged and proves applicable
across a range of imaging scenarios.



Chapter 3.

Time-of-Flight Widefield Microscopy

In this chapter, I apply the concepts introduced in the previous chapter to a ToF widefield mi-
croscopy technique using a thermalized light source. I demonstrate its robustness to phase noise,
with no requirement for either spatial or temporal coherence, while achieving much higher res-
olution than conventional ToF techniques. Additionally, I demonstrate that the dual-wavelength
approach achieves nanometric axial resolution in imaging, showcasing its effectiveness and ri-
valling state-of-the-art techniques in terms of axial resolution.

3.1 Literature Review: Depth Sensing Techniques

Depth imaging techniques in microscopy enable the detailed visualization and analysis of three-
dimensional structures within specimens via optical sectioning. These methods provide informa-
tion about complex biological processes, cellular architecture and tissue morphology, providing
insights for scientific research and medical diagnostics. The axial resolution of optical imaging
devices generally depends on two key factors: the wavelength of the light used and the numerical
aperture of the imaging system.
Confocal microscopy is a popular and widely used technique for depth imaging [21]. This
microscopy technique invented by Marvin Minsky [22] performs a point-by-point image con-
struction by focusing a point of light and scanning it across a specimen and then collecting some
of the returning rays. By illuminating a single point one can avoid most of the unwanted scattered
light that obscures the image . A pinhole aperture will filter reflected light and hence only collect
light within a very small volume of the specimen. Scanning in 3-D will allow to create a depth
resolved micrograph. A sample schematics is given in Fig. 3.1(a). One of the major drawbacks
is the limitation to acquisition speed due to the 3D point-by-point scanning. Secondly, due to
the use of pinholes we will lose orders of magnitude of light intensities. When optimally used it
gives high resolution diffraction limited depth images with resolutions down to 180 nm laterally
and 500 nm axially [23, 24]. Recent advancements, such as 4Pi microscopy, have been devel-
oped to enhance resolution by utilizing interference between counter-propagating light waves,
allowing for significantly improved axial resolution beyond the limits of conventional confocal
microscopy. It has been shown to improve the lateral and axial resolution to 200 nm and 145 nm
[25].

Interferometric methods introduce a distinct modality for depth imaging, enhancing higher-

21
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Figure 3.1: Overview of Depth Sensing Techniques in Microscopy: (a) Schematic of a confo-
cal microscopy setup designed for fluorescence measurement. (b) Illustration of an OCT setup,
where reflections from different layers of the sample are measured. (c) Overview of the SLIM
technique, which uses a linear interferometer combined with a spatial light modulator (SLM).
(d) Schematic overview of an example QPI setup. Figures adapted from [17, 18, 19, 20].

resolution imaging capabilities and enabling widefield applications. A prominent technique
that employs interferometry is Optical Coherence Tomography (OCT) [26]. It measures re-
flected light from different layers within a sample interfered with a reference beam, as depicted
in Fig. 3.1(b). This technique employs a short-coherence, broad-spectrum light source to cap-
ture micrometer-resolution images, with diverse medical applications. It is particularly critical
in ophthalmology for diagnosing and monitoring retinal diseases and glaucoma, and extends to
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fields like cardiology and dermatology. The lateral resolution of OCT is diffraction limited [27]
and the axial resolution ranges from 1 − 10𝜇𝑚 [28] depending on the quality of the instruments.
Advances such as Spectral-Domain OCT and Swept-Source OCT [29, 30, 31, 32] have further
enhanced its resolution and imaging speed, making OCT a valuable tool in both clinical practice
and research. However, its reliance on coherence makes it susceptible to phase noise and requires
mechanical phase stability as compared to the confocal technique.
Other phase sensitive methods such as Digital Holographic Microscopy (DHM) [33] or Quan-
titative Phase Imaging (QPI) [34] where phase-sensitive interference patterns are analysed,
have a much higher axial resolution [35]. As it can detect subtle variations in phase that corre-
spond to nanometric changes in the sample. A schematic of a common setup is given in Fig. 3.1(d).
While DHM and similar holographic methods are powerful, they are not without challenges.
These techniques rely on coherence but do not strictly require long coherence lengths, as par-
tially coherent light can still produce usable interference patterns. However, phase noise and
interferometer instability can impact the accuracy of phase retrieval, particularly in dynamic
environments or when working with low-contrast samples. Holographic methods that elimi-
nate the need for mechanical phase stability between the reference and sample arms often rely
on common-path interferometry. One of the most widely used techniques is Zernike’s Phase-
Contrast Microscope (PCM) [36]. In PCM, background light is separated from light passing
through the sample, with the background light being attenuated and 90 deg phase-shifted. This
modified background light then interferes with the light passing through the sample, resulting in
an image with constructive interference where the sample interacts with the light and destructive
interference in the background. This process enhances contrast, visualizing topological features
at the nanometre scale. However, a drawback of PCM is the presence of a halo effect around the
sample, which can obscure fine details. Additionally, a simple PCM can only qualitatively mea-
sure depth. For quantitative measurements, it must be combined with other techniques, such as
in Spatial Light Interference Microscopy (SLIM) [19], where PCM is integrated with Gabor’s
holography by incorporating a Spatial Light Modulator (SLM) into the experiment for measuring
thin samples in transmission. The SLM provides multiple phase shifts of the background light,
enabling the full recovery of the accurate depth of the sample, as shown in Fig. 3.1(c). SLIM
and other developments have combined PCM with additional tools to quantify depth, achieving
state-of-the-art axial resolutions down to sub-nanometres [19, 37, 38]. While these methods
maintain mechanical phase stability, they still depend on coherence and are therefore less suit-
able for samples that are moving or vibrating during the acquisition time with displacements
exceeding a pixel pitch within the exposure time (tens of ms), or for measuring fluorescence.

ToF sensing for Light Detection and Ranging (LiDAR) is a class of depth measurement tech-
niques that definitely do not require coherence. ToF techniques measure the distance between a
sensor and an object by measuring the time elapsed between the emission of a pulse or photon
and its detection by the sensor. By scanning a point-like light source and a single pixel detector



24 3.1. Literature Review: Depth Sensing Techniques

or by using flood-illumination and a camera, ToF enables the creation of highly detailed, three-
dimensional representations of objects and environments. The most sensitive Time-of-Flight
(ToF) imaging methods are usually deployed with single-photon detectors such as Single Photon
Avalanche Diodes (SPADs) and a Time-Correlated Single Photon Counting (TCSPC) module
for determining the arrival time of the return photons through TCSPC [39, 40, 41]. The primary
physical parameter being assessed is the group delay (determined by the group velocity of light),
rather than the phase delay (linked to the phase velocity). Therefore, unlike phase-imaging tech-
niques, ToF is incoherent and more robust to vibrations and perturbations. Yet, they suffer from
restricted resolution attributable to electronic timing jitter, resulting in depth or distance estima-
tion uncertainties on the order of 0.1-1 mm [42]. Therefore, they are not typically considered to
be suitable for microscopy.

It is possible to retain the benefits of incoherent measurements while still achieving micron-
scale resolution suitable for microscopy. One such technique known from quantum optics, Hong-
Ou-Mandel (HOM) interference [43], was first demonstrated by Hong, Ou, and Mandel in 1987.
It occurs when two identical photons are incident at the two input ports of a 50:50 Beam-Splitter
(BS). The photons must be identical or indistinguishable in all degrees of freedom (wavelength,
polarization, space, and time). Only when they are perfectly identical will they bunch together
and exit through the same output port of the BS. This photon bunching leads to a dip in the
photon coincidence measurement, which can be leveraged for sensing applications. HOM inter-
ference finds applications in quantum information processing and sensing, particularly in pre-
cise time-delay measurements [44, 45]. This technique relies on single-photon detectors and is
entirely insensitive to phase. Additionally, researchers have demonstrated that resolution can be
further enhanced using a dual-wavelength approach [46]. Instead of a single photon, a frequency-
entangled photon pair source is used with a large frequency separation. This setup introduces
a beating in the coincidence measurement, which can be exploited for even more precise time-
delay measurements. This behaviour, as illustrated in Fig. 2.3 and Fig. 2.5, is analogous to the
response observed with classical fields, which exhibit the same pattern. The wavelength of this
beating will be determined by the frequency difference between the two photons pairs. While
these quantum methods offer high robustness, they typically rely on the use of correlated and
indistinguishable photon pairs [47].

A classical analog to quantum 𝑔(2) imaging can be created using pseudo-thermal light to mea-
sure intensity correlations in images, rather than relying on single-photon detection. This tech-
nique, known as intensity correlation imaging, has been successfully demonstrated in point-
scanning reflection configurations [48]. While similar approaches have been explored in prior
studies [49, 50], these typically focus on spatial correlations by measuring the relationship be-
tween different pixels, requiring spatial coherence for a fixed phase relationship.
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3.2 Methodology

Our method relies on temporal intensity correlations from a thermal source measured at a sin-
gle pixel, allowing us to bypass the need for both spatial and temporal coherence required in
the methods discussed in the previous chapter. Additionally, it overcomes the limitations of
ToF techniques imposed by the slow Instrument Response Function (IRF) of the TCSPC by ex-
tracting ToF information from intensity correlations in an interferometer. This section details
the methodology for the ToF microscopy technique, along with the associated requirements and
processing methods. We begin with the single-wavelength approach and then progress to the
dual-wavelength setup, which enhances depth imaging precision. This approach offers signifi-
cant potential for high axial resolution, nanoscale imaging across various applications.

Single Wavelength

The experimental setup used in this study is based on a Mach-Zehnder (MZ) interferometer,
as shown in Fig. 3.2. The sample is imaged in transmission, allowing for optical thickness
measurements of translucent samples. The choice of light source is flexible, though we ultimately
opted for a broadband super-continuum laser (Fianium SuperK). The advantage of this light
source is the ability to select different wavelengths and bandwidths (coherence lengths) simply
by swapping different filters at the input or output of the interferometer. In the Mach-Zehnder
(MZ) interferometer light is split into two arms: the sample and reference arm. In the sample
arm, the transmitted light is collected using either a 40x or 20x microscope objective, depending
on the required magnification. Both objectives require the same 200mm tube lens, making it
easy to swap them as needed.

For imaging, two different detector technologies were employed: a low-pixel count, high-
speed SPAD camera (MPD SPAD array, 64x32 pixels, 100 kfps) and a high-pixel count, low-
cost CMOS camera (Basler ace acA720-520um, 720x540 pixels, up to 525 fps). The SPAD
camera was chosen for its short acquisition times, while the CMOS camera provided higher
spatial resolution at a lower cost. In the reference arm, we included a motorized translation stage
(Thorlabs PT1/M-Z9, 25 mm range) to scan the optical delay between the two arms.

As previously discussed in Section 2.3, 𝑔(2) imaging requires a phase-randomized or thermal-
ized source to eliminate coherent interference fringes with classical light sources. To achieve
this, two options are considered: (1) using a rotating diffuser to introduce a constantly changing
speckle pattern, or (2) using a piezo stage to induce spatially invariant phase fluctuations. One
important distinction is that the rotating diffuser randomizes both the phase and the intensity,
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which could degrade the measurement due to the connection of the interferometer intensity bal-
ance and the visibility. Furthermore, it produces a non-uniform averaged wavefront, which can
complicate measurements of small, precise thicknesses, if not properly characterized. Thus, for
high-precision measurements, the piezo stage is preferred. It provides better control over the
phase randomization process while still maintaining a flat wavefront on average.

The data acquisition process follows from the requirements of calculating the expectation
value or ensemble average of intensities, as outlined in the 𝑔(2) equation Eq. (2.18). This neces-
sitates measuring a large number of intensity images with random phases. The procedure for
gathering information about the optical thicknesses (material thickness× refractive index) of the
sample involves scanning the optical delay across the 0-delay overlap in the interferometer. At
each delay position, hundreds of frames are captured while phase scrambling is applied. The

Figure 3.2: Single Wavelength 𝑔(2) Microscopy: Schematic of the experimental setup. A single
output is used to measure the autocorrelation function 𝑔(2). For scrambling, either a rotating
ground glass diffuser or a piezo stage can be employed. BS: Beamsplitter, L1: 100 mm, L2: 50
mm, L3: 150 mm.
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Figure 3.3: ToF Measurement Procedure: Demonstration of Time-of-Flight (ToF) difference
measurement between two pixels, [1,1] (blue) and [1,2] (orange). We show how you go from
(a) Shows the intensity traces from both pixels, with three specific optical delay positions high-
lighted in green, red, and purple. (b)-(d) Display the corresponding 𝑔(2) correlation functions
as a function of computational temporal shift 𝜏, along with the respective time traces for each
interferometer optical delay position.

exposure time for each frame must be short enough to ensure that the phase shift remains neg-
ligible during the exposure of a single frame. Consequently, each frame will exhibit a different
random phase due to variations between exposures. To mitigate any phase noise, we can min-
imize the exposure time and acquire additional frames if necessary. For each optical delay we
repeat this process. The intensity as a function of acquisition time is measured for each pixel,
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and the second-order correlation function is computed. The 𝑔(2) value at zero delay, or the decor-
relation magnitude, serves as the primary value for each scan point and pixel. By analysing how
this value changes with optical delay, a Gaussian peak is observed. The width of this peak is
determined by the laser light’s bandwidth, with a higher bandwidth resulting in a narrower peak
and, thus, higher depth resolution. For our laser light bandwidth which using 10 nm bandpass
filter is 28.6𝜇m using equation Eq. (2.4). A Gaussian fit is then applied to extract the peak centre,
where the relative shift of this centre corresponds to the optical path length of a sample at that
pixel. Repeating this process across all pixels generates a depth map of the sample. A schematic
of the process routine is given in Fig. 3.3.

Dual Wavelength

The accuracy of Time-of-Flight (ToF) measurements, particularly the precision with which the
𝑔(2) peak position is determined is directly dictating the achievable axial resolution of the imaging
system. In the single-wavelength experiments, the width of the 𝑔(2) curve is determined by the
coherence length of the light source, which is inversely proportional to its bandwidth as described
in Eq. (2.3). For higher resolution, it’s essential to use a broadband source. Moreover, exploring
the spectral domain has shown to offer enhanced resolution in various studies [29, 51, 52].

In addition to broadening the bandwidth, resolution can alternatively be increased by intro-
ducing a second wavelength band. This similarly expands the spectral domain, although it does
not need to provide the full spectrum between the two bands. As discussed in Section 2.3, the
addition of a second band creates a beating at a synthetic wavelength (Λ) in the second-order
correlation function, in contrast to the traditional beat note observed in coherent interferometry.
In coherent interferometry, the two bands interfere and produce a beating in time 𝑡 [53]. This
synthetic wavelength, shown in Fig. 2.5(d), arises from the interaction between the two wave-
lengths in both arms of the interferometer within the 𝑔(2) measurement and create a beating with
interferometer delay Δ𝑡. This fast beating allows for high precision depth measurements without
being affected by the phase instabilities that typically impact standard interferometric techniques.
For example, using 𝜆1 = 405 nm and 𝜆2 = 980 nm, the generated Λ is approximately 690 nm
and is calculated by:

Λ =
𝜆1𝜆2

|𝜆1 − 𝜆2|
(3.1)

To extract the ToF information, we scan the delay stage to measure the 𝑔(2)(0) value across
25 optical delay points, acquiring several hundred intensity images at each step. As illustrated
in Fig. 3.4, dispersion is compensated for by incorporating identical optics in both arms and
then aligning the images on two detection cameras, ensuring that both wavelengths travel along
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Figure 3.4: Dual Wavelength 𝑔(2) Microscopy: (a) Schematic of the experimental setup. We
measure each wavelength at the respective port by filtering with bandpass filters. BS: Beam-
splitter, BPF: Bandpass Filter, L1: 100 mm, L2: 50 mm, L3: 150 mm. (b) The laser spectrum,
showing two distinct wavelength bands with specific bandwidths

identical optical paths. A random central pixel is selected, and the temporal shift (or phase
shift of the synthetic wave) is determined for all other pixels. This method is highly effective
for measuring small features, improving sensitivity. Notably, the data collected from the dual-
wavelength measurements can also be used to perform a single-wavelength analysis, offering
added flexibility and robustness. Hence to handle ambiguities introduced by phase wrapping (i.e.,
ToF differences larger than Λ∕2), a combined single and dual-wavelength approach is employed.
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Fisher Information Analysis

To evaluate the sensitivity of our method, we conduct a basic Fisher information analysis, given
in Fig. 3.5. Given that we measure intensities at the output of the interferometer, the noise dis-
tribution follows Poisson statistics at each detector when the system is shot-noise limited. How-
ever, at classical light levels, the Poisson distribution converges to a Gaussian distribution as the
photon number increases. For simplicity, we restrict our Fisher information analysis to the auto-
correlation case, where we consider the square of an intensity that’s normal distributed. This ne-
cessitates determining the Probability Density Function (PDF) of 𝑌 = 𝑋2, where𝑋 ∼  (𝜇, 𝜎2).
Here  denotes a normal distribution, with 𝜇 representing the mean and the 𝜎 the standard de-
viation.

The square of a normally distributed variable follows a chi-squared distribution [54, 55].
More precisely, since 𝜇 ≠ 0, the resulting distribution is non-central chi-squared with one degree
of freedom. Consequently, the distribution is given by:

𝑋2 = 𝜎2𝜒2
1

(

𝛾 =
(𝜇
𝜎

)2
)

, (3.2)

where the non-central chi-squared distribution, denoted as 𝜒2
𝑘 (𝛾), has a PDF defined as:
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with 𝐼𝜈 representing the modified Bessel function of first order of degree 𝜈.

The 𝑔(2)-function, as defined in Eq. (2.18), is normalized by the mean expectation value
squared. This leads to the following expression:

�̃�2

𝜇2
= 𝜎2

𝜇2
𝜒2
1

(
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(𝜇
𝜎

)2
)

. (3.4)

To simplify our analysis, we empirically estimate the distribution parameter 𝛾 from the data,
which fluctuates across measurements but typically hovers around 𝛾 ≈ 0.02. Rather than focus-
ing on the absolute value of the Fisher Information (FI), our main goal is to compare how FI
varies between different measurement modalities. This approach allows us to fix 𝛾 and focus on
the relative changes in sensitivity across different setups.

We compare the following measurement scenarios: (a) a single central wavelength at 800 nm
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with a bandwidth of 10 nm; (b) a single central wavelength at 800 nmwith a bandwidth of 200 nm;
and (c) two distinct wavelength bands centred at 700 nm and 900 nm, each with a bandwidth of
10 nm. For the simulations, we assumed the derived 𝑔(2)-functions from Section 2.3, with the
coherence length 𝑙𝑐 calculated assuming a Gaussian-distributed spectrum.

Figure 3.5: Fisher Information Analysis: This figure presents the FI analysis for three distinct
cases: (a) Single wavelength with narrow bandwidth (800 nm ± 5 nm); (b) Single wavelength
with large bandwidth (800 nm ± 100 nm); (c) Dual wavelength with 700 nm ± 5 nm and 900 nm
± 5 nm. The leftmost plots display the PDF map in red and the 𝑔(2) function in dotted blue. The
second plot from the left shows the FI in orange on the right sided y-axis, overlaid with the 𝑔(2)
function.

The Fisher information was computed using the simplified formula:

𝐼Fisher = ∫

( 𝜕
𝜕𝜃

ln(𝑓 (𝑥, 𝜃))
)2

𝑓 (𝑥, 𝜃) 𝑑𝑥, (3.5)
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where 𝜃 represents the expected 𝑔(2)-value, and 𝑓 (𝑥, 𝜃) is the PDF. For each optical delay
position, the expected 𝑔(2)-value was used to generate the corresponding PDF, and FI was then
calculated for each scan position.

The results, illustrated in Fig. 3.5, indicate that the maximum FI is located at the points
of maximum gradient, which is expected. For case (a), we observe two peaks in the FI with a
maximum value of 0.018. In case (b), where the bandwidth is increased, the sensitivity improves
as the peaks narrow, leading to steeper gradients. This results in a maximum FI of 70 at the
slopes. Interestingly, in case (c), where two distinct wavelength bands are used, we observe a
significant increase in FI compared to the continuous spectrum case, with a maximum value of
300—a roughly threefold increase in FI. Moreover, in case (c), we see multiple peaks due to the
beating between the two wavelengths, leading to a much higher cumulative Fisher information
over the entire scan compared to case (b).

This analysis demonstrates that broadening the spectrum increases sensitivity and resolu-
tion, with the FI analysis highlighting the advantages of the dual-wavelength approach over a
continuous spectrum.

Signal-to-Noise Ratio

Figure 3.6: SNR Analysis: (a) Sample time traces for two different maximum correlations,
𝑔(2)0 = 1.22 (blue) and 𝑔(2)0 = 1.3 (green). (b) Plot of 𝑔(2)0 as a function of the number of frames
used in the correlation calculations.

As observed in the FI analysis, the sensitivity of the measurement is directly related to the
maximum 𝑔(2) value or visibility. One critical aspect to examine is how the number of frames
influences the maximum 𝑔(2) value. We want to determine if increasing the number of frames
would lead to higher 𝑔(2) values, or if there is a point where the measurement stabilizes, indicating
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no further benefit from additional frames.

To investigate this, we analysed two points in our measurement with different maximum 𝑔(2)

values. The results, shown in Fig. 3.6, reveal that while the 𝑔(2) value increases with the number
of frames, it plateaus after approximately 200 frames. Interestingly, both curves, despite starting
with different maximum values, exhibit the same behaviour, suggesting that a systematic error
or noise is present, rather than statistical error. If the limiting factor were purely statistical,
we would expect the signal to enhance and the 𝑔(2) to increase continuously with more frames.
However, the plateau indicates that after around 200 frames, further sensitivity improvements are
unlikely unless the system is addressed at a fundamental level—for example, through adjustments
to power balance, polarization, or spatial overlap.

Sample Preparation

For the experiments and to demonstrate the methods capabilities, we need to use samples that
exhibit changes in optical path lengths at different points in space. While we utilized pre-made
samples for some experiments, we also prepared some ourselves. In this section, we introduce
these custom samples and explain the preparation process.

For an air bubble sample to show big ToF changes, we used a simple method to create a fixed
specimen. A drop of superglue was placed on a glass slide, and air was injected into it with
a fine needle, forming bubbles of various sizes. The glue’s viscosity preserved the shape and
distribution of the bubbles. A standard cover slip (125 µm) was placed over the sample, and after
the glue hardened, the bubbles were fixed in place, providing a stable sample for imaging. This
method enabled the selection of individual bubbles of varying size for analysis, well-suited to
our experimental setup.

For a red blood cell sample to demonstrate the method at a cellular level, we sourced defibri-
nated horse blood from Fisher Scientific, chosen for its cost-effectiveness and since it lacks fibre
it prevents clotting, ensuring a stable sample throughout preparation and imaging.

We used the thin smear technique to create a monolayer of cells, ideal for clear imaging, as
illustrated in Fig. 3.7. A small drop of blood was placed near the frosted end of a clean slide, and
a second slide was angled at 45◦ to the first. The blood spread along the edge of the angled slide,
which was then swiftly moved across the first to create an even smear. This method minimized
cell overlap, improving visualization under the microscope.

After air-drying, the slide was mounted in the microscope holder, ready for imaging. The
thin smear technique provided reliable, high-quality red blood cell samples for our experiments.
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Figure 3.7: Blood Smear Technique: (a) A drop of blood is placed on one end of the slide. (b)
Another slide is moved backward to make contact with the blood. (c) The blood is then smeared
forward while maintaining a 45◦ angle. Figure adapted from [56].

3.3 Results

Single Wavelength Intensity Correlation Imaging

Here we present the results using a the single-wavelength setup with a central wavelength of
around 780 nm and 10 nm bandwidth, focusing on the two different camera models. All results
in this section were done using the auto-correlation 𝑔(2) as given in Eq. (2.22), as we only had
one SPAD detector. First, I describe the results obtained with the MPD SPAD camera, combined
with a rotating diffuser as a phase randomizer. The sample used for this experiment was an air
bubble, prepared as described in the previous section. Air bubbles provide a simple sample with
a clear, large optical delay step, which makes them ideal for demonstrating the performance of
the system.

As shown in Fig. 3.8(a), the air bubble is clearly visible in the depth map with an optical
delay of approximately 40 µm. Notably, there is a gradient in the depth across the bubble, as
anticipated from the spherical shape. At the edges of the bubble, there is significant scattered
light, which manifests as extreme values in the depth map. The simple intensity image is given
in Fig. 3.8(b) where the airbubble boundaries can be seen.
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Figure 3.8: Airbubble Micrograph: (a) Depth image of an airbubble in glue measured in
transmission. (b) Corresponding intensity image (c) 𝑔(2) measurements (blue) and fit (orange)
used to extract the ToF information for the pixel marked with a red "x" in the intensity image.
The offset is attributed to noise.

The refractive index of the glue used is estimated to be around 1.5, while the air inside the
bubble is assumed to have a refractive index of approximately 1. Multiplying the optical delay
by the refractive index difference, Δ𝑛 = 0.5, gives an estimated physical size of the bubble
of about 80 µm. For bubbles that remain nearly spherical, this depth measurement correlates
well with the observed x-y dimensions of the bubble, which is roughly 120 µm. However, for
larger bubbles, the assumption of spherical symmetry no longer holds, leading to some deviations
in the depth map. Overall, these results confirm the ability of the single-wavelength method
for measuring large optical delay steps, and the data matches the theoretical predictions within
expected uncertainties. The use of a rotating diffuser further demonstrated that this technique is
independent of spatial correlations.

The second set of results also using the rotating diffuser and SPAD camera focuses on imaging
a Convallaria majalis cell, commonly known as lily of the valley. This plant sample is frequently



36 3.3. Results

used in microscopy due to its well-defined internal cell structure, which makes it an excellent
imaging target. In this case, we used a commercially prepared slide, though no specifications
were provided regarding the thickness of the cell sample or the contact medium used during its
preparation. As a result, these factors might introduce some variability in the measurements, and
the results should be interpreted accordingly.

Despite these uncertainties(diffraction, scattering and non-uniform background), the depth
image shown in Fig. 3.9(a) clearly reveals the structure of the Convallaria cell. The cell wall
thickness was measured to be in the range of 10 µm to 20 µm, which aligns well with expected
values for biological samples, typically ranging between 1 µm to 20 µm depending on the spe-
cific tissue. While the measurement is noisy with numerous outliers in the depth image, it still
demonstrates the system’s ability to resolve fine cellular details, although scattering at the cell
edges poses challenges for achieving optimal clarity.

The previous results demonstrated the technique using a low-pixel SPAD camera with quick
acquisition times; however, to measure smaller structures, a higher-pixel camera with a smaller
pixel pitch is necessary. Therefore, we employed a slower CMOS camera to showcase the tech-
nique on a single cell allowing for a lateral diffraction limited resolution of ∼ 0.5𝜇m. Figure
3.10 presents the results, where we investigate red blood cells (RBCs) as the primary sample.
The RBCs were prepared as described in Section 3.2.5. We employed a 40x magnification sys-
tem and isolated a specific wavelength range using a bandpass filter centred at 810 nm with a 10
nm bandwidth.

In Figure 3.10(d), an intensity image of the RBC is shown, where the cell’s outline is visible,
though with relatively low contrast. This standard intensity image helps establish a reference for
further analysis. Figure 3.10b focuses on a single pixel and presents the 𝑔(2)𝑎 correlation peak
(green), with its corresponding Gaussian fit (blue), demonstrating the ToF through the RBC at
that pixel. The calculated depth map, shown in Figure 3.10(a), visualizes the cellular structure
and distinctive concave disc shape typical of RBCs. Finally, Figure 3.10(c) offers a radial profile
of the RBC, obtained by converting the 2D depth map into polar coordinates, providing further
insight into the cell’s shape and depth distribution.

These measurements resulted in an estimation of the RBC’s diameter at approximately 5.5–6
𝜇𝑚 and an effective optical thickness of 2.2 𝜇𝑚, where the optical thickness is defined as the
product of the refractive index difference between the RBC and the surrounding medium, mul-
tiplied by the physical thickness of the cell. This value arises due to the difference in refractive
indices between the RBC and the surrounding air, which influences how light travels through the
sample in transmission mode.

The RBC diameter measurement aligns closely with existing literature on equine red blood
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Figure 3.9: Convallaria Cells Micrograph: (a) Depth image of a Convallaria cell sample
measured in transmission. Despite significant scattering, a non-uniform background, and noise,
the structure in the depth is still visible and roughly matches the expected results, highlighting
the limitations of this technique. (b) Corresponding intensity image. (c) The 𝑔(2) curve used to
extract the ToF information for the pixel marked with a red "x" in the intensity image.

cells [57]. However, literature on RBC thickness focuses primarily on human samples, where
thickness values range from 1.7 to 3.2 microns, with refractive indices ranging from 1.38 to 1.65
[58, 59, 60, 61, 62, 63, 64, 34]. Based on these variations, human RBCs can exhibit effective
material thicknesses (optical thickness/refractive index) between 0.65 and 2.08 microns, which
provides a useful reference range when considering the equine blood results.

This analysis demonstrates the capacity of our single-wavelength ToF microscope to effec-
tively characterize biological samples such as RBCs, capturing both their structural dimensions
and optical properties.



38 3.3. Results

Figure 3.10: Red Blood Cell Micrograph: Example of single wavelength micron-scale mea-
surement of red blood cells (RBCs). a) 3D depth image of RBC b) Measurement of the 𝑔(2)𝑎 dip
(green) and corresponding Gaussian fit (blue) for one pixel. c) The radial profile from the centre
of RBC. d) Intensity image.

Dual Wavelength Intensity Correlation Imaging

In this section, we present our result using dual-wavelength intensity correlation imaging. The
aim is to showcase the benefits of using two wavelength bands to enhance the axial resolution
in time-of-flight (ToF) measurements, specifically for nanoscale structures.

Figure 3.11 shows the high-resolution results for a dual-wavelength measurement of a 10-
layer graphene sample placed on a glass substrate. The setup involved filtering the supercontin-
uum white light source using two bandpass filters: one centred at 700 nm with a 10 nm bandwidth
and the other at 850 nm with a 10 nm bandwidth. These filters were placed at ports A and B of
our setup, respectively. The resulting interference between these two bands generates a synthetic
wavelength of 3.97 𝜇m, which can be observed as the beat pattern in the cross-correlation func-
tion 𝑔(2)𝑥 shown in Fig. 3.11(d). This synthetic wavelength enhances the resolution of our depth
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measurements beyond what is achievable with the single-wavelength method, as the sensitivity
is now determined by the beating frequency rather than the coherence length (bandwidth). A
single wavelength with the same bandwidth would not only provide lower resolution, as shown
in the FI analysis, but it would also be technically more challenging, as the entire spectrum must
be provided and accounted for in terms of dispersion rather than just two bands.

Figure 3.11: Graphene Depth Measurement: Example of a dual wavelength nanoscale mea-
surement on a graphene layer sample. (a) and (b)Depth images of two areas (I and II) of the
graphene layer visualised in 3D, showing a clear step. (c) and (d) show the same data as in (a)
and (b), now visualised in 2D (e)-(f) A 1-D cutout from the depth map averaged over 20 pixels
normal to the graphene interface.
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To achieve nanometre-scale axial resolution, it’s critical to minimize optical component dis-
persion, especially when there is a large separation between the two wavelength bands. Dis-
persion can shift the zero optical delay of one wavelength relative to the other, degrading the
measurement accuracy. To mitigate this, we carefully matched the dispersion in both arms of the
interferometer by using identical imaging optics for both the sample and reference arms. Specif-
ically, we replaced the microscope objective with two achromatic 50 mm lenses in both arms,
allowing us to image an approximate 300x300 𝜇𝑚 area of the graphene layer onto the camera
with minimal dispersion. This lens configuration reduces the lateral resolution to the pixel limit
of 3.5𝜇m.

Figures 3.11(c) and (d) show the depth images from two different regions of the graphene
sample. These depth images were generated from the 𝑔(2)𝑥 cross-correlation traces and reveal the
presence of nanometre-scale features, particularly a clear step at the boundary of the graphene
layer. The graphene layer itself has an approximate thickness of 𝑑𝑔 = 5 nm and a refractive index
of 𝑛𝑔 = 3 [65]. Based on these values, the effective optical thickness, calculated as (𝑛𝑔−𝑛𝑎𝑖𝑟)⋅𝑑, is
approximately 10 nm, which matches well with the depth obtained from our ToF measurements.

Figures 3.11(e) and (f) provide a more quantitative view of these depth images by presenting
1D line cuts normal to the graphene interface, further highlighting the nanoscale steps observed.
Additionally, Figures 3.11(a) and (b) show 3D visualizations of the same data, emphasizing the
detailed topography of the graphene layer, with clear delineation of the steps at the boundaries.
This experiment demonstrates the effectiveness of dual-wavelength ToF microscopy for resolving
nanoscale features in materials like graphene, with resolution improvements due to the synthetic
wavelength created by the two optical bands.
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3.4 Future Works

Although we did not pursue this approach in our current work due to the lack of required equip-
ment and time constraints, we have developed the theory and models for two distinct methods:
one that combines single-wavelength and dual-wavelength techniques for single-shot measure-
ments, and another that measures the dual-wavelength 𝑔(2) in the frequency domain using a swept-
source.

Combined Single and Dual Wavelength Single-Shot Measurement

In this section, we introduce a novel method that integrates single-wavelength and dual-wavelength
approaches to achieve single-shot measurements, drastically reducing acquisition time by only
measuring a single optical delay. This method utilizes the existing dual-wavelength setup without
requiring additional components, using auto-correlation and cross-correlation 𝑔(2) to simultane-
ously capture single- and dual-wavelength data.

One requirement is that we position the system within the coherent window, allowing for
single-shot acquisition. The 𝑔2 autocorrelation yields the single-wavelength peak, while cross-
correlation captures the dual-wavelength peak. The single-wavelength data offers a preliminary
estimate of the optical delay, similar to [66], which is then refined by the dual-wavelength data
to achieve significantly higher resolution. Using only the dual-wavelength data would introduce
range ambiguity due to the periodic nature of the signal; thus, combining both approaches helps
to unwrap this phase. The key advantage of this approach is the elimination of mechanical scan-
ning, significantly improving stability and acquisition speed. However, the measurement range
remains constrained by the coherence length, with phase ambiguity beyond 𝜋 still a concern.
Proper bandwidth and beating frequency selection are crucial. Addressing these challenges may
require analyzing intensity fluctuation statistics, while careful wavelength and bandwidth choices
ensure the precision needed for accurate phase unwrapping.

Frequency Domain Synthetic Wavelength

Here, we discuss the potential of moving from time-domain scanning to frequency-domain scan-
ning while still capitalizing on the underlying benefits of dual-wavelength 𝑔(2).

Starting from Eq. (2.28), where we observe a beating pattern in the 𝑔2 correlation when using
two wavelength bands, the frequency of this beating depends on both the time delay 𝛿𝑡 and the
wavelength separation Δ𝜔. In the experimental approach discussed so far, we focused on fixing
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Figure 3.12: Frequency Domain Dual Wavelength Concept: Illustration of the conceptual link
between time and frequency domains in synthetic wavelength generation. (a) A 2D interferogram
as a function of frequency and time for a dual-laser system with a common finite coherence
length. (b) A cutout of a single Δ𝜆, showing the beating in the cross-correlation and the envelope
in the auto-correlation. (c) A cutout of a single optical delay as a function of Δ𝜆, revealing
periodic beating. (d) The Fourier transform of Δ𝜆 for different optical delays, showing a one-to-
one mapping between optical delay and beating frequency in the frequency domain.

the wavelength separation and scanning the optical delay, Δ𝑡, to observe this beating, with its
position shifting across pixels based on the delay.
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However, the method proposed here suggests reversing the process: fix the optical delay and
scan the dual-wavelength separation. This would produce an equivalent beating, but now in the
frequency domain. In this configuration, the optical delay would define the frequency of the
beating, and this delay would vary pixel-to-pixel across the image.

There are two potential experimental implementations. The first involves using a tunable
laser paired with a fixed, short-coherence laser. Since the coherence length is dominated by
the shorter-wavelength laser, the second laser can be adjusted in frequency. The second option
uses a broad-band laser source and a spectrometer, where the wavelength bands are separated at
the output ports. With this setup, the 𝑔2 correlation can be calculated for different wavelength
separations.

By combining spectral and temporal data, we generate a 2D interferogram (see Fig. 3.12(a),
where vertical slices show the frequency domain beating that varies with the optical delay (as
illustrated in Fig. 3.12(c). Horizontal slices yield a result analogous to the dual-wavelength case,
showing a beating with a coherent envelope, which intensifies as wavelength separation increases.

The key insight here is that the frequency domain approach allows for a fixed optical de-
lay, avoiding the need for mechanical scanning. This stability can enhance the precision of the
experiment, although it comes with its own trade-offs. The resolution of this method depends
on the bandwidth of the scanned wavelength range. A larger bandwidth provides higher resolu-
tion but also demands finer time-domain features. In essence, there is a reciprocal relationship
between time and frequency domain scanning—higher frequency resolution requires a broader
bandwidth, just as high temporal resolution would require more finely spaced optical delay scans.

The main challenge is selecting the appropriate equipment to balance this trade-off. For ex-
ample, achieving high resolution demands a wide bandwidth, which is difficult with conventional
tunable lasers. A more feasible solution could involve using a grating or supercontinuum source,
though this may reduce the frequency resolution. Thus, one must carefully weigh the trade-off
between frequency range and resolution depending on the application.

Ultimately, while this approach might not offer specific advantages over time-domain scan-
ning (for the same spectral bandwidth) beyond eliminating mechanical delays, its non-mechanical
nature could offer improved stability. For these reasons, it stands as an interesting alternative for
future experimentation, though it requires careful consideration of the experimental trade-offs.
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3.5 Conclusion

In this study, we have introduced a novel Time-of-Flight (ToF) microscopy technique that lever-
ages intensity correlation measurements within a phase-randomized interferometer. This ap-
proach, which focuses on the 𝑔2 dip position, serves as a classical analogue to the more com-
plex quantum Hong-Ou-Mandel (HOM) microscopy [45, 44], providing a practical yet high-
resolution imaging solution.

Our single-wavelength ToF microscopy offers significant advantages in its simplicity and
ease of implementation, utilizing just a single laser source and a conventional camera without
the need for complex components.

The dual-wavelength approach, on the other hand, significantly enhances the sensitivity and
resolution of our system. By utilizing two wavelengths, we create a synthetic wavelength that im-
proves depth resolution to the nanometre scale. This technique is especially powerful for imaging
nanoscale structures, such as graphene layers, where precise resolution is crucial. Remarkably,
the dual-wavelength method can be implemented with basic, cost-effective components—low-
quality lasers of different wavelengths and conventional imaging sensors. This affordability and
accessibility make our method a practical option for high-resolution imaging.

Compared to existing techniques, our approach is notably robust and straightforward, distin-
guished by its ease of use and freedom from the typical complexities of more advanced systems.
Furthermore, by incorporating a rotating diffuser in some of the experiments, we demonstrate
that our technique does not rely on either spatial or temporal coherence. Compared to exist-
ing ToF microscopy techniques, our approach introduces notable advancements in simplicity,
accessibility, and robustness. By leveraging intensity correlation measurements, we provide a
classical analogue to quantum Hong-Ou-Mandel microscopy, achieving high axial resolution.
However, it is important to critically evaluate the utility of the 𝑔(2) technique compared to con-
ventional methods. For stable samples, traditional phase-based techniques or methods based on
First-Order Correlation (𝑔(1)), such as SLIM, offer superior performance in terms of speed (up to
15 fps) and precision (sub-nanometre axial resolution). These methods are both faster and more
accurate, making them better suited for applications where stability is not a limiting factor. In
contrast, the 𝑔(2) technique demonstrates its unique advantages primarily in scenarios involving
incoherent or rapidly moving samples (where the sample dynamics are faster than the acquisition
time of First-Order Correlation (𝑔(1)) techniques). It is also particularly effective in noisy envi-
ronments, where the inherent robustness of second-order correlations allows for reliable imaging
under challenging conditions. While the dual-wavelength approach enhances axial resolution to
the nanometre scale and is accessible with low-cost components, it still relies on stable laser
sources to achieve optimal performance and depends on the sample dispersion. Despite these
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limitations, our method offers a unique balance of affordability, robustness, and high resolution,
making it a compelling option for specific imaging scenarios where conventional techniques fall
short.

Looking ahead, there are exciting opportunities for further development. These limitations,
such as acquisition speed and dependency on laser stability, underscore the importance of future
developments like faster cameras and chip-level integration of 𝑔2 calculations. The introduction
of faster, higher-resolution cameras could substantially improve acquisition speed and data qual-
ity [67]. Moreover, integrating 𝑔2 calculations directly onto chip-level processing units could
significantly reduce both processing times and data transfer rates, enhancing the technique’s ef-
ficiency and suitability for real-time applications [68].

In summary, our ToF microscopy technique offers a promising, low-cost, high-resolution
imaging solution with considerable potential. It is particularly effective in high-noise environ-
ments or when imaging incoherent samples. By combining the simplicity of single-wavelength
imaging with the advanced precision of dual-wavelength setups, this method provides a versa-
tile tool for a broad range of scientific and industrial applications, balancing practicality with
cutting-edge performance.
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Chapter 4.

Synthetic Wavelength Imaging through
Scattering Media

In this chapter, we discuss how we can combine Synthetic-Wavelength Holography with the
principle of Second-Order Correlation (𝑔(2)) to provide a highly robust measurement technique
that achieves imaging through scattering media (ITSM). The advantage of this approach is that
it provides Synthetic-Wavelength Holograms (SWHs) without relying on optical holography,
making it robust against phase noise. This method excels in dynamic scattering scenarios and
performs better in low signal-to-noise ratio (SNR) conditions, as it allows for longer acquisition
times due to its increased stability as compared to holographic detection methods. The exper-
iment has been conducted in collaboration with Florian Willomitzer and Patrick Cornwall at
the University of Arizona. The iterative optimization of the reconstruction algorithm has been
formalized by Areeba Fatima at the University of Glasgow.

4.1 Scattering-based Imaging

Non-Line-of-Sight (NLOS) imaging [69] refers to the visualization of objects hidden from di-
rect view, such as those located around corners. A related concept is Imaging Through Scattering
Media (ITSM), which applies to scenarios where an object is embedded between two planes of
scattering. ITSM can also be extended to cases involving continuous scattering across multiple
layers, such as in volume-scattering media. Both techniques share the same underlying principle:
reconstructing hidden objects by analysing the scattered light that has been reflected from sur-
faces or diffused through the media. By analysing the scattered light—whether it is from a wall,
scatterer, or within volume-scattering media—using time, frequency, or spatial data, researchers
can reconstruct these hidden scenes. Since NLOS imaging has been extensively studied in the
literature, the rest of this subsection will present techniques specifically developed for NLOS
imaging. These methods can be directly applied to ITSM. When referring to NLOS, it should be
understood that ITSM is also being referenced. At the core of NLOS & ITSM is the transient light
transport process, where light pulses reflect from a hidden scene to a visible surface, and are then
captured by a sensor. By solving the inverse problem — reconstructing the hidden scene from in-
direct measurements and noisy data— these techniques achieve impressive reconstructions, even
in complex environments. Emerging at the intersection of advanced optics, computational imag-
ing, and signal processing, NLOS imaging holds transformative potential across diverse fields

47
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Figure 4.1: Non-line-of-Sight Imaging vs. Imaging through Scattering: Schematic of the
imaging procedure. The observer directs a laser onto a relay wall, where the light scatters into
the hidden area containing the unseen object. This can occur via transmission through a diffuser
(imaging through scattering) or reflection from a scattering wall (NLOS imaging). The backscat-
tered light is then collected by a camera and computationally reconstructed to reveal the hidden
object.

such as remote sensing, surveillance, and medical imaging. In autonomous driving, it could en-
able vehicles to detect hazards around corners, enhancing safety. In the defence sector, NLOS
imaging offers improved situational awareness in obscured areas. Medical imaging could ben-
efit from visualizing regions inside the body that are inaccessible with traditional methods. In
search-and-rescue operations, it could assist in locating individuals trapped behind obstacles or
debris, providing critical information about their condition and location. As technology evolves,



4.1. Scattering-based Imaging 49

NLOS imaging is poised to become a vital tool in industries ranging from archaeology to in-
dustrial monitoring. Over time, researchers have explored various modalities to advance the
application of NLOS imaging, employing a wide range of techniques to improve its capabilities.
These include using optical visible light, acoustic waves [69], millimetre waves [70], and infrared
thermal imaging [71]. Initially, some methods focus solely on localization, detection, or classi-
fication, providing sufficient information for certain applications, while having the potential to
be employed for real-time operation without the need for full scene reconstruction [72, 73, 74].
Broadly, current strategies for imaging predominantly rely on scanning methodologies using op-
tical light, typically requiring either high temporal resolution measurements or an exploration of
spatial correlations. Various techniques have been developed to solve the NLOS inverse prob-
lem. These techniques can be broadly categorized based on their reliance on time-of-flight (ToF)
data, frequency analysis, or data-driven methods [75]. Each approach brings specific strengths
depending on the hardware setup and application. These are some of the well known technique
used for NLOS imaging.

ToF or Transient Imaging Methods

Time-of-Flight (ToF) NLOS imaging techniques reconstruct hidden surfaces by illuminating a
scene with temporally modulated light and capturing the response with fast detectors positioned
at multiple spatial locations on an intermediary surface, such as a wall or floor. These methods
achieve centimetre-scale lateral resolution within a working volume of several m3, and some
systems enable near real-time reconstructions, although their efficiency is limited by the need to
raster-scan large areas. ToF NLOS imaging typically employs time-resolved detectors, such as
SPADs [76, 77], to measure photon flux relative to a light pulse, producing transient images that
illustrate light paths, including both direct and indirect reflections. While direct light is typically
gated out due to its lack of useful information, the focus remains on the indirect light that reflects
off a visible surface, then a hidden surface, before returning to the detector.

Confocal Backprojection Method

The image formation model for confocal non-line-of-sight (NLOS) systems, where both the laser
source and detector are positioned at the same point, is articulated through a time-of-flight equa-
tion that correlates photon arrival times with the distances travelled. This model includes fac-
tors such as reflectance, surface normals, and the intricate interactions of light with the hidden
scene. Specifically, the model for time-resolved indirect light transport in a confocal NLOS
system—where both the laser illumination and subsequent detection occur at the same visible
surface point (𝑥′, 𝑦′)—can be formulated as [78, 75]
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𝜏(𝑥′, 𝑦′, 𝑡) = ∭Ω
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𝑑𝑥 𝑑𝑦 𝑑𝑧,

(4.1)

where 𝜌 represents the reflectance at a specific point in the hidden scene, and the Dirac delta
function 𝛿 relates the time of flight 𝑡 to the distance function 𝑟 =

√

(𝑥′ − 𝑥)2 + (𝑦′ − 𝑦)2 + 𝑧2 =
𝑡𝑐
2

. Here 𝑐 is the speed of light and 𝑥, 𝑦, 𝑧 the spatial coordinates of the hidden volume. The
sampling happens in on z-plane (𝑧 = 0) in 𝑥′, 𝑦′. The impulse response of the system is
embedded in the Dirac delta function 𝛿. The function 𝑔 encompasses various time-independent
attenuation effects, influenced by hidden surface normals, the reflectance characteristics of the
hidden scene, and the visibility of a hidden point from the sampling location (𝑥′, 𝑦′), among
other factors. Although this model is inherently non-linear due to the complexities involved
in light transport—such as multiple scattering events, occlusions, and the attenuation of light
as it interacts with different materials—it can be approximated by a linear model that simplifies
calculations, assuming isotropic scattering and the absence of occlusions. The problem can be
discretized to a linear transform of equations :

𝜏 = 𝐴𝜌, (4.2)

where 𝐴 is the operator describing the light transport in the NLOS scene. In the general non-
confocal image formation model, 𝜌 spans three spatial dimensions, while 𝜏 incorporates two
spatial dimensions and one temporal dimension, significantly increasing the computational com-
plexity of matrix 𝐴. Although the confocal approach simplifies certain aspects, it comes with
limitations, particularly the challenges posed by direct reflections, which can saturate sensitive
detectors. These issues are drastically reduced for a non-confocal setup.

The back-projection method has long been the standard approach in confocal setups, approxi-
mating 𝜌 using the inverse of the light transport matrix multiplied by the transient images (𝐴𝑇 𝜏),
often combined with digital filters for enhanced reconstruction [79, 80, 81]. This technique
adopts a "reverse light path" approach, projecting detected light backward to estimate hidden ob-
ject positions, akin to tomography in medical imaging. By measuring the time-of-flight of light
across multiple reflections, it enables 3D reconstruction of concealed scenes. The confocal back-
projection method closely resembles strategies for solving large-scale inverse problems. While
linearized models simplify inversion for easier reconstruction, more complex models capture
finer details but require greater computational resources, with a complexity of 𝑂(𝑁5), where 𝑁
represents the number of discretized elements along one spatial dimension of the hidden scene.
This method often encounters ill-posed problems, known as the missing cone problem, neces-
sitating statistical priors for estimation. Despite its straightforward nature, back-projection is
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susceptible to noise and may yield limited resolution in complex or diffuse environments, mak-
ing it computationally intensive, especially for high-resolution imaging or larger areas.

Light-Cone Transform

Another class of methods proposed for NLOS imaging involves linear inverse methods, which
aim to solve the convex optimization problem of estimating 𝜌 from 𝜏. While iterative optimiza-
tion techniques have been suggested, they often incur high computational costs, resulting in slow
performance. The introduction of the light-cone transform offers a closed-form solution to the
linear inverse problem, efficiently addressing the exact linear inverse with a computational com-
plexity of 𝑂(𝑁3 log𝑁) [82, 83]. The method models light propagation as travelling along a
cone-shaped path from the visible surface to the hidden object and back, transforming the inverse
problem of NLOS imaging into a deconvolution problem. This transformation further stream-
lines the reconstruction process, converting the 3D space-time measurement data into a trans-
formed space, thereby improving computational efficiency. This approach assumes a smoothness
prior on the reconstructed volume, achieving near real-time processing speeds [84].

Occlusion-based NLOS imaging model

Up until this point, the model has been simplified by setting 𝑔 = 1 in the image formation model,
thereby rendering the problem linear. However, with the occlusion-based algorithm, this con-
straint is lifted, allowing the non-linear problem to be addressed directly. The proposed light
transport representation now integrates inverse methods that decompose the global illumination
components of a transient image into hidden albedos, surface normals, and visibility terms, ef-
fectively modelling partial occlusions in complex scenes. It is often formed as a visibility term
𝑉 that indicates the occlusion relationship between two spatial points. Importantly, this oc-
clusion term can be unified into the optical transport matrix 𝐴, thereby reducing the condition
number and facilitating reconstruction. Simulations demonstrate that this factorization approach
improves the robustness and quality of NLOS imaging, particularly in scenarios involving par-
tial occlusions. Experimental data support these findings, although they also highlight that the
non-convex nature of the factored light transport model can introduce ambiguities in the recon-
structions [85, 86, 87]. Nevertheless, the factored light transport representation requires 𝑂(𝑁5)
memory to store the visibility terms, making it significantly more memory-intensive than other
matrix-free NLOS algorithms.
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Phasor-Field Virtual Wave Optics Method

Phasor-field virtual optics [88, 89] offers a wave-based approach to non-line-of-sight (NLOS)
imaging, contrasting with traditional geometric optics models. Based on the wave equation:

∇2Ψ − 1
𝑣2

𝜕2Ψ
𝜕𝑡2

= 0 (4.3)

This method uses wave optics to process light transport from occluded environments. Central
to this technique is the phasor field, a virtual wave field that encodes light’s spatial and tem-
poral information as it propagates through a scene. By treating the transient image as a virtual
wave field and applying the Rayleigh-Sommerfeld diffraction integral, hidden scenes can be re-
constructed through wave propagation. The method is more robust than previous models, as it
handles complex scenarios involving multiple scattering, non-Lambertian surfaces, occlusions,
and larger depth ranges, making it suitable for real-world imaging. Moreover, this framework en-
ables virtual imaging systems that mimic traditional line-of-sight techniques such as photography
and transient imaging. The phasor-field approach has demonstrated improved image quality and
robustness to noise, working well with shorter exposure times and varying lighting conditions.

f-k Migration

Borrowed from seismic imaging [90], the f-k migration technique provides a wave-based ap-
proach to solving the confocal NLOS reconstruction problem, offering several advantages over
previous discussed methods such as filtered back-projection and light cone transform. The essence
of f-k migration lies in using Fourier transforms and interpolation to migrate from the frequency
domain, 𝑓 , to the wave number domain 𝑘𝑧, enabling the transformation of the measured field
Ψ(𝑥, 𝑦, 𝑧 = 0, 𝑡) into Ψ(𝑥, 𝑦, 𝑧, 𝑡 = 0). One of its key strengths lies in its ability to produce
high-quality reconstructions in scenes with varying reflectance functions, such as diffuse and
specular surfaces, even in noisy environments. This robustness is demonstrated through both
simulated and experimental data collected with a prototype NLOS system [82, 91]. However,
there are inherent limitations to the technique. While f-k migration is an exact solution to the
wave equation, its current implementations do not consider phase information, focusing solely on
amplitude measurements. This omission introduces reconstruction errors, as seen in specific ex-
perimental results. Additionally, the highly oscillatory nature of the wave field poses challenges
for modelling visible light frequencies at the scales used in NLOS imaging. Another limitation
stems from the approximation nature of the technique when dealing with microscopic surface
geometries, such as those responsible for diffuse and specular reflections. Although f-k migra-
tion performs well compared to state-of-the-art methods, it remains an approximate solution to
the NLOS problem.
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Resolution

Time-of-flight (ToF) based non-line-of-sight (NLOS) imaging techniques adhere to fundamental
resolution limits defined by the area on the visible surface and the precision with which pulses
can be measured. Analogous to the numerical aperture of an optical system, the scanning area
determines the lateral resolution, while the temporal resolution imposes limits on the axial res-
olution, similar to the wavelength limitations of conventional systems. These resolutions can be
expressed as [78]:

Δ𝑥 ≥
𝑐 ×

√

𝑤2 + 𝑧2

2𝑤
FWHM,

Δ𝑦 ≥
𝑐 ×

√

𝑤2 + 𝑧2

2𝑤
FWHM,

Δ𝑧 ≥ 𝑐 × FWHM
2

.

(4.4)

Here, FWHM represents the temporal response of the system, and the scanning area is of size
2𝑤 × 2𝑤.

Steady-State Techniques

An alternative approach to time-of-flight methods in NLOS imaging utilizes steady-state tech-
niques that exploit correlations in the scattered optical fields, rather than temporal data. Most
of them are based on spatial or angular correlation using the memory effect to do NLOS imag-
ing. The memory effect is defined as a range within one degree of freedom where the speckle
pattern stays the same [92, 93]. These methods provide significantly higher lateral resolution
down to the micron level and can operate with smaller detection surface areas; however, these
advantages come with the trade-off of a highly restricted angular field of view (FoV), determined
by the angular decorrelation of scattered light. This decorrelation increases with the thickness
of the scatterer. This angular memory effect not only limits the field of view but also constrains
the maximum size of measurable objects, which cannot exceed the respective working volume.
Leveraging the angular memory effect, researchers have demonstrated the ability to track mov-
ing objects with precision [94]. This effect has also been applied to NLOS imaging, either by
scanning the angle of the illumination laser [95] or using randomized illumination sources to
recover hidden scenes [96].

Another type of speckle memory effect is the spectral memory effect, where the speckle
pattern remains unchanged for small shifts in the laser wavelength. This phenomenon forms the
foundation of the approach discussed in the next section: Synthetic Wavelength Holography.
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Passive Methods

In addition to methods that utilize active illumination, there are also passive techniques that do
not require it. The methods do not necessitate time-resolved imaging systems and just capture a
static light field. However, the associated inverse problems are significantly more ill-posed com-
pared to those encountered in active imaging, leading to the necessity of restrictive assumptions.
This technique is particularly ill-posed, making it challenging to achieve high-quality reconstruc-
tions using conventional cameras alone. Existing research addresses this issue by reducing the
condition number of the transport matrix 𝐴 through the introduction of additional constraints,
thereby enhancing imaging quality. Reconstruction typically occurs under three common con-
straints: partial occluders [97], coherence [98], and polarization [99].

Deep Learning Methods

Machine learning, particularly deep learning, has significantly advanced NLOS imaging through
learning-based approaches. Convolutional neural networks (CNNs) and other machine learning
algorithms are trained on extensive datasets of NLOS data to predict hidden scenes from indirect
light measurements. By effectively modelling the light transport function, these models can
accurately reconstruct hidden objects, even in complex or dynamic environments.

A key advantage of learning-based methods lies in their ability to process intricate and noisy
datasets where traditional algorithms often struggle. Once trained, a CNN can reconstruct a
scene from NLOS data much more rapidly than conventional methods. However, these models
necessitate large amounts of training data, and their performance may decline when confronted
with novel scenarios or scenes that differ from those in their training set, which poses challenges
in generalization.

Current state-of-the-art research can be categorized into two types: models that are end-to-
end, simply learning a mapping [100, 101, 73, 102, 103, 104], and more advanced models that
are physics-inspired or grounded in physical laws [105, 106, 107].

Synthetic Wavelength Holography

SWH, which leverages the spectral memory effect, facilitates 3D imaging in both Line-of-Sight
(LOS) and Non-Line-of-Sight (NLOS) scenarios. By exploiting spectral correlations between
closely spaced optical wavelengths, this technique enables precise imaging through computa-
tional reconstruction, making it adaptable to challenging conditions such as scattering media,



4.1. Scattering-based Imaging 55

rough surfaces, and hidden objects.

The fundamental principle of SWH involves utilizing two wavelengths, 𝜆1 and 𝜆2, to create
a synthetic wavelength (Λ), defined by the same equation as in Chapter 3:

Λ =
𝜆1𝜆2

|𝜆1 − 𝜆2|
(3.1)

In Line-of-Sight (LOS) imaging or imaging in direct view, SWH enables high-resolution 3D
surface reconstructions with sub-millimetre precision. The key advantage of using a synthetic
wavelength instead of an optical wavelength is its unperturbed reflection from rough surfaces,
where optical wavelengths typically scatter. This phase randomization due to surface roughness
presents challenges for traditional interferometry. As a result, SWH can achieve micron-scale
axial and spatial resolution at video frame rates, making it particularly advantageous in fields
like computer vision and biomedical imaging [108, 109].

In NLOS imaging, the light scatters off a visible surface, functioning as a virtual source/detector
(VSD). By collecting light at the VSD, the system can capture scattered light from hidden objects,
allowing for the reconstruction of both shape and position with high spatial resolution using sim-
ple wave propagation methods, also achieving sub-millimetre precision [110, 111]. The same
concept, utilizing SWH, can be applied to ITSM.

The quality of object reconstruction in synthetic holography hinges on the optical path changes
induced by scatterers. As detailed in [110], the Rayleigh quarter wavelength criterion remains
applicable at synthetic wavelengths. This criterion posits that speckle formation occurs when the
maximum path length variation Ψ, combined with geometric factors, exceeds one-quarter of the
wavelength. Leading to the criterion:

Ψ < Λ
4

(4.5)

Thus, this criterion establishes a soft lower limit for the required synthetic wavelength, while
adherence to Abbe’s diffraction limit [112] indicates that increasing the synthetic wavelength
reduces resolution. Therefore, an optimal synthetic wavelength must strike a balance between
Signal-to-Noise Ratio (SNR) and resolution, as comprehensively analysed in the results section
of this chapter

Currently, techniques employing SWL have primarily relied on holographic methods for gen-
erating the SWH. However, this approach undermines the robustness of SWL, as it remains sen-
sitive to phase coherence and stability during acquisition. Consequently, many existing imaging
techniques based on SWH are hindered by issues related to phase noise, scattering, and insta-
bilities inherent to holographic methods. Our findings reveal a connection between synthetic
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wavelength holograms and the beat frequencies observed in our 𝑔(2) correlation measurements,
prompting the development of a new approach that eliminates the dependence on phase stability
and traditional holographic techniques.

4.2 Methods

𝑔(2) Synthetic Wavelength Hologram Generation

Principle

To generate the Synthetic-Wavelength (SWL), we rely on the Second-Order Correlation (𝑔(2))
correlation function. The beating phenomenon described in Eq. (2.28) directly corresponds to
the SWL, enabling its use in subsequent analysis. To create a large SWL necessary for ITSM
imaging, a very small wavelength separation of our dual-wavelength laser source is required
(< 0.1 nm). However, separating the two wavelengths at each port with such a small separation
between the bands is both challenging and impractical. This necessitates the use of the second
configuration derived in Section 2.3, which involves simultaneously detecting both wavelengths
with a single camera, as expressed in Eq. (2.31). However, this approach comes at the cost of
reduced visibility; specifically, the autocorrelation terms introduce an additional offset, resulting
in a maximum visibility of 0.25, compared to 0.5 for the filtered case.

As with all other 𝑔(2) methods discussed in this thesis, it is essential to incorporate phase
fluctuations to obtain a temporal average of the intensity product. This can be accomplished by
capturing multiple intensity frames while manually varying the phase.

For this application, we can make several assumptions. Given the need for stable, long-
coherent lasers for large SWL, we can first assume an effectively infinite coherence length, de-
noted as 𝑔(1)(Δ𝑡) = 𝑔(1)(0) . This simplification is crucial, as it reduces the equation to fewer unknowns.
Consequently, our 𝑔(2) measurement equation simplifies to:

𝑔(2)Λ (Δ𝑡) = 1 + 1
8
|𝑔(1)(0,𝐼)|

2 + 1
8
|𝑔(1)(0,𝐼𝐼)|

2 + 1
4
|𝑔(1)(0,𝐼)||𝑔

(1)
(0,𝐼𝐼)| cos(Δ𝜔Δ𝑡). (4.6)

Since this equation applies to a single pixel, we introduce a new index 𝑖 for the pixels. The
coherence terms |𝑔(1)(0,𝐼,𝑖)|

2 will carry this index, and we introduce a phase term for the relative
phase difference between each pixel, Φ𝑖. Additionally, we denote 𝛼𝑖 and 𝛽𝑖 for 1

4
|𝑔(1)(0,𝐼,𝑖)|

2 and
1
4
|𝑔(1)(0,𝐼𝐼,𝑖)|

2, respectively. Thus, we have:
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𝑔(2)Λ (Δ𝑡) =
[

1 + 1
2
𝛼𝑖 +

1
2
𝛽𝑖 +

√

𝛼𝑖𝛽𝑖| cos(Δ𝜔Δ𝑡 + Φ𝑖)
]

. (4.7)

This equation bears a strong resemblance to the intensity equation of an interferometer, mak-
ing it an analogy in the 𝑔(2) domain. For the experiment, we must fully characterize this beating,
which involves measuring the hologram (SWH). To extract comprehensive information, we uti-
lize phase steps, analogous to the I/Q-demodulation technique.

Figure 4.2: 𝑔(2) Hologram Generation: This section outlines the procedure for generating a
hologram of the synthetic wavelength (SWL) from 𝑔(2) measurements by employing three phase
steps: 0, 𝜋

2
, and 𝜋. The resulting hologram represents the direct measurements obtained from

𝑔(2), reflecting the real part of the field. A: Amplitude

For a sinusoidal signal of known frequency Δ𝜔, we can express this as:

s(Δ𝑡Δ𝜔) = 𝑎 + 𝑏 sin(Δ𝑡Δ𝜔 + 𝑐). (4.8)

The technique is illustrated in Fig. 4.2, showing how three phase steps (0, +𝜋∕2, +𝜋) can be
used to recover three unknowns. This approach is based on fundamental holography techniques,
which employ the corresponding equations to achieve this recovery.
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𝑎 =
s(0) + s(𝜋)

2
,

𝑏 =
√s(0)2 + s(𝜋∕2)2,

𝑐 = arctan
[s(0) − 𝑎, s(𝜋∕2) − 𝑎

]

.

(4.9)

This allows us to relate these parameters back to our physical terms, incorporating the pixel
index:

𝑎𝑖 = 1 + 1
2
𝛼𝑖 +

1
2
𝛽𝑖,

𝑏𝑖 =
√

𝛼𝑖𝛽𝑖,

𝑐𝑖 = Φ𝑖.

(4.10)

Currently, this technique requires three measurements corresponding to three different phase
shifts. However, we can make additional assumptions to reduce this time. First, since the wave-
lengths are very closely spaced, we can assume they exhibit similar characteristics in terms of
absorption and polarization rotation. Second, if both wavelengths have the same intensity enter-
ing the interferometer, we can conclude that they also share the same visibility, hence 𝛼𝑖 = 𝛽𝑖.
Given this, the equations simplify to:

𝑎𝑖 = 1 + 𝛼𝑖,

𝑏𝑖 = 𝛼𝑖,

𝑐𝑖 = Φ𝑖.

(4.11)

This results in a direct correlation between 𝑎𝑖 and 𝑏𝑖. Consequently, if we ensure that the
inputs from the two lasers are identical, we only need two phase shifts (0, 𝜋∕2) to solve the two
unknowns. Moreover, it may be possible to apply this technique in a single shot by using the
distribution across the entire image as an estimate for an average 𝛼𝑖 value, which can then be
scaled by the intensity image—expected to be the primary factor influencing visibility changes
(variations in 𝛼𝑖). Furthermore, since the field generally propagates after the object, continuity
in the phase hologram should be maintained, allowing for the application of generic unwrapping
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techniques.

Additionally, we could not only conduct 𝑔(2) analysis but also delve deeper into the statis-
tics of the fluctuations. For a flat phase change induced by the piezo, spatial correlations in
the fluctuations could also be utilized to predict the phase. These single-shot methodologies re-
main untested at this stage; however, it is crucial to note that they are probabilistic rather than
deterministic, unlike the multiple phase step approaches. They may also be most effective in
simpler cases where the number of scattering events is limited, rather than in scenarios involving
extensive bulk scattering.

To reconstruct the hologram, we use the values gathered to construct the synthetic wavelength
hologram, denoted as G:

G(𝑖) = 𝑏𝑖𝑒
𝑗𝑐𝑖 . (4.12)

Experimental Setup

The experimental setup is based on a Mach-Zehnder interferometer, consisting of a reference
and a sample path, as shown in Fig. 4.5(a) for the transmission and Fig. 4.5(f) for the reflection
setup. To create a hologram with a long synthetic wavelength, a highly precise and stable sep-
aration between the two continuous-wave laser sources is crucial. For this reason, the Toptica
DFB Pro 855 nm laser system was selected, which features two independent laser heads. These
heads are intensity- and temperature-controlled, minimizing fluctuations, and are tunable by a
few nanometres thermally or up to 50GHz via electronic tuning.

A fibre beamsplitter (Thorlabs TW850R5A2) was used at the input of the Mach-Zehnder in-
terferometer. This choice was motivated by the fact that both laser heads are fibre-coupled, and
using a polarization-maintaining, single-mode fibre beamsplitter ensures that both wavelengths
remain fully aligned in terms of space and polarization when exiting the fibre into the scene. For
the reference arm, one output of the fibre splitter was directed into a large beam collimator (Thor-
labs F810APC). To facilitate the 𝑔(2) process, a phase scrambling mechanism was added to the
interferometer. The collimator was mounted on a piezo translation stage (Thorlabs NF15AP25),
which allowed small shifts to be introduced into the interferometer delay at kHz rates, providing
the required phase randomization.

The second output of the fibre beamsplitter was directed toward the scene. Depending on the
setup, the fibre was either pointed directly at the diffuser with a diverging beam or a collimator
was used to illuminate the scatterer with a single spot. Additionally, the fibre was repositioned
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either in front of or behind the object depending on whether the transmission or reflection setup
was used. The speckled light from the camera-side diffuser was collected by a 50mm lens and
imaged onto the camera. Before reaching the camera, however, the light was recombined with
the reference beam at a 50:50 free-space beamsplitter (BS033), producing interference on the
camera.

A critical aspect of the setup was ensuring that the speckle size was not significantly smaller
than the camera’s pixel size. An iris was placed in the imaging setup to increase speckle size
when necessary by filtering in k-space. However, increasing the speckle size also reduced the
amount of light collected, as it required a smaller aperture.

Figure 4.3: ITSM Experimental Setup: Schematic of the ITSM procedure: (a) Capturing
multiple intensity images of a hidden object illuminated by a dual-wavelength laser and interfered
with a randomized reference signal in transmission. (b) The same process in reflection. BS:
Beamsplitter, DW: Dual Wavelength, MTS: Mechanical Translation Stage, PZ: Piezo Translation
Stage, R: Reference Arm, S: Sample Arm.

To capture synthetic wavelength hologram 𝐺 effectively, we used a Basler acA720-520um
camera, operating at a frame rate of approximately 500Hz with a resolution of 720x540 pixels
and a pixel size of 6.9𝜇m × 6.9𝜇m. A high frame rate was essential due to the large number
of frames required for 𝑔(2) measurements, and the faster camera significantly reduced the acqui-
sition time. To efficiently capture the phase-randomized frames, a measurement procedure was
developed. The camera and piezo stage were controlled by a microcontroller connected to the
computer via serial communication. A randomized phase-stepping sequence, generated with a
fixed-seed random number generator and a maximum step size, was loaded onto the microcon-
troller. The microcontroller is moving the piezo stage by applying a voltage to it. Once the piezo
moved, the microcontroller triggers the camera and waits for it to acquire the frame. After re-
ceiving the ready signal from the camera, the microcontroller sends the next voltage step to the
piezo. The controlling computer provided the microcontroller with the number of frames needed
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and controlled the acquisition start and stop. During acquisition, the computer simultaneously
loaded frames from the camera buffer, ensuring that the piezo did not move during frame cap-
ture and that multiple cameras, if used, remained synchronized. There is one important technical
detail that needs to be highlighted. Since we needed to measure a hologram at a fixed plane or
z-position, this was straightforward for a single diffuser. However, for volume scatterers with
a broad k-spectrum, a smaller aperture was required to limit the field of view. While this in-
creased the depth of field, it degraded the hologram by measuring over a larger z-space. One
solution was to add a thin, scattering layer on the surface of the volume scatterer, or even sand
down the surface, to create a more defined scattering plane, allowing for more accurate hologram
calculations.

Computational Reconstruction

To reconstruct the hidden object from our synthetic wavelength hologram 𝐺, we propagate the
field 𝐺 using established wave propagation techniques. After conducting preliminary tests, we
employ the Angular Spectrum Method (ASM) for this purpose [113]. The ASM numerically
backpropagates the hologram to the stand-off distance where the object is located. The amplitude
of this backpropagated field reveals the object’s shape and reflectivity. Additionally, propagating
to different standoff distances allows us to extract depth information, providing a more complete
3D representation of the hidden scene.

For our experimental setup, we approximate free space propagation conditions through the
medium. In this approximation, the optical field computed from 𝑔(2) correlations, denoted as
𝐺𝑚(𝑥, 𝑦, 𝑧), is modelled as the propagated field of the object plane field 𝐺(𝑥, 𝑦, 0), where 𝑥 and 𝑦
are the transverse coordinates and 𝑧 is the propagation distance. In the general form of the ASM,
the field 𝐺𝑚 can be expressed as:

𝐺(𝑥, 𝑦, 𝑧) = ∫ ∫ 𝑑𝑓𝑥 𝑑𝑓𝑦
[

�̂�(𝑓𝑥, 𝑓𝑦, 0) exp(𝑖𝑧𝛼)
]

exp[𝑖2𝜋(𝑓𝑥𝑥 + 𝑓𝑦𝑦)], (4.13)

where �̂�(𝑓𝑥, 𝑓𝑦, 0) is the Fourier transform of 𝐺(𝑥, 𝑦, 0), and 𝛼 is defined as:

𝛼 =

√

(2𝜋
𝜆

)2
− 4𝜋2(𝑓 2

𝑥 + 𝑓 2
𝑦 ). (4.14)

The optical field evolution described by Eq. (4.13) can be interpreted as a sequence of three
operations on the source field: a Fourier transform, multiplication with the transfer function
exp(𝑖𝑧𝛼), and finally an inverse Fourier transform. In matrix operator form, the measured field
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Figure 4.4: Iterative Computational Reconstruction: Schematic illustrating the flow of the
algorithm. Starting with an initial random guess, �̂� is applied, and the cost function 𝐶 is com-
puted. This updates the guess iteratively using a learning rate 𝛽. The process continues until the
update falls below a predefined tolerance 𝜂, at which point the iteration stops. The final field,
𝐺(𝑁), reveals the hidden object (a frog).

𝐺𝑚 is given by:
𝐺𝑚 = −1 [�̂� [{𝐺(𝑥, 𝑦, 0)}]

]

+ 𝜖 = �̂�𝐺 + 𝜖, (4.15)
where 𝜖 represents measurement noise,  and −1 are the 2D Fourier transform and its inverse,
respectively, and �̂� is the transfer function operator. The simplest approach is to apply this
directly to our measured field 𝐺𝑚 to recover the object. However, this leads to numerous artefacts
and degradation due to the presence of noise. Thus, we develop an iterative algorithm to address
this issue [114]. The goal of this algorithm is to retrieve the object field 𝐺(𝑥, 𝑦, 0) by finding the
optimal solution �̂� that minimizes the cost function:

�̂� = argmin
𝐺

𝐶(𝐺), (4.16)
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where
𝐶(𝐺) = 1

2
||�̂�𝐺 − 𝐺𝑚||

2 + 𝛼𝑇𝑉 (𝐺,𝐺∗). (4.17)
Here, the first term is the data fidelity term, ensuring similarity with the measurements, while
the second term is the Total-Variation (TV) regularizer weighted by a constant, 𝛼.

The iterative solution for retrieving 𝐺(𝑥, 𝑦, 0) via gradient descent updates the guess 𝐸𝑖 at
each iteration with learning rate 𝛽:

𝐺(𝑛+1) = 𝐺(𝑛) − 𝛽
[

∇𝐺∗𝐶(𝐺,𝐺∗)
]

𝐺=𝐺(𝑛)
, (4.18)

with the cost function gradient given by:

∇𝐺𝐶(𝐺) = �̂�†(�̂�𝐺 − 𝐺𝑚) − 𝛼∇

(

∇𝐺
|∇𝐺|

)

, (4.19)

where �̂�† is the adjoint operator of �̂�, defined as:

�̂�† = −1�̂�∗ . (4.20)

Additionally, we can employ a multispectral approach for particularly challenging cases where
significant scattering occurs. For reconstructions using 𝑁 synthetic wavelengths, we can rewrite
the cost function in the form:

𝐶(𝐸) = 1
2

𝑁
∑

𝑛=1
||�̂�𝜆𝑛𝐺 − 𝐺𝑚𝑛||

2 + 𝛼𝑇𝑉 (𝐺,𝐺∗), (4.21)

where the subscript 𝜆𝑛 (with 𝑛 = 1, 2, 3, ..) refers to the different synthetic wavelength values
defining the transfer function �̂� . The first 𝑁 terms represent the data fidelity for the measure-
ments 𝐺𝑚𝑛 corresponding to each synthetic wavelength, yielding a fused reconstruction.
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4.3 Results

Point-Source Backpropagation through a Ground Glass Diffuser

Figure 4.5: Single Diffuser Point-Source Backpropagation: Reconstructed field of a point
source hidden behind a single ground glass diffuser. (a)-(b) Display the field with the left col-
ormap representing the phase and the right colormap showing the amplitude. (c)-(d) A 2D cutout
of the 3D propagated field, revealing a waist at the point source location (indicated in blue). (e)-
(f) Show the phase and amplitude in the plane of the point source. (a), (c) & (e) use a synthetic
wavelength of 0.975mm, while (b), (d) & (f) use a synthetic wavelength of 0.421mm.

To demonstrate the capabilities of our imaging system, evaluate its resolution limits, and
show that the SWH can be interpreted as a physical wave, we begin by using a single ground-
glass diffuser with a grit of 120 as the scatterer. Our experimental setup involves placing a
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fiber tip at a distance of 60 cm behind the diffuser, allowing light to diverge from the fiber tip
and illuminate the diffuser surface. We measure the hologram formed at the diffuser plane and
subsequently backpropagate the field to a standoff distance, which is not necessarily the physical
distance. The standoff distance is chosen such that the backpropagated hologram creates the
sharpest image. This empirical finding is characteristic for synthetic wavelength imaging, as
corroborated in [110].

This investigation is conducted with two distinct synthetic wavelengths, Λ1 = 0.975mm
and Λ2 = 0.421mm. As shown in Fig. 4.5(a) and (b), the measured fields for Λ1 and Λ2 are
presented, where the blue-green colour represents the phase, and the red-yellow colour denotes
the amplitude. To further illustrate the propagation of the fields through space, we represent the
fields in the x-z dimension in Fig. 4.5(c) and (d), which exhibit behaviour consistent with that of
a Gaussian beam. The fields at the stand-off distance are depicted in (e) and (f), demonstrating
two distinct beam waists. As expected, a larger beam waist corresponds to the larger synthetic
wavelength, Λ1. The question arises: Is this beam waist limited by Abbe’s diffraction limit as it
would be for a physical wave?

The resolution of our system is fundamentally constrained by the diffraction limit, which is
defined as: [112]

𝛿𝑥,𝑦 =
Λ

2NA (4.22)

Relating to our exact optical geometries in our setup visualized in Fig. 4.6(a). The numerical
aperture (NA) is defined as:

NA = 𝑛 sin(𝛼) ≈ 𝑛 tan(𝛼) = 𝑟
z , (4.23)

where the approximation sin(𝛼) ≈ tan(𝛼) is valid for small numerical apertures but becomes
inaccurate for larger NAs. Thus, we express the NA more generally as:

NA = 𝑟
√

𝑟2 + (z)2
. (4.24)

In our setup, the diffuser acts as an entrance pupil, limiting the possible values of 𝑘𝑥 and 𝑘𝑦,
which subsequently affects the NA. This results in a resolution term derived from our experi-
mental configuration:

𝛿𝑥 =
Λ
√

𝑟2 + (z)2
2𝑟

, (4.25)



66 4.3. Results

indicating that the final reconstruction resolution depends on the synthetic wavelength and
the distance between the diffuser and the object. We measured the holograms of three different
wavelengths at five distinct standoff distances, comparing the results to theoretical predictions.
These results are presented in Fig. 4.6(b), demonstrating that the synthetic wavelengths adhere
to the Abbe diffraction limit, analogous to physical waves. However, deviations were observed
at shorter standoff distances due to errors in the defined NA, as the fiber tip does not function as
a point source. Instead, its limited diverging angle restricts the NA, rather than the size of the
image on the relay wall.

Figure 4.6: Theoretical Diffraction Limit & Validation: (a) The geometrical beam paths in
the imaging setup. (b) The imaging size on the relay limits the NA in the first approximation.
Measured diffraction disc size (dots) for an optical fibre and theoretical Abbe limit (line) as a
function of numerical backpropagation distance. The dotted line in the plateau is due to the non-
point-source-like properties of the fibre tip, which limits the NA due to restricted divergence. (c)
Resolution limits at a USAF target, with an inset showing a 1D cutout.

Furthermore, to validate our theoretical resolution with an object experimentally, we utilize a
United State Air Force (USAF) target, imaging different groups. The lowest resolution achieved
corresponds to the USAF target group number -1, element 6, yielding a resolution power of 0.56



4.3. Results 67

mm (0.891 lp/mm). The diffraction limit at a 15 mm standoff distance with a synthetic wave-
length of 0.421 mm is approximately 0.3 mm, aligning reasonably well with our measurements.

Imaging of an Embedded Object within two Diffusers

Figure 4.7: Object Embedded Between Two Diffusers (Transmission): Reconstructed object
using three different synthetic wavelengths (SWLs): Λ = 0.421mm, 0.971mm, and 1.28mm.
(a)-(c) Display the intensity (red-yellow) and phase (green-blue) for the synthetic wavelength
hologram (SWH) measured at the face of the diffuser. The reconstructed objects are shown in
(d)-(f). As expected, the large SWL exhibits minimal speckle artifacts but lacks the resolution
necessary to reveal any significant details. In contrast, the shorter SWLs offer better resolution,
though this comes at the cost of a lower signal-to-noise ratio (SNR) due to the presence of speckle
artifacts.

Moving on to a more relevant case of ITSM, we investigate the scenario where two diffusers
obscure the object: one on the illuminating side and one on the imaging side. First, we analyse
the case where we measure an object sandwiched between two diffusers in transmission mode
by back-illuminating the setup.

This configuration, shown in Fig. 4.5(a), consists of a transmission mode setup. An impinging
laser beam is first scattered by a 220-grit diffuser, illuminates the object (which acts as a mask
for the light field), and the transmitted light is then scattered again by a second 120-grit diffuser.
We retrieved the SWH from three phase-steps with 1000 frames each. As the object, we used a
USAF target, selecting (Group -2, Element 2) as our target. We compare three different synthetic
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wavelengths: Λ1 = 0.421mm, Λ2 = 0.971mm, and Λ3 = 1.28mm. The measured SWHs
are shown in Fig. 4.7(a)-(c). As observed, the amplitude remains mostly constant, while the
phase carries the most information, displaying higher frequency fringes for smaller SWLs. As
expected, the resolution increases with smaller SWLs, but speckle artefacts also become more
pronounced. For Λ3, the object is not recoverable due to the diffraction limit (𝛿𝑥 ∼ 1.5mm). Λ1

reveals sharper features of the object compared to Λ2, but the noise increases significantly. This
suggests that the choice of SWL is critical for achieving high-quality object reconstruction.

Figure 4.8: Object Hidden Behind a Diffuser (Reflection): Reconstruction of an object hidden
behind a diffuser in reflection. Two object sizes were used: An "A" with 11mm (A11) and 15mm
(A15). For object A15, we present reconstructions using three different synthetic wavelengths (
Λ1 = 0.421mm, Λ2 = 0.971mm, and Λ3 = 1.28mm) in (d)-(f) with the corresponding SWHs
in (a-c). For object A11, reconstructions using two different SWLs (Λ2,Λ3) are shown in (h)-(i),
as the largest SWL did not yield any visible reconstruction. An image of the imaging setup is
given in (g) with an inset of the gold leaf covered object.

Furthermore, we demonstrated a second configuration in which the experiment was con-
ducted in reflection mode. This setup, shown in Fig. 4.5(b), involves light being scattered by the
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first diffuser, then backscattered or reflected by the object, followed by a third round of scatter-
ing before the light reaches the camera. Since the USAF target acts as a mask, we needed an
object that backscatters or reflects light. Therefore, we 3D-printed the letter "A" in various sizes.
To enhance the backscattered signal, we coated the 3D-printed object with a reflective surface,
applying a layer of gold leaf to the object’s surface, as shown in Fig. 4.8(g). Again, we tested
three different SWLs (Λ1,Λ2,Λ3). We tested a larger "A" size of approximately 15mm and a
smaller size of roughly 11mm. The measured SWHs for the larger "A" are shown in Fig. 4.8(a)-
(c), and the reconstructions are displayed in Fig. 4.8(d)-(f). More detailed features are observed
with smaller SWLs. We observe minimal speckle artefacts for Λ1 and Λ2, while Λ3 introduces
significant noise. Thus, Λ2 is the preferred choice for this object. However, when attempting to
reconstruct the smaller "A" (see Fig. 4.8(h)-(i)), Λ2 is unable to resolve all the features, making
Λ3 the better choice, despite the increased noise, for fully resolving the object.

Comparing the transmission and reflection measurements, a noticeable difference in recon-
struction quality emerges. Although the diffraction limit is fundamentally the same, the noise
level is distinctly lower in the reflection case. One reason for this is that the object in the reflection
setup is more sparse; we primarily collect light reflected from the object itself. In the transmis-
sion case, we observe a larger field, as the object merely masks a portion of it. The sparse field
in the reflection case simplifies backpropagation and yields a cleaner propagated field.

Imaging through Volume Scatterer

Imaging through two diffusers typically involves scattering across two discrete planes. However,
in this work, we extend the applicability of our technique to imaging through volume scatterers
(VS), where scattering occurs continuously throughout the volume. These volume scatterers are
prepared by mixing epoxy resin with varying concentrations of TiO2, depending on the desired
scattering strength, and then allowing the mixture to cure overnight [115, 116]. For our exper-
iments, we used two bulk scatterers: one with a thickness of 1.5 cm (VS I) containing a lower
concentration of TiO2, and the second with a thickness of 0.8 cm (VS II), which had a higher
concentration of TiO2. A visual depiction of the setup is provided in Fig.4.9(a). To create a
precise reference plane for measuring the hologram, a sheet of paper was glued onto VS I as a
projection surface.

In the first configuration, VS I is placed in front of the camera, obscuring an object behind
it. The object is directly illuminated from the back, as shown in Fig.4.9(b). The selected object
is a 15x15 mm 3D-printed letter "G" as depicted in Fig.4.9(a). Given the scattering strength and
the object size, we determined an appropriate synthetic wavelength based on Eq. (4.5) and the
diffraction limit, which required selecting a synthetic wavelength larger than that used for the
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two-diffuser case.

Figure 4.9: Imaging through volume scatterer: (a) Image of the two volume scatterers (VS
I & VS II) placed directly on top of a chequerboard to visualize the extent of scattering and a
photo of the hidden object: a 3D printed letter G. (b) Schematic of the experimental configuration
with a single layer of volume scatterer and the corresponding intensity image. (c) Experimental
configuration schematic for the case of the target sandwiched between volume scatterers. For a
single VS: (d-f) Amplitude of the backpropagated hologram when imaging is done using syn-
thetic wavelengths of Λ = 1.28mm, Λ = 2.05mm, and Λ = 3.08mm, respectively.(i) Amplitude
of the reconstructed field via optimization, using data from the three synthetic wavelengths. For
two VS: (h, i) Amplitude of the backpropagated hologram when imaging is done using synthetic
wavelengths of Λ = 3.08mm and Λ = 5.33mm, respectively. (j) Amplitude of the field recon-
structed via optimization using data from the two synthetic wavelengths.



4.3. Results 71

We reconstructed the SWH using three different synthetic wavelengths: Λ =1.28mm, 2.05mm,
and 3.08mm. Figs.4.9(d)-(f) display the backpropagated reconstructions at the standoff distance
for each respective synthetic wavelength. As observed in previous studies, reconstructions with
smaller synthetic wavelengths reveal sharper object features, but these come at the cost of in-
creased speckle artefacts. Conversely, larger synthetic wavelengths produce smoother images,
albeit with less detail. Due to the significant thickness of VS I, even at the largest wavelength,
the reconstructions from numerical backpropagation are heavily affected by scattering, as shown
in Fig.4.9(f).

To improve the reconstructions, we applied convex optimization techniques (discussed in
section 4.2.2), combining data from all three synthetic wavelengths. This approach aims to in-
tegrate the fine detail from shorter wavelengths with the improved signal-to-noise ratio (SNR)
provided by larger wavelengths. The result of this optimization is shown in Fig.4.9(g), where the
fused reconstruction clearly demonstrates sharper object features compared to simple numerical
backpropagation.

In the second configuration, we tackle a more challenging scenario where the object is em-
bedded between two scattering layers: VS I in front of the camera and VS II on the illumination
side, as illustrated in Fig.4.9(c). Before reaching the object, the illuminating light is already
dispersed by VS II, resulting in increased scattering. To counter this, longer synthetic wave-
lengths are required. The reconstructions using numerical backpropagation for two different
synthetic wavelengths are shown in Figs.4.9(h)-(i). As expected, sharper features are obtained
with smaller wavelengths, while larger wavelengths yield coarser features. A comparison be-
tween the single-scatterer case (Fig.4.9(f)) and the two-scatterer case (Fig.4.9(h)) reveals that
the increased scattering makes the reconstruction significantly more challenging.

Even at larger synthetic wavelengths, the object features in the two-layer case become pro-
gressively less resolved, indicating that we are approaching the resolution limit. However, com-
bining the data from multiple synthetic wavelengths through optimization (Fig.4.9(j)) still pro-
vides a more refined reconstruction, demonstrating the robustness of our algorithmic approach
in retrieving object information under severe scattering conditions.

In conclusion, our results emphasize that the choice of synthetic wavelength is critical for
achieving high-quality reconstructions. It is advisable to use the smallest possible wavelength
that remains robust against the scattering in the system. Additionally, our multispectral approach
demonstrates that combining data from multiple wavelengths can mitigate some of the limitations
posed by scattering, allowing for a balance between resolution and robustness.
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Imaging through a Dynamically Changing Medium

We have demonstrated that this technique is applicable in strong scattering scenarios; however,
our previous experiments were limited to static cases. Imaging through dynamic scattering me-
dia is crucial across many real-world applications, including medical diagnostics (e.g. imaging
through biological tissues) and remote sensing through turbulent atmospheric conditions. In such
scenarios, continuous changes in the scattering medium disrupt conventional imaging techniques,
which rely on a static interaction between light and the medium and must acquire data faster than
the decorrelation time of the dynamic medium. These changes introduce unpredictable distor-
tions, making clear image capture particularly difficult.

We demonstrate that our technique remains applicable in dynamic scattering scenarios due
to its inherent robustness to phase noise. In fact, we can exploit the phase randomization induced
by the dynamic scattering in our 𝑔(2) SWH hologram generation. This unexpectedly enhances
our method and simplifies the experimental setup, as we no longer need to use the piezo stage for
phase randomization. The dynamic phase randomization caused by the scattering process itself
acts as a natural scrambler, eliminating the need for additional components. Furthermore, rapid
changes in the medium, which typically hinder other methods due to insufficient light capture,
pose no issue for us. Our acquisition time can be arbitrarily long, far exceeding the decorrelation
time, without degrading image quality.

To demonstrate these capabilities, we mimicked dynamic scattering in our experimental
setup. Using a similar transmission setup to the static two-diffuser case described in Section 4.3.2,
we removed the piezo stage from the reference arm and instead mounted the imaging-side diffuser
on a lateral motion stage. The whole diffuser was randomly moved between frame acquisitions,
with a total movement range approximately equal to the speckle size. We used the USAF target
as the object, focusing on group -2, elements 3 and 5. The resulting intensity images are shown
in Fig. 4.10(b, e), and the generated SWHs are provided in Fig. 4.10(c, f). Final reconstructions
from the back-propagated fields are shown in Fig. 4.10(d, g).

As shown in the reconstructions, not only was the object successfully imaged, but there was
also a significant reduction in speckle artefacts compared to the static case. This reduction is
attributed to the averaging effect of the phase randomization, which smooths out speckle pat-
terns. This result highlights the robustness and utility of our method in dynamically scattering
environments, where traditional methods would struggle with the rapid changes in the medium.
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Figure 4.10: Imaging through a dynamically changing scatterer: (a) Schematic of the prob-
lem, where Diffuser B is randomly moved using a piezo stage. (b) & (e) Intensity images captured
with a conventional camera. (c) & (f) Phase (blue-green) and amplitude (red) profiles from the
SWL hologram at the surface of the diffuser. (d) & (g) Optimized amplitude of the backpropa-
gated SWL hologram.

Optimisation Comparison

In this section, we analyse how the iterative optimization algorithm improves image reconstruc-
tion compared to basic backpropagation across three scenarios: transmission through two dif-
fusers, reflection from two diffusers, and imaging through bulk scatterers.

In the case of two-diffuser transmission Fig. 4.11(a), the optimization yields the most sig-
nificant improvements. The initial reconstruction contains substantial noise, which obscures the
finer details of the object. After applying the optimization, we observe a marked reduction in
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Figure 4.11: Optimised Reconstruction Algorithm Results: Comparison between the op-
timized reconstruction and basic backpropagation. (a) Shows the reconstruction for the two-
diffuser transmission case, where the noise reduction and contrast enhancement are clearly visi-
ble. (b) In the reflection case, although the initial reconstruction has low noise, the optimization
smooths the result but also removes parts of the object (e.g., the top of the letter "A"). (c) The
optimization yields significant improvement in low SNR scenarios, such as imaging through bulk
scatterers, especially when using multispectral inputs.

noise and a notable increase in contrast, making the reconstruction much clearer. For exam-
ple, the previously noisy region around the number "2" is now more readable and distinct. This
demonstrates the algorithm’s effectiveness in situations where speckle noise is prevalent, such
as in transmission through complex scattering media.

In the reflection case Fig. 4.11(b), the initial reconstruction starts with relatively low noise,
so the optimization results in less noticeable improvements. While the algorithm smooths the
image and slightly enhances contrast, it also leads to some loss of detail—evident in the upper



4.4. Conclusion 75

part of the letter "A" that becomes less defined. This highlights a potential trade-off between
noise reduction and the preservation of fine details, particularly in scenarios with high initial
signal quality.

Finally, the third case Fig. 4.11(c) involves imaging through bulk scatterers, where the signal-
to-noise ratio (SNR) is low. Here, the optimization algorithm shows its greatest strength. By
combining multispectral inputs, we observe a significant enhancement in both clarity and sharp-
ness. The optimization not only reduces noise but also enhances the visibility of previously
obscured features. This suggests that the algorithm is particularly well-suited for challenging
low-SNR conditions, where traditional methods struggle to provide usable reconstructions.

Overall, the optimization algorithm provides substantial improvements in noise-heavy sce-
narios, such as transmission through diffusers or low-SNR environments, while showing more
modest gains in reflection cases. Future work may explore the balance between noise reduction
and detail preservation, especially in high-quality initial reconstructions.

4.4 Conclusion

In this work, we have introduced a novel method for generating synthetic wavelength holograms
for ITSM, which significantly advances the field by utilizing intensity correlations to bypass the
need for phase stability. This technique is particularly notable for its robustness against phase
noise and background/stray light, an area where traditional methods often face limitations. Al-
lowing this method to acquire over an extended time in the low-light conditions.

One of the standout features of our technique is its adaptability to dynamic scattering envi-
ronments. Unlike conventional methods that require stable phase conditions and an acquisition
time below the speckle decorrelation time, our approach leverages the phase scrambling intro-
duced by dynamic scattering, allowing for effective light collection, fast SWH generation, and
a simplified setup. This capability is particularly advantageous for biological imaging applica-
tions, where the scatterer, such as tissue or skin, inherently undergoes dynamic changes. The
ability to operate effectively under these conditions positions our technique as a valuable tool for
a wide range of practical imaging scenarios.

A key component of our technique’s success is the use of multiple synthetic wavelengths in
combination with the iterative reconstruction optimization. This multi-wavelength approach is
critical for enhancing image reconstruction and detail preservation in highly scattering regime.
By selecting an optimal set of synthetic wavelengths, we balance the trade-offs between scat-
tering artefacts and resolution, achieving improved clarity and feature detection. Despite the
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challenges inherent in performing quantitative analysis for unsupervised images, our qualitative
results affirm the effectiveness of this method in producing high-quality reconstructions.

A critical comparison with other methods, such as holographic techniques for generating the
SWH, is important for fully evaluating the strengths of our approach. While our method utilizes
intensity correlations and is not phase-sensitive, it lacks direct access to the optical fields, which
holographic methods provide. Holographic methods measure both the amplitude and phase of
the optical field, offering advantages like the ability to compute synthetic wavelengths from mul-
tiple optical wavelength bands and the ability to propagate the optical fields and then generate
synthetic wavelengths at a chosen plane. This provides greater flexibility in the SWH genera-
tion. However, these benefits come with drawbacks, such as phase noise sensitivity and higher
complexity—requiring equipment like AOMs and lock-in cameras to measure the optical holo-
gram. Moreover, simpler holographic methods, such as off-axis holography, which can capture
the hologram in a single shot, require measuring fringes within a speckle of the scattered field.
This limits the aperture size, reduces light collection, and consequently necessitates longer ex-
posure times. However, most benefits of holographic methods over 𝑔(2) may not be as critical for
the practical implementation of the technique, and I believe the drawbacks outweigh them.

However, there are several challenges that remain to be addressed. There is a growing interest
towards NLOS videography [84, 117]. One significant goal is to achieve single-shot imaging,
as the current requirement for multiple phase-steps can limit the technique’s practicality. Addi-
tionally, the resolution is constrained by the large synthetic wavelength, which affects the level
of detail in the reconstructed images. Future work will focus on overcoming these limitations by
advancing towards single-shot capabilities and refining on the computational model with a wider
synthetic spectrum to improve the resolution even further.

Further exploration of the method’s performance in highly relevant, high-scattering, and dy-
namically changing scenarios, particularly in medical imaging applications, will be crucial for
evaluating and improving its effectiveness. The key limitation to address is the method’s ability
to maintain precision and robustness in real-world, complex environments where scattering and
motion are more prominent, potentially affecting signal quality and resolution. Identifying these
boundaries will help refine the approach for broader, more practical use cases.

Overall, our approach represents a significant advancement in synthetic wavelength holog-
raphy, offering a robust and versatile solution for imaging through complex scattering environ-
ments. The technique’s ability to handle dynamic changes and its potential applications in medi-
cal imaging underscore its promise for future research and development. As we continue to refine
and expand the capabilities of this method, it holds the potential to make a substantial impact in
fields that require high-resolution imaging through challenging and dynamic scattering media.



Chapter 5.

Dual Comb Intensity Correlation

In previous chapters, we have discussed the limitations of our interferometric technique, par-
ticularly in imaging macroscopic objects within typical environments. These limitations are
primarily due to the need for a long, mechanically scanned optical delay, which introduces chal-
lenges in terms of alignment and practicality. To overcome these obstacles, we propose utilizing
a dual-comb laser system, which enables optical delay scanning without mechanical movement.
This innovative approach eliminates the need for mechanical scanning and transfers the scanning
to the time domain, offering greater flexibility and dynamic scanning capabilities.

In this chapter, we explore the application of dual-comb lasers for generating 𝑔(2) correlation
measurements across various scenarios. Our method allows for high-speed, precise sensing at
single points rather than traditional imaging. This transition to dual-comb sensing enhances both
the speed and flexibility of our measurements, enabling the efficient extraction of information
from complex scenes. The experiments described in this chapter were conducted in collaboration
with Shu-Wei Huang and Neeraj Prakash at the University of Colorado Boulder.

5.1 Frequency-Comb Lasers

Single-Frequency-Comb System

The other half of the Nobel Prize that was awarded to Glauber in 2005, as described in Sec-
tion 2.3, was granted to John L. Hall and Theodor W. Hänsch "for their contributions to the
development of laser-based precision spectroscopy, including the optical frequency comb tech-
nique." These frequency comb lasers represent a revolutionary development in laser technology,
offering a unique combination of broad spectral coverage and precise frequency control. At its
core, a frequency comb consists of an optical spectrum featuring a series of discrete, equally
spaced frequency lines, resembling the teeth of a comb, as illustrated in Fig. 5.1. The frequency
comb is characterized by two fundamental parameters: the repetition rate 𝑓𝑟𝑒𝑝, which determines
the spacing between the comb lines, and the carrier-envelope offset frequency 𝑓0, which defines
the absolute position of the comb lines. Frequency combs can span remarkably broad spectral
ranges, sometimes covering an octave (a factor of two) or more, which enables a wide array of
applications. One of the most significant features of frequency combs is their ability to serve as
optical frequency rulers, providing a direct and precise link between optical and microwave fre-
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Figure 5.1: Single Frequency Comb Laser: Schematic representation of the frequency comb
laser in both time and frequency domains. In the time domain (top), the pulses exhibit a carrier
and an envelope, where the carrier-envelope phase Δ𝜑 shifts between consecutive pulses. The
pulse separation is defined by 1∕𝑓rep. In the frequency domain (bottom), the spectrum consists
of discrete comb lines, each separated by 𝑓rep, with an offset frequency 𝑓0. The coherence time
𝜏coh of the laser is determined by the spectral linewidth Δ𝜈 of the individual modes.

quencies [118]. This capability has led to groundbreaking applications in metrology, including
the development of optical atomic clocks that offer unparalleled accuracy in timekeeping [119].
Beyond timekeeping, frequency combs have found applications in high-precision spectroscopy,
distance measurements, and telecommunications [120, 121, 122].

The distinctive spectral structure of frequency combs typically originates from mode-locked
lasers producing ultrashort pulses, where the comb emerges as a Fourier transform of the pe-
riodic pulse train . Mode-locked femtosecond lasers, such as solid-state Ti:sapphire, were the
first to enable self-referenced frequency combs, offering broad bandwidths. Erbium-doped and
ytterbium-doped fibre lasers, which operate in the 1.5-micron telecom band and around 1 micron,
respectively, provide more compact and robust alternatives with high power and stability [123].
The repetition rates typically start at 100MHz and can go up to 10GHz [124, 125]. Instead of
mode-locking, frequency combs can also be generated by four-wave mixing in a photonic-crystal
fibre by pumping with two-high power lasers [126]. In recent years, microresonator-based Kerr
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combs have attracted significant attention. These systems uses the Kerr nonlinearity in high-Q
microresonators to generate combs with very high repetition rates (10-1000 GHz) in a compact
form [127]. Furthermore, electro-optic comb generators, which modulate a single-frequency
laser to create sidebands, offer wide and agile tuning of mode spacing [128]. Each method offers
distinct advantages in spectral coverage, repetition rate, and power, catering to a diverse range
of scientific and technological needs.

Dual-Frequency-Comb System

Figure 5.2: Dual Frequency Comb Laser: Schematic illustration of the working principles in
both the time and frequency domains. (a) Time traces of two frequency combs (red and blue)
with slightly different repetition rates (𝑓r1 and 𝑓r2), depicted in real time. (b) The resulting in-
terferogram from the interference of the two combs, now measured in an effective time domain
defined by the difference in repetition rates (𝑓r1 and 𝑓r2). (c) The spectra of the two combs, which
exhibit different line spacings due to their differing repetition rates. Image adapted from [129]

Dual-frequency-comb systems utilize two optical frequency combs with slightly different rep-
etition rates, which can achieve asynchronous optical sampling without mechanical motion scan-
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ning, enabling high-resolution, broadband spectroscopy and metrology. As shown in Fig. 5.2, the
combs are detuned by a small repetition frequency difference, Δ𝑓𝑟𝑒𝑝, resulting in a time-domain
scan at a rate of exactly Δ𝑓𝑟𝑒𝑝. However, using two separate mode-locked and stabilized systems
is bulky, costly, and complex to operate. Furthermore, mutual coherence of two combs, instead
of frequency stabilities of each comb, is now the most critical factor affecting the dual-comb
performance.

As a result, recent efforts have focused on developing a single cavity laser system capable of
generating two mutually coherent optical frequency combs with slightly different repetition rates
[130]. A universal approach to achieve stable asynchronous ultrashort pulse was proposed by
introducing the concept of “multiplexing” into the field of ultrafast laser. In such a Multiplexed
Mode-Locked Laser, the cavity is designed to allow the simultaneous oscillation of pulses with
different characteristics in one of the propagation dimensions. In the following years, numerous
single-cavity dual-comb lasers and dual-comb systems based on them have been achieved, and
so far they can still be categorized into the following four categories: wavelength-multiplexed,
polarization-multiplexed, direction-multiplexed, and pulseshape-multiplexed lasers correspond-
ing to the four dimensions of light propagation [123, 131].

A dual-comb laser system is characterized by three primary parameters: the repetition rate
𝑓rep, the repetition rate difference Δ𝑓rep, and the spectral bandwidth Δ𝜈comb. Together, these
parameters govern the scanning properties of the laser.

The maximum unambiguous scanning range is determined by the repetition rate. Specifically,
we can express the maximum detectable unambiguous range, 𝑑max, as a function of the repetition
rate difference:

𝑑max =
𝑐

2Δ𝑓rep
, (5.1)

where 𝑐 is the speed of light. For a repetition rate of 𝑓rep = 10MHz, the unambiguous range
is approximately 60 meters, while for 𝑓rep = 10GHz, it reduces to around 60 millimetres.

Dual-comb scanning refers to the scanning of the pulse trains from two dual combs over each
other, translating the optical scanning process from physical time to an effective scan time. This
introduces a time magnification factor 𝑚, defined as:

𝑚 =
𝑓rep
Δ𝑓rep

, (5.2)

where 𝑚 represents the magnification from real time to effective scan time.
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The sampling interval of the dual-comb laser, which defines the optical step size between
successive pulses, is given by:

Δ𝑇step =
Δ𝑓rep

𝑓rep,1 ⋅ 𝑓rep,2
, (5.3)

In addition, the Nyquist sampling criterion imposes a relationship on the system, ensuring
that the comb spacing satisfies the following condition:

Δ𝜈comb <
𝑓rep,1 ⋅ 𝑓rep,2
2Δ𝑓rep

. (5.4)

These parameters must be carefully selected based on the specific application or problem
being investigated. There are inherent trade-offs between three key factors: range, resolution,
and speed. Only two of these can be optimized at a time. For instance, GHz-range dual-comb
lasers can achieve high resolution and speed but are limited in range, while MHz-range systems
offer a larger range but require a compromise between resolution and speed.

Figure 5.3: CANDi: Schematic of the fiber-based counter-propagating all-dispersion dual comb
laser. Two pumps are used, each injecting power from opposite directions to generate the dual
combs. Each comb has its own output, with optical isolators (ISO) placed to prevent back re-
flections. Additionally, an AWG is connected to one of the pumps to enable dynamic tuning of
the laser. Key components: HWP – Half-Wave Plate, QWP – Quarter-Wave Plate, ISO – Optical
Isolator, DC-YDF – Ytterbium-doped double clad fiber. Image adapted from [132]
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In response to circumvent this limitations, researchers have been exploring novel approaches
to dual-comb laser design. One significant advancement in this field is the Counterpropagat-
ing All-Normal Dispersion (CANDi) fiber laser [133]. Based on a bidirectional mode-locked
oscillator in a ytterbium-doped fiber (Fig. 5.3), this system utilizes non-linear polarization ro-
tation mode-locking to simultaneously mode-lock both directions. It demonstrates significant
promise due to its cost-effectiveness, compact design, and environmental robustness. This laser
is mode-locked through nonlinear polarization rotation and is bi-directionally pumped leading to
a close to symmetric gain distribution. Its unique configuration ensures inherent common-mode
noise rejection, significantly enhancing the system’s stability without the need for complex ex-
ternal stabilization schemes. The all-normal dispersion cavity design contributes to high pulse
energies and spectral flatness, breaking through previous energy limitations in dual-comb sys-
tems. Recent advancement in the CANDi have achieved pulse energies of up to 8 nJ for each
comb [132]. This increased pulse energy opens up new possibilities for various nonlinear dual-
comb applications, such as Raman spectroscopy and THz spectroscopy, which require higher
peak powers. Additionally, the CANDi laser with a repetition rate of 48MHz offers a tunable
repetition rate difference 0.1Hz to 100Hz, providing flexibility for a wide range of applications.
Recent characterizations of the CANDi have shown a relative timing jitter of 39 fs (integrated
from 1 kHz to 20 MHz), primarily limited by pump Relative Intenstiy Noise (RIN). The laser
produces flat, broadband spectra in both propagation directions, contributing to its versatility in
spectroscopic applications. Ongoing research aims to further improve the CANDi laser’s perfor-
mance. Current efforts focus on reducing intensity-dependent spectral shifts, optimizing cavity
symmetry, implementing narrower spectral filters, and improving pump laser RIN characteris-
tics. These enhancements are expected to further reduce relative timing jitter and improve overall
system performance [132].

The key advantage of the CANDi system, and one of its most compelling features, is its unique
dynamic tuning capability, which is vital for applications requiring adaptable dual-comb sources.
This feature breaks the measurement speed-time resolution trade-off, allowing to achieve higher
scan rates while maintaining high resolution [134]. The dynamic tuning is possible by tuning
the pump power of one of the lasers as illustrated in Fig. 5.3. The main mechanism that is cou-
pling pump power and repetition rate is the asymmetric response of the two directions of the
respective combs to pump-power directions, inherited from the non-identical centre frequency
change coupled with the interactivity group delay dispersion [132, 134, 133]. Experimental re-
sults show that the dynamic Δ𝑓𝑟𝑒𝑝 modulation does not introduce excessive relative timing jitter.
The maximum tuning bandwidth of the Dynamically Tuned Counterpropagating All-Normal
Dispersion (DCANDi) laser is up to 10 kHz and is inherently limited by the laser response band-
width. This combination of tunable repetition rate difference and low relative timing jitter makes
the DCANDi laser an exceptionally versatile tool for applications requiring adaptable yet highly
stable dual-comb sources.
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Figure 5.4: CANDi Scanning Types: Schematic of the linear (blue) and dynamic (orange) scan
operation modes of the dual comb laser system. (a) The repetition rate difference Δ𝑓rep as a func-
tion of time. In the linear case, Δ𝑓rep remains constant, while in the dynamic case, it alternates
between positive and negative values. (b) Time traces for the linear scan (blue) show gradual,
unidirectional scanning between the two combs, whereas the dynamic scan (orange) shows bidi-
rectional scanning, moving back and forth within the region of interest. (c) The interferogram
shows that the spacing between successive interferograms (IGMs) is determined by Δ𝑓rep, with
the dynamic scan being modulated by the switching frequency. (d) The effective optical delay
scan: the linear scan performs a complete scan, wrapping around and restarting, while the dy-
namic scan oscillates back and forth within the same delay region Δ𝑡.
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The main way to use this capability of the DCANDi is to tune Δ𝑓𝑟𝑒𝑝 in such a manner to
reverse the sign of Δ𝑓𝑟𝑒𝑝 in the negative. A negative Δ𝑓𝑟𝑒𝑝 means an effective scanning into the
other direction. By setting the tuning in a symmetric and balanced manner we can scan the optical
delay between the two combs back and forth over a region of interest. This method enables scan
rates of up to 20 kHz, while maintaining a timing resolution as precise as Δ𝑇step = 0.4 fs for a
Δ𝑓𝑟𝑒𝑝 = 1Hz. A schematic comparison between linear and dynamic scanning, shown in Fig. 5.4,
highlights how this approach allows rapid scanning across a small region of interest over a large
range. The key point is that the scan rate is now defined as 1

2𝑓mod
, where 𝑓mod represents the

dynamic tuning modulation frequency, in contrast to the linear case where it was defined as 1
Δ𝑓𝑟

.

Dual Frequency Comb Laser Applications

The applications of dual-comb lasers are similar as those for single frequency combs but can be
highlighted in two fields: Spectroscopy and distance measurements.

Dual-Comb Spectroscopy: Dual-comb spectroscopy utilizes two coherent frequency combs
to measure a sample’s spectral response on a tooth-by-tooth basis, offering rapid analysis without
the size constraints or instrument limitations of traditional spectrometers. The concept involves
generating a Radio Frequency (RF) spectrum by heterodyning two frequency combs with slightly
different repetition rates. The resulting RF comb consists of distinguishable beats between pairs
of optical comb teeth. By directing one comb through the sample, interfering the output with
the second comb, and measuring the beat notes, we can deduce the transmission of each spec-
tral band through the sample simply by Fourier-transforming the signal. This is effectively a
Fourier-transform interferometer [135], with the key difference that the signals are shifted from
the optical domain to the RF domain [136, 121, 137]. In spectroscopy, they enable rapid, high-
resolution measurements of molecular absorption spectra, making them valuable tools for gas
sensing, atmospheric monitoring, and chemical analysis.

Dual-Comb Distance Measurement (LiDAR): Dual-comb lasers can be used in high-
precision distance measurement applications. The key advantage of dual-comb systems is that
they enable high-precision interferometric, 𝑔(2), or non-linear light detection methods without the
need for a mechanically scanned interferometer [138, 139]. In macroscopic imaging scenarios,
such as LiDAR, traditional systems would require a mechanical translation stage several meters
long to scan the delay between pulses—an impractical and cumbersome solution. By contrast,
dual-comb lasers inherently handle this scanning, allowing for distance measurements with sub-
micrometer precision over large ranges. This makes them highly effective for applications in
aerospace, NLOS, construction, and geospatial mapping, where precise timing information from
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frequency combs enables accurate ranging and 3D imaging. [140].

5.2 Methodology

As previously discussed, dual-comb systems are powerful tools for Time-of-Flight (ToF) mea-
surements, eliminating the need for mechanically scanned interferometers. Traditionally, these
systems have been used in conjunction with non-linear detection methods [138] or phase-sensitive
interferometric methods [141]. In this chapter, we demonstrate that instead of using a non-linear
crystal to measure the temporal overlap between the two combs, we utilize a simple beamsplitter
and analyse intensity correlations (𝑔(2)), as discussed in Chapter 2. This novel approach provides
a phase-noise-robust method for dual-comb ranging, without the need for optical non-linearity.

Experimental Setup

The proof-of-principle experiment for generating the intensity correlation or 𝑔(2) peak using the
dual-comb laser system illustrated in Fig. 5.5 can be broken down into two main parts: the trigger
setup and the sensing setup. In the laser system (configured as in [134]), two closely spaced and
aligned comb outputs are generated. The two combs have a bandwidth of 30 nm, are compressed
using gratings to around 180 fs and have pulse energy of around 1.7 nJ.

A small portion of the light is split off using a low reflection beam sampler, and further divided
into two paths. One of these paths includes a manual translation stage with a retroreflector.
The two beams are then recombined at a beamsplitter, forming a Mach-Zehnder interferometer.
The interference pattern is detected on a photodiode (Thorlabs PDA10CF). We then use this
signal to trigger the experiment. This could be done straight on the Interferograms (IGMs),
which would lead to large electronic jitter due to noise in the Carrier-Envelope Phase (𝜑CEO).
Hence, to generate a phase-insensitive trigger signal for the experiment, we reproduce the 𝑔(2)

measurement in an analogue way. First, we apply a low-pass filter to the RF-signal to remove
aliasing caused by the laser repetition rate. The signal is then split into two paths and fed into
a frequency mixer, which multiplies the frequency spectrum of both signals—this acts as the
intensity product described in Eq. (2.18):

𝑔(2)(𝑡1, 𝑡2) =
⟨𝐼1(𝑡1)𝐼2(𝑡2)⟩
⟨𝐼1(𝑡1)⟩⟨𝐼2(𝑡2)⟩

. (2.18)

A second, much lower-frequency low-pass filter is applied to eliminate fringe components,
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Figure 5.5: DC Experimental Setup: Experimental setup for generating second-order correla-
tion measurements using a dual comb laser. The combs are first split to create a trigger signal for
data acquisition, and then sent into an interferometer to measure the output signal at the beam
splitter. Additionally, a reference signal option is included. For the trigger signal, the interfer-
ence is detected by a photodiode (PD) and electronically processed to generate a trigger flank.
Key components: eLPF – electronic low-pass filter, PD – photodiode, RR – retroreflector, FMX
– frequency mixer, PZ – piezo stage, PSM – prism reflector, MTS – manual translation stage.

which acts like the ensemble average in Eq. (2.18). Finally, a digital amplifier is used to amplify
the signal rising edge to +1.5V, which is required as the minimal voltage for the electronic
equipment. The signal is then send to the AWG that controls the scanning of the CANDi and to
the digitizer acquiring the signal (AlazarTech ATS9371).

In the sensing setup, the light is passed through an interferometer, where it is split into a refer-
ence arm and a sample arm. The reference arm is transmitted through a polarizing beamsplitter
(PBS) before arriving at the output beamsplitter (BS). In the sample arm, the light is further
divided: One portion of the light, referred to as the copy signal, is first transmitted through the
PBS and directed towards a mirror mounted on a Mechanical Translation Stage (MTS) to adjust
its delay. Upon reflection, the signal passes through the PBS a second time and recombines with
the reference arm. A 𝜆∕4 waveplate is placed between the mirror and the PBS, which converts
the P-polarized light to S-polarization on the return path, ensuring the signal is reflected by the
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PBS during recombination. The second portion of the sample arm is reflected by a retroreflec-
tor mounted on a piezo stage, which allows for precise control of the optical delay between the
main and copy signals. All beams are then recombined at a final beamsplitter, and the outputs
are detected using two photodiodes (Thorlabs APD110C). Each signal is passed through a DC
block and two electronic low-pass filters before being digitized by an analogue-to-digital con-
verter (ADC) card, which samples at a fixed rate of 200 MS/s. The advantage of using this
setup, which includes the copy signal, is that it provides a timing reference crucial for the experi-
ment. This copy signal recombines at the PBS with no losses and reaches the output beamsplitter
through a single port. Consequently, the two exit ports of this beamsplitter will have the same
phase for the copy signal, while the sample signal will exhibit opposing phases at the output.
This phase difference means that when we perform a cross-correlation between the signals, the
sample signal will produce a dip, whereas the copy signal will result in a peak, providing a clear
and differential temporal reference for the measurement.

This setup enables us to generate and measure the 𝑔(2) peak, while maintaining control over
the temporal delays and arm lengths in the interferometer.

Dual-Comb 𝑔(2) Calculation

Calculating the 𝑔(2), there is a key difference compared to our previous approaches in Chapter 3.
Previously, we fixed the optical delay at one point, measured while scrambling the phase, and
then calculated the 𝑔(2) from that position. In contrast, our current setup involves continuous
scanning of the optical delay, where we only measure one pulse per scan position. This means
that instead of scrambling the phase at a single optical delay point, we now vary the phase from
one scan to the next. Consequently, after performing a number of scans, we can compute the
𝑔(2), as the phase becomes randomized between the same optical delay of successive scans.

Interestingly, we can exploit the noise in the Carrier-Envelope Phase (𝜑CEO) of the interfer-
ence fringes, as illustrated in Fig. 5.2, for our 𝑔(2) calculations. When we stack all the scans, we
observe that the phases for a single temporal delay point are randomized, allowing us to directly
apply Eq. (2.18) to derive the intensity correlation curve.

Additionally, we face another challenge: while noise in 𝜑𝑐𝑒𝑜 is no concern, there are many
other noise sources that will become problematic in our analysis. One such source is the un-
certainty in the repetition rate difference Δ𝑓rep between the two dual comb lasers, which dictates
the scan rate and the effective time resolution of the dual-comb system. This uncertainty can
alter the system’s response function and cause shifts in the measured signal timing. In the first
order, the width can be neglected, as it only broadens relatively by the standard deviation of
the the Δ𝑓rep noise. However, the noise in timing is considerably higher, necessitating further
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corrections. When we have high enough signals, we can use the interferograms to correct for
timing. However, the 𝑔(2) method excels in situations where the signal is buried within signifi-
cant noise. Therefore, a more sophisticated approach is required for timing correction in cases
with insufficient SNR.

A promising strategy is to employ subsampling of the scans within a sliding window, as well
as applying a condition on the maximum drift within the window. The process is as follows:
we define a window and stride size across the frames (scans), then calculate the 𝑔(2) within this
small window. Since this involves only a limited number of frames, the SNR and visibility will
initially be poor. Next, we apply a smoothing filter across the optical delay (scan axis) and fit a
Gaussian, starting with a reasonable fitting parameter estimations based on known values (laser
bandwidth, estimated timing, maximum visibility, etc.). We then evaluate the goodness of fit
and the width of the Gaussian. If the fit or width of the Gaussian exceeds an arbitrarily defined
limit, we discard this trace, as the noise drift within that frame is too high (e.g. due to significant
gradients in the repetition rate noise).

We slide this window across the entire array and calculate the 𝑔(2) from each subwindow.
There are two approaches to calculate the final 𝑔(2) curve. Either we determine the shift for each
scan using the value corresponding to the centre of the window, then readjust the frames with
this correction. Or we compute the mean of all subsampled 𝑔(2) values. Mathematically, these
methods should yield equivalent results:

𝑔(2)(𝑡) =
⟨𝐼1(𝑡)𝐼2(𝑡)⟩
⟨𝐼1(𝑡)⟩⟨𝐼2(𝑡)⟩

= 1
𝑁

∑𝑁
𝑖=1 𝐼

𝑖
1𝐼

𝑖
2

𝐼1𝐼2
. (5.5)

For simplicity, we employ the second approach.

Synchronized Dynamic-Scan Routine

The dynamic scan ability in the CANDi has huge potential to reduce acquisition time of the
measurement. So far the DCANDi been operated by locking the mean Δ𝑓rep difference to zero
with a PID controller, as has been shown in [134]. This ensures that the absolute values of Δ𝑓rep
before and after switching remain consistent. However, as previously reported, even a slight
asymmetry can cause the region of interest to drift, and its stability is primarily dependent on
the performance of the PID controller. Here we present an alternative method using an optical
reference to fully stabilize the region of interest scan, as illustrated in Fig. 5.6. This method em-
ploys an AWG to generate a square wave that modulates the pump power of one laser. However,
in this setup, the square waves are synchronized with a trigger signal derived from sampling both
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Figure 5.6: DC Dynamic Scan Routine: Process for dynamically scanning the laser in a drift-
free manner. (a) The changes inΔ𝑓rep, switching between low and high values, synchronized with
the trigger signal in (b), where it holds for a fixed dwell period. (c) The resulting interferograms
(IGMs), where the positive scan direction is shown in blue and the negative scan direction in
orange. Each scan direction and state corresponds to a specific magnification factor.

combs, as shown in Fig. 5.5. Initially, the square wave provides a positive Δ𝑓rep, scanning in the
positive direction across the region of interest. The time spent scanning in the positive direction
is fixed by the AWG. Subsequently, the square wave switches to a low voltage state, inverting
Δ𝑓rep, and scans in the negative direction. This negative scan duration is no longer predefined, as
the exact magnification factors (𝑚+ for positive Δ𝑓𝑟𝑒𝑝 and 𝑚− for negative) could differ slightly.
Therefore, the AWG is set to hold the low state until the scan reaches the optical trigger signal
again, at which point the AWG switches the square wave back to the positive state, reversing the
scan direction once more.

Thus, the AWG functions as a triggered positive pulse of fixed width (𝑇𝐻 ) with a base at
the negative value. The main advantage of this approach is that the scans in both positive and
negative directions cover the same real optical delays (𝜏𝐿, 𝜏𝐻 ) rather than the same measured
times (𝑇𝐿, 𝑇𝐻 ). The conversion from measured time to real optical time is defined as:

|𝑇𝑖| = |𝜏𝑖 ⋅ 𝑚𝑖| (5.6)
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The start of the scan region is defined by the optical trigger signal, while the end is determined
by 𝑇𝐻 = 𝑇AWG and 𝑚+. For this technique, the following relations hold:

𝑇𝐻 (𝑖) = 𝑇AWG = 𝜏𝑖 ⋅ 𝑚
+
𝑖 ,

𝑇𝐿(𝑖) = 𝜏𝑖 ⋅ 𝑚
−
𝑖 = 𝑇AWG

𝑚+
𝑖

𝑚−
𝑖
,

𝑇𝑅(𝑖) = 𝑇𝐻 + 𝑇𝐿 = 𝜏𝑖 ⋅ (𝑚−
𝑖 + 𝑚+

𝑖 ),

(5.7)

which relate the measured scan times to the optical scan times.

The key concept is that, even with asymmetric switching, the laser remains locked to its
intended region-of-interest (ROI). The laser scans in the positive direction for a fixed duration
and in the negative direction for a time corresponding to the optical (demagnified) scan time.
Although the actual times may differ for each direction, they match in terms of the physical
optical scan range.

One issue arises from the potential difference in magnification factors (𝑚+ and 𝑚−) for the
positive and negative scan directions, leading to asymmetrical scanning. Therefore, it is nec-
essary to correct for this discrepancy to ensure both scan directions are on the same time basis
when calculating the 𝑔(2) using both directions. An additional reference signal might be needed
to fully determine the magnification factors for each scan.

5.3 Application Potential & Findings

Beating due to Spectral Shape

An interesting, though not critical, finding is the emergence of oscillatory artefacts in the 𝑔(2)

curve, particularly visible as oscillations at the edges of the peak in Fig. 5.7. These artefacts
could arise from spectral beatings or non-linear phase effects.

Upon examining the spectra of the combs, we observed characteristic "cat ears"—peaks at
both ends of the spectrum. By filtering out one of these peaks, the artefacts were significantly
reduced. When both peaks were filtered, the artefacts were nearly eliminated, suggesting that
the oscillations originate from the spectral beating between these "cat ears" rather than from
non-linear phase contributions.

The oscillations are most prominent at the edges of the 𝑔(2) curve, and the beating frequency
changes due to the specific spectral interactions of the combs. In Fig. 5.7, we observe two distinct
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Figure 5.7: DC Spectral Beating Artifact: Overview of an artifact in the 𝑔(2) correlation func-
tion caused by frequency beating. (a)-(c) The spectra of comb 1 (blue) and comb 2 (orange),
shown without filtering, with a low-pass (LP) filter, and with a band-pass (BP) filter, respec-
tively. (d)-(f) The corresponding correlation curves, with decreasing beating artefacts as the
"bunny ears" are filtered out. The auto-correlations for comb 1 and comb 2 are plotted in blue
and orange, respectively, while the cross-correlation is shown in green.

peaks for each comb. For comb 1 (orange), these peaks occur at 1061.75 nm and 1081.50 nm,
while for comb 2 (blue), the peaks are at 1060.75 nm and 1082.50 nm. The spectral beating
between these peaks—particularly the interaction between the left "ear" of comb 1 and the
right "ear" of comb 2, and vice versa—yields a theoretical beating wavelength of approximately
54.5 µm. The observed oscillations in the unfiltered case have a period of around 0.87 µs in mag-
nified time. When converting this into physical time by dividing by the magnification factor
𝑚 = 48 × 105 and further converting to physical distance, the resulting wavelength is approxi-
mately 54.2 µm, which aligns well with the predicted beating of the "cat ears".

When filtering only one of the peaks, the artefacts are still present but exhibit reduced ampli-
tude and frequency. This reduction occurs because the remaining "cat ear" is now beating with
the central part of the spectrum, which is closer in wavelength, producing a shorter synthetic
wavelength.

The artefacts are particularly prominent near the edges of the 𝑔(2) curve. It can be explained
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by relating with the case of a pulsed laser with finite bandwidth (continuous spectrum) and
two continuous-wave (CW) lasers at different wavelengths (the "cat ears") injected into a Mach-
Zehnder interferometer, using the equations derived in Section 2.3. The CW lasers have a much
longer coherence length than the pulsed laser, causing the beatings between the CW components
to be most visible beyond the coherence length of the pulse. Furthermore, this effect broadens
the 𝑔(2) curve, as observed.

Therefore, to clean up the 𝑔(2) signal and eliminate these artefacts, it is necessary to filter out
the "cat ears" from the spectrum.

Linear & Dynamic Scan Example

In Fig. 5.8, we compare a single scan acquired over 125ms for both the linear and dynamic
scanning methods. It is evident that the signal in the linear scan is much sparser, whereas the
dynamic scanning method produces significantly more signal. The linear scan was acquired
one IGM at a time by measuring for 125 µs for each trigger. For the linear scan with Δ𝑓rep =
10Hz, the acquisition time is 50 s when collecting 500 frames to obtain the 𝑔(2)-peak shown in
Fig. 5.8(c). In contrast, for the dynamic scan, with a pulse width of 𝑇𝐻 = 100 µs, the scan rate
is approximately 10 kHz. Acquiring 500 frames to generate the 𝑔(2)-peak in Fig. 5.8 takes only
50ms.

Comparing the two curves shows that they are of equal quality and visibility, although the
dynamic scan exhibits a slightly broader 𝑔(2) peak, possibly due to a minor shift in Δ𝑓rep. Never-
theless, the acquisition for the dynamic scan is three orders of magnitude faster.

Δ𝑓𝑟𝑒𝑝 Noise Correction

Despite the numerous advantages of using a dual-comb scanned laser, there are significant draw-
backs. One of the main challenges, particularly in the high-resolution regime, is the requirement
for a small repetition rate difference, Δ𝑓rep, between the combs. The current version of the
DCANDi is not sufficiently isolated; hence, the primary source of noise affecting the repetition
rate arises from environmental influences such as temperature fluctuations or humidity. Further-
more, the RIN of the pump lasers directly translates into noise of the Δ𝑓𝑟𝑒𝑝. While the pump
lasers are generally more stable due to specific electrical filtering in their power supplies (to re-
move mains frequency noise), connecting the frequency generator required for dynamic scanning
introduces noise into the pump system. The degradation in our results caused by noise can be
visualized in Fig. 5.9(b).
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Figure 5.8: Linear and Dynamic Scan Comparison: Measured intensity (IGMs) as a function
of time for the linear scan method (a) and the dynamic scan method (b). It is evident that the
dynamic scan provides significantly more information within the same acquisition time. (c) The
𝑔(2) curve generated from 500 frames using the linear scan method, and (d) the dynamic scan
method. The linear scan required an acquisition time of 50 s, while the dynamic scan achieved
the same with only 50ms, representing a 2-3 order of magnitude reduction in acquisition time.

To mitigate these issues, we developed several noise-correction methods. One approach in-
volves positioning the trigger signal as close as possible to the measured signal. Since the mea-
sured time of arrival of the pulse is determined by the optical delay between the trigger and the
signal, multiplied by the magnification factor, any noise in Δ𝑓rep propagates through the magnifi-
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Figure 5.9: DC Laser Noise Analysis: Analysis of the dominant error and noise sources in
the system. (a) The 𝑔(2) width resulting from asymmetric dynamic scanning, which requires
correction. (b) Degradation in the visibility and width of the 𝑔(2) curve due to large Δ𝑓rep noise,
with the noise-corrected version applying timing correction. (c) Timing jitter of the IGMs as a
function of frame number. (d) MeasuredΔ𝑓rep rate difference using a frequency counter, showing
behaviour similar to the IGM’s jitter. This confirms that Δ𝑓rep rate jitter is the main contributing
factor to noise.

cation factor, leading to signal fluctuations. Additionally, we introduced a static reference signal
after the trigger to monitor Δ𝑓rep. In Fig. 5.9(c), we show the trace of the timing shifts used
to correct the jitter generated from the measured IGMs. The correlation between the measured
Δ𝑓rep (from the frequency counter of each comb) and the timing shifts is clearly illustrated in
Fig. 5.9(c).

For smaller jitter, noise correction can also be achieved without reference signals. As de-
tailed in Section 5.2.2, we developed a method to correct noise by subsampling the frames and
applying an optimization algorithm to the 𝑔(2) curve. Even with good SNR, this method limits
the achievable resolution to tens of microns—adequate for many applications, but insufficient
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for microscopy. Consequently, further efforts are necessary to improve the stability of the laser
system.

Moreover, due to the nature of our dynamic scanning routine, it is necessary to correct for
asymmetry in the tuning between both directions. This asymmetry can lead to significantly dif-
ferent magnification factors for each direction, as highlighted in Fig. 5.9(a).

Signal-to-Noise-Ratio

To reiterate, the main benefit of using 𝑔(2) correlations is their robustness against phase noise,
enabling the generation of a 𝑔(2) peak even in very low SNR scenarios. The process can also
be interpreted as a form of incoherent averaging. Here, we demonstrate the potential of our
technique applied to various SNR conditions using the dual-comb laser. We define the SNR as:

Figure 5.10: DC SNR Analysis: Demonstration of recovering the 𝑔(2) curve in extremely low
SNR scenarios. (a)-(c) The IGMs at different SNR levels. (d)-(f) The corresponding 𝑔(2) curves,
where the red lines represent the uncorrected case with timing jitter, and the purple lines show
the corrected case using the developed subsampling algorithm. Note that the width remains
consistent, while only the visibility decreases with lower SNR.

SNR =
|𝐼peak|
𝜎Noise

(5.8)
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Furthermore, we compare the 𝑔(2) peak when uncorrected and after correction with our 𝑔(2)
optimization technique, as developed and described in Section 5.2.2.

In high SNR scenarios, the interferogram is clearly visible, and we achieve high visibility, as
shown in Fig. 5.10(c). In Fig. 5.10(f), we display the corresponding 𝑔(2) peak for both corrected
and uncorrected cases. The presence of noise broadens the peak and reduces visibility. In the
case with an SNR of around 6.26, we observe a reduced visibility, but it remains distinguishable,
with a double peak arising when uncorrected. Finally, in the scenario where the signal is com-
parable to the noise and the IGM is not visible, we can still extract the 𝑔(2) peak, as shown in
Fig. 5.10(a)&(d), with a substantially smoother curve when applying the correction.

5.4 Conclusion

In this chapter, we have investigated the intricacies of dual-comb laser systems and their influence
on measuring the 𝑔(2) correlation function, focusing on both the challenges and advancements in
our methodology. The key result of our work is that utilizing a dual-comb laser system eliminates
the need for a mechanical delay line, eliminating its associated drawbacks such as vibrations, scan
speed limitations, alignment issues, and range constraints.

Compared to the state of the art, particularly established methods like time-correlated single-
photon counting (TCSPC), ideal dual-comb laser systems provide much higher resolution—on
the order of 1 mm for TCSPC systems [42] to sub-micron resolution for dual-comb lasers [139].
When compared to conventional delay-line setups with similar resolutions, our work represents
a significant leap forward by eliminating the need for a delay line and its associated limitations.

Furthermore, the analysis highlighted the critical role of the spectrum and its direct connec-
tion to 𝑔(2). Specifically, the characteristic "cat ears" in the comb spectra introduced artefacts in
the correlation curve. By employing targeted filtering techniques, we were able to significantly
reduce these artefacts, improving the accuracy and reliability of our measurements.

The comparative analysis of linear versus dynamic scanning methods underscored the clear
advantages of dynamic scanning, which dramatically reduces acquisition time—capturing data
of the same quality in milliseconds, as opposed to seconds with the linear method. This break-
through overcomes the traditional resolution-acquisition time limitations, enabling more efficient
data collection and expanding the potential for high-resolution applications across various fields.

Despite all these benefits, a significant issue arises with dual-comb lasers, particularly the
one we used: fluctuations in the repetition rate difference between the two laser combs. This
repetition rate difference effectively leads to a shift in the signal’s timing, as the difference de-
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termines when the signal will be measured, even though optically it corresponds to the same
time-of-flight (ToF) difference between the paths of the two combs (signal and reference). As
a result, this fluctuation introduces an error in the arrival time measurement, as can be seen in
Fig. 5.9(c)&(d). For example, a 1% error in the repetition rate difference (Δ𝑓rep) would lead to
a 1% error in the arrival time. For a distance of 2mm, this results in an error of 20 µm, which
scales with distance. For a target 100 cm away, the error becomes 10mm, potentially worse than
TCSPC systems. Hence we need a method that corrects for this error.

We developed a noise-correction techniques to maintain the integrity of our measurements.
By implementing a subsampling algorithm, we lowered the impact of repetition rate noise, en-
hancing the visibility of our 𝑔(2) peaks even in low signal-to-noise ratio (SNR) conditions, without
requiring any external reference or additional corrections.

While our findings underscore the robustness of the 𝑔(2) correlation technique against phase
noise and other perturbations, the time resolution even in the noise corrected case (10s of mi-
crons) remains insufficient for non-line-of-sight (NLOS) imaging and microscopy applications,
necessitating further work to improve laser stability. Although non-dynamic tunable lasers ex-
hibit better noise performance, they come with their own set of disadvantages such as smaller
range, bigger time steps and high repetition rate meaning less pulse energy for the same power
of laser. Therefore, additional investigations are essential to enhance laser stability and refine
algorithms, aiming for even higher resolution and reliability. This work paves the way for future
research and applications of dual-comb laser systems across various fields, including microscopy
and precision measurements, ultimately contributing to the advancement of optical technologies.

This work has demonstrated the potential of dual-comb lasers for 𝑔(2) measurements, provid-
ing proof of principle for their use in high-resolution applications. Although the current system
is not yet sufficient in terms of stability and noise performance for the intended applications and
remains cumbersome, with improvements and miniaturization, dual-comb lasers will provide a
compelling alternative to mechanical scanning setups, while offering a much higher-resolution
approach than conventional methods like TCSPC.
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Chapter 6.

Conclusion & Future Outlook

6.1 Conclusion

This thesis highlights the importance and advantages of intensity correlation measurements across
various imaging modalities, particularly in high-resolution microscopy and imaging through
scattering media. We have established that time-of-flight (ToF) microscopy significantly benefits
from employing 𝑔(2) techniques, which demonstrate improved phase stability compared to tradi-
tional methods. Although the resolution achievable with a single wavelength band is somewhat
limited relative to other techniques, the introduction of a dual-wavelength approach substantially
improves resolution, as validated by our Fisher information analysis. The dual-wavelength re-
sults demonstrate the ability to measure nanometric resolution, with achieved resolutions down
to 10 nm of optical path length difference. This level of resolution is comparable to that of state-
of-the-art techniques such as SLIM, QPI, and DHM, discussed in Section 3.1.

While our technique achieves resolutions comparable to established methods, significant sta-
bility challenges from environmental factors—such as temperature variations, vibrations, and
mechanical instabilities—persist. These factors can introduce inaccuracies in temporal delay
measurements, potentially resulting in large errors if not carefully managed. Although the 𝑔(2)

correlation approach enhances stability by being robust to phase fluctuations, it does not com-
pletely eliminate the effects of environmental noise. This is particularly crucial for the dual-
wavelength high-resolution method, where those inaccuracies in optical delay measurements can
easily exceed the found 10 nm resolution limit. To enhance measurement accuracy and maintain
competitive performance across various applications, continuous refinement of noise-correction
strategies is essential. Specifically, the stability of the interferometer will impact the resolu-
tion achieved with the dual-wavelength approach. Additionally, the nature of the noise distribu-
tion plays a critical role in measurement fidelity; while Gaussian noise is generally manageable,
skewed distributions or a drift can lead to significant challenges and further inaccuracies.

Furthermore, we explored the advancements made by replacing the established holographic
method of SWH) with our phase-stable 𝑔(2) method. This transition yielded significant improve-
ments in SNR and overall stability, as we no longer rely on holographic methods, which were
previously the standard approach. Furthermore we showed how this approach shines in the pres-
ence of dynamic scattering since we can exploit it in our method, that needs phase randomization.
However, the need for phase stepping introduces a trade-off in speed. Despite the resilience of
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our technique to dynamic scattering, it does face limitations when the object under observation
moves too rapidly, although potential solutions exist to address this issue.

Furthermore, the chapter on dual-comb lasers demonstrated the proof of principle for utiliz-
ing 𝑔(2). This advancement allows us to circumvent the challenges associated with mechanical
scanning methods, such as beam walk and vibrations. Our experiments with the dual-comb
laser system have shown promise for improving ranging capabilities over large scanning ranges,
which would be cumbersome with a delay line, while maintaining high resolution. However, at
present, the performance of our dual-comb system does not surpass that of mechanical scanning
methods, primarily due to increased noise levels in the timing information, despite its faster ac-
quisition times. Looking ahead, further research is needed to refine noise reduction techniques
and optimize system configurations to enhance performance.

6.2 Future Outlook

The advancements made in this work through 𝑔(2) correlations are significant and set a promising
foundation for future developments in optical technologies. These innovations not only enhance
existing methodologies but also open up new avenues for research and practical applications.

Single-Shot & High-Speed Imaging

As highlighted throughout this thesis, rapid measurements for microscopy or NLOS is of paramount
importance. In the context of microscopy, we have presented a method that combines both dual
and single wavelength techniques to enable single-shot measurements by obtaining two estima-
tions at different scales, thereby providing an absolute precise time-of-flight (ToF). Additionally,
the integration of high-speed, large pixel count cameras could further enhance the speed of these
measurements. However, this approach also introduces complexities and higher costs, indicating
a clear trade-off between speed, complexity, and affordability.

In the NLOS imaging project, our current methodology faces limitations in applications in-
volving dynamic objects due to the necessity of phase steps and the associated long measurement
times, as discussed in previous chapters. Nevertheless, there is significant potential for improve-
ment to expedite the measurements. We propose the implementation of a two phase-step method
in a two-camera setup, which could reduce the measurement time by a factor of three. Further-
more, additional strategies could be explored by utilizing probabilistic methods to extract more
information from the full measurement data, such as the development of a machine learning-
based estimator.
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Given the unique speckle patterns produced and the anticipated spatial correlations from the
spreading of the synthetic wavelength, we could develop a machine learning-based estimator
that analyses the correlations within small windows and effectively subsamples the hologram
for reconstruction. In scenarios devoid of dynamic scattering, where phase fluctuations remain
controlled and consistent across pixels, it may be feasible to investigate the actual correlation
dynamics—not just the correlation magnitude. This understanding could lead to a more nuanced
grasp of the synthetic wavelength and enhance holographic reconstructions.

Furthermore, incorporating additional parameters to refine the hologram into the reconstruc-
tion optimization may refine the reconstruction accuracy, paving the way for groundbreaking
advancements in single-shot NLOS imaging or even videography. The combination of innova-
tive techniques and advanced computational approaches holds the promise of significant progress
in these fields.

On-Chip Processing

For the simplest approach, where we only measure the decorrelation magnitude as 𝑔(2) at 𝜏 = 0,
we could significantly simplify the process by using on-chip processing. The only two values
of interest are the top and bottom terms of Eq. (2.18). If we could generate these on-chip, it
would be revolutionary. This could be achieved with an FPGA, as done for Diffuse Correlation
Spectroscopy (DCS) [142, 143], or through simple electronics utilizing a frequency mixer and
splitter, as demonstrated in Chapter 5 when not performing wide-field imaging. This would
enable faster processing since we would no longer need to transfer a vast amount of data for
computation; instead, we could transfer a 2-3 channel image and be done. Not only would this
streamline the process, making it easier and faster, but it would also reduce the computational
requirements for calculating 𝑔(2), among other metrics. Ultimately, on-chip processing could
enhance the accessibility and scalability of our methods across various scientific and industrial
applications.

Exploiting Dynamic Scattering in Medical Imaging

An unexpected finding during this research was the ability to exploit dynamic scattering pro-
cesses for phase scrambling in 𝑔(2) measurements. While dynamic scattering typically introduces
noise and instability in imaging systems, we discovered that it can effectively serve as a method
for phase randomization. This opens new avenues for enhancing robustness and simplifying
experimental setups by utilizing naturally occurring scattering events, reducing the need for ad-
ditional equipment like rotating diffusers or piezo stages. One of the most exciting applications of
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our technique is in medical imaging, particularly for imaging through dynamic scattering media
such as tissue. By refining our synthetic wavelength methods and improving their adaptability
to real-world biological conditions, we can significantly advance imaging techniques used in di-
agnostics and treatment planning. The potential applications in medical imaging are twofold.
First, in low-scattering scenarios, we could achieve cellular imaging. By using synthetic wave-
lengths slightly larger than optical waves in the multiple micron regime, we can enhance clarity
and signal-to-noise ratio (SNR), maintaining good resolution defined by Abbe’s diffraction limit.
Second, in highly diffuse regimes, we could image larger structures, such as bones, potentially re-
placing traditional X-rays. For instance, this technique could be utilized in ambulances to assess
whether a bone fracture is impacting an artery. Future research should focus on evaluating our
methods in clinical settings, assessing their performance under varying conditions, and exploring
their integration with existing medical imaging technologies.

Dual-Comb Laser Systems for NLOS

Our work with dual-comb lasers has shown significant potential, particularly in eliminating me-
chanical scanning for optical delay. We are currently collaborating with the University of Col-
orado, where they are developing a more stable version of the laser. As discussed in Chapter 4
and Chapter 3, a key limitation of ToF methods lies in the time resolution of the system; hence,
employing interferometric techniques can yield much more precise information. In NLOS sce-
narios, where distances of several meters are typically investigated, constructing a stable delay
stage becomes cumbersome, as demonstrated in [144]. Dual-comb lasers, therefore, offer sig-
nificant advantages in this context, enabling precise measurements over large ranges—an aspect
that is cumbersome with mechanical scanning—while maintaining high resolution, surpassing
traditional TCSPC methods.

To ensure robustness against phase noise, we plan to adopt a 𝑔(2) method for detection, as
outlined in Chapter 3, rather than the non-linear crystal detection used in [144]. We will employ
ToF-based methods described in Chapter 4 instead of synthetic wavelength holography, leverag-
ing our access to time-domain information.

The dynamic scanning potential of CANDi further benefits NLOS imaging, where time in-
formation is often sparse, allowing us to efficiently scan small regions of interest behind obstruc-
tions without the need for a full scan. Alternatively, we could explore other laser systems with
higher repetition rates that offer greater stability, though these systems also present challenges,
particularly with the resolution–measurement time trade-off.
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6.3 Closing Remarks

This thesis demonstrated the clear benefits of 𝑔(2)-based methods, highlighting their simplicity
and robustness against phase noise, even in challenging environments. I’ve demonstrated how
these techniques can be effectively applied to high-resolution microscopy and NLOS imaging,
and there are exciting possibilities for expanding their use across various fields. From medi-
cal imaging—where they could enable non-invasive imaging through biological tissue—to other
areas of NLOS imaging for surveillance, the versatility of 𝑔(2) opens the door for impactful ad-
vancements and innovations across various fields.
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