
 
 
 
 
 
Angelucci, Sara (2025) Multi-Plane Light Converter based on metasurface 
and Machine Learning to understand the mode sorter’s applications. PhD 
thesis 
 
https://theses.gla.ac.uk/84862/  
 
 
 
 
    

Copyright and moral rights for this work are retained by the author 

A copy can be downloaded for personal non-commercial research or study, 
without prior permission or charge 

This work cannot be reproduced or quoted extensively from without first 
obtaining permission in writing from the author 

The content must not be changed in any way or sold commercially in any 
format or medium without the formal permission of the author 

When referring to this work, full bibliographic details including the author, 
title, awarding institution and date of the thesis must be given 

 
 
 
 
 
 

Enlighten: Theses 
https://theses.gla.ac.uk/ 

research-enlighten@glasgow.ac.uk 

https://theses.gla.ac.uk/84862/
mailto:research-enlighten@glasgow.ac.uk


Multi-Plane Light Converter based
on metasurface and Machine 

Learning to understand the mode
sorter’s applications

by
Sara  Angelucci

SUBMITTED IN FULlFILMENT OF THE REQUIREMENTS FOR THE DEGREE 
OF DOCTOR OF PHILOSOPHY

James Watt School of Engineering

College of Science and Engineering

May 2024



ABSTRACT

This scientific study delves into the realm of metasurfaces, offering an exhaustive in-

vestigation into their underlying principles, practical applications, and the fabrication

methods imperative for their realisation. A focal point of this exploration is the detailed

exposition of the fabrication process for the Multi-Plane Light Convertor (MPLC) device,

supported by captured images validating the precision of each critical step. Initial results

indicate the satisfactory functioning of the MPLC, yet further analyses and optimisations

are deemed essential to unlock its full potential.

The MPLC device demonstrates versatile applications across telecommunications,

energy-related fiber sensing, medical imaging, and biological tomoholography. However,

at present, no physical devices based on metasurfaces are available that can fully imple-

ment these functions.

In parallel, a novel and robust fibre bend sensor has been developed, showcasing the

capability to precisely locate bends through inter-modal coupling. Modal decomposition

reduces sensitivity to relative phase, revealing features providing accurate information

about the shape or position of bends within the fiber. The simplicity and cost-effectiveness

of this approach offer potential applications in wearable technology, motion sensors and

aircraft wing shape sensing.

Both experiments revolve around the concept of a mode sorter. The first experiment

focuses on creating a novel device not yet available on the market, specifically the Multi-

Plane Light Converter (MPLC). The second set of experiments, on the other hand, is

centered around the practical application of the mode sorter as an instrumental compo-

nent. The combination of mode de-multiplexing with machine learning holds promise

for powerful applications, particularly in scenarios where constant variations in relative

phase can be treated as noise, such as monitoring atmospheric conditions or extracting



information from environments with dense scattering.

Practical deployment considerations include the need for retraining in cases of signif-

icant system or fiber type changes. Once fully trained, retraining intervals are typically

weeks to months under normal temperature fluctuations, necessitating further research

into extreme temperature variations encountered in applications like aviation. The use of

multi-core fibers is recommended to enhance sensitivity to multiple directions.

In summary, the study demonstrates the feasibility of utilizing machine learning for

accurate millimetric-scale curvature detection by incorporating a mode sorter into the

optical setup. While exhibiting robust performance, limitations exist in detecting bends or

movements not introducing changes in inter-modal coupling and relative phase shifts. The

consistent alignment and outcomes observed in experiments underscore the stability and

reliability of the experimental setup, instilling confidence in the algorithm’s performance.
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Chapter 1

General introduction

This section delves into the fundamental concepts underlying metasurfaces and high-

lights their potential applications. The term "metamaterial" has two derivation, one Greek

"µετa′" that means "beyond" and the other from the Latin "materia" that means "mat-

ter/material" [1]. Metasurfaces have emerged as a field of study within the realm of meta-

materials, offering unprecedented control over the behaviour of electromagnetic waves.

A material that is structured at the subwavelength scale can enable the manipulation

of wavefronts with precision, paving the way for a plethora of applications such as op-

tics, photonics, and many more [2]. Unlike phase plates, which are traditional optical

elements that control light through spatially varying phase shifts achieved by changes in

material thickness or refractive index, metasurfaces offer unprecedented control over light.

Phase plates are easier and cheaper to fabricate but are generally less versatile than meta-

surfaces. Metasurfaces manipulate light at the nanoscale using engineered meta-atoms,

making them highly versatile and capable of achieving multifunctional optical responses.

However, they require advanced fabrication techniques. This chapter will provide a general

overview of the characteristics and applications of metasurfaces, with detailed discussions

of specific projects covered in subsequent chapters of this work.

1
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Generally, the electromagnetic properties of a material are determined by its chemical

composition [3]. However, what distinguishes metasurfaces, known as the "metamaterial

paradigm," is the ability to control electromagnetic properties by altering not only the

chemical composition but also the shape and geometry of the structures that compose

them. These properties can be engineered to transmit, reflect, absorb, or deflect elec-

tromagnetic waves and are composed of two-dimensional arrays of subwavelength-sized

nanostructures [4].

In 1968, a Russian physicist, V. Vaselago hypothesised for the first time the possibility

that a material could possess both permittivity and negative permeability [5]. The first

researcher to successfully create a material with negative permeability was J. Pendry [6],

approximately 60 years after the concept was first proposed. However, the first true meta-

material exhibiting both negative permittivity and negative permeability was developed

by D. Smith’s research group. This pioneering metamaterial combined Pendry’s metallic

split-ring resonators with copper wire strips [7]. Considering the above, it is possible to

divide the metasurfaces into four categories based on the value of permeability and per-

mittivity. Permeability (µ) is a measure of how a material responds to a magnetic field

and indicates the degree to which a material can support the formation of a magnetic field

within itself. Permittivity (ϵ) is a measure of how a material responds to an electric field

and indicates the ability of a material to polarise in response to an electric field, affecting

the propagation of electromagnetic waves through the material. These categories will be

visually represented in Fig. 1.1.

• Double Positive (DPS) material (ϵ>0, µ>0): materials that exhibit both

permittivity and permeability greater than 0; these materials can be used in stan-

dard optical and electromagnetic applications, including lenses, waveguides, and

antennas, utilise conventional dielectric materials such as glass and water as exam-

ples [3]. Upper right quadrant of the graph (Fig. 1.1).
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• Double Negative (DNG) material (ϵ<0, µ<0): materials that, unlike the

double-positive ones, exhibit both permittivity and permeability less than 0; these

materials exhibit negative refraction, where the direction of energy flow (Poynting

vector) is opposite to the direction of wave propagation, allowing for applications

such as superlenses that can overcome the diffraction limit, cloaking devices, and

advanced optical components, with examples including metamaterials designed with

split-ring resonators and metallic wires [7]. Lower left quadrant of the graph (Fig.

1.1).

• Epsilon Negative (ENG) material (ϵ<0, µ>0): materials that have permit-

tivity less than zero and permeability greater than zero. These materials support

surface plasmon polaritons and can confine electromagnetic waves to subwavelength

dimensions, enabling applications in plasmonic devices, sensors, and enhancing the

efficiency of solar cells, with examples including metals at optical frequencies such

as silver and gold [6]. Upper left quadrant of the graph (Fig. 1.1).

• Mu Negative (MNG) material (ϵ>0, µ<0): material that are opposite to the

ENG, they have permittivity greater than zero and permeability less than zero; these

materials can support magneto-inductive waves and exhibit unique magnetic re-

sponses to electromagnetic fields, enabling applications in magnetic sensors and an-

tennas, with examples including metamaterials with magnetic inclusions [8]. Lower

right quadrant of the graph (Fig. 1.1).
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Figure 1.1: Schematic representation of the classification of metasurfaces based on the
values of permeability and permittivity. The blue lines represent air while the red lines
indicate the medium. Adapted from [9].

The figure presents a schematic representation of the division explained on a Cartesian

basis. In the four quadrants, the horizontal blue lines represent air, while the vertical red

lines represent the medium. The top-left quadrant depicts the behaviour of electromag-

netic waves when the value of epsilon is negative (ENG), the bottom-left quadrant depicts

the behaviour when both values are negative (DNG), the top-right quadrant illustrates

the behaviour when both values are positive, while the bottom-right quadrant shows the

behaviour when mu is negative.
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To further elaborate on permeability and permittivity in the field of metasurfaces, we

can consider their complex values. Complex-valued permittivity means that a material’s

response to an electric field includes both a real and an imaginary component. The real

part of permittivity (ϵ’) indicates the material’s ability to store electrical energy, while

the imaginary part (ϵ”) accounts for energy loss due to polarisation effects. This concept

was notably demonstrated by Landy et al. in their pioneering work on metamaterial

perfect absorbers in the microwave region [10]. Similarly, complex-valued permeability

implies that a material’s reaction to a magnetic field also has both a real and an imaginary

component. The real part of permeability (µ’) shows the material’s capacity to support

magnetic fields, whereas the imaginary part (µ”) represents energy dissipation due to

magnetic effects.

Understanding complex-valued permittivity and permeability is essential for compre-

hending how materials behave with varying frequencies of electromagnetic waves. These

properties are vital in designing and engineering materials for various applications, includ-

ing perfect absorbers. Recent research has focused on precisely tuning these parameters

to achieve desired electromagnetic characteristics. For instance, Ye et al. demonstrated a

metamaterial perfect absorber with frequency-independent dispersion regions of permit-

tivity and permeability, achieving ultrawideband absorption [11]. Similarly, Long et al.

theoretically deduced the critical coupling conditions for perfect absorption in thin-film

absorbers by analysing these complex-valued constitutive parameters [12]. Classifying

metamaterials as double negative, single negative, or double positive suggests that these

materials have distinct electric and magnetic responses characterised by their permittiv-

ity (ϵ) and permeability (µ). Nonetheless, often the electric field can induce magnetic

polarisation and the magnetic field can induce electric polarisation. This phenomenon

is referred to as magnetoelectric coupling. Metamaterials exhibiting these properties are

called bi-isotropic [13]. Beyond this initial classification system, metasurfaces can also
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be categorised based on their structure, functionality, and the physical phenomena they

exhibit. These classifications will be explained in the following subsections, providing a

more comprehensive overview of the world of metasurfaces.

1.1 Metasurfaces classification

As mentioned before the metasurfaces can be classified based on their structural design,

functionality, and the physical phenomena they exploit.

1.1.1 Structural

In this first group, the classification is based on the arrangement of structures within

the metasurface; the image in Fig. 1.2 supports the visualisation of how metasurfaces are

divided according to this classification.

• Periodic metasurfaces: these metasurfaces are characterised by their regularly

arranged meta-atoms in a repeating pattern, exert an influence on the interac-

tion with electromagnetic (EM) waves, resulting in predictable and tunable EM

responses; these structures have been extensively explored for various applications,

including the development of high-efficiency diffractive optical elements [14]. At

the heart of periodic metasurfaces are the meta-atoms, serving as the fundamental

building blocks. These units can be metallic or dielectric structures meticulously

designed to interact with electromagnetic waves. Their subwavelength scale enables

precise control over the wavefront, facilitating functionalities such as beam steering

and focusing. Meta-atoms exhibit geometric variability, allowing for diverse shapes

and configurations, such as split-ring resonators, nanorods, or dielectric nanopar-

ticles, tailored to specific functionalities. The periodicity of these metasurfaces is
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characterised by the regular arrangement of meta-atoms, crucial for achieving de-

sired electromagnetic responses. The spatial period, defined by the distance between

neighbouring meta-atoms, governs the interaction of the metasurface with incident

waves. In terms of electromagnetic response, periodic metasurfaces excel in wave

manipulation. Through phase control, achieved by adjusting the size, shape, and

orientation of meta-atoms, these surfaces can steer beams, focus waves, and shape

wavefronts [15]. Additionally, they allow for amplitude modulation, enabling func-

tionalities like polarisation conversion and absorptive behaviour. The periodic ar-

rangement of meta-atoms induces diffraction phenomena and interference patterns,

shaping the overall electromagnetic response [16]. These effects, coupled with the

predictable response due to periodicity, offer precise control over the electromag-

netic behaviour of the metasurface. Applications of periodic metasurfaces span

across beam steering devices, focusing and imaging systems, and polarisation con-

trol elements. Their predictable diffraction and interference effects, combined with

subwavelength control over the wavefront, make them indispensable in optics and

photonics [17] (Fig. 1.2 a).

• Aperiodic metasurfaces: represent a departure from traditional periodic meta-

surfaces, featuring irregular distributions of meta-atoms that enable intricate and

versatile manipulation of electromagnetic waves [18]. Unlike their periodic coun-

terparts, aperiodic metasurfaces lack repetitive arrangements, allowing for nuanced

control over light-matter interactions [19]. One notable advantage of aperiodic meta-

surfaces lies in their ability to scatter incident waves diffusely, a phenomenon of sig-

nificance in various applications such as disordered photonics, random lasers, and

diffuse imaging. Yoon demonstrated this diffuse scattering behaviour through the

use of disordered metasurfaces, showcasing the efficacy of aperiodic designs in disor-

dered photonics contexts [20]. Moreover, aperiodic metasurfaces inherently possess
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broadband characteristics, operating effectively across a wide frequency spectrum

without requiring precise tuning for specific resonance frequencies. This broad-

band capability renders them versatile and suitable for applications requiring broad

frequency coverage, including broadband optical devices. In contrast to periodic

structures, which often exhibit resonance behaviour limited to specific frequencies,

aperiodic designs offer extended functionality across diverse frequency bands. The

irregular spatial distribution of meta-atoms in aperiodic metasurfaces also confers

multifunctionality, enabling the realisation of diverse functionalities beyond wave

scattering. By strategically manipulating the spatial arrangement of meta-atoms,

aperiodic structures can achieve a multitude of functionalities, paving the way for

the development of innovative optical devices with enhanced performance and ca-

pabilities [21] (Fig. 1.2 b).

• Graded metasurfaces: this represent a class of engineered electromagnetic struc-

tures characterised by spatially varying properties that afford precise control over

the propagation of electromagnetic waves. Unlike their periodic and aperiodic coun-

terparts, graded metasurfaces exhibit continuous changes in their electromagnetic

parameters across their surfaces, facilitating tailored functionalities across diverse

applications. By introducing gradients in parameters such as phase, amplitude, and

polarisation, these metasurfaces enable sophisticated wavefront engineering, leading

to versatile functionalities across different frequency bands and applications. One of

the fundamental characteristics of graded metasurfaces is their continuous variation

in electromagnetic parameters, achieved through the design of meta-atoms or meta-

structures. This gradual variation permits seamless integration of functionalities

across the metasurface, allowing for smooth transitions in wavefront manipulation.

Graded metasurfaces have garnered considerable attention in various fields, includ-

ing imaging, sensing, communication, and beam shaping, owing to their unique
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capabilities. For instance, Yu et al. demonstrated the application of graded meta-

surfaces for aberration correction in imaging systems, showcasing their potential in

enhancing imaging resolution and quality [15]. Moreover, graded metasurfaces offer

avenues for novel functionalities such as anomalous refraction, metasurface lenses,

and holography. Through judicious design of spatial gradients in the metasurface

structure, researchers have attained unprecedented control over the propagation of

light, enabling the realisation of advanced optical devices and systems. The versa-

tility and precision afforded by graded metasurfaces hold promise for revolutionising

various technological domains, from optical communications to biomedical imaging.

With ongoing advancements in design methodologies and fabrication techniques,

graded metasurfaces are poised to play an increasingly significant role in shaping

the future of electromagnetic wave manipulation and optical device engineering (Fig.

1.2 c).

Figure 1.2: Schematic representation of different types of metasurfaces based on structural
classification: a) Periodic metasurface: regularly arranged structures (blue circles) in
a repeating pattern with consistent intervals. b) Aperiodic metasurface: irregular or
random arrangement of structures (red circles) without a repeating pattern. c) Graded
metasurface: structures that gradually change in size (green circles) across the surface,
creating a gradient effect.

In summary, periodic metasurfaces provide predictable and tunable electromagnetic

responses, while aperiodic metasurfaces embrace complexity and randomness, offering
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opportunities for diffuse light scattering and broadband functionalities. Graded metasur-

faces introduce spatially varying properties, enabling sophisticated wavefront engineering

across diverse frequency bands. Each type has its pros and cons: periodic metasurfaces

are easier to design but may be limited in functionality; aperiodic metasurfaces offer

design flexibility but can be challenging to control precisely; graded metasurfaces pro-

vide seamless integration of functionalities but require complex design and fabrication

processes.

For the work carried out in this thesis, the fabricated metasurface falls into the last

category as it presents different patterns (nanopillars) that have different diameters within

the metasurface (for further details on the fabrication of the device refer to chapters 3

and 4).

1.1.2 Functional

Metasurfaces can also be categorised based on their function, which includes reflective,

transmissive, or absorptive types. Their shared characteristic lies in their capacity to

manipulate the phase, amplitude, and polarisation of electromagnetic waves based on

how the electromagnetic wave interacts with the surface.

• Reflective metasurfaces: are engineered to control the reflection properties of

electromagnetic waves incident upon them. They allow for functionalities such as

beam steering, focusing, and wavefront shaping. Reflective metasurfaces find appli-

cations in various fields, including phased array antennas for beamforming, holog-

raphy for spatial light modulation, and imaging systems for aberration correction

[22].

• Transmissive metasurfaces: are designed to control the transmission proper-

ties of electromagnetic waves passing through them. They enable functionalities

such as anomalous refraction, lensing, spectral filtering, and polarisation control
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in transmitted light. Transmissive metasurfaces are used in imaging systems for

creating compact lenses, in communication systems for polarisation control, and in

spectroscopy for spectral filtering [23].

• Absorptive metasurfaces: are designed to efficiently absorb electromagnetic

waves within specific frequency ranges. They minimise reflection and transmission

by selectively absorbing certain frequencies while reflecting or transmitting others.

Absorptive metasurfaces find applications in stealth technology for reducing radar

cross-sections, in energy harvesting for capturing and converting electromagnetic

energy, in thermal management for controlling heat transfer, and in sensing for

detecting specific frequencies or wavelengths [24].

1.1.3 Physical phenomena

• Phase gradient metasurface: is an advanced optical device designed to manip-

ulate the phase of electromagnetic waves across its surface in a spatially varying

manner. This spatial modulation of the phase enables the control of wavefronts

with precision, leading to a variety of novel optical phenomena and applications.

The basic building blocks of a phase gradient metasurface are sub-wavelength-sized

elements known as meta-atoms. These meta-atoms can be fabricated from various

materials, such as metals, dielectrics, or semiconductors, and are often arranged

in a periodic or quasi-periodic fashion. Each meta-atom is designed to impart a

specific phase shift to the incident light. By carefully designing the arrangement

and properties of these meta-atoms, a continuous phase gradient can be achieved

across the metasurface. The phase modulation in phase gradient metasurfaces is

typically achieved through resonant scattering, where the dimensions and mate-

rial properties of the meta-atoms are engineered to produce a desired phase shift.
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For instance, Arbabi et al. [24] demonstrated that by using arrays of nanoanten-

nas with varying geometrical parameters, one can achieve precise control over the

phase of transmitted or reflected light. One of the primary applications of phase

gradient metasurfaces is in beam steering, where the direction of the incident light

beam is altered without mechanical movement. This is particularly useful in optical

communications and LIDAR systems. For example, Liu et al. [25] showed how a

metasurface could deflect an incident beam at a specified angle by imparting a linear

phase gradient across the surface . Another significant application is in holography,

where phase gradient metasurfaces can create complex wavefronts to reconstruct

three-dimensional images. Ni et al. demonstrated holograms with high efficiency

and resolution using metasurfaces that provided continuous phase modulation [26].

Additionally, these metasurfaces can function as ultra-thin lenses (metalenses) by fo-

cusing light through spatially varying phase delays. Aieta et al. developed a flat lens

that could focus light with high efficiency, offering a compact alternative to conven-

tional bulky lenses [27]. Designing phase gradient metasurfaces involves numerical

simulations and optimisation techniques to tailor the phase response of each meta-

atom. Electromagnetic simulation software, such as finite-difference time-domain

(FDTD) or finite element method (FEM) tools, are commonly used to model the

interaction of light with the meta-atoms. These simulations help in predicting the

phase and amplitude of the transmitted or reflected light. Moreover, advanced fab-

rication techniques, such as electron beam lithography, focused ion beam milling,

and nanoimprint lithography, are employed to create the intricate patterns required

for the meta-atoms with the desired phase responses. One of the critical challenges

in the development of phase gradient metasurfaces is maintaining high efficiency

and broad operational bandwidth. Inefficiencies can arise from material absorption,

scattering losses, and imperfect phase modulation. Researchers like Khorasaninejad
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et al. have worked on optimising the meta-atom designs and using low-loss mate-

rials to enhance the efficiency of these metasurfaces across a wide spectral range

[14]. Recent advances in the field have focused on dynamic control of phase gradi-

ents, enabling tunable and reconfigurable metasurfaces. For instance, incorporating

materials with tunable refractive indices, such as liquid crystals or phase-change

materials, allows for real-time control over the phase gradient, paving the way for

applications in adaptive optics and dynamic beam shaping.

• Huygen’s metasurfaces: is a type of engineered surface designed to control elec-

tromagnetic waves with high precision by utilising the principles of Huygens’ princi-

ple. This principle states that every point on a wavefront can be considered a source

of secondary spherical wavelets, and the secondary wavelets emanating from these

points can constructively and destructively interfere to form a new wavefront. By

carefully engineering the response of each point on the metasurface, Huygens’ meta-

surfaces can manipulate the amplitude, phase, and polarisation of electromagnetic

waves to achieve desired wavefronts. The fundamental elements of Huygens’ meta-

surfaces are sub-wavelength-sized scatterers that are arranged in a precise manner

to create the required electromagnetic response. These scatterers typically consist

of dielectric or metallic resonators that are designed to have specific electric and

magnetic dipole responses. By balancing these dipole responses, the metasurface

can achieve nearly arbitrary control over the wavefront of transmitted or reflected

light. A key feature of Huygens’ metasurfaces is their ability to achieve full 2π

phase control while maintaining high efficiency. This is typically accomplished by

designing the scatterers to exhibit both electric and magnetic dipole resonances at

the same frequency. For instance, Decker demonstrated that using dielectric scatter-

ers with high refractive indices allows for strong electric and magnetic resonances,
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enabling complete phase control with minimal losses. Their study showed that Huy-

gens’ metasurfaces could be fabricated using silicon nanoresonators, which provide

the necessary dual-resonance behaviour for efficient phase modulation [28]. One

of the notable applications of Huygens’ metasurfaces is in the design of ultra-thin

lenses, known as metalenses, which can focus light similarly to traditional lenses

but with a significantly reduced thickness. Khorasaninejad developed metalenses

using titanium dioxide (TiO2) nanofins arranged on a glass substrate, achieving

high numerical apertures and efficient focusing across visible wavelengths. These

metalenses leverage the full phase control offered by Huygens’ metasurfaces to cor-

rect aberrations and achieve diffraction-limited focusing [14]. Another important

application is in the creation of beam shaping devices, which can tailor the shape of

an optical beam for various purposes, such as improving the performance of optical

communication systems or enhancing the precision of laser machining. Arbabi et

al. designed Huygens’ metasurfaces that could convert Gaussian beams into arbi-

trary shapes, such as vortex beams with orbital angular momentum. Their work

demonstrated that these metasurfaces could achieve high conversion efficiency and

precise control over the beam profile [24]. Huygens’ metasurfaces also find appli-

cations in holography, where they can generate complex holographic images with

high resolution and efficiency. Ni et al. (2013) created metasurface holograms us-

ing arrays of plasmonic nanoantennas, which provided the necessary phase shifts

to reconstruct three-dimensional images. This approach allows for compact and

versatile holographic devices that can be integrated into various optical systems

[26]. The design and optimisation of Huygens’ metasurfaces involve sophisticated

electromagnetic simulations to predict the behaviour of individual scatterers and

their collective response. Tools like finite-difference time-domain (FDTD) and finite

element method (FEM) simulations are commonly used to model the interactions
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between light and the metasurface. These simulations help in determining the opti-

mal geometry and material properties of the scatterers to achieve the desired phase

and amplitude control. Fabrication techniques for Huygens’ metasurfaces include

electron beam lithography, which allows for the precise patterning of nanoscale fea-

tures, and atomic layer deposition, which can be used to coat the scatterers with

high-refractive-index materials. These advanced fabrication methods are crucial for

achieving the fine structural details required for effective metasurface performance.

• Plasmonic metasurfaces: are able to to manipulate electromagnetic waves at

subwavelength scales by exploiting surface plasmon resonances. These resonances

occur when free electrons in a metal oscillate in response to an incident electro-

magnetic field, leading to strong light confinement and enhancement at the metal-

dielectric interface. By carefully designing the arrangement and properties of nanos-

tructured metallic elements, plasmonic metasurfaces can achieve precise control over

the amplitude, phase, and polarisation of light. The fundamental elements of a

plasmonic metasurface are metallic nanostructures, such as nanorods, nanodisks, or

nanoantennas, which can support localised surface plasmon resonances. The reso-

nant frequency and the electromagnetic response of these nanostructures are highly

sensitive to their geometry, size, and the surrounding dielectric environment. This

sensitivity allows for the design of metasurfaces with tailored optical properties. For

instance, Yu demonstrated that by arranging V-shaped plasmonic nanoantennas in

specific patterns, they could create a metasurface capable of imposing spatially

varying phase shifts on the transmitted light, achieving beam steering and anoma-

lous reflection [23]. One of the key applications of plasmonic metasurfaces is in

the creation of ultrathin lenses, or metalenses, which use subwavelength plasmonic

elements to focus light. Aieta showed that by designing plasmonic metasurfaces
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with concentric rings of nanoantennas, they could achieve diffraction-limited focus-

ing. These metalenses offer a significant reduction in thickness compared to tradi-

tional lenses while maintaining high focusing efficiency [27]. Additionally, plasmonic

metasurfaces can be used for imaging systems that require compact and lightweight

components, making them suitable for integration into portable and wearable de-

vices. Plasmonic metasurfaces also find applications in holography, where they can

generate complex wavefronts to reconstruct three-dimensional images. Ni created

holograms using metasurfaces composed of plasmonic nanoantennas, achieving high-

resolution and high-efficiency holographic projections. The ability to encode phase

information at the nanoscale enables the creation of detailed and dynamic holo-

graphic images, which can be applied in display technologies and data storage [26].

Another important application of plasmonic metasurfaces is in the manipulation

of light polarisation. By designing asymmetrical nanostructures, such as split-ring

resonators or chiral nanoantennas, plasmonic metasurfaces can convert linearly po-

larised light into circularly polarised light or vice versa. This capability is crucial for

advanced imaging techniques and communication systems that rely on specific po-

larisation states. For example, Poulikakos demonstrated a plasmonic metasurface

that could convert incident linearly polarised light into circularly polarised light

with high efficiency, highlighting its potential for polarisation control in optical de-

vices [29]. Fabrication techniques for plasmonic metasurfaces include electron beam

lithography and focused ion beam milling, which allow for the precise patterning of

metallic nanostructures with subwavelength resolution. These techniques are crucial

for achieving the intricate designs required for effective plasmonic resonances and

the overall performance of the metasurface.
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1.2 Metasurface’s application

When discussing the various existing types of MMs, they can be divided into six main

groups by application, as represented in Fig. 1.3:

Figure 1.3: Major application of metasurfaces currently under development

Metasurfaces for stealth applications represent a cutting-edge approach in the field

of electromagnetic wave manipulation, specifically designed to reduce the radar cross-

section (RCS) of objects, rendering them less detectable by radar systems. These meta-

surfaces are engineered to manipulate electromagnetic waves to control the phase, am-

plitude, and polarisation of incident electromagnetic waves effectively cloaking an object

from detection. The primary approach to achieving stealth through metasurfaces involves

designing these structures to manipulate the surface impedance, matching it to that of free

space. This minimises reflections and scattering from the surface. By employing resonant

elements like split-ring resonators, patches, or other subwavelength scatterers arranged
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in precise patterns, metasurfaces can create destructive interference with incident radar

waves. This destructive interference significantly reduces the RCS, as shown by Cui,

who demonstrated broadband metasurface absorbers that effectively suppress radar sig-

nals [30]. One of the key mechanisms by which metasurfaces enhance stealth is through

the absorption of incident radar waves. By designing the metasurface to exhibit high

electromagnetic absorption across a wide range of frequencies, it can significantly reduce

the reflected signal. For instance, Landy demonstrated a perfect metamaterial absorber

that could achieve near-unity absorption by utilising electric and magnetic resonators

that matched the impedance of free space, thereby minimising reflection and maximising

absorption. This principle has been extended to metasurfaces, where thin layers of engi-

neered materials can absorb incident waves effectively [10]. Phase manipulation is another

critical technique for stealth metasurfaces, wherein the reflected waves are engineered to

destructively interfere, thereby cancelling out the reflected signal. For example, Cui de-

veloped a tunable metasurface absorber using graphene, which could adjust its absorption

characteristics in response to external stimuli like electrical or optical signals. This allows

the metasurface to adapt to different frequencies and polarisation states of incident radar

waves, enabling dynamic control over its stealth properties [30]. Scattering suppression is

also a vital method utilised by metasurfaces to reduce RCS. This involves designing the

surface to scatter incident waves in multiple directions rather than reflecting them back

towards the radar source. A study by Wan demonstrated a metasurface that achieved

broadband RCS reduction by using a combination of resonant and non-resonant scatter-

ers. These scatterers were arranged to create multiple scattering pathways, diffusing the

reflected signal and reducing its strength in any single direction [31]. Fabrication of meta-

surfaces for stealth applications requires advanced lithography techniques to achieve the

necessary subwavelength precision. Electron beam lithography, nanoimprint lithography,
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and photolithography are commonly used to pattern the resonant elements on the meta-

surface. These techniques allow for precise control over the size, shape, and placement

of each resonant element. Additionally, materials such as metal-dielectric composites are

often deposited using chemical vapour deposition (CVD) or physical vapour deposition

(PVD), ensuring the high fidelity and uniformity of the metasurface structures over large

areas [32]. The physics behind the functioning of metasurfaces for stealth applications is

grounded in the principles of electromagnetic wave manipulation. When designed with

the appropriate surface impedance, metasurfaces can absorb incoming radar waves rather

than reflecting them, converting the electromagnetic energy into heat or reradiating it in

non-detectable directions. This absorption is facilitated by the excitation of localised sur-

face plasmons or other resonant modes within the metasurface elements. These resonant

modes enhance the interaction between the incident waves and the metasurface, leading

to efficient energy dissipation and reduced RCS. For instance, a typical metasurface for

stealth applications might consist of a periodic array of metallic patches or split-ring res-

onators on a dielectric substrate. These elements are engineered to resonate at specific

frequencies, creating a tailored electromagnetic response that spans a wide range of in-

cident angles. Such designs can be optimised to achieve broadband stealth capabilities,

effectively reducing RCS over multiple frequency bands. Advanced metasurface designs

often incorporate reconfigurability and tunability, providing dynamic control over the

electromagnetic response. This capability is essential for adaptive stealth technologies,

where stealth properties can be modified in real-time to counter various radar systems. A

notable example of such technology is found in the work of Yu, who demonstrated a meta-

surface that could dynamically alter its phase gradient properties to steer reflected radar

waves away from the radar source, effectively reducing detectability [15]. The benefits

of using metasurfaces for stealth applications include their ability to achieve significant

RCS reduction over a broad range of frequencies and incident angles, their compatibility
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with various platforms due to their thin and lightweight nature, and the potential for in-

tegration with existing materials and structures. However, challenges remain, such as the

complexity of fabricating large-area metasurfaces with consistent performance, the need

for high-precision manufacturing techniques, and the potential for reduced effectiveness

under varying environmental conditions.

Figure 1.4: Conceptual design of a metasurface for stealth applications, composed of an
array of subwavelength resonant elements, specifically split-ring resonators, arranged in a
periodic pattern; adapted from [32].

Metasurfaces for energy harvesting have garnered significant attention due to their

ability to efficiently capture and convert various forms of ambient energy into usable elec-

trical power. These advanced materials are particularly effective in electromagnetic wave

harvesting, where they interact with radio frequency (RF) signals, microwaves [33], and

infrared radiation to optimise energy absorption and conversion [34]. In electromagnetic

wave harvesting, metasurfaces are designed to resonate with incident electromagnetic

fields. These resonant elements are typically composed of structures like split-ring res-

onators or metallic patches, which are meticulously engineered to absorb energy at specific
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frequencies. When electromagnetic waves encounter these metasurfaces, the resonant ele-

ments oscillate, capturing the energy. This energy is then converted into electrical power

through rectifying circuits [34][9]. A rectifying antenna, or rectenna, is a crucial compo-

nent in this process. It combines an antenna, which captures electromagnetic waves, with a

rectifier that converts alternating current (AC) signals into direct current (DC). This con-

version is essential because most electronic devices and storage systems require DC power.

The rectenna operates by using the antenna to receive electromagnetic waves, which are

then fed into the rectifier. The rectifier, typically comprising diodes, converts the high-

frequency AC signal into a low-frequency DC signal. This setup enables the efficient

transfer of captured energy into a usable form. For instance, Huang et al. demonstrated

an efficient rectenna system that leverages a metasurface to enhance microwave energy

harvesting, achieving significant improvements in power conversion efficiency [35]. For

solar energy harvesting, metasurfaces are designed to improve the absorption of sunlight

across a broad spectrum, thus enhancing the efficiency of photovoltaic (PV) cells. These

metasurfaces often incorporate plasmonic nanostructures that interact strongly with light,

increasing absorption. When sunlight hits the metasurface, it generates electron-hole pairs

in the photovoltaic material. These pairs are then separated and collected as electrical

current. Atwater and Polman highlighted the use of plasmonic metasurfaces integrated

with thin-film solar cells, demonstrating substantial improvements in light absorption and

photocurrent generation [36]. An example of an advanced energy harvesting metasurface

involves capturing infrared radiation and converting it into electrical energy. This meta-

surface consists of resonant metallic nanostructures designed to absorb infrared light,

converting it into heat. The heat is then transferred to a thermoelectric material, which

generates electricity. In 2018 a research group showcased a high-efficiency metasurface

capable of absorbing mid-infrared radiation and converting it to electrical power using

a thermoelectric generator, presenting a novel method to harvest energy from low-light
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environments [37].

Figure 1.5: Illustration of a metasurface designed for energy harvesting in present of an
obstacle. 1) source that transmits electromagnetic energy; 2) high path loss link, an
alternative path with high energy loss due to distance or obstacles; 3) a physical barrier
blocking the direct energy path; 4) metasurface; the red lines represent how the intelligent
metasurface is used to reflect and direct energy around the obstacle. Adapt from [38]

Regarding the holography application the metasurfaces can be used to create intri-

cate interference patterns capable of encoding multiple images or information layers. For

example, silicon nitride metasurface holograms can produce high-efficiency holograms that

display different images based on the viewing angle, as demonstrated by Zheng’s research

group [39]. Such capabilities are pivotal for applications in data storage, security features,

and advanced display technologies. In the domain of data storage, a single holographic

element engineered with metasurfaces can store substantial amounts of information. This

information can be accessed or decoded by varying the angle of illumination or observa-

tion, thereby significantly increasing data density and enhancing security. For instance,
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optical discs utilising metasurface technology can reveal different data layers depending

on the angle of incident light, leading to a multifold increase in storage capacity compared

to traditional methods.

In sensing applications, metasurfaces substantially enhance sensor performance by

improving sensitivity and specificity through nanoscale light manipulation. Particularly

in the infrared and terahertz spectral regions, metasurfaces considerably boost sensor

capabilities. By meticulously designing the resonant properties of these surfaces, sensors

achieve superior spectral selectivity and higher signal-to-noise ratios, which are critical

for applications such as security screening and non-destructive testing.

A prominent example is the use of graphene-based metasurfaces to augment terahertz

wave detection. Terahertz waves, situated between the microwave and infrared regions

of the electromagnetic spectrum, are especially beneficial for imaging and sensing appli-

cations due to their ability to penetrate numerous non-metallic materials and provide

high-resolution images. The enhancement of terahertz detection via metasurfaces is cru-

cial for developing advanced sensors with heightened detection capabilities, as explored

in 2013 [40]. These sensors are capable of detecting minute variations in material prop-

erties, which is invaluable in security applications, such as identifying concealed weapons

or explosives. For example, in an airport security context, a terahertz metasurface sensor

could swiftly and accurately identify hidden threats on passengers, thereby improving

both safety and efficiency. Additionally, in industrial applications such as quality con-

trol in manufacturing, these sensors can inspect materials for defects or inconsistencies,

ensuring higher product standards and minimising waste.

The application of metasurfaces in wireless communication has significantly en-

hanced various aspects of the technology, including antenna performance, signal propa-

gation, and system efficiency.
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These advanced structures enable the design of highly efficient, compact, and recon-

figurable antennas. Unlike traditional designs constrained by physical size and shape,

metasurfaces can create antennas with enhanced properties. They dynamically adapt

their radiation patterns, frequencies, and polarisations to suit different communication

needs. Beam steering is achieved electronically without mechanical movement, which is

particularly advantageous in mobile communication and satellite systems. In 5G net-

works, for example, metasurfaces can direct signals to users more efficiently, reducing

interference and improving bandwidth utilisation [15]. Utilising subwavelength elements,

metasurfaces allow for the miniaturisation of antennas while maintaining or even im-

proving performance. This is particularly beneficial for portable and wearable devices

where space and weight are critical considerations [41]. These structures can manipulate

electromagnetic waves in ways traditional materials cannot, such as altering the phase,

amplitude, and polarisation of waves. This capability is used to enhance signal propaga-

tion in complex environments. By imparting specific phase shifts to incoming waves, it is

possible to control the direction and focus of the outgoing waves, creating highly directive

antennas essential for high-frequency radar and communication systems [41]. Addition-

ally, metasurfaces can be engineered to act as frequency selective surfaces (FSS), allowing

certain frequencies to pass while reflecting others. This property creates filters that im-

prove signal quality and reduce noise in communication systems. An example includes

integrating an FSS into a system to block unwanted signals and prevent interference [24].

The overall efficiency of communication systems is improved by optimising signal paths

and reducing losses. Wireless power transfer systems benefit from focusing and directing

electromagnetic energy to specific locations, which is useful for powering remote sensors

and IoT devices where traditional power delivery methods are impractical [42]. The re-

configurability of these surfaces, achieved through tunable materials or integrating active
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components like varactors and diodes, allows for real-time adjustment of their electro-

magnetic properties. This adaptability is crucial for modern communication systems that

require flexibility to handle varying operational conditions and user demands [30].

Metasurfaces can be designed to support localised surface plasmon resonances (LSPR)

which occur when conduction electrons on the surface of metallic nanostructures oscillate

in response to an incident electromagnetic field; LSPR leads to strong electromagnetic

field enhancements near the surface significantly increasing the sensitivity of biosensors

This heightened sensitivity allows for the detection of low concentrations of biomolecules

through changes in the refractive index or spectral shifts of the resonance peaks [43]. By

engineering metasurfaces to support plasmonic hotspots, where the electromagnetic field

is intensely localised, surface-enhanced Raman scattering (SERS) can be enhanced. These

hotspots amplify the Raman signals of molecules adsorbed on the surface, enabling the

detection of single molecules and providing rich molecular fingerprint information crucial

for biosensing applications [39]. Metasurface-based biosensors have shown great potential

in the early detection of diseases by identifying biomarkers at very low concentrations. For

example, the detection of cancer biomarkers, pathogens, and proteins associated with neu-

rodegenerative diseases can be achieved with high sensitivity and specificity [44]. These

sensors are also employed in detecting contaminants and pathogens in environmental

samples, offering real-time monitoring capabilities that are critical for public health and

safety. The portability and high sensitivity of metasurface-based biosensors make them

suitable for point-of-care diagnostics, where rapid and accurate detection of diseases at

the patient’s location is essential. These sensors can be integrated into compact devices,

providing immediate results without the need for complex laboratory equipment [45].
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Figure 1.6: Illustration of a metasurface designed as biosensor. The pink "Y"s represent
antigens while the grey balls with red bumps represent the corona virus; image adapted
from [46].

Despite all the pros and the research suggesting that metasurfaces can be extremely

useful, it is necessary to be realistic and also identify the cons of this still-developing

technology. Metasurfaces, despite their significant potential in biosensing and other op-

tical applications, face several challenges and limitations that must be addressed to fully

realise their promise. One of the primary issues is the complexity of fabrication. Pro-

ducing metasurfaces requires advanced nanofabrication techniques such as electron beam

lithography, focused ion beam milling, and nanoimprint lithography. These processes

are intricate, costly, and time-consuming, which limits scalability and the potential for

large-scale commercialization. The high precision needed for these techniques makes mass

production difficult and expensive, presenting a significant barrier to widespread adoption.

Another challenge is the material limitations. Metasurfaces often rely on noble metals like

gold and silver due to their plasmonic properties. However, these materials are not only

expensive but also suffer from significant losses at optical frequencies, which can reduce

the efficiency and sensitivity of the devices. Alternative materials such as dielectrics can
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reduce losses but may not provide the same level of field enhancement, leading to a trade-

off between performance and practicality. The environmental stability of metasurfaces is

another concern. These structures can be sensitive to changes in environmental conditions

such as temperature, humidity, and chemical exposure. Such sensitivity can affect their

optical properties and, consequently, their performance in practical applications. Ensur-

ing long-term stability and reliability under various operating conditions is crucial for the

development of robust metasurface-based sensors. Integration with existing technologies

poses further difficulties. For metasurfaces to be useful in real-world applications, they

need to be integrated with other components and systems, such as microfluidics for lab-on-

a-chip devices or electronic circuits for signal processing. Achieving seamless integration

while maintaining performance and functionality is technically challenging and requires

innovative engineering solutions. Finally, the theoretical and computational challenges

should not be overlooked. Designing metasurfaces with desired properties involves com-

plex simulations and optimisations, which demand significant computational resources.

Accurate modelling of electromagnetic interactions at the nanoscale is critical, and small

deviations in fabrication can lead to large discrepancies between the designed and actual

performance. Thus, ongoing research in computational methods and design algorithms is

essential to enhance the predictive accuracy and efficiency of metasurface design.

Metasurfaces are a rapidly evolving field with exciting possibilities for wave manip-

ulation. The precise control of wavefronts and their properties enabled by metasurfaces

has opened up new avenues for research and applications. The design strategies and ap-

plications discussed in this introduction are just a few examples of the potential of this

technology. As researchers continue to innovate and refine metasurfaces, is possible to

expect to see even more achievements in the future. For many years, the field of optical

metasurfaces has been closely associated with plasmonic nanostructures, which, however,

pose a significant challenge due to their high absorption losses. To overcome this issue,
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this particular study has focused on designing and fabricating metasurfaces using amor-

phous silicon. This choice is motivated by the remarkable ability of amorphous silicon to

minimise absorption losses at near-infrared and visible frequencies. The primary distin-

guishing feature of these metasurfaces is their ability to mitigate absorption losses while

simultaneously ensuring precise control over light manipulation. This makes amorphous

silicon metasurfaces particularly suitable for a range of applications, including advanced

optics, optical communications, electronics, and experiments in solar energy conversion.

Furthermore, the specific design of these metasurfaces addresses the challenges associated

with high absorption losses, paving the way for new developments in key areas of optical

technology and advanced materials.

1.3 Amorphous silicon (α-Si) metasurfaces

Amorphous silicon (α-Si) metasurfaces represent a significant advancement in nanopho-

tonics due to their unique properties and versatility in manipulating light at specific

wavelengths, particularly around the telecommunications wavelength of 1550 nm. The

use of amorphous silicon, as opposed to crystalline silicon, offers several advantages,

including ease of fabrication, cost-effectiveness, and compatibility with existing silicon-

based technologies [47][48] (Fig. 1.7). α-Si is a non-crystalline form of silicon that can

be deposited at lower temperatures compared to crystalline silicon, making it suitable

for a variety of substrates, including flexible and transparent ones [49]. This flexibility in

deposition conditions allows for the creation of high-quality, large-area metasurfaces with

precise control over nanostructure dimensions and arrangements [24].

The key behaviour of amorphous silicon metasurfaces lies in their ability to manipu-

late light through subwavelength-scale features. These metasurfaces can control the phase,

amplitude, and polarisation of light waves with high precision [17]. The optical properties
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Figure 1.7: Chemical structures of α-Si and crystalline silicon. On the left side, the α-Si
structure is depicted. In this model, silicon atoms (blue circles) are randomly distributed,
reflecting the lack of long-range order. The random bonds between atoms are illustrated
by the connecting lines, showing how the atoms are bonded in a non-crystalline, disordered
fashion. On the right side, the crystalline silicon structure is shown. Here, silicon atoms
(red circles) are arranged in a regular, repeating pattern, forming a well-defined crystal
lattice. The bonds between atoms are depicted by the straight lines connecting adjacent
atoms, illustrating the regular tetrahedral bonding configuration.

of α-Si, such as its high refractive index and low absorption in the near-infrared region,

make it particularly effective for applications at 1550 nm, a critical wavelength for optical

communication systems due to its low loss in optical fibres and minimal dispersion [50].

For instance, Arbabi demonstrated that amorphous silicon metasurfaces could be engi-

neered to function as high-efficiency optical elements, such as lenses and beam deflectors,

operating efficiently at 1550 nm [24]. By designing the metasurface with nanostructures

that provide the desired phase shifts, they achieved near-diffraction-limited focusing and

high transmission efficiency, essential for integrated photonic circuits and advanced imag-

ing systems.

α-Si metasurfaces can also achieve high reflectivity and transmission control, which

are crucial for creating reflective and transmissive optical devices. For example, Javed
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designed an amorphous silicon metasurface mirror that achieved over 99% reflectivity at

1550 nm by optimising the size, shape, and arrangement of the silicon nanostructures to

constructively interfere and reflect incident light effectively [51]. Additionally, α-Si meta-

surfaces can be tailored to exhibit various optical resonances, such as Mie resonances,

which enhance light-matter interactions at specific wavelengths. This capability is partic-

ularly useful in applications like sensing, where the metasurface can be designed to enhance

the sensitivity to changes in the surrounding environment by maximising the interaction

between light and analytes at 1550 nm. As shown by Shalaev et al„ amorphous silicon

metasurfaces with carefully engineered Mie resonators demonstrated enhanced sensitivity

for detecting chemical and biological substances, leveraging the strong field confinement

and high Q-factors achievable with α-Si structures [52].

One of the significant advantages of using amorphous silicon for metasurfaces is its

compatibility with CMOS fabrication processes. This compatibility allows for the seamless

integration of metasurfaces with existing silicon photonics infrastructure, facilitating the

development of complex photonic integrated circuits [53]. Amorphous silicon can be

deposited using plasma-enhanced chemical vapour deposition (PECVD, see chapter 3.4), a

standard process in semiconductor manufacturing, ensuring scalability and reproducibility

of the metasurface designs [7].

However, there are also challenges associated with amorphous silicon metasurfaces.

The material can exhibit higher optical losses compared to crystalline silicon, particularly

in the visible spectrum, due to the presence of defects and dangling bonds [7]. Nonetheless,

these losses are significantly lower in the near-infrared region, making α-Si an excellent

candidate for applications at 1550 nm. Furthermore, ongoing research aims to improve

the material quality and reduce optical losses through advanced deposition techniques

and post-deposition treatments.

The advantages of amorphous silicon for metasurfaces include its high refractive index,
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which allows for significant phase manipulation with thin structures, its low absorption in

the near-infrared region, which makes it efficient for applications at 1550 nm, its compati-

bility with standard CMOS fabrication processes, facilitating integration with silicon pho-

tonics, its cost-effectiveness due to lower fabrication temperatures and simpler processes

compared to crystalline silicon, and its flexibility in design, allowing for deposition on var-

ious substrates, including flexible and transparent ones [53][7]. The challenges associated

with amorphous silicon metasurfaces include higher optical losses in the visible spectrum

due to defects and dangling bonds, fabrication complexity requiring high-resolution pat-

terning techniques such as electron beam lithography or nanoimprint lithography, material

stability issues over time, particularly under high-intensity illumination or harsh environ-

mental conditions, and the challenge of achieving uniform performance across large-area

metasurfaces, requiring precise control over the deposition and patterning processes [54].

Amorphous silicon metasurfaces are highly effective for manipulating light at 1550

nm due to their high refractive index, low absorption in the near-infrared region, and

compatibility with standard silicon photonics fabrication processes. They enable a wide

range of optical functionalities, including high-efficiency focusing, beam steering, and

enhanced sensing, making them invaluable for telecommunications, imaging, and sensing

applications. However, addressing challenges such as higher optical losses, fabrication

complexity, and material stability is crucial for realising the full potential of amorphous

silicon metasurfaces in practical applications [17].

Amorphous silicon metasurfaces are effective at the 1550 nm wavelength due to several

critical factors that make this wavelength particularly important for telecommunications.

The 1550 nm wavelength corresponds to the third telecommunications window, where op-

tical fibres exhibit their lowest attenuation, typically around 0.2 dB/km, allowing signals

to travel long distances with minimal loss. This wavelength also falls within the low dis-

persion region of silica optical fibres, minimising signal broadening and maintaining data
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integrity over extended distances [14]. The 1550 nm wavelength also avoids the high water

absorption peak around 1400 nm, ensuring clearer signal transmission. The combination of

these factors makes the 1550 nm wavelength ideal for high-capacity, long-distance optical

communication systems, as it supports dense wavelength-division multiplexing (DWDM),

allowing multiple channels to be transmitted simultaneously, significantly increasing the

data-carrying capacity of optical fibres [54].

1.4 Flat optics

Flat optics or metalens, an innovative branch of photonics, leverages planar surfaces

with nanostructured patterns to manipulate light in ways traditionally achieved using

curved lenses and bulky optical components. Flat optics operates by exploiting the in-

teractions between light and nanostructures on the surface. When light encounters these

structures, it experiences localised phase shifts that can be tailored by adjusting the ge-

ometry and arrangement of the nanostructures. This capability allows for precise control

over the direction and properties of light, making flat optics highly versatile. For instance,

by engineering the phase response of each element on a surface, one can create a flat lens,

also known as a metalens, capable of focusing light similarly to a traditional curved lens

but with a significantly reduced thickness and weight [15]. Flat optics also benefits from

advancements in material science, particularly the development of high-refractive-index

materials that enhance the interaction between light and the nanostructures. These ma-

terials, such as silicon, titanium dioxide, and gallium nitride, offer improved optical per-

formance and broaden the operational bandwidth of flat optical devices [47]. Traditional

optics relies on bulky and curved lenses or mirrors to focus and manipulate light. These

components are typically made from materials like glass or plastic, which are shaped

into precise curves to direct light beams. Flat optics, in contrast, utilises thin, planar
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surfaces with nanostructured patterns to achieve similar or even superior optical effects.

The key difference is that flat optics relies on engineered phase shifts at the nanoscale

rather than relying on the macroscopic curvature of optical elements [15]. In conventional

optics, light is manipulated through gradual changes in optical path length introduced

by the curvature of lenses or mirrors. These changes cause the light waves to converge

or diverge, forming focused images or directing beams. Flat optics, however, uses abrupt

phase discontinuities introduced by nanostructured surfaces (Fig. 1.8). Each nanostruc-

ture on a surface can impart a specific phase shift to the incident light, allowing for precise

control over the wavefront and enabling functions such as focusing, beam steering, and

holography [14]. Traditional optical elements are typically designed for a single function,

such as focusing or collimating light. Each function requires a separate optical compo-

nent, leading to larger and more complex optical systems. Flat optics, on the other hand,

offers unparalleled design flexibility. Flat optical surfaces can be engineered to perform

multiple optical functions simultaneously within a single, compact layer. For example, a

single surface can be designed to focus light while simultaneously correcting for chromatic

aberrations [17].
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Figure 1.8: Principle of a) current in use lens and b) flat lens based on reconfigurable
metasurface. The phase in b can be controlled by the modulation of the subwavelength
metamolecules.

One of the most significant advantages of flat optics is the potential for miniaturisa-

tion. Traditional optical systems, with their bulky lenses and mirrors, are often limited

in how compact they can be made. Flat optics, by using planar surfaces, drastically

reduces the size and weight of optical components. This is particularly beneficial for

portable and wearable devices, where space and weight are critical considerations [14].

While flat optics offers numerous advantages, it also faces challenges related to efficiency.

Conventional optics, with its well-established materials and manufacturing processes, can

achieve high efficiency with minimal losses. Flat optics, however, can suffer from scat-

tering and absorption losses at the nanoscale, which can reduce the overall efficiency of

optical components. Researchers are actively working to address these issues by optimis-

ing nanostructure designs and exploring new materials with better optical properties [55].

Flat optics offers several distinct advantages over traditional optical systems. One of the

primary benefits is the significant reduction in size and weight, which is particularly im-

portant for portable and wearable devices. The planar nature of nanostructured surfaces

allows for the integration of complex optical functions into a single, thin layer, leading to
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more compact and lightweight designs. Additionally, flat optics provides unprecedented

design flexibility. Flat optical surfaces can be engineered to perform multiple optical func-

tions simultaneously, such as focusing and beam steering, which would typically require

multiple conventional optical elements. This multifunctionality opens up new possibilities

for optical system design and integration.

Flat optics also enhances the functionality of optical devices by enabling the manip-

ulation of light in ways that are challenging or impossible with conventional optics. For

example, flat optical surfaces can achieve extreme-angle beam steering and polarisation

control, which are essential for advanced applications in imaging and telecommunications.

However, flat optics also faces several challenges. The fabrication of nanostructured

surfaces with the required nanoscale precision is complex and often costly. Advanced

nanofabrication techniques, such as electron beam lithography and nanoimprint lithogra-

phy, are required to create the intricate patterns needed for effective light manipulation.

These processes can be time-consuming and are currently more suitable for small-scale

production and research purposes.

Another significant challenge is the efficiency of flat optical components. While flat

optical surfaces offer remarkable control over light, they can suffer from efficiency losses

due to scattering and absorption. These losses can reduce the overall performance of

the optical device, particularly in applications requiring high light throughput or precise

light manipulation. Researchers are actively working to improve the efficiency of flat

optical surfaces by optimising their design and exploring new materials with better optical

properties.

Material limitations also pose a challenge for flat optics. The performance of nanos-

tructured surfaces is highly dependent on the materials used, which can have inherent

limitations in terms of bandwidth and response times. For example, some materials may

not perform well across a wide range of wavelengths or may exhibit slower response times,
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limiting their applicability in certain scenarios [14][17][23][9][47].

1.4.1 Aberration in flat optics

One of the critical aspects in evaluating the performance of optical systems is the

handling of various aberrations. These aberrations, which are imperfections that cause

light to be improperly focused, lead to a range of image distortions. Below, the specifics

of how flat optics addresses several key types of aberrations are discussed, highlighting

the advantages this technology brings to various optical applications. Spherical Aber-

ration: occurs when light rays passing through the edges of a spherical lens focus at

different points compared to those passing through the centre, resulting in a blurred im-

age. Traditional optics often require complex multi-element lens systems to correct for

spherical aberration. In contrast, flat optics can address this issue at the design stage

[14]; the image below shows how the spherical aberration looks like (Fig. 1.9):

Figure 1.9: Lens with spherical aberration. It happens when the light’s rays are focusing
at different points after passing through a spherical lens or surface. The red lines represent
the light, the black one is the optical axis while the pink is the focal point.

Comatic aberration, or coma (Fig. 1.10), causes off-axis points of light to appear
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comet-shaped in images, with tails pointing away from the optical axis. This is partic-

ularly problematic in astrophotography and other applications requiring high precision.

Traditional optics often combat coma with aspherical lens elements and intricate align-

ment. Flat optics can directly correct for coma by tailoring the phase profile of the surface

to ensure uniform focusing across the entire field of view. This eliminates the need for

multiple corrective elements and simplifies the optical design [56].

Figure 1.10: Lens with coma aberration. It happens as light rays from the edges of the
frame pass through various parts of a spherical surface, creating a series of asymmetrical
circular shapes of increasing sizes. The red lines represent the light, the black one is the
optical axis while the pink is the focal point.

Chromatic aberration is a significant challenge in optical design, arising because

different wavelengths of light are refracted by different amounts, leading to colour fringing

in images (Fig. 1.11). Traditional optics address chromatic aberration with compound

lenses made of different materials to compensate for the varying dispersion. In flat op-

tics, chromatic aberration can be corrected by engineering nanostructures that provide

wavelength-dependent phase shifts, allowing all colours to focus at the same point [57].
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Figure 1.11: Lens with chromatic aberration. Focus difference results in colour fringes.
The grey lines represent the light, the black one is the optical axis while the pink is the
focal point.

Astigmatism in optical systems occurs when light rays in different planes are fo-

cused at different points, causing images to be blurred in certain directions (Fig. 1.12).

Traditional lenses require cylindrical elements or additional corrective lenses to address

astigmatism. Flat optics can mitigate astigmatism through the precise control of phase

shifts at each point on the surface, allowing for the correction of these aberrations without

the need for additional components [58].

Figure 1.12: Lens with astigmatism. It occurs when rays that propagate in two perpen-
dicular planes have different focal points. The gray lines represent the light, the black
one is the optical axis while the pink is the focal point.
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1.4.2 Application of flat optics

The key feature of flat optics is its ability to manipulate light in ways that tradi-

tional optical elements cannot. For this reason, this technology holds the potential for

applications across various fields.

Metalenses can revolutionise the field of imaging, in particular tomography, en-

abling non-destructive inspection, particularly in endoscopy. They can replace traditional

catheters with a metalens to achieve subdiffraction-limited imaging and extended depth

of focus with negligible astigmatism [59]. In 2019, an aplanatic metalens-based spectral

tomographic imaging system was proposed, offering high transverse and longitudinal res-

olution [60]. In microscopic imaging systems, where the distance between the objective

lens and the sample is quite short, the visual field approximates a spherical wave rather

than a plane wave. Hyperbolic metalenses, designed to process plane waves, can cause sig-

nificant spherical aberration in such scenarios. However, an aplanatic metalens designed

for spherical wave incidence can focus the objective field without spherical aberration,

achieving high resolution in both transverse and longitudinal directions. Metalenses can

also detect depth information in addition to imaging objects in the focal plane. Light-field

imaging, which measures both the intensity of the scene and the direction of light rays,

has been widely used to reconstruct out-of-focus images and obtain depth information of

objects [61][62].

Metalenses can revolutionise optical communication systems by replacing tradi-

tional lenses in photonic integrated circuits (PICs), resulting in more compact designs

without compromising performance. This is particularly beneficial for data centres and

telecommunication hubs where space is limited, and efficient light management is crucial

[15]. In telecommunications, metalenses enhance signal processing and antenna systems.

They achieve high-precision light manipulation and extended bandwidth capabilities with



40 CHAPTER 1. GENERAL INTRODUCTION
minimal losses [63]. A metalens-based spectral multiplexing system proposed in 2019 of-

fers high efficiency and minimal crosstalk in optical communication channels [64]. In fibre

optic communications, traditional lenses designed for plane wave processing can degrade

signals. Hyperbolic metalenses can cause spherical aberrations, but aplanatic metalenses,

designed for spherical wavefronts, can focus optical signals without these aberrations,

achieving high data transmission rates and reduced signal loss. Metalenses also enhance

photonic circuits by detecting and processing depth information alongside the main sig-

nal. Light-field processing in telecommunications, which measures both the intensity

and direction of light waves, is widely used to optimise signal routing and manage data

traffic effectively [65][15]. Furthermore, metalenses enable advanced optical functions,

such as creating compact beam steering devices essential for LiDAR systems and other

applications requiring dynamic light direction control. Their unique properties also al-

low for novel optical components like non-reciprocal devices and enhanced optical filters,

expanding the capabilities of telecommunication networks [25].

Flat optics can revolutionise optical computing systems by replacing traditional

optical elements in photonic integrated circuits (PICs), resulting in more compact designs

without compromising performance. This is particularly beneficial for data-intensive ap-

plications where space is limited, and efficient light manipulation is crucial [66]. In op-

tical computing, flat optics enhance signal processing and computing systems by achiev-

ing high-precision light manipulation and extended bandwidth capabilities with minimal

losses [67]. For instance, flat optics can be used to design more efficient and compact op-

tical interconnects, which are essential for high-speed data transfer in computing systems

[66]. A nonlocal flat optics-based system proposed in recent research offers high efficiency

and minimal crosstalk in optical computing channels. These systems utilise the principles

of nonlocality to achieve better control over light propagation and interaction, leading

to improved performance in optical computing applications [66]. In optical computing,
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traditional lenses designed for plane wave processing can degrade signals due to aber-

rations. Flat optics, especially those designed for spherical wavefronts, can focus optical

signals without these aberrations, achieving high data transmission rates and reduced sig-

nal loss. This precise light manipulation is crucial for the effective functioning of optical

computing systems [66]. Furthermore, flat optics enable advanced optical functions, such

as creating compact beam steering devices essential for dynamic light direction control in

computing applications. Their unique properties also allow for novel optical components

like non-reciprocal devices and enhanced optical filters, expanding the capabilities of op-

tical computing systems [66][67]. Another important application is Augmented reality

and virtual reality where this technology can replace traditional optical components in

headsets, leading to more compact and efficient designs without sacrificing performance.

This is particularly advantageous for wearable augmented reality (AR) and virtual reality

(VR) devices, where space and weight are critical considerations. In AR and VR, flat

optics significantly improve display systems by enabling high-precision light manipula-

tion and extended bandwidth capabilities with minimal losses. This ensures that virtual

images are rendered with high clarity and low latency, which is crucial for creating im-

mersive and responsive user experiences [68]. Traditional lenses in AR and VR headsets

can introduce aberrations that degrade image quality. Flat optics, such as metalenses,

especially those designed for spherical wavefronts, can focus optical signals without these

aberrations. This capability results in clearer and more accurate virtual images, essen-

tial for maintaining the illusion of reality in VR and the seamless integration of digital

elements in AR. Metalenses, for example, have been shown to focus RGB colours with-

out chromatic aberration, providing high-quality imaging for AR and VR applications

[69]. Furthermore, flat optics enable advanced optical functions, such as creating com-

pact beam steering devices essential for dynamic light direction control in AR and VR

headsets. These devices are crucial for tracking and responding to user movements in
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real-time. The unique properties of flat optics also allow for the development of novel

optical components like non-reciprocal devices and enhanced optical filters, expanding

the functional capabilities of AR and VR systems [69]. The implementation of flat optics

in AR and VR devices is also driven by their ability to minimise the overall weight and

bulk of headsets, making them more comfortable for extended use. This improvement

is vital for consumer acceptance and the practical usability of AR and VR technologies

in various applications, from gaming and entertainment to professional and educational

settings [68].

1.5 Fibre sensing technology

Fibre sensing technology encompasses a diverse range of techniques that leverage op-

tical fibres to measure various physical parameters.

The evolution of global communication technology has been significantly shaped by the

advancement of optical fibre technology. In the 1970s, the introduction of low-attenuation

optical fibres paved the way for high-bandwidth, long-distance communications. This

breakthrough led to a substantial increase in the production volume of optical fibres,

with global deployment reaching a rapid pace by the year 2000 [70][71].

One of the key contributions to the widespread adoption of optical fibre technology was

the discovery of photosensitive optical fibres in 1978 by Hill [72], which laid the foundation

for the optical fibre Bragg Grating (FBG). Bragg gratings, integrated into optical fibre

sensors, gained prominence due to their versatility in sensing applications across various

industries, including aeronautics, aerospace, civil engineering, and biomedical monitoring

[73].

Optical fibres, beyond their role in communication channels, serve as versatile sensing

solutions for diverse applications. They leverage various optical parameters of guided
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light, such as intensity, phase, polarisation, and wavelength, allowing the measurement

of several parameters by detecting changes in light properties within the fibre[28]. These

fibres exhibit electromagnetic passivity, making them suitable for environments with high

electric fields and explosion risks. Additionally, their resistance to most chemical and

biological agents, small size, and lightweight nature contribute to their suitability for

challenging environments [73].

The low optical attenuation of optical fibres facilitates long-distance propagation, mak-

ing them ideal for multiplexed measurements. Large arrays of distributed sensors can

operate without active optoelectronic components in the measurement area, maintaining

electromagnetic passiveness and environmental resistance [74][70]. Recent attention has

turned to integrating optical fibre sensors into Wireless Sensor Networks (WSNs) for the

design of advanced hybrid-sensing systems [75].

Optical fibres, functioning as cylindrical dielectric waveguides, find applications in

sensing based on their expansion or contraction in response to strains or temperature

variations. They offer advantages such as small size, no requirement for electrical power

at remote locations, and the ability to multiplex many sensors along the fibre’s length.

Additionally, optical fibre sensors are immune to electromagnetic interference, do not

conduct electricity, and can withstand high temperatures, enabling usage in diverse envi-

ronments [73].

Figure 1.13: Diagram of the fibre optic sensing system operation, showing signal flow and
control components; adapter from [76]
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The Fig. 1.13 illustrates the fibre sensing system’s operation and explains each compo-

nent and the flow of the process. The light source, usually a laser, generates the light used

in the fibre system. This light is directed into the fibre system, which may include optical

splitters, couplers, isolators, circulators, and other necessary optical devices. The light

signal then moves to the optical processor, which may include signal amplification, fil-

tering, and coherent detection elements. This block also contains the optical-to-electrical

(O/E) converter, transforming the optical signal into an electrical signal (current and/or

voltage). Optical detectors convert the stream of photons into an electrical signal pro-

cessed by conventional electronics. Next, the electrical signal is sent to the electrical

processor for further processing, such as amplification or filtering. This block includes an

analog-to-digital (A/D) converter that converts the analog signal into a digital form for

further processing. The digitised signal undergoes digital processing, where the data can

be analyzed, interpreted, and used for various applications. A control system manages

and adjusts the operation of the light source, optical processor, and electrical processor,

ensuring the entire sensing system operates efficiently. The arrows in the diagram indi-

cate the signal flow through the system and the control pathways that maintain optimal

performance [76].

The classification of optical fibre sensors can be based on aspects like their location,

operating principle, or application. In terms of application types, these sensors can mea-

sure physical, chemical, or biomedical parameters. Considering location, sensors can be

intrinsic or extrinsic. Intrinsic sensors use the optical fibre both as the sensitive material

and to transport the optical signal, while extrinsic sensors guide the light to/from an

external sensor head. Intrinsic optical fibre sensors find applications in diverse fields, in-

cluding seismic and sonar applications, oil wells, healthcare, airplanes, and cars. Extrinsic

sensors measure parameters like vibration, rotation, displacement, velocity, acceleration,

torque, and temperature, offering resistance to noise and signal corruption [73].
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Amidst the global COVID-19 pandemic, there has been an intensified focus on personal

health and life safety. Wearable sensors have emerged as groundbreaking technology

for real-time human health monitoring, witnessing substantial development with billions

of dollars in global investments. These sensors enable users to access personal health

data without leaving their homes, contribute to healthcare cost reduction through early

prevention, and generate substantial medical data, driving advancements in the medical

and health industries [77].

Wearable devices, imposing higher demands on sensors, require superior sensing capa-

bilities and optimal wearing comfort. Currently, flexible electronic sensors dominate the

market, incorporating conductive nanomaterials and polymers for excellent mechanical

flexibility and electrical sensing performance. However, these sensors have drawbacks,

such as poor biocompatibility and susceptibility to electromagnetic interference and elec-

trical safety issues [75].

The emergence of photonic sensors, particularly optical fibre sensors (OFSs), presents

a compelling alternative. OFSs offer unique advantages like broadband, long-distance

transmission, multi-parameter measurement, corrosion resistance, and resistance to elec-

tromagnetic interference. Suited for hazardous environments, they have found applica-

tions in various domains, including factory processing, aerospace, marine vessels, bridges

and tunnels, healthcare, and the military. OFSs boast high sensitivity, fast response speed,

low production costs, reliability, flexibility, convenience, safety, reliability, and excellent

biocompatibility, making them a novel solution for wearable sensors.

OFSs technologies offer sensing solutions in challenging environments where tradi-

tional electronic sensors may fail. Various OFSs technologies have been developed to

measure mechanical, chemical, and thermal parameters for point, quasi-distributed, and

distributed sensing applications. Distributed fibre sensors, particularly Brillouin-based
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and Rayleigh-based, have gained significant attention over the last decade. Brillouin-

based fibre sensors operate based on the principle of Brillouin scattering, a phenomenon

where an incident light wave interacts with density variations or acoustic phonons within

the optical fibre, resulting in the scattering of light at a different frequency. This frequency

shift, known as the Brillouin frequency shift, is sensitive to changes in temperature and

strain along the fibre. The key characteristics of Brillouin scattering include its sensitivity

to temperature and strain, which allows for the precise measurement of these parameters

over long distances with high spatial resolution, typically in the range of centimetres

to metres [78][79].Brillouin-based sensors are particularly effective for structural health

monitoring (SHM) of large civil structures like bridges, dams, and buildings, where they

can detect changes in strain and temperature that may indicate structural integrity is-

sues. They are also used in the energy sector for monitoring pipelines and power cables,

where thermal or mechanical stresses can lead to potential failures. In geotechnical en-

gineering, Brillouin-based sensors measure strain and temperature in applications like

tunnels and embankments, providing valuable data for assessing structural stability and

safety [80][81]. Rayleigh-based fibre sensors, on the other hand, utilise Rayleigh scat-

tering, which occurs when light interacts with microscopic variations in the refractive

index of the fibre. This scattering is elastic, meaning the scattered light has the same

frequency as the incident light. Changes in the intensity of the backscattered light are an-

alyzed to detect variations in strain and temperature. Rayleigh-based sensors are known

for their high spatial resolution, often in the range of millimetres, which allows for de-

tailed monitoring of strain and temperature changes along the length of the fibre[82][83].

Rayleigh-based sensors are widely used in infrastructure monitoring, where they provide

continuous, distributed measurements of critical infrastructure such as railways, roads,
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and bridges. These sensors help in the early detection of strain and temperature anoma-

lies that could indicate potential structural issues. In security and surveillance applica-

tions, Rayleigh-based sensors are used to detect intrusions or tampering by monitoring

strain along fences or borders. Additionally, these sensors are employed in environmen-

tal monitoring to measure temperature variations in applications like monitoring glaciers

and ice sheets [84][80]. While both Brillouin-based and Rayleigh-based fibre sensors offer

significant advantages for distributed sensing applications, they differ in their sensitivity

and resolution. Brillouin-based sensors are known for their high sensitivity to strain and

temperature with moderate spatial resolution, making them suitable for applications re-

quiring precise measurements over longer distances. Rayleigh-based sensors, with their

higher spatial resolution, are ideal for applications requiring detailed mapping of strain

and temperature changes over shorter distances [84].

In parallel with these advancements, the digital revolution has witnessed the rise of

smart devices, incorporating sensor hardware and AI software for intelligent task execu-

tion. Smart sensors, ranging from voice-enabled home devices to applications in the Indus-

trial Internet of Things (IIoT), have become integral to daily life. This revolution is fueled

by the miniaturisation of sensing hardware, easy access to cloud and high-performance

computing, advancements in big data storage and analytics, and breakthroughs in ML

and AI technologies [85].

The significant breakthroughs in AI, particularly since 2012, are attributed to deep

learning, a subset of ML utilising biologically inspired neural networks. Deep neural net-

works (DNN) automatically generate features during the learning process, distinguishing

them from conventional ML algorithms. AI-powered sensors play a foundational role in

the IIoT, often referred to as the fourth industrial revolution. They are integral to indus-

trial infrastructure, enabling intelligent functions like automated asset monitoring, fault

detection, and predictive maintenance [86]. It is precisely in this last scenario that a good
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part of the doctoral path was concentrated as machine learning algorithms were used (see

chapter 2. for the theory and chapters 5 and 6 for the practical application) and deep

learning in fibre sensing which led to the publication of an article [87].

1.6 Walkthrough

In the upcoming chapters, the experiments conducted and the results obtained during

this PhD journey will be thoroughly explained.

In Chapter 2, the theoretical concepts will be presented, which are essential for a

comprehensive understanding of the research’s purpose and the primary techniques/tools

used for the proper execution of the experiments.

Chapters 3 and 4 detail all the instruments utilised for the fabrication and charac-

terisationof the device (Chapter 3), the analyses conducted in the optics laboratory after

preparing the optical setup, and the obtained results (Chapter 4).

Chapter 5 covers the experiments and results that led to the publication of a paper

regarding the bending of two different types of fibres under various conditions, analyzed

using Machine Learning (ML) algorithms.

Chapter 6 is served as a natural progression from the preceding chapter, where the

outcomes achieved with longer fibres, namely 100 m and 1 km, are delved into. Addi-

tionally, further experiments are encompassed in this chapter, which were conducted to

validate the efficacy of the algorithm introduced in Chapter 5.

Meanwhile, Chapter 7, being the concluding chapter, provides a comprehensive re-

cap of all the work undertaken, the conducted experiments, the achieved outcomes, and

potential future developments.



Chapter 2

Background theory

2.1 Introduction

The focus of this chapter is to give a general overview of the basic notions necessary

to understand the concept of this work. Concepts such as wave theory, structured light,

OAM, the functioning of the tools used and other necessary knowledge will be introduced.

2.2 One of the greatest debate in physics

One of the most famous debates in physics revolves around the question of whether

light is a wave or a particle. In the early 17th century, René Descartes proposed that light

is a wave, a theory that explained phenomena like reflection and refraction. However, Isaac

Newton challenged this view 40 years later, arguing that light is made up of particles.

Around the same time, Robert Hooke and Christian Huygens [88] provided mathematical

models supporting the wave theory.

This debate persisted until 1803, when Thomas Young’s double-slit experiment showed

that light behaves like a wave, creating an interference pattern. Interestingly, Young also

found that electrons, known to be particles, produced similar interference patterns, raising

49
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further questions about light’s nature [89].

In the 19th century, Augustin Fresnel’s experiment confirmed light’s wave behavior

by demonstrating diffraction patterns, known as Poisson’s or Arago’s dot [90]. James

Clerk Maxwell later developed equations describing light as an electromagnetic wave [91].

However, in the early 20th century, Max Planck and Albert Einstein provided evidence

supporting light’s particle nature, introducing the concept of quantized energy and the

photon [92] [93].

By 1927, the idea of wave-particle duality was introduced at the fifth Solvay Conference

by Niels Bohr. He suggested that light and electrons exhibit both wave and particle

characteristics, depending on how they are observed, resolving the longstanding debate

[94].

2.3 Snell’s law and generalised Snell’s Law

Snell’s Law is a fundamental principle in optics that describes the relationship between

the angles of incidence and refraction when a light ray passes through the boundary be-

tween two different media. This law is crucial for understanding how light behaves in

various materials [95]. Recent advancements in engineered materials, such as metasur-

faces, have necessitated a generalised version of Snell’s Law to account for additional phase

shifts introduced by these materials [96]. Classical Snell’s Law defines the behaviourof

an incident light ray at the boundary between two materials, describing both reflection

and refraction. When a high-frequency electromagnetic wave, represented as a straight

ray, hits the boundary between two mediums at an angle of incidence (α1) relative to the

normal, two phenomena occur:

• Reflection: Part of the incident energy remains in the original medium.

• Refraction (Transmission): The rest of the energy passes into the second
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medium.

The angle of reflection equals the angle of incidence. The angle of refraction (α2)

follows Snell’s Law:

η1sinα1 = η2sinα2 (2.1)

where η1 and η2 are the refractive indices of the two media. For angles of incidence

greater than the critical angle (αC), total internal reflection occurs:

αC = sin2(η2/η1) (2.2)

This results in all the incident energy being reflected, confining it within the originating

medium without propagation into the second medium.

generalised Snell’s Law applies to metasurfaces, which are artificially structured ma-

terials designed to control electromagnetic waves. Metasurfaces introduce an additional

phase shift gradient across their surface, modifying the traditional behaviourof light re-

fraction and reflection. The generalised Snell’s Law is expressed as:

η1sinα1 − η2sinα2 = (λ/2π)(dϕ/dx) (2.3)

where:λ is the wavelength of the incident light, ϕ(x) is the position-dependent phase

shift imparted by the metasurface and (dϕ/dx) is the gradient of the phase shift along

the metasurface.

The key difference between the classical and generalised Snell’s Law lies in the phase

shift gradient introduced by metasurfaces. While classical Snell’s Law only considers the

refractive indices of the two media, the generalised version incorporates an additional term

to account for the phase shift gradient imparted by the metasurface. This allows for more

precise control over the direction of the refracted light, enabling advanced applications
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such as beam steering and flat lenses. The Fig. 2.1 represent an illustration of these two

concepts:

Figure 2.1: Diagrams representing Snell’s Law and generalised Snell’s Law with a phase
shift

These diagrams demonstrate the additional control over light propagation offered by

metasurfaces, allowing for precise manipulation of the refracted rays. In the graph for

classical Snell’s Law, the incident ray strikes the interface between two media (η1 and

η2). The refracted ray follows the traditional Snell’s Law without any additional phase

shifts, and the angles of incidence (α1) and refraction (α2) are marked; in the graph for

generalised Snell’s Law with Phase Shift, the incident ray strikes the metasurface. The

metasurface introduces an additional phase gradient, altering the refraction angle (α2

with phase shift) compared to the classical scenario. The angles of incidence (α1) and the

modified refraction angle (α2 with phase shift) are marked [39][97].
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2.4 Modes of Light

Optics is a branch of physics that investigates the behaviourof light and its interactions

with matter. Within this expansive domain, one of the most intriguing aspects is the

versatility of light in adopting various spatial configurations, referred to as "modes of

light." Two prominent and distinct families of light modes are Laguerre-Polynomial (LP)

and Hermite-Gaussian (HG) modes. These modes exhibit unique characteristics, precise

mathematical descriptions, and diverse applications spanning from advanced microscopy

to quantum optics.

Laguerre-Polynomial (LP) modes, although less commonly discussed, also play a sig-

nificant role in the study of light modes. Each of these families of light modes has its

own generation mechanisms and specific applications, making them invaluable tools in

both theoretical and applied optics. In the following subparagraphs, the differences be-

tween the HG, LG, and LP modes, their generation mechanisms, and applications will be

explained in detail [98].

2.4.1 Hermite-Gaussian (HG) modes

Hermite-Gaussian (HG) beams are solutions to the paraxial wave equation and are

characterised by their linearly polarised nature and degenerate edge dislocations in their

wavefronts. These dislocations appear as dark lines positioned between mode spots with

phase shifts, giving HG beams a distinct spatial structure [99]. HG modes are renowned

for their bell-shaped intensity distribution in light, often described as a Gaussian profile.

These modes are governed by Hermite-Gaussian equations and are determined by two

integer quantum numbers, n and m, which correspond to the number of nodes along the

x and y axes, respectively [98]. For example, the mode with n=2 and m=1 is denoted as

HG(2, 1); as shown in the Fig. 2.2.
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HG modes exhibit symmetry about x and y axes and have their peak intensity at the

centre of the beam. The symmetry and node structure are determined by the Hermite

polynomials H(n) and H(m), which introduce nodes (zeros) along the x and y axes, re-

spectively; additionally, these modes exhibit rectangular symmetry along the Cartesian

axes.

Figure 2.2: Intensity distribution of HG modes from 00 (top left side) to 23 (bottom right
side); adapted from [100].

The mathematical expression for HG modes is as follows:
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HGnm(x, y, z) = 1
w(z)CnmHn

(√
2 x

w(z)

)
Hm

(√
2 y

w(z)

)
exp

(
−x2 + y2

w(z)2

)

exp (−ikz − i(m + n + 1)ζ(z))
(2.4)

where C(nm) represent a normalisation constant, H (n) and H (m) are the Hermite poly-

nomials of degree of respectively n and m, while the w(z) is the beam size [100], k, equal

to 2π
λ

is the wave number and ζ(z) is the Gouy phase shift, given by arctan z
zR

.

The phase of a Hermite-Gaussian mode includes the plane wave phase, -kz, representing

the propagation along the z-axis and the Gouy phase shift, -(m+n+1)ζ(z), representing

an additional phase shift that depends on the transverse mode indices m and n. This

phase shift accumulates as the beam propagates and is more significant near the focus

(around z=0). The phase profile can be visualized as the angle of the complex electric

field distribution; the Fig. 2.3 represent the phase profile of the HG modes:

Figure 2.3: Phase distribution of HG modes from 00 (top left side) to 23 (bottom right
side); adapted from [100] made with Labview.
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The Amplitude distribution of the Hermite-Gaussian mode is described by the product

of Hermite polynomials and a Gaussian envelope. The Gaussian envelope defines the

overall shape of the beam, while the Hermite polynomials introduce nodes (zeros) in the

intensity distribution [101].

The intensity I (nm)(x, y, z) of the beam is given by the square of the absolute value

of the electric field:

Inm(x, y, z) = |Enm(x, y, z)|2 (2.5)

for the fundamental mode, TEM00 (transverse electro-magnetic), the intensity distri-

bution is purely Gaussian:

I00(x, y, z) = |E0|2
1

w(z)2 exp(−2(x2 + y2)
w(z)2 ) (2.6)

for higher-order modes, the intensity distribution will include the Hermite polynomials,

which introduce additional structure such as nodes and lobes in the transverse plane [101].

These modes can be generated employing various optical devices, including phase

masks, cylindrical lenses, and prisms [102]. These devices facilitate the modulation of

the phase and amplitude of light in a precise manner to attain the desired HG mode

shape. Additionally, HG lasers can be engineered using specially designed laser cavities

that promote the generation of coherent HG modes [103].

2.4.2 Laguerre-Gaussian (LG) modes

Laguerre-Gaussian (LG) modes are another family of solutions to the paraxial wave

equation in optics, characterised by their doughnut-shaped intensity distribution and

helical phase structure. Unlike Hermite-Gaussian (HG) modes, which are defined by

Cartesian coordinates, LG modes are more naturally described in cylindrical coordinates.
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These modes are determined by two integers, p and q, where p represents the radial index

(number of concentric rings) and q denotes the azimuthal index, corresponding to the

number of intensity rings and the number of 2π phase windings around the beam axis,

respectively. For example, the mode with p=0 and q=1 is denoted as LG01 [98]; as shown

in the Fig. 2.4 below:

Figure 2.4: Intensity distribution of LG modes from 00 (top left side) to 23 (bottom right
side); adapted from [100].
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The mathematical expression for LG modes is as follows:

LGp,q(r, ϕ, z) =
√

2p!
π(p + |q|)!

1
w(z)

(√
2r

w(z)

)|q|

L|q|
p

(
2r2

w(z)2

)

× exp
(

− r2

w(z)2

)
exp

(
−i

(
kz + kr2

2R(z) − qϕ − (2p + |q| + 1)ζ(z)
))
(2.7)

where L|q|
p are the generalised Laguerre polynomials, w(z) is the beam radius at po-

sition z, R(z) is the radius of curvature of the beam’s wavefronts, and ζ(z) is the Gouy

phase shift z [101]; here k=2π
λ

is the wave number, with λ being the wavelength of the

light.

LG modes are characterised by their circular symmetry and their intensity distribution,

which features a central dark core surrounded by concentric rings. The phase structure of

these modes includes a helical phase term that gives rise to an orbital angular momentum.

The phase of a Laguerre-Gaussian mode includes several components: the plane wave

phase -kz, representing propagation along the z-axis, a quadratic phase term kr2

2R(z) , the

azimuthal phase term -qϕ, and the Gouy phase shift -(2p+|q|+1)ζ(z). The azimuthal

term -qϕ is responsible for the helical phase structure and the associated orbital angular

momentum of the LG modes. The Fig 2.5 represent the phase of these modes:
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Figure 2.5: Phase distribution of LG modes from 00 (top left side) to 23 (bottom right
side); adapted from [100].

The amplitude distribution of the LG mode is described by the product of a Gaussian

envelope and the generalised Laguerre polynomials. The Gaussian envelope defines the

overall shape of the beam, while the Laguerre polynomials introduce radial nodes in the

intensity distribution. The intensity I (pq)(r, ϕ, z) of the beam is given by the square of

the absolute value of the electric field as for the HG modes:

Ipq(r, ϕ, z) = |Epq(r, ϕ, z)|2 (2.8)

for the fundamental mode, LG00 the intensity distribution is purely Gaussian:
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I00(r, ϕ, z) = |E0|2
1

w(z)2 exp(− 2r2

w(z)2 ) (2.9)

For higher-order modes, the intensity distribution will include the Laguerre polynomi-

als, which introduce additional structure such as rings and azimuthal phase variations in

the transverse plane [102]. These modes can be generated using various optical devices,

including spatial light modulators, spiral phase plates, and cylindrical lenses. These de-

vices facilitate precise control over the phase and amplitude of light to achieve the desired

LG mode shape. Additionally, LG lasers can be designed with specially constructed laser

cavities to promote the generation of coherent LG modes [104].

2.4.3 Laguerre-polynomial (LP) modes

The LP modes are a fundamental component of Laguerre-Gaussian modes and are

essential for their description. These modes are described by associated Laguerre polyno-

mials, denoted as Lp
|p| where p represents an integer. These polynomials determine the

radial profile of LG modes and play a crucial role in shaping the intensity distribution of

these modes[105].

2.4.4 Key differences between LP, HG and LG modes

The major differences between these modes can be classified in 4 groups:

• Shape of Intensity Distribution: The most conspicuous dissimilarity lies in the shape

of the intensity distribution. HG modes exhibit a Gaussian bell-shaped intensity

profile, while LG modes display concentric rings of varying intensity. LP modes, rep-

resented by associated Laguerre polynomials, determine the radial intensity profile

of LG modes.

• Quantum Numbers: HG modes are described by two integer quantum numbers, n
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and m corresponding to the number of nodes along the x and y axes, respectively. LG

modes are described by two integer quantum numbers, p and q corresponding to the

number of concentric rings and the number of nodes along the z-axis, respectively.

LP modes, represented by associated Laguerre polynomials, contribute to the radial

profile of LG modes. There is an equation able to bind n, m with p and q [106]:

q = m − n (2.10)

p = min(m, n) (2.11)

• Symmetry: HG modes possess symmetry about both the x and y axes, while LG

modes exhibit annular symmetry, with no specific axis of symmetry. LP modes,

through associated Laguerre polynomials, contribute to the azimuthal symmetry of

LG modes.

• Orbital Angular Momentum (OAM): A pivotal distinction lies in the OAM associ-

ated with LG modes, quantized as p. This OAM arises from the phase spiral in LG

modes and is absent in HG modes. LP modes, represented by associated Laguerre

polynomials, contribute to the OAM and azimuthal characteristics of LG modes

[107]. The OAM mode will be explained in detail in the following paragraph.

2.4.5 Orbital angular momentum of light

Starting from the XVI century with Kepler’s studies on comets, the mechanical prop-

erties of light began to be studied. Initially it was thought that light carried linear

momentum. With the studies of Poyinting and Einstein at the beginning of the last cen-

tury, the quantum nature of light was understood with a substantial change in the method

of describing and understanding light, from ray theory to the theory of electromagnetic

waves. An important breakthrough in understanding the behaviourof the photons that
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make up light came in 1992 with Allen’s study, which, for the first time, combined the

concept of OAM with the idea of optical vortex [108]. In this work the authors recognized

that a light ray having an azimuthal phase dependence of exp(-iqϕ) can carry an orbital

angular momentum that is totally independent with respect to polarisation and can have

a value of L=qℏ. An electromagnetic wave can carry both a spin and an orbital momen-

tum, the spin angular momentum (SAM) is associated with the circular polarisation of

light, representing the intrinsic angular momentum due to the circular polarisation state.

SAM is quantized in units of ℏ (Planck’s constant divided by 2π), corresponding to right-

hand (clockwise) and left-hand (counterclockwise) circular polarisations. The wavefront

of light with SAM is typically flat or spherical without helical structures. SAM affects only

the polarisation state of the light without changing the spatial distribution of the beam

[109][110]. Orbital Angular Momentum (OAM) is associated with the helical wavefront of

a light beam and refers to the angular momentum carried by the beam due to its spatially

structured wavefront. Unlike spin angular momentum OAM can have a discrete range of

values and is proportional to the winding number of the helical wavefront. Each OAM

mode is characterised by a unique value of the topological charge, which represents the

number of twists the light does in a single wavefront; as the number of twists increases,

the speed at which the light rotates around the axis also increases. The wavefront of light

with OAM is helical, creating a corkscrew-like structure [111]. The image below (Fig.

2.6) shows a representation of SAM and OAM:
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Figure 2.6: SAM: a beam of light with circular polarisation showing the rotation of the
electric field vector; OAM: a beam of light with a helical phase front, showing the twisted
wavefront and characteristic doughnut-shaped intensity profile.

The mathematical framework of Orbital Angular Momentum (OAM) starts with the

general expression for the orbital angular momentum vector L , which is given by:

L = rxp (2.12)

where L is the orbital angular momentum vector, r is the position vector and p is

the linear momentum vector [108]. For a light beam described by a complex field E(r),

if the beam has an azimuthal phase dependence, it can be represented by a phase factor

exp(iqϕ). Here, ϕ is the azimuthal angle, and q is an integer known as the topological

charge or winding number, which is directly related to the OAM. The z-component of the

orbital angular momentum, which corresponds to the rotational symmetry around the

propagation axis, can be derived as:

Lz = −iℏ
ϑ

ϑϕ
(2.13)

When this operator acts on a mode with azimuthal dependence exp(iqϕ), it yields:

Lzexp(iqϕ) = qℏexp(iqϕ) (2.14)
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This indicates that the beam carries an OAM of qℏ per photon along the z-axis. This

quantization of OAM means that each photon in the beam possesses an orbital angular

momentum proportional to the topological charge q.

The twist in the fibre introduces an additional phase term, modifying the effective

propagation constant:

βq = β0 + q

Rtwist

(2.15)

where β0 is the propagation constant of the untwisted fibre and Rtwist is the radius of

the twist [112].

The intensity profile of an OAM mode is derived from the square of the absolute value

of the electric field. For an OAM mode, the intensity distribution typically exhibits a

doughnut-shaped profile with a central dark spot. This dark spot is due to the phase

singularity at the centre of the beam where the intensity is zero. Mathematically, the

intensity I (pq)(r, ϕ, z) of the OAM mode is given by:

Ipq(r, ϕ, z) = |Epq(r, ϕ, z)|2 (2.16)

For higher-order modes (q=0), the intensity profile becomes more complex, displaying

a series of concentric rings. The number and size of these rings depend on the topological

charge q and the radial index p. Key characteristics of the intensity profile include a

central dark spot caused by the phase singularity where the phase is undefined and the

intensity is zero, and a doughnut shape where the intensity peaks away from the centre,

forming a ring-like structure. The phase profile of an OAM modes is characterised by an

azimuthal phase term exp(iqϕ), where q is the topological charge or winding number; this

term introduces a helical phase structure to the beam, which means the phase changes

continuously around the beam’s circumference. The helical nature of the phase front
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results in the beam possessing OAM. The figure below (2.7) shows phase and intensity

profile of different OAM mode:

Figure 2.7: Representation created with LabVIEW of the phase and intensity of different
OAM modes, from -2 to +2.

The visual representation of the phase profile shows the phase distribution for OAM

modes with different topological charges; the helical nature of the phase front is evi-

dent in the twisted phase structure for non-zero q; while the intensity profile shows the

distribution for OAM modes and the doughnut-shaped is clear for non-zero q.

To better understand how the wavefront behaves during propagation, one can refer to

image 2.8, which depicts OAM 0, 1, and 2. The arrows indicate the direction of the rays,

which are perpendicular to the wavefront. In the case of OAM different from 0, there

is an azimuthal component of the Poynting vector, while for OAM ̸= 0 the vectors are

parallel [113].
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Figure 2.8: Representation of the phase and intensity of different OAM modes, from
0 to +2; the arrows indicate the direction of the rays, which are perpendicular to the
wavefront.

Optical fibres can support the propagation of OAM modes even though they are

rotationally symmetric. This is achieved through the design and fabrication of twisted

optical fibres. The twist in the fibre can introduce a helical structure to the refractive

index profile, which supports the propagation of modes with helical wavefronts. These

twisted fibres can be designed to maintain the OAM modes over long distances, enabling

applications in communication and quantum information [112].

Over the years various methods have been developed to create and analyse the OAM.

In this work two types were used, the first more classic, the SLM and explained above (see

section 2.5.1) while the latter involves the development of metasurfaces (see chapter 4 for

a complete overview). The OAM is applied in various fileds such as optical communication

where can be used to increase transmission capacity through OAM mode multiplexing,

allowing the simultaneous transmission of multiple channels of information over a single

optical fibre (the concept of multiplexing will be explain in the following section of this

chapter) [112]. In quantum information is possible to entangle the OAM modes to transmit

information securely and with high dimensionality [114]. In microscopy, OAM modes

are used to enhance the resolution and contrast of images. The helical wavefronts of

OAM modes can interact with microscopic structures in unique ways, providing advanced

imaging capabilities [115].
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2.5 Mode sorter

Mode sorters play a crucial role in optical systems as they are designed to analyse and

break down any optical field into a comprehensive set of orthogonal modes. Currently,

there is a notable gap in commercially available mode sorters capable of reliably trans-

forming HG modes into LG modes, and addressing this gap is the primary focus of the

ongoing research [64][116].

To illustrate the concept of a mode sorter, a classic and straightforward example is that

of a converging lens. In this scenario, the converging lens serves as a practical "separator"

by distributing the different components of light passing through an optical fibre across

distinct positions in the lens’s focal plane [117]. In essence, the converging lens organises

the various elements of light into specific spatial positions.

The design of a mode sorter involves a series of optical elements that manipulate the

phase and amplitude of incoming light to separate different spatial modes. One of the ad-

vanced methods for creating a mode sorter is the Multi-Plane Light Conversion (MPLC)

technique. This technique uses multiple phase masks or diffractive optical elements ar-

ranged in a sequence to achieve the desired mode sorting. This is the core of this work

and will be explained in detail in Chapter 4, but different kinds of mode sorters will be

explained in the following subsection.

2.5.1 Kind of mode sorters

There are different kinds of mode sorters, each with unique methods of operation and

application. Here are some examples to provide a general overview of how they work, can

be used, and are created.

• Converging lens: these lenses can spatially separate different components of an

optical field into distinct positions within the lens’s focal plane. Light from an



68 CHAPTER 2. BACKGROUND THEORY
optical fibre, containing multiple spatial modes, passes through the lens, which then

focuses each mode to a unique point based on its specific phase and amplitude

profile. This process enables the spatial separation of modes, providing a practical

and straightforward method for organizing optical fields [118] An example of how

these lenses work is shown in Fig.2.9.

Figure 2.9: Illustration demonstrating how a converging lens sorts different spatial modes;
each line corresponds to a different mode of light that is sorted in a different place on the
cartesian axes.

• OAM mode sorter : the mode sorter can convert the OAM modes into a set of

spatially separated spots on a detection plane, facilitating the identification and

analysis of each mode. This technique leverages the unique phase characteristics of

OAM modes to achieve high-dimensional multiplexing in optical systems [118].

Figure 2.10: Illustration demonstrating how an OAM mode sorter can sort different spatial
modes.

• Spatial light modulator (SLM): is an optoelectronic device that dynamically
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manipulates light waves by modifying the phase, amplitude, or polarisation of light

across a two-dimensional surface. It functions as a reconfigurable "mask" that shapes

and controls light in real-time (2.11).

Figure 2.11: Illustration of a liquid crystal SLM; the blue part represents the liquid crystal,
the red lines are the light beam that hit the SLM.

It is a planar optical element with controllable intensity transmittance τ(x,y), where

the transmitted light intensity (I0) is related to the incident light intensity (I1) by:

I0 = I1(x, y)τ(x, y) (2.17)

The image τ(x,y) is imparted to the transmitted light, similar to how a slide projec-

tor reads an image on a transparency. If the incident light is uniform, the transmit-

ted light intensity is proportional to τ(x,y). The basic operation of an SLM involves

applying an electric field or voltage, altering its optical properties. There are several

types of SLMs, including liquid crystal displays (LCD) and micro-electromechanical

systems (MEMS) based devices, for example the digital micromirror devices (DMD).

SLMs are valuable tools in various fields of optics and photonics, enabling the gener-

ation of complex optical wavefronts, adaptive optics correction, holographic displays,

optical trapping, and spatial light modulation for applications ranging from imaging
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and microscopy to optical communications and optical data processing. Notably,

τ(x,y) can modulate both intensity and phase, providing comprehensive control over

light fields [119].

• Fibre bragg grating (FBG): is an advanced optical device composed of a mi-

crostructure (Fig. 2.12), typically a few millimetres in length, embedded within the

core of a standard single-mode fibre. One way to create this microstructure is by

photo-inscribing the fibre using a UV laser beam in conjunction with a phase mask

to generate an interference pattern; this process induces a permanent change in the

physical properties of the silica matrix of the fibre core. The Bragg wavelength is

dictated by the periodicity of the grating’s microstructure and the refractive index

of the fibre’s core. Due to its symmetrical nature, the FBG consistently reflects

light at the Bragg wavelength, irrespective of the light’s direction of incidence.

Figure 2.12: Illustration of the microstructures comprising the FBG.

This technology effectively functions as a wavelength-specific mirror, serving as a

narrowband filter. When light containing a broad spectrum of wavelengths enters

the optical fibre, only the light within a narrow range centered around the Bragg

wavelength is reflected by the grating. The rest of the light passes through unaffected

[120]. The Bragg wavelength (λB) is mathematically defined by the equation:

λB = 2neffΛ (2.18)

when neff is the effective refractive index of the core and Λ is the grating period
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[121]. These gratings offer several advantages, including low attenuation over long

distances, immunity to electromagnetic and radiofrequency interference, compact

size, low weight, and safe operation in explosive environments due to their intrinsic

safety. Additionally, they exhibit high sensitivity and long-term reliability. However,

there are also drawbacks, such as high manufacturing costs, significant sensitivity

to temperature and strain, and a limited operational wavelength range [122].

2.6 4f system

The name "4f " refers to the two lenses placed in a back-to-back configuration, with a

focal length equal to f, hence forming a doublet.

In the 4f optical system, light from the input plane is focused by the first lens onto the

Fourier plane, where the Fourier transform of the input signal is obtained. The Fourier

plane acts as a frequency domain representation of the input signal. After the Fourier

plane, the light passes through a processing element, which can be a filter, a SLM, or

other optical components used for specific applications. The processing element modifies

the Fourier transform of the input signal according to the desired operation [123].

In the 4f system, the input image is placed at the input plane. The first lens performs a

Fourier transform on the image, transforming it from the spatial domain into the frequency

domain and projecting it onto the Fourier plane. This separates the image’s details into a

pattern of light and dark spots, categorasing them by big smooth areas (low frequencies)

and tiny sharp details (high frequencies) (Fig. 2.13) [117].
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Figure 2.13: Schematic representation of a 4f system.

At the Fourier plane, different types of filters can be applied. A low-pass filter

allows low-frequency components (big, smooth areas) to pass through while blocking

high-frequency components (tiny, sharp details), resulting in a smoothed image that re-

duces noise and fine details. Conversely, a high-pass filter allows high-frequency com-

ponents (tiny, sharp details) to pass through while blocking low-frequency components

(big, smooth areas), enhancing edges and fine details. A band-pass filter allows a specific

range of frequencies to pass through while blocking others, isolating specific features of

the image.

The second lens then performs an inverse Fourier transform on the filtered frequency

components, converting the modified frequency domain back into the spatial domain and

reassembling the sorted details into a cleaned-up version of the original image. The final

result, seen at the output plane, is a new image where unwanted details (like noise) are

removed, or certain features (like edges) are enhanced, depending on the filter used.

The 4f optical system offers several advantages. It enables the separation of spatial

and spectral information, making it useful for various imaging and spectral analysis ap-

plications. Additionally, it provides a stable and flexible platform for performing different

optical operations and transformations.
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Overall, the 4f optical system provides a versatile platform for optical processing and

manipulation of signals, making it a valuable tool in many areas of optics and photonics.

In this work all the optical set up present this system as a fundamental part.

2.7 How to approach the fabrication of a metasurface

Two primary approaches have been employed thus far in the field of metasurface

engineering: the top-down and bottom-up methods. Both of these approaches lead to the

creation of the desired metasurface but follow distinct initial procedures.

These approaches are depicted in the figure 2.14:

Figure 2.14: Schematic representation of the top-down and bottom-up ap- proaches for
the fabrication of metasurfaces.
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The top-down approach commences with "larger" materials, systematically refining

them into progressively smaller fractions, culminating in the attainment of the desired

shapes and dimensions. In contrast, the bottom-up approach takes the opposite route,

starting with individual atoms that are meticulously assembled through a series of pro-

cesses until the final product is realised. One notable distinction between the two ap-

proaches is the equipment and speed of production. Bottom-up approaches do not re-

quire highly expensive equipment and can rapidly produce nanoparticles. The top-down

approach requires advanced tools to systematically reduce larger materials into smaller,

precise structures. Electron Beam Lithography (EBL) is used for creating highly detailed

and precise nanoscale patterns. It involves a scanning electron microscope (SEM) com-

bined with a lithography system [124]. Photolithography transfers patterns from a mask

to a substrate using light exposure. It needs a photolithography mask, mask aligner, and

ultraviolet (UV) light exposure system [125]. Focused Ion Beam (FIB) Milling sculpts or

modifies surfaces at the nanoscale. It involves a FIB system that uses a focused ion beam

to ablate material from the substrate [126]. Etching processes are used for removing un-

wanted materials using dry or wet etching. The bottom-up approach relies on assembling

atoms and molecules to form complex structures. Chemical Vapor Deposition (CVD)

grows thin films from gas-phase precursors through chemical reactions. It involves a CVD

reactor chamber, gas flow control systems, and temperature control [127]. Molecular

Self-Assembly organises molecules into ordered structures using techniques like solution

deposition where molecules self-assemble on a substrate [128]. Layer-by-Layer Assembly

constructs nanostructures layer by layer, involving immersion or spray deposition equip-

ment and environmental control for the deposition process [129]. However, the top-down

approach offers meticulous control over metasurface design, rendering it particularly well-

suited for crafting intricate structures with specific optical properties. Nonetheless, it
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often necessitates the use of costly and intricate equipment, such as electron-beam lithog-

raphy. The bottom-up approach offers scalability and the ability to assemble metasurfaces

from the ground up, presenting opportunities in the fields of nanophotonics and materials

science. Meanwhile, the top-down approach excels in providing precise control over meta-

surface design for creating intricate structures with specific optical properties [130]. For

this work, since high precision and resolution and a specific arrangement of elements (pat-

tern) on the metasurface were required, the top-down electron-beam lithography method

was chosen due to its characteristic and good reproducibility, the full protocol and how

this approach was use will be explain in the next two chapters (3 and 4).

2.8 Etching’s techniques

The Reactive Ion Etching (RIE) is a technique that uses plasma, starting from gases,

to react and "eat" a certain amount of material from a substrate. This process is funda-

mental in microfabrication because it allows for precise control over etch profiles, making

it possible to create intricate patterns and structures essential for electronic devices. The

two primary etching techniques are isotropic etching and anisotropic etching (Fig. 2.15)

[131].

Figure 2.15: Comparison of two different kind of etching. a) result of the isotropic etch-
ing. b) result of anisotropic etching.In both images: 1 represent the mask, 2 functional
material.
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Isotropic etching removes material uniformly in all directions, meaning the etch rate

is the same horizontally and vertically. This technique typically uses chemical etchants

that react with the material on the substrate. Because the etching occurs equally in all

directions, isotropic etching results in rounded or undercut profiles beneath the mask,

as the material is removed laterally as well as vertically. Isotropic etching is commonly

used in situations where precise control of the sidewall profile is not critical or where

some undercutting is acceptable. An example of isotropic etching is wet chemical etching

using solutions like hydrofluoric acid (HF) for silicon [132][133]. In contrast, anisotropic

etching removes material preferentially in one direction, usually vertically. This results in

a highly directional etch with vertical sidewalls and minimal lateral etching. Anisotropic

etching is essential for applications requiring precise control of the etched feature’s shape

and dimensions. Reactive Ion Etching (RIE) and Deep Reactive Ion Etching (DRIE) are

common techniques used to achieve anisotropic etching. In these processes, ion bombard-

ment and controlled chemical reactions facilitate vertical etching while minimising lateral

etching [134]. In this work two different Inductively Coupled Plasma (ICP) reactor had

been used to obtain an anisotropic etch instead of an isotropic etch; for more details see

Chapter 3 and 4.

2.9 Lithography techniques overview

When it comes to lithography, various techniques can be employed, each suitable

for different applications. In this summary, some of the most commonly used methods

are considered: Electron Beam Lithography (EBL), Nanoimprint Lithography (NIL) and

Extreme Ultraviolet Lithography (EUV).

Electron Beam Lithography (EBL) involves the use of a focused beam of electrons

to directly write patterns onto a resist-coated surface. This technique allows for extremely
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high resolution, with feature sizes as small as sub-10 nm achievable due to the short

wavelength of electrons. EBL is especially valued in research and prototyping, where

intricate and custom patterns can be created without the need for masks. Despite its

advantages, EBL is characterised by low throughput, as patterns are written point by

point, and it incurs high costs for equipment and maintenance, making it less ideal for

large-scale production [135].

Nanoimprint Lithography (NIL)Nanoimprint Lithography (NIL) is carried out

by pressing a mould with nanoscale features into a thin resist layer on a substrate. This

resist is then cured using heat or UV light, and the mould is removed, leaving behind a

replicated pattern. NIL is noted for its high throughput and cost-effectiveness in mass

production because it can process patterns in parallel over large areas. However, the

creation of the initial mould is both complex and expensive, and any defects in the mould

can be transferred to all subsequent imprints, leading to potential high defect rates in

large-scale manufacturing [136].

Extreme Ultraviolet Lithography (EUV) uses extreme ultraviolet light with a

wavelength around 13.5 nm to produce very small features on semiconductor wafers. This

technique is crucial for manufacturing the latest generation of microchips, offering scala-

bility for high-volume semiconductor production. Nevertheless, the equipment and infras-

tructure required for EUV are extremely expensive and complex, requiring sophisticated

handling and extensive maintenance, which limits its use primarily to high-end semicon-

ductor manufacturing [135]. For this project the EBL was chosen over other lithography

techniques for several compelling reasons. Firstly, EBL equipment was already available in

our facility, making it a practical and cost-effective option compared to NIL and EUVnm

. Additionally, the complexity and high cost associated with creating the initial mould for

NIL presented a significant obstacle. Given that the project aimed to produce a physical

MPLC for the first time, there was considerable uncertainty about whether the physical
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device would match the simulation results. This uncertainty made the investment in NIL

moulds impractical, especially if design changes were required after initial tests. The flex-

ibility of EBL in allowing direct pattern writing on substrates was another critical factor.

This capability enabled easy modifications to designs and protocols based on experimen-

tal findings. If adjustments in the arrangement of structures on the metasurface were

needed, EBL could accommodate these changes quickly and efficiently without the need

to create new moulds, as would be required with NIL. Therefore, EBL was preferred for

its immediate availability, adaptability to rapid design changes, and avoidance of the high

costs and complexities associated with NIL mould fabrication. This made EBL the ideal

choice for developing a dynamic and adaptable protocol for producing a physical MPLC,

allowing for efficient adjustments based on experimental outcomes; for more detail about

the EBL see section 3.9.

2.10 Machine learning

Machine Learning (ML) is a general term used to describe a set of techniques for

interpreting data by comparing them to models of data behaviour. It is also a specific

subset of artificial intelligence (AI) that trains computers on how to learn. In recent

decades, ML has become a fundamental part of research and development practices in

various fields, including finance, engineering, biology, and medicine. In order to make

predictions or decisions "without being explicitly programmed" (Arthur Samuel, 1959),

ML algorithms build models based on sample data (training data). These algorithms can

be supervised, unsupervised, or reinforcement-based [137].

• Supervised learning: involves training a model on a labelleddataset, which means

the data includes both input variables (features) and the corresponding output

variables (labels). During the training process, the model is trained using a dataset
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where each example is paired with the correct output, and once trained, the model is

used to predict outputs for new, unseen inputs. Common algorithms in supervised

learning include linear regression, logistic regression, decision trees, support vector

machines (SVM), and neural networks. This approach is used for tasks such as

classification, where the goal is to predict a category and regression, where the goal

is to predict a continuous value.

• Unsupervised learning: involves training a model on a dataset without labelle-

dresponses. The model tries to learn the underlying structure of the data. This

process includes clustering, where the data is grouped into clusters based on sim-

ilarity, and association, where relationships or associations between different data

points are identified. Common algorithms in unsupervised learning include K-means

clustering, hierarchical clustering, principal component analysis (PCA), and associ-

ation rule learning.

• Reinforcement learning: involves training a model to make a sequence of de-

cisions by rewarding it for correct decisions and penalising it for incorrect ones.

The model learns to maximise the cumulative reward over time. The reinforcement

learning process includes an agent, which is the learner or decision-maker, interact-

ing with the environment, which is the world with which the agent interacts. The

agent takes actions, which are the set of all possible moves it can make, and receives

rewards, which are feedback from the environment based on the agent’s actions.
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Feature Supervised

learning
Unsupervised
learning

Reinforcement
learning

Data Labelled data Unlabelled data Interaction data
(states, actions,
rewards)

Goal Predict output for
new data

Find hidden
patterns or
intrinsic structure

maximise
cumulative reward

Use Cases Classification,
regression

clustering,
dimensionality
reduction

game playing,
robotics

Table 2.1: Comparison of Supervised learning, unsupervised learning, and reinforcement
learning.

2.10.1 Convolutional Neural Networks (CNNs) and support

vector machine (SVM)

For this thesis, various algorithms were employed depending on the specific experi-

ments being conducted. Initially, the data obtained in the form of images were analyse d

using Convolutional Neural Networks (CNNs). Subsequently, the data were transformed

into numerical matrices and then analysed through classification and regression algo-

rithms. In the appendices, the results of all experiments conducted with the different

algorithms are presented, while Chapters 5 and 6 specifically report the results obtained

with the Support Vector Machine (SVM) classification algorithm.

The choice to use a classification algorithm rather than a regression algorithm was

influenced by the objective of these experiments, which was to evaluate the algorithm’s

effectiveness in correctly classifying the data into their respective categories. This focus on

classification was essential for assessing the algorithm’s predictive capability in assigning

the correct class membership to the data.

These concepts will be explained in greater detail in Chapters 5 and 6, as previously

mentioned. Below, a more detailed explanation of the two primary types of algorithms
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used in the experiments, Convolutional Neural Networks (CNNs) and Support Vector

Machines (SVMs), is provided. The CNN is a class of deep learning, in particular deep

neural networks, widely used to analyse images [138]. The major difference between a

classical neural network and deep neural networks is in the complexity of the algorithm

itself. A neural network is considered "shallow" if it has at most two hidden layers in its

structure, whereas deep learning networks have multiple layers, allowing them to capture

more intricate patterns in data [139]. The basic structure of a CNN comprises several

types of layers: convolutional layers, pooling layers, and fully connected layers, each

playing a specific role in the network’s operation [140]. Convolutional layers serve as the

core building blocks of a CNN. These layers perform convolution operations on the input

data using kernels (filters) to detect various features in the images, such as edges, textures,

and patterns. The result of this process is a feature map that emphasises the presence

of specific features in different regions of the input data [141]. Pooling layers are used to

reduce the spatial dimensions (width and height) of the feature maps, which helps decrease

the computational load and the number of parameters in the network, thus making the

model more efficient. The most common type of pooling is max pooling, which selects

the maximum value from each patch of the feature map [142]. Fully connected layers,

typically placed at the end of the network, are used to perform the final classification

or regression tasks. In these layers, each neuron is connected to every neuron in the

previous layer, enabling the network to learn complex representations of the data. The

final output layer in a CNN often employs a softmax activation function for classification

tasks, providing a probability distribution over the classes [139]. To better understand

the distinction between classical neural networks and deep neural networks, consider the

Fig. 2.16:



82 CHAPTER 2. BACKGROUND THEORY

Figure 2.16: Illustration of a classical neural network with a single hidden layer on the
left and a deep neural network with multiple hidden layers on the right. As seen, the
deeper network can capture more complex patterns due to its layered structure.

SVMs, introduced by Vladimir Vapnik in 1963 [143], are robust supervised machine

learning algorithms primarily used for classification. SVMs work by identifying the hy-

perplane that best separates data points of two classes in a high-dimensional space. This

separation maximises the margin, which is the distance between the hyperplane and the

closest data points from each class, known as support vectors [144]. Typically, the dataset

is split into a training set and a test set, often in an 8:2 or 7:3 ratio. The training set

is used to train the SVM model, where data points are mapped into a high-dimensional

space, and the SVM algorithm finds the hyperplane that maximises the margin between

classes [145]. When new data points are introduced, the SVM predicts their class based

on their position relative to this hyperplane, allowing for precise classification [146]. One

of the most significant advantages of SVMs is their ability to handle non-linear separable

data through the use of kernel functions. This capability, known as the kernel trick, allows

the SVM to implicitly transform the input data into a higher-dimensional space where a

linear separation is possible, without explicitly computing the coordinates in that space.

This transformation is computationally efficient and enables the SVM to handle complex

datasets with non-linear boundaries effectively. Common kernels used in SVMs include

the linear kernel, polynomial kernel, and radial basis function (RBF) kernel [143].



Chapter 3

Fabrication method and optimisation

3.1 Introduction

This chapter aims to explain the processes and tools necessary for the clean room

manufacturing of the MPLC of interest and the parameters used for each tool while the

actual protocols will be explained in the next chapter together with the results obtained.

All images representing the diagrams of the instruments used were made using the software

Affinity Designer2 based on the instrument manuals present in the JWNC.

3.2 Softwares used to design the patterns

For this project, two separate software were used for the design and drawing of the

masks to be used. The first to have been used is L-edit; this is a microelectronic device

design and layout software specialised in the creation of electronic diagrams and the

physical arrangement of components on a substrate, it is a software that requires a specific

licence and the resulting files are in GDSII (Graphic Data System) format.

The second software used is Klayout, an open-source programme able to create a file

for reading from the EBPG. This software can convert a python script into an OASIS

83
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(Open Artwork System Interchange Standard) file format and is user friendlier compare

to other software like L-Edit. The OASIS format is preferred due to its ability to reduce

file size compared to GDSII. Once the file is created in the appropriate format, GDSII

for L-Edit and OASIS for Klayout, it will be worked in the same way: the layout is then

processed using the JWNC’s Beamer Software (a Windows terminal), which extracted

features of the patterns, can choose the best fracturing mode, the resolution, the beam

step size and generated the GPF (Grant Agreement Preparation Forms) file. Then, the

cjob, a graphical user interface, was utilised to export the lithography job by selecting

the appropriate parameters (as shown in section 3.4 Table 3.1) such as the position of

the pattern/patterns on the sample, the dose and the aperture of the beam. Finally, the

Belle for EBPG software was employed to export the file to the EBPG tool for writing

on the sample.

3.3 Device cleaning

This is a standard procedure to clean the substrate; the JGS2 Fused Silica substrate

were cleaned ultrasonically in methanol, acetone, and isopropyl alcohol (IPA) for 5 min-

utes each and were dried with nitrogen gun (N2) after their exposure to the solvent.

Additionally, the substrate was subjected to an oxygen plasma cleaning process using

a Gala Plasma Prep 5 Oxygen Barrel Asher for 3 minutes at a power of 150 W and a

pressure of 3x10−1 mTorr.

3.4 Plasma enhanced chemical vapour deposition

It is a technique in which chemical substances in the gaseous state react with each

other using plasma for the deposition of a thin film of dielectric or metallic material. To

process the sample, using this instrument, the first thing is to place it inside the high
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vacuum chamber in which the various gases of interest will flow at constant temperature

and pressure (Fig. 3.1, diagram of the PECVD delta tool).

Figure 3.1: Diagram of the PECVD tool, lateral view. A tube containing Argon is placed
centrally to the coil which is connected to an external power source; the plasma formed
from noble gas is stuck in the tube and stream downward due to the flow of Ar. The
deposition of the α-Si can now begin: the silane (SiH4) is decomposed into SiHx and H,
subsequently the hydrogenated amorphous silicon (α-Si:H) starts to grow on the sample.

The electrons in the plasma move along an electromagnetic field and accumulate,

forming a voltage bias, whose works task is to maintains the plasma and accelerates the

ions between the vertical plates. The substrate table is brought to high temperature to

help with the deposition process [147]. The entire process is made of 4 subprocesses that

require different parameters. In this thesis the the ICP SPTS Delta Deep Tool was used

to achieve the deposition of 800 nm of α-Si with the parameters shown in the following

table (Table 3.1):
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parametre Step 1 Step 2 Step 3 Step 4

APC pre-position (%) 100 25 25 20

Ar (sccm) 0 0 1500 0

Electrode spacing (mm) 20 20 20 20

Gas stab time (sec) 5 5 5 5

HF RF load power (W) 5 5 5 5

N2 (sccm) 3500 0 0 1000

NO2 (sccm) 0 2000 0 0

Pressure (mTorr) 3000 2000 1000 800

SiH2 (sccm) 0 0 300 0

Time (sec) 30 180 410 10

Table 3.1: parameters used for the α-Si deposition.

3.5 Ellipsometer

This tool can measure the thickness and dielectric properties (refractive index, n, and

extinction coefficient, k) of thin films on surfaces detecting the changes in the polarisation

state of light after it reflects from a material’s surface. Using some fitting algorithms is

possible to understand the thickness of the film (in this particular case 800 nm of α-Si)

[148]. In this work a J.A. Woollam Mark II Variable Angle Spectroscopic Ellipsometer

was used.

3.6 Preparation of the negative resist

Hydrogen Silsesquioxane (HSQ) is characterised by its silicon-based structure with

the approximate chemical formula [HSiO3/2]n. This structure comprises silicon (Si) atoms
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bonded to oxygen (O) atoms, forming a cage-like network where each silicon atom is also

bonded to a hydrogen (H) atom as shown in Fig. 3.2.

Figure 3.2: HSQ’s transformation a) before lithography and b) after lithography. With
the heat generated during the electron beam exposure in the lithography process, the
structure of the bonds within the HSQ change arrangement.

This unique configuration allows HSQ to undergo significant chemical transformations

during lithography. Before exposure to an electron beam, HSQ’s network is relatively

open, consisting of Si-H bonds which render it highly reactive and soluble. However,

upon exposure to the electron beam, these Si-H bonds cross-link to form additional Si-O

bonds, resulting in a denser and more rigid structure that becomes insoluble in developer

solutions. This transformation is critical for creating stable, high-resolution patterns that

can endure subsequent processing steps [149]. Proper handling and preparation of HSQ are

essential to maintaining its performance. Typically, HSQ is stored at low temperatures,

not exceeding 2 0C, to prevent degradation and maintain its chemical integrity. For

preparing HSQ for spin coating, it is often diluted with Methyl Isobutyl Ketone (MIBK)

to adjust its viscosity for a uniform thin film. A 2:1 (MIBK:HSQ) dilution ratio was used

in this work, in particular 70 µl of MIBK were mixed with 35 µl of HSQ to ensure proper

viscosity and film thickness. This mixture must be used immediately after removing HSQ
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from refrigeration to prevent changes in viscosity due to temperature rise. After spin

coating (2000 rpm), the substrate was baked at 90 0C for 5 minutes to further stabilise

the film and prepare it for electron beam exposure. In electron-beam lithography (EBL),

HSQ is exposed to a focused electron beam which induces cross-linking in the resist. This

exposure makes the exposed areas less soluble, setting the stage for development where

the unexposed, soluble parts are washed away, revealing a high-resolution pattern [150]. A

significant factor influencing the quality of the patterns is the delay between exposure and

development. Research suggests that delaying development, especially when the exposed

samples are stored in a vacuum, enhances both contrast and sensitivity (Jones et al.,

2018). Vacuum storage minimizes exposure to oxygen and moisture, which can otherwise

react with HSQ and degrade its performance. This controlled environment helps maintain

the chemical state of the resist, allowing for sharper and more defined patterning. The

contrast, or the difference in solubility between exposed and unexposed regions, improves

because the cross-linked network stabilises further during the delay. Similarly, sensitivity,

which refers to the resist’s response to the exposure dose, increases as the vacuum storage

preserves the reactive state of the resist, making it more responsive to the developer [151].

3.7 Polystyrene sulfonic acid (PSSA) and Triton

x100

After determining the negative resist to use, it was crucial to find a suitable devel-

opment solution. Initially, a 20 nm layer of aluminium (Al) was used, but it was not

possible to develop the sample consistently. Subsequently, Electra was used, which also

yielded poor results. Finally, polystyrene sulfonic acid (PSSA) was employed, show-

ing satisfactory results (for more details, see Chapter 4). The PSSA (Fig.3.3 a for the

chemical structure) was chosen for its role as an effective intermediate layer between the
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photoresist and the conductive layer. The selection of PSSA was driven by its high water

solubility, which allows for easy application and removal. This property is particularly

advantageous in processes requiring a clean removal without residues that could compro-

mise the quality of subsequent layers [152]. In this context, PSSA was utilised to enhance

adhesion between the photoresist and the conductive substrate while ensuring a smooth

and defect-free surface. The concentration of PSSA at 4.5% was selected to achieve an

optimal balance between viscosity and the ability to form thin, uniform films. Excessive

concentration could lead to overly thick films that are difficult to control, whereas too low

a concentration might result in insufficient coverage. To further improve the properties

of the PSSA solution, 1% of Triton X-100, a nonionic surfactant, was added (Fig. 3.3b

for the chemical structure). Triton X-100 plays a crucial role in reducing the surface

tension of the solution, enhancing wettability, and ensuring uniform distribution of PSSA

on the substrate. This helps prevent defects like drops or bubbles and ensures that PSSA

spreads evenly across the surface, contributing to the overall quality of the intermediate

layer [153].

Figure 3.3: Chemical structure of PSSA (a) and Triton x100 (b).

3.8 Electron-beam physical metal evaporation

The EBPVD (Electron Beam Physical Vapour Deposition) process involves the precise

and linear deposition of a metal onto a substrate. This is achieved by first loading the
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sample into a load-lock chamber (Fig. 3.4a) that is maintained at high vacuum. An

electron beam, generated at 9.7 kV, is then directed onto a metal target located in a

lower chamber (Fig. 3.4b) through the use of a magnetic field. The electron beam causes

the atoms from the target to vaporize, and these gaseous atoms then deposit onto the

substrate as a thin film of the anode material. The process is monitored and controlled

by measuring the evaporation rate and film thickness through the use of quartz crystal

oscillation frequency detection. In this thesis were used the Plassys MEB 550S and the

Plassys MEB 400S.

Figure 3.4: User interface of the evaporation process in the vacuum chamber.

This system comprises two main chambers and several gas circuits, including Argon,
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Nitrogen, and Oxygen. The upper chamber (a) is designed to hold the sample that rotates

continuously to ensure an even deposition of the thin film on the substrate. This chamber

also features a pressure indicator to monitor internal conditions. In the lower chamber (b),

crucibles contain various chemical compounds to be deposited, such as aluminium (Al).

These compounds are heated and melted to be vaporized and deposited onto the substrate.

When both chambers reach the same pressure (2 x 10−6 mbar) and the crucibles reach

the operational temperature, the divider between the two chambers opens, allowing the

vaporized material to transfer from the lower to the upper chamber. Pressure controls are

also present in the lower chamber to ensure process stability. The system is equipped with

a complex set of control valves, highlighted in green and red. The green valves indicate an

open flow, while the red ones block the flow, allowing precise regulation of the gas amount

entering the chambers. The gas flow is further managed by manometers (marked as "K"),

which monitor pressure at key points within the system. The pumps, depicted as red

circles, are critical for maintaining the necessary vacuum in the chambers. They remove

excess gases, creating the low-pressure environment essential for the deposition processes.

The system operation begins with preparation, where gases are introduced through control

valves and pumps work to create a vacuum in the chambers. Once optimal conditions are

achieved, the system starts the deposition process. This process is configured based on

the chosen material and method and is executed by carefully controlling the pressure and

gas flow to ensure that the deposited film is uniform and meets the desired specifications.

3.9 Electron Beam Pattern Generator

The electron beam lithography is one of the most useful tools used in the nano-

fabrication process that can create nano-pattern by transferring the desiderated pattern

onto the surface of a substrate [154]. A focused electron beam is scanned across a layer
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made by electron-sensitive material, called resist, that covers the substrate; the resist

changes its solubility properties according to the electron beam energy [155]. There

are two kinds of resist: positive and negative. After the lithography process the area

exposed (positive resist) or not exposed (negative resist) are removed by another step

called development. There are several instruments suitable for lithography on the market,

however they all have in common the main core formed by a high-voltage electron gun

to produce the free electron, a series of lenses to concentrate the electron beam, various

specific holders in terms of shape and size in which it is "loaded" the sample and a system

of pumps to form the vacuum as well as a stage capable of moving the holders on the

x and y axes. In Figure 3.5 is shown a schematic overview of the EBPG used for this

work. Regarding this stage of device production, it’s essential to determine the proper

exposure dose of the sample, expressed in µC/cm2. This is achieved through a "dose test",

where multiple identical patterns are exposed to varying doses to determine the optimal

one. If the dose is too high, the pattern will be oversized, and if it’s too low, the pattern

will be incomplete. However, the exposure does not depend exclusively on the dose but

also on the scattering of the electrons that is created inside the tool and for this reason

the sample is generally covered with a conductive layer to allow the dissipation of the

electrons, otherwise there will be a pattern distortion. The exposure time is estimated by

the product of the dose and the area of exposure divided by the electron beam current.

The electron beam tool used for this work is the Raith EBPG 5200 that operate at 100

kV with the following parameters:
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Parametre Value

Resolution (µm) 0.01

Beam step size (µm) 0.03

Fracture mode merge and step

Beam size FWHM (µm) 0.035

Dose (µC) 2000

Exposure time 2h 56min

Table 3.2: parameters used for the e-beam lithography.

Figure 3.5: Schematic of e-beam lithography tool and vector scanning.The e-beam tool
operates at high-vacuum. The electron gun generates an electron beam that is focused
and deflected by a series of coils and lenses in the column. The stage can be moved
between the chamber and loadlock. A laser interferometer system is used to measure and
control the exact position of the stage, ensuring precise alignment and stability during
the exposure process.
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3.10 Strong acids, bases and respective PPE

For the correct manufacturing of this device it was necessary to use strong bases and

acids. In particular, tetramethylammonium hydroxide (TMAH) was used for the devel-

opment of the sample and hydrofluoric acid (HF) for the final removal of α-Si residues.

For both of these chemical products it is necessary to use special PPE and be authorised

after training, given the danger of these chemical products. As regards the PPE to be

used they are:

• An additional pair of nitrile gloves: single use

• A pair of acid gloves: reusable after thorough washing, generally elbow-length

• A reinforced plastic apron: reusable and ankle-length

• One plastic apron: single use, to protect the other apron

• A plastic visor that covers face and neck

Both of these chemicals can have serious effects on health, including death, and the envi-

ronment if they come into contact; the following image represents the chemical structure

of these two products. If inhaled, TMAH can affect nerves and muscles, leading to breath-

ing difficulties and muscle paralysis if inhaled/ingested, while it can cause chemical burns

if in direct contact with skin and eyes. HF is corrosive to the eyes and skin but unlike

TMAH its effects may not be immediate, as it attacks the nervous system, in particular

it inhibits pain, at least initially, the bones and systemically the internal organs.

Figure 3.6: Lewis structure for the two chemical compounds: a) TMAH, b) HF.
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3.11 ICP Estrelas 100

Its operation begins with system preparation, which is essential to ensure stable and

optimal operating conditions. This includes checking the vacuum levels in the cham-

bers, verifying the availability of necessary process gases, and ensuring all parameters are

within operational limits. If required, the system may undergo preliminary conditioning,

such as heating internal components to the working temperature to stabilise the process

environment. Once the conditioning is complete the substrate is loaded into the load

lock chamber (Fig. 3.7b); after loading, the chamber is sealed and the pumping process

starts to reduce the pressure to a suitable vacuum level. This step is crucial to prepare

the substrate for transfer to the main process chamber without introducing contaminants.

Once the required vacuum is reached, the system’s robotic arm transfers the sample from

the load lock to the process chamber (Fig. 3.7a) under vacuum conditions, maintaining

cleanliness and integrity. Inside the process chamber, the gases are selected and intro-

duced through mass flow controllers (MFCs). The gases flow into the chamber following

the specific etching recipe. The chamber pressure is then adjusted to the level required

for plasma generation and etching. RF power is applied to the electrodes to ionize the

process gases, creating a plasma field that consists of highly reactive ions and radicals that

interact with the sample’s surface. Throughout this phase, the process is monitored using

the system’s sensors and control displays to ensure all parameters, such as RF power, gas

flow, and chamber pressure, are in accordance with the etching recipe. Material removal

according to the desired pattern occurs during this stage (see table 3.3). Once the etch is

complete, the RF power is turned off and the process gas flow is stopped. The robotic arm

then transfers the substrate from the process chamber back to the load lock, again un-

der vacuum conditions to maintain sample cleanliness and prevent contamination. After

restoring the load lock to atmospheric pressure, the chamber is opened, and the processed

substrate is removed. For this work an ICP Estrelas100 was choose with the parametre
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shown in the table below to etch 800nm of α-Si and the hsq was used as etching mask:

Parametre Value

IPC (W) 700

Pressure (mTorr) 12

SF6 (sccm) 16

C4F8 (sccm) 48

Table temperature (oC) 25

Process time (sec) 157

α-Si etch rate (nm/min) 165

HSQ etch rate (nm/min) 50

Table 3.3: parameters used for the dry-etch.

Figure 3.7: User interface of ICP Estrelas.
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3.12 Interferometer

Regarding the manufacturing process, control over the dry etch step is crucial. One of

the most challenging aspects is understanding the precise moment at which the process

should be terminated. For this purpose, the interferometer is the necessary and essential

tool. Interferometry is a technique that, using light, can measure small changes in the

surface under examination and is based on the principle of interference. In the specific

context, the setup relies on several key components, including a source of coherent light

(laser), a beam splitter, and a series of mirrors. The beam splitter’s task is to divide the

light beam into two distinct beams, one serving as a reference while the other changes in

accordance with the length of the path as the etching process progresses; changes in the

length of the path of the second beam result in alterations in the interference pattern,

which is captured by a photodetector. As the depth of the etching reaches the desired

level, the interference pattern will exhibit a characteristic shift. This shift is a direct result

of the changing path length in the sample path. By analysing the interference pattern and

identifying the specific shift, the interferometer can precisely pinpoint when the etching

process should be stopped. This ensures that the desired depth or pattern is achieved

[156].

3.13 Scanning Electron Microscopy (SEM)

The SEM allows the users to obtain a high resolution image using a focused electron

beam over a surface. The electron can interact with the sample and produce different

signals that can give information about the composition and tomography of the device

it is looking at. An electron gun generates the electron beam in a high-vacuum column

(Fig 3.8). Various electromagnetic lenses can focus the beam and deflect it to scan the

area by changing the lens and aperture to control and focus the beam. To produce a
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high resolution and quality image, a secondary electron detector (SE) detects the signal

emitted from the sample. The amalgam of distance from the sample, voltage, current and

the beam alignment (stigma X and Y) play a foundamental role in the image’s quality.

Some samples are not conductive and this causes the impossibility of analysis with this

instrument. To remedy the problem, the sample is generally covered with a conductive

layer which can be removed or not once the analyses have been completed. In this work

the images were taken using the Hitachi SU8230 and a Hitachi SU8240 SEM tool. The

microscopes were operated at 10kV/2µA.

Figure 3.8: Schematic representation of SEM.



Chapter 4

Multi plane light converter

4.1 Introduction

The field of sensor technologies based on metasurfaces has witnessed significant growth

in recent years, primarily attributed to the versatility and ease of production of metasur-

faces once the protocol is established.

This growth has been further accelerated by the development of various mode sorters,

or mode (de)multiplexers, designed to enhance the capability of decomposing a beam into

its Laguerre-Gaussian components. This advancement is particularly crucial when aiming

to increase the capacity of communication channels [157]. Metasurfaces have garnered

increasing attention in recent years due to their unique ability to interact with light in

unconventional ways, surpassing the characteristics of natural materials as explained in

chapter 1.

One of the primary benefits of MPLC in telecommunications is the substantial increase

in channel capacity through Mode Division Multiplexing (MDM). MDM allows multiple

data streams to be transmitted simultaneously through different spatial modes within a

single optical fibre. By converting HG modes into LG modes, MPLC facilitates the use
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of these modes as distinct channels, increasing the data throughput without the need for

additional fibres. This approach exploits the orthogonality of HG and LG modes, ensur-

ing that signals remain isolated and independent, which is crucial for maintaining high

data integrity and minimising cross-talk [158]. This capability is vital for meeting the

growing demand for high-speed internet and large-scale data transfers [159]. Moreover,

MPLC offers an efficient and compact solution for mode conversion. Traditional optical

systems often require bulky and complex setups to achieve mode conversion and sort-

ing. In contrast, MPLC incorporates multiple mode conversion functions into a single,

compact device, utilising six distinct patterns on a glass slice in this specific scenario.

This design reduces the physical space required for optical components and simplifies the

integration process into existing network infrastructures, which is particularly beneficial

for data centres and network nodes where space is at a premium. The scalable nature of

MPLC technology means it can handle a large number of modes simultaneously, making it

ideal for applications ranging from small-scale local networks to extensive global commu-

nication systems [160]. The work presented in this study extends the concept introduced

by Fontaine in the journal Nature Communications a few years ago [161]. Our research

group aimed to develop a mode sorter capable of converting HG bases into LG bases with-

out necessitating an excessive number of conversion planes. The resulting MPLC device,

manufactured for this thesis, represents the first-ever physical device based on metasurface

capable of converting HG modes into LG modes. In contrast, existing solutions currently

in use rely on projecting holograms onto other devices, such as SLMs. Simulations were

employed to refine this concept, leading to the development of a device incorporating

a metasurface. The choice to use a metasurface for this new device was motivated by

the intrinsic characteristics of metasurfaces discussed in earlier chapters. As previously

mentioned, six conversion masks were developed. Within this chapter, a comprehensive

overview is provided of the numerical and experimental techniques employed throughout
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this thesis. The entire process of fabrication, as well as the microscopic characterisation

through both optical and scanning electron microscopy (SEM), was conducted inside of

the James Watt Nanofabrication Centre (JWNC) at the University of Glasgow. Addi-

tionally, the acquisition of optical transmission data took place in the premises of the

Advanced Research Centre Building, also situated at the University of Glasgow. All the

tools and techniques employed in the creation of the device have been described in pre-

ceding chapters; here, only the manufacturing steps, characterisation results, the optical

setup and their corresponding outcomes will be presented.
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4.2 Materials

Material Brand

Acetone Fisher Scientific

Aluminium Kurt J. Lesker Company

CCD camera GoldenEye

HF Fisher Scientific

HSQ Dow Corning, Co

IPA Sigma-Aldrich

Laser source Thorlabs

Lenses Thorlabs

MeOH Sigma-Aldrich

MIBK Fisher Scientific

ND filters Thorlabs

SLM Cambridge correlator

TMAH Fisher Scientific

JGS2 Fused Silica Microchemicals

Table 4.1: Materials, brands and tools required for the fabrication and analysis of the
MPLC.

4.3 Determination of patterns through simulations

This paragraph explains how the phase masks were obtained through simulations.

The Hermite-Gaussian (HG) modes are decomposed into a Cartesian array of Gaussian

spots using six phase planes. The process begins with a Cartesian grid of spots positioned

at coordinates x,y (Fig. 4.1).
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Figure 4.1: Cartesian representation of the spots.

Each of these spots is then mapped to its corresponding HG mode with an index of

m, n (Fig. 4.2).

Figure 4.2: Cartesian coordinates for HG modes.
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Following this, the HG modes are converted into LG modes through the use of cylin-

drical lenses (Fig. 4.3).

Figure 4.3: Cartesian coordinates for LG modes.

The fundamental algorithm employed is straightforward and is based on wavefront

matching, also known as adjoint optimisation. To achieve the desired transformation, it

is necessary for the fields to be matched in both forward and reverse directions at all

points. This matching is accomplished through the use of phase planes.

An input basis, represented as an array of spots, is considered at the start. The desired

output basis, which the transformation aims to achieve, is back-propagated through the

initial system until the first phase plane is reached again. Adjustments are made to correct

errors during this process.

The objective is to ensure that each forward-propagating mode aligns with its corre-

sponding backward-propagating mode using the phase plane. The spatial overlap of each

pair of input and output modes is calculated. These overlaps are then summed, and the

resulting phase is used to form a new phase mask, which represents the average phase
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error for all modes moving forward and backward.

This process is iteratively repeated: the spatial overlaps of each pair of input and

output modes are calculated, summed, and their phases are extracted to create new phase

masks. This cycle is continued, propagating back and forth through the phase planes,

until convergence is achieved, the resulting masks are shown in Fig. 4.4.

Figure 4.4: Representation of the 6 masks required for the MPLC resulting from the
simulations.

4.4 Fabrication of the device

A top-down approach was used for the fabrication of the MPLC (see chapter 2.7). The

figure below (Fig. 4.5) schematically represents all the steps necessary for the fabrication.

Once the fused silica has been cleaned (Fig. 4.5a) following the procedure in Chapter

3.3, 800 nm of α-Si were deposited using the PECVD Delta (Fig. 4.5b), and the substrate

was cleaned again to ensure the removal of any residue (organic or inorganic).

After these steps, two different layers were spun onto the sample, one of HSQ (Fig.

4.5c) with a 1:2 ratio at 2000 rpm (resulting in a thickness of 360 nm), which serves as

a photoresist for the lithography process, and the other of PSSA/Triton100 (Fig. 4.5d)

(prepared according to the procedure explained in Chapter 3.7), which acts as an interme-

diate layer between the photoresist and the conductive layer to facilitate the removal of the

latter. Between both layers, the sample was placed on a hotplate for 5 minutes at 90 0C.

To prevent charge build-up and enable electron conduction during the e-beam lithography

process, a 20 nm Al charge conduction layer was deposited (Fig. 4.5e) by electron-beam
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metal evaporation (two different instruments were used for this step, the Plassys MEB

550S and the Plassys MEB 400S, which are interchangeable with each other); during the

deposition process, the sample is continuously rotated, and both deposition and rotation

are automatically controlled by the machine (0.5 nm/s deposition rate).

The sample was then subjected to lithography (Raith EBPG 5200)(Fig. 4.5f) with

the parametres described in Table 3.2 in Chapter 3.9. In order to determine the correct

electron dose for writing, a substrate consisting of the same pattern with varying doses was

written and examined by SEM (Hitachi SU8230 and Hitachi SU8240). After lithography,

it is necessary to develop the sample using TMAH (Fig. 4.5g). A 25% TMAH solution

was used for 3 minutes and 15 seconds. Then, the sample was rinsed in water twice for

30 seconds each time.

Finally, it underwent a dry etching process using Estrelas100 for 6 minutes (Fig. 4.5h).

Once the correct timing and recipe were confirmed with the instrument through multiple

attempts and corresponding microscopic analyses, both optical and electron microscopy,

the device was further etched in hydrofluoric acid to remove any remaining residues of

HSQ mask (Fig. 4.5i).

Figure 4.5: Fabrication’s flow. a) substrate cleaning, b) α-Si deposition, c) HSQ spinning,
d) PSSA+Triton100 spinning, e) Al deposition, f) e-beam lithography, g) development,
h) etching, i) removal photoresist and unwanted α-Si.
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4.5 Results

This paragraph focuses on the results obtained for each manufacturing step and how

the metasurface looks like ones exposed to the laser source.

4.5.1 Dose and development test

As mentioned in the previous paragraph, once the file with the masks has been obtained

it is necessary to start the manufacturing process; once the necessary cleaning of the

sample and the deposition of the α-Si, HSQ/ PSSA/ Triton100/Al have been carried out,

it is possible to move on to lithography. This step can create problems and it is necessary

to carry out more than one test to understand the parametres necessary to obtain the

desired results. The images below are a clear example of parametres not set correctly in

the export phase with MobaXTerm, a Windows terminal. An important factor not to be

underestimated during pattern fracturing is the time needed for lithography, the smaller

the beam and the step the greater the time needed for EBPG, so it is necessary to be

able to find a good compromise between the desired form and time. Both the results

after fragmentation with the software and the images obtained with the microscope are

depicted.

The figure is divided into parts A and B, where A shows the possible fractures obtained,

in particular from 1 to 3 are fractures not suitable for fabrication as the circular shape

is not maintained while image 4 is a good compromise between the shape and the time

necessary for its lithography. Part B shows the images obtained by electron microscope

of the first tests carried out for the completeness of the protocol; image B1 is a top view

of an incorrect fracture, B2 is a lateral view of the same, while 3 and 4 are two examples

of dose tests carried out, 3 specifically is an overexposure while 4 is the correct dose (in

our case 2000 µC/cm2 as explained in the previous chapter).
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Figure 4.6: Representation of fracturing in the manufacturing process. A shows the
fracturing images extracted by the software, 1-3 fracturing failed correctly, the images of
the circles are not clear, 4 the fracturing with the relative parametres used. B1 top view
of the dose-fracturing test, B2 lateral view B3 dose test failed B4 dose test successful.
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4.5.2 Dry etch experiment

As with lithography and development, this step also required trying different ap-

proaches before finding the right combination of gases and time to achieve satisfactory

results; to be certain of the end of the run, the interferometre was used, with particular

attention to not positioning the laser on the pattern but close to it, otherwise the sample

could be ruined and made unusable.

Parametre Recipe 1 Recipe 2

SF6 (sccm) 26 16

C4F8 (sccm) 53 48

He (mTorr) 10 0

Table 4.2: Differences in gaseous concentration between recipes.

Two different recipes were tested and the results are shown in the figure 4.7; these

recipes differ for the concentration, expressed in sccm, of the gases of interest and for the

presence of an additional gas in the first recipe, absent in the second as reported in the

table 4.2, while the unchanged parametres are reported in table 3.3, chapter 3.

Figure 4.7, as previously mentioned, shows the results of the two different recipes

used. In the first row, it is possible to notice that the cylinder profile is maintained;

however, the apical part of each pillar appears "eaten." This indicates that there was an

overetching, meaning the exposure was too long, resulting in the entire HSQ mask being

removed. Consequently, the top of each structure inside the machine was exposed to the

plasma (overetched) (FIg. 4.7a - c). Specifically, in Fig. 4.7c, the overetched apical part

is circled, highlighting the area most affected by the excessive etching.

In the second row, the results of the second recipe used are presented. It is clear that,

in this case, the cylindrical profile was maintained much more distinctly than in the first,
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and the HSQ mask is still present, preserving the intact shape (Fig. 4.7d, e). In Fig. 4.7e,

the remaining HSQ is represented by the red areas, indicating the portions of the mask

that were not removed by the plasma.

Finally, image "f" provides a detailed enlargement of a pillar that has been overexposed

to the plasma, further illustrating the effects of overetching.

In total, the run lasts 6 minutes, and the machine must be preconditioned for 15

minutes beforehand to create an environment suitable for the required recipe and to

avoid contamination by other gases.

Figure 4.7: Images obtained with SEM to check the success of the dry etch process. a-
c) results of the first recipe; the cylindrical profile is visible but not well-preserved. In
image "c," the overetched apical part is circled, indicating where the excessive etching has
occurred; d-e) results of the second recipe; the profile is sharper and more distinct; in
image "e," the red areas represent the remaining HSQ, showing the portions of the mask
that were preserved during the etching process; f) detailed enlargement showing the effect
of an overetch run, where the excessive plasma exposure has altered the structure.

Once the fabrication process was finished, the first metasurfaces were used as tests

to check the actual truthfulness and reproducibility of the protocol, in total 3 tests were

carried out, the figures shown below are a comparison between the simulations, the optical
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images taken after the development step and the electron microscopy images at the end

of the fabrication, the figure is divided into six different sections (a - f) each of which

depicts a specific mask.
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Figure 4.8: Comparison between three different steps of the manufacturing process for
all masks (a -f). First image of each row: simulations; second: post-developmentoptical
microscope; third: SEM at the end of the process.
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The following images will show the patterns in greater detail than Figure 4.8, as the

purpose of the former is to display the actual shape of the pillars, whereas the latter aimed

to depict the entirety of the pattern.

Figure 4.9: Enlargement of the pillars component of the MPLC obtained via SEM.
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Figures 4.8 and 4.9 provide tangible evidence of the success of the manufacturing

process. In the first image, a little enlargement is chosen to allow a detailed view of the

inherent complexity of the generated patterns. These patterns have been meticulously

compared with previous simulations and results obtained through optical microscopy.

It is particularly noteworthy that all six patterns exhibit a correspondence with the

design expectations, underscoring the effectiveness of the implemented protocol. The

patterns are labelled from A to F based on the order in which they are illuminated by

light, where A is the first and F is the last.

In Figure 4.9, as previously mentioned, a visual deep dive is outlined. Here, groups of

structures of varying sizes positioned on different patterns are highlighted. Once again,

observation reveals a precise alignment of dimensions with what was predicted by simu-

lations. This further confirms the robustness and reliability of the employed protocol.

In conclusion, these results consolidate the validity of the manufacturing process, em-

phasising the coherence between theoretical projections and actual practical realisation.

Precision and adherence to predefined designs are key elements that delineate the suc-

cess of this approach, opening promising prospects for future applications and further

developments in the manipulation of optical modes.

4.6 Failed approaches

As with all new processes and protocols, one encounters several unsuccessful attempts.

This research was no exception. One of the initial attempts to develop a protocol was

initially based on using the STS Multiplex ICP as the tool for dry etching, and the protocol

did not involve the use of HSQ as a mask. Instead, it employed a double layer of two

different types of Poly(methyl methacrylate) (PMMA), and initially, there were 7 masks

to be fabricated, which were later optimised to 6. Below is a schematic representation of



4.6. FAILED APPROACHES 115
the protocol in which a double layer of PMMA with different molecular weights (50K, 310

nm of thickness and 950K 70 nm of thickness) is spin-coated (4000 rpm) onto 800 nm of

α-Si and baked on a hotplate at 180 degrees Celsius for 5 minutes. Following this process,

the sample undergoes lithography and subsequent development in MIBK:IPA 2.5:1 for

45 seconds (e). The next step involves depositing a 300 nm-thick layer of Al onto the

sample surface and subjecting it to overnight lift-off (f). Finally, the sample undergoes

dry etching (g), and thanks to the use of TMAH, the remaining Al layer is removed.

Figure 4.10: First fabrication’s flow. a) substrate cleaning, b) α-Si deposition, c) first
layer of PMMA, d) second layer of PMMA, e) e-beam lithography, f) development, g) Al
deposition, h) etching, i) removal unwanted α-Si.

Utilising this protocol, only preliminary tests were carried out as the instrument was

decommissioned shortly after confirming the protocol’s effectiveness and repeatability. It

was challenging to find a practical way to assemble the 7 different metasurfaces together,

which led to the decision to fabricate the optimised masks on a single surface. Initially,

an attempt was made to assemble the metasurfaces individually with the appropriate

thickness of approximately 2 mm, but this was not easily controllable. Subsequently,

a 3D support was created to place the metasurfaces, but this also proved to be tricky.

For this reason, it was eventually decided to create patterns that could be placed on a
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single substrate of fused silica. Below are some images taken with an optical microscope

showcasing the results obtained using this method.

Figure 4.11: Images obtained with the optical microscope of the 7 initial patterns that
make up the MPLC.

Once the decision was made to decommission the equipment, an alternative approach

to fabrication was initiated, which led to the current procedure. In this new protocol,

Electra was introduced as the electron conductor for lithography, replacing PSSA. On

one hand, this eliminated one step in the process as the deposition of aluminium before

lithography was no longer required. However, it was found to be challenging, if not

impossible, to remove the polymer after exposure to e-beam. Various removal methods

were experimented with, including immersion in room-temperature water (as suggested in

the literature), as well as hot water (at 25 degrees and 50 degrees Celsius), but reproducible

results were not achieved. While some samples exhibited complete removal of Electra,

others showed only partial dissolution. After numerous attempts, the decision was made

to abandon this approach and try to use of PSSA.
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4.7 Preliminary optical analysis

Once the metasurface with the required masks is obtained, optical analyses can com-

mence. To do so, it is necessary to align the optical setup and introduce the metasurface

with care, ensuring that the distances between the mirrors and the metasurface are main-

tained and that the latter is handled delicately to avoid compromising the integrity of the

patterns.

Figure 4.12: Schematic representation of the optical setup: a) ALK 8513 fibre; b) SLM
SN5513 HSP1920-850-1650; c) mirror; d1) LA1805-c-ML 30mm; d2) AC 254-30-c-ML
300mm; d3) AC 254-300-c-ML 300mm; d4) LA 1608-c-ML 75 mm; d5) LA1131-c-ML 50
mm; d6) LA 1590-c-ML 100mm; e) pinhole; f) metasurface on support; g) CCD camera;
h) pc.

As shown in Figure 4.12, the optical table setup initially consists of a 1550 nm ALK

8513 laser light source (a). This source is directed towards an SLM of model SN5513

HSP1920-850-1650, connected to a PC capable of imprinting an HG beam at the output

(b). Subsequently, the light beam passes through two lenses (d1: LA1805-c-ML 30mm,
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d2: AC 254-30-c-ML 300mm) and a pinhole (e) after being redirected towards the lenses

by a mirror (c).

Given the initial size of the beam, it was necessary to reduce its magnitude, and to

achieve this, two more lenses were used (d3: AC 254-300-c-ML 300mm; d4: LA 1608-c-ML

75 mm). From here, the beam reaches the metasurface. This metasurface is positioned

between a mirror and a support and is placed above another support that allows specific

and controlled movements in three dimensions, ensuring that each individual mask comes

into contact with the light beam and is spaced correctly. The mirror in front of the

metasurface is also equipped with three knobs to adjust its position.

Once the beam exits the metasurface, it needs to be resized for it to be of the appro-

priate size to be captured by the camera (g). For this purpose, two more lenses were used

(d5: LA1131-c-ML 50 mm, d6: LA 1590-c-ML 100mm).

To align the MPLC, one of the crucial factors was ensuring that the mirror and the

device were perfectly parallel at a distance of 27 mm from each other. To achieve this, a

caliber was used. Once the two structures were parallel, the alignment of the first pattern

was carried out, ensuring that the light hit the centre, then the second pattern, and so

on. Each time, adjustments were made to the inclination of the metasurface using its

supports, which allowed for tilting the metasurface and moving it along the x-axis. The

figure below ( Fig. 4.13) represents a magnification of how the light beam is directed in

conjunction with the metasurface. The pink structure with blue squares represents the

metasurface with the 6 masks (1-6), the two rectangular structures in shades of grey with

three blue cylinders represent the mirror and its attached support. The black structures

are the supports holding the MPLC, and the red arrows indicate the directions in which

it is possible to manoeuvre the device’s support.
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Figure 4.13: Schematic representation of how light passes through the MPLC. The beam
strikes each mask and propagates through the mirror placed parallel to the device. The
masks are spaced 27 mm apart from the mirror, starting from the centre.

Preliminary analyses involved capturing video data for a limited set of six HG modes,

aiming to identify bright focal points required for the formation of a triangle and to

validate the efficacy of MPLC. It is imperative to emphasise the system’s high sensitivity to

alignment, and while full alignment proved challenging, the initial findings are exceedingly

encouraging. The system exhibits the capability to discern movements corresponding to

each specific HG mode employed.

Figures 4.14 and 4.15 display the preliminary results of the experiments. The first

image shows the overall result of the outcomes obtained in video format, with each frame

overlaid on the previous one to create a single composite image. As can be seen, these
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results match the simulations performed and presented earlier in the chapter. The second

image shows each individual spot resulting from the transformation of an HG basis into

an LG. Since the original file is in video format, it was necessary to extract individual

frames, enlarge them, and highlight them, aided by the presence of red circles delineating

the bright spots generated by the MPLC. It is evident that some of these spots are clearly

discernible (a, c, f), while others appear less distinct, with two adjacent spots (b) or three

spots (d) that are spatially separated, suggesting the potential for cross-talk among the

incoming HG modes.

Figure 4.14: Results of the MPLC operation obtained by compiling the individual frames
from the original video format.
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Figure 4.15: Images extracted from the original video showcasing the MPLC’s operation.
Some spots are sharp (a, c, f), while others are less so; this is due to imperfect alignment
of the optical setup.

The reasons for having unclear spots could be attributed to three main factors:

• The optical setup is not properly aligned, which is highly likely

• One or more patterns on the device are damaged (scratches, missing pillars, manu-

facturing issues), which is less likely

• The design of the patterns is incorrect, which is improbable since the preliminary

results appear to match those obtained in the simulations

4.8 Conclusion

In this chapter, a detailed explanation was provided on how the device was produced

in a cleanroom environment, with all necessary steps and corresponding images used to

support the accuracy of each specific step. Furthermore, an overview was given on how the

optical table was set up and the instruments that were utilised. The results obtained so far

indicate that the MPLC appears to be operated satisfactorily but not perfectly. However,

further analyses and optimisations are deemed necessary to fully realise its potential.

Versatile applications are promised by this device across various sectors, from the



122 CHAPTER 4. MULTI PLANE LIGHT CONVERTER
potential amplification of the signal in telecommunications[71] to its utilisation in energy-

related fibre sensing technology, as well as its application in medical and biological fields

such as flow cytometry[72]. This emerging technology is increasingly drawing the atten-

tion of the scientific community, particularly for its relatively cost-effective nature. The

possible transition to new manufacturing approaches, such as the use of pattern printing

to generate patterns, is believed to be significant in reducing production costs and opening

up further opportunities for future development.



Chapter 5

Structured light enhanced ML for

fibre bend sensing

The work presented in this chapter has led to the publication of an article in the journal

Optics Express in February 2024 (Vol. 32, Issue 5, pp. 7882-7895 (2024)) [87]. This study

was conducted in collaboration with Z. Chen, L. Škvarenina, A. W. Clark, A. Walles and

M. P. J. Lavery hailing from various institutions including the University of Glasgow,

the University of Brno and The Barcelona Institute of Science and Technology. My

role focused on experimental aspects, including optical setup, experimental optimization,

data acquisition, and analysis. The other authors made significant contributions to the

theoretical component and provided guidance on the experimental aspects of the work.

5.1 Introduction

The increasing interest in studying how light interacts with different materials, as

discussed in earlier chapters, has seen a significant rise in recent years. This growing has

caught the attention of researchers and institutions worldwide. The surge in interest is

mainly due to the way light changes when it travels through a material. A clear example of

123
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this is seen in multi-mode optical fibers, where different modes of light mix together due to

reasons like imperfections in manufacturing, impurities, and bending caused by external

factors. As a result, this mixing of modes creates interference, making it challenging to

distinguish between the different modes of light supported by the optical fiber during both

input and output.

Efforts to address the issue of disorder in intricate media, encompassing, among oth-

ers, optical fibres, have yielded a plethora of research findings across various domains, in-

cluding communications [162][163][164][165], imaging [166][167][168][169], quantum optics

[170] and optical sensors [171][172]. Nevertheless, the continual fluctuations in the rela-

tive phase between optical modes introduce a source of phase noise, thereby constraining

the precision of sensors relying on few-mode or multi-mode optical fibres [173]. Although

inter-modal coupling, in isolation, could serve as a reliable characteristic for optical fibre-

based sensing, the precise quantification of this effect necessitates the minimization of

intensity fluctuations arising from relative phase shifts within the superimposed coupled

optical fibre modes. The development of low-complexity, high-precision shape-sensing

techniques holds significant potential for the advancement of optical fibre sensors, creat-

ing opportunities for a wide spectrum of innovative sensing applications and facilitating

their broader deployment.

One of the most commonly used techniques today for identifying damage in optical

fibre is OTDR (Optical Time Domain Reflectometry). It emits high-frequency light pulses

that travel inside the fibre. When the light encounters an irregularity, such as a bend or

break, a portion of the light is reflected back, and the time required for the entire journey

is used to calculate the distance between the instrument and the point of curvature or

break [174]. Currently, tools have been commercialised that can distinguish breaks within

a range of approximately ±20 metres on multi-mode fibres. However, ongoing efforts

are aimed at achieving even greater accuracy through enhancements in laser sources,
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interferometric techniques, and timing electronics [175], all based on the principles of

Rayleigh scattering [176]. Bragg grating technology represents another widely employed

approach for shape sensing within optical fibres. This method involves the incorporation

of periodic grating structures into the fibre. These grating structures, when subjected to

perturbations, undergo a change in their periodicity and subsequently reflect light of a

specific wavelength, which is indicative of the strain or temperature variations in prox-

imity to these grating structures. Tailored fibre configurations have demonstrated their

ability to deliver high-precision shape detection, with the sensor’s accuracy primarily con-

strained by the frequency resolution of the optical spectrum analyser employed for mea-

suring frequency shifts in the back-reflected signal [177][178][120]. While both OTDR and

Bragg grating technology offer precise measurements, they present non-trivial challenges

in achieving high-accuracy shape sensing, particularly when dealing with millimetre-scale

resolution and shallow bend radii. Recent investigations have suggested that coherent

detectors can be applied to single-mode fibres in use to extract environmental informa-

tion [179]. Moreover, integrating traditional OTDR or Bragg-grating technology with

machine learning techniques can enhance the resolution of sensors utilising few-mode

fibers. However, intermodal coupling and phase noise significantly impact the accuracy

of these systems [173]. Optical components have been effectively utilized as all-optical

pre-processors for machine or deep learning, improving computational efficiency and ac-

curacy [180][181][182][183]. Additionally, commercial shape sensing fibers, such as those

developed by Philips using their Fiber Optic Real Shape (FORS) technology, have shown

practical applications in various fields, including medical procedures. FORS technology

enables real-time, 3D visualization of devices inside the body without the need for fluo-

roscopy, reducing radiation exposure and improving the accuracy of minimally invasive

procedures. This technology has been successfully integrated into Philips’ interventional

X-ray systems and has demonstrated submillimetre precision in clinical studies, making it
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a valuable tool for complex vascular interventions [184]. Thus, combining custom optical

elements with machine learning could lead to the creation of low-complexity fiber shape

sensors, potentially revolutionizing consumer electronics like wearable devices or vehicle

sensors.

When there is inter-modal coupling in a fibre, power from one specific spatial mode

is distributed among adjacent spatial modes. These relative phase shifts will continually

change over time and due to varying environmental conditions. Consequently, they can be

approximated as random variations over time. The impact of these relative phase shifts

on the measurement of inter-modal coupling is minimised by the new modal decomposi-

tion method explained in this chapter which specifically employs intermodal coupling as

a measurement technique, with an approach referred to as "structured light enhanced ma-

chine learning" for millimetre scale bend sensing in up to a 1 km of few-mode optical fiber.

Modal decomposition, referred to as mode sorting or mode de-multiplexing [185][186], are

optical methods used to determine the linear superposition of orthogonal modes that can

be used to represent any structured optical field, such as the output from a bent few- or

multi-mode optical fiber, as shown Fig. 5.1.
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Figure 5.1: When high-order optical beams are coupled in optical fibers, intermodal
coupling occurs, distorting the beam. This distortion can be measured using a mode
de-multiplexer to quantify the distribution of power between OAM modes. When used
as trainable features for machine learning, these power distributions can identify the
positions (or degree of bending) in a few- or multi-mode optical fiber [87].

5.2 Optical table set up and ML algorithm

At the outset, the data collected from the optical fibres were found in the form of

images, and an initial attempt was made to employ a CNN as the algorithm for determin-

ing both the position and the corresponding OAM mode. However, the results revealed

a significantly low level of accuracy, which prompted the exploration of an alternative

approach involving spectral data. This alternative approach was shown to have a notably

higher level of accuracy, suggesting that the algorithm and data formatting best suited

for the objectives of this series of experiments had been identified.

An additional rationale for choosing a spectrum-based classification algorithm over

image-based methods arises from the substantial computational time required for the

latter. In practice, analysing each individual OAM mode at a specific position using

image-based calculations demanded approximately 4 hours. This resulted in excessively
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prolonged analyses. However, after implementing optimization measures, the total pro-

cessing time for all experiments, including both pure mode and superposition mode (which

would have originally taken 12 hours combined), was reduced to around 3 hours, effec-

tively saving 9 hours in the overall analysis time. After the data had been acquired, it

was subjected to analysis using a variety of machine learning algorithms to determine the

most suitable one for our dataset. The images were transformed into spectral matrices,

with the resulting numerical values corresponding to each pixel on the camera. For each

analysis, ten separate tests were carried out, each involving 100 spectra for OAM modes,

encompassing both single positions and pure modes, distributed across 11 different fibre

bending positions. The collected data were divided into two distinct datasets: one used

for training the algorithm, referred to as the training set, and the other for testing to

evaluate the algorithm’s real-world accuracy, known as the test set. All the algorithms

employed in this study are classification algorithms, which include Decision Tree, Logistic

Regression, Naive Bayes, and others. Although they did not yield results as favourable

as the SVM (for more details, refer to Chapter 2.10.1), the outcomes of these algorithms

will not be displayed in this section. Instead, they will be presented as graph due to the

substantial volume of data in the appendix. Below is an image showcasing the optical

setup used for data acquisition.



5.2. OPTICAL TABLE SET UP AND ML ALGORITHM 129

Figure 5.2: Schematic representation of the optical table. a) laser source, b) SLM, c)
mirror, d) lens, e) pinhole, f) Microscope Olympus RMS10x, g) Thorlabs LTs300/M stage
and memory foam, h) fibre suppport, i) mode sorter, j) CCD camera, k) pc.

In this setup, shown if Fig. 5.2, the LP660-SF2 few-mode fibre was illuminated with

a power of 38 mW, and the SDE1024n Spatial Light Modulator (SLM) played a crucial

role in optical computing. The light travelled a distance of 2 metres through free space,

passing through a pinhole, a 4f optical system, and various mirrors strategically positioned

to guide the light onto the fibre, whether it be multi-mode or few-mode. The coupling of

free-space optical transmission to the fibre was meticulously controlled using a three-axis

stage (Thorlabs MBT616D/M).

To induce bends in the fibre, a 5 mm diametre bar was gently applied to it, and this

bar was mounted with a low-drag ball bearing to prevent any torsion on the fibre. The

fibre itself was supported by memory foam, which included a hand made channel designed

to restrict bending to specific locations where it was intentionally induced. This bending

bar was affixed to a linear translation stage (Thorlabs LTs300/M), ensuring repeatable

and precise bending adjustments as shown in Fig. 5.3.
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Figure 5.3: An illustration of the experimental setup features the fiber loosely supported,
the mode-sorter apparatus, and the adjustable bend position.

Thanks to the incorporation of a mode sorter into the optical setup, the behaviour of

fibers (multi-mode and few-mode) when subjected to pressure and subsequent bending

was investigated using machine learning algorithms, particularly the SVM, although other

classification methods like the decision tree were also tested. The mode sorter is an optical

method capable of determining the linear superposition of orthogonal modes. When light

beams carrying OAM are coupled into the fibers, inter-modal coupling phenomena occur.

The interaction between different modes results in a unique power distribution at the de-

multiplexer’s output, which can be employed for training a machine learning algorithm;

the result of which is a confusion matrix.

If we had only analysed the raw data output directly from the fiber, the effectiveness

would have been significantly reduced. The mode sorter is essential for clarifying the
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linear superposition of orthogonal modes, which is critical for accurately characterising

fiber behaviour. Without it, the raw data would lack the clarity and resolution needed to

identify specific mode interactions and power distributions, making it challenging to train

the machine learning algorithms effectively and achieve precise results in the confusion

matrix. The task of the confusion matrix is to graphically provide a visual representation

of the statistical analysis of classification. It is composed of rows and columns, where the

rows contain the actual values, and the columns contain the predicted values. A diagonal

line is formed, and the more pronounced (higher values) it is, the higher the accuracy,

making it easy to understand. Below is an example: in Figure A, a confusion matrix with

poor results is depicted, whereas in Figure B, a matrix representing optimal accuracy

(100%) is shown.

Figure 5.4: Example of two confusion matrices. A) Matrix with unclear results and an
indistinct diagonal. B) Perfect matrix.

Changes in temperature and strain in the fibre lead to the intensity profile continually

evolving over time, therefore making it difficult to determine explicit external environ-

mental factors that create a particular output intensity or phase profile. This dynamic

behaviour presents challenges for the use of multi-mode fibres in communications, imag-

ing, or entangled quantum systems.

After leaving the fibre, the light encountered mirrors that directed it into the mode
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sorter, and from there, it proceeded to reach the CCD camera (Imaging Source Skyris).

The radius of curvature was controlled by altering the height of the bar, which induced

bends in the fibre. Each bend position and radius was recorded 100 times.

5.3 Experiments conducted and curvature creation

The setup comprises a 50 mm thick piece of memory foam with a contour designed to

accommodate the fibre. Subsequently, a 5 mm diametre metal bar, connected to a ball

bearing, is positioned on the fibre and presses on it. This process induces curvature in

the fibre itself, which varies depending on the final height of the metal bar. The method

of fitting a circle to a group of points is employed for calculating the degrees of the curve,

as it provides the most accurate approximation for determining the curvature.

To find the curvature, we use the following geometry:

R =
r2 +

(
∆h
2

)2

2 · ∆h
2

(5.1)

Where:

r = 2.5 (radius of the bar) (5.2)

∆h = 2 (compression height) (5.3)

Substituting the values:

R = 2.52 + (1)2

2 · 1 = 6.25 + 1
2 = 7.25

2 = 3.625 mm (5.4)

To find the angle of curvature, we use:

θ ≈ 2 · arcsin
(

∆h

2r

)
(5.5)



5.3. EXPERIMENTS CONDUCTED AND CURVATURE CREATION 133
Substituting the values:

θ ≈ 2 · arcsin
( 1

2.5

)
≈ 2 · 0.3805 radians ≈ 0.761 radians (5.6)

Converting to degrees:

θ(degrees) = 0.761 × 180
π

≈ 38.6◦ (5.7)

Therefore, the angle of curvature induced in the fibre by the metal bar and the memory

foam compression is approximately 38.6◦.

The following table displays the heights at which the metal bar has been positioned

and the corresponding radii of curvature:

Memory foam height Radius of curvature

48 38.7

45 63.4

43 70.3

40 76

Table 5.1: Final height of the memory foam and its corresponding curvature angle ex-
pressed in degrees.

Below is an explanatory and schematic image of the memory foam (in yellow), the fibre

(in red), and the metal bar (in dark grey) both before (a) and after (b) the application

of pressure. Section c, on the other hand, provides an enlargement with the respective

measurements and the general formula for calculating the radii of curvature. In the

formula, there is a 90-degree angle, one cathetus measuring 2.5 mm (the radius of the

metal bar), and another cathetus measuring 2 mm (how much the bar has "compressed"

the fibre onto the memory foam, hf ).
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Figure 5.5: Visual representation of the optical fibre curvature, featuring the memory
foam support (in yellow), the fibre (in red), and the metal bar (in grey). In situation (a),
the fibre initially exhibits a natural curve, with the memory foam’s height being 50 mm.
In situation (b), following the addition of the metal bar, the height of the memory foam
decreases to 48 mm. c) image magnification of b.

For each of these heights, 10 separate tests were carried out. Each test consisted of

11 different positions, with distances of 20, 10, 15, 10, 5, and 1 mm between them. At

each position, various OAM modes (superposition and pure mode) were examined, and

100 images were captured for each mode. These images were subsequently transformed

into strings called spectra.

The reason why each experiment was repeated 10 times is to obtain a comprehensive

understanding of the fiber’s behaviour as temperature and strain change, as shown in

Fig. 5.6A displays selected distributions from a single data set, showcasing a slight varia-

tion in the weighting of the normalised power distribution with different bend positions.

Analysing the power distribution of OAM commonly involves determining the center of

mass (COM) [187]. Since this distribution may undergo slight variations over time or
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with repeated changes in bend conditions, the average and standard deviation of the

COM were computed for all 1000 distributions measured for both few- and multi-mode

fiber, as depicted in Fig. 5.6B.

Figure 5.6: a) For an LG0,l=2 mode coupled into the fiber, a subtle change in power
distribution was observed with a change in bend position. b) Analysing the data showed
a continuous change in the center of mass (COM) for both few- and multi-mode fibers.

5.4 Metrics used in Machine Learning for fiber bend

sensing

In the machine learning analysis conducted on fiber bend sensing, the primary metric

used to evaluate the model’s performance is accuracy. Accuracy is a measure of how

well the model performs in correctly identifying the positions or curvatures of the fiber.

It represents the ratio of correct predictions to the total number of predictions made by

the model. The formula for accuracy is:

Accuracy = (Number of correct prediction
Total prediction ) ∗ 100 (5.8)

This metric gives a straightforward indication of the model’s overall performance, with

a higher accuracy reflecting fewer errors in classification.
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5.5 Results

In this section only the most prominent results will be displayed, specifically the

superposition of OAM mode ± 1 and the pure mode ranging from -1 to +1, due to the

large number of images generated for all experiments. The remaining results, including

pure modes from -3 to +3 and the superposition of 0, 2, and 3 are presented as graph.

5.5.1 Misalignment

One of the crucial steps in this type of experiment involves the challenges of accurately

collimating the light beam within the fibre. To truly understand the impact of these

changes, misalignment experiments at various radii were conducted. These experiments

were performed on a few-mode fibre of 38.7 degrees with 20 mm steps. The experiments

were conducted by starting from a proper alignment using the same setup shown before

(Fig. 5.2) and then moving the microscope with the fibre attached by several micrometres

(from 2 to 9 µm). Data were captured and compiled into a single graph (Fig. 5.7) where

the colours in the legend represent the different OAM pure modes (pm) and the accuracy.

Subsequently, the results of the misalignment are presented in graphical form. As it

can be observed in Fig. 5.4, the further the alignment deviates from the correct one, the

more inaccurate and confusing the results tend to be. However, it is worth noting that

there is a consistent behaviour among the superpositions at all levels of misalignment.

In particular, all the superpositions move uniformly, increasing or decreasing in accuracy

consistently with each other.
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Figure 5.7: The importance of proper alignment

5.5.2 Multi-mode fibre

With regard to the Thorlabs M14L fibre, various analyses have been conducted, in-

cluding different radius of curvature (38.7, 63.4, 70.3, and 76) and various step sizes, to

understand the extent to which the Machine Learning algorithm could discern the actual

distance between measurements and with what level of accuracy. These experiments were

carried out for both superposition (ranging from 0 to 3) and pure mode (from OAM -4

to 0).

Below, some examples of the confusion matrixes obtained are provided, while the

complete results, for both accuracy and weighted distance error, are attached in graphical

and table form to present the data more compactly.
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Figure 5.8: Results of the MM fibres at 38.6 o with a 20 mm step. A) superposition OAM
0 and 1, B) OAM pure mode 0 and -1.

In particular, Fig. 5.8A shows the OAM superposition of 0 (confused matrix on the

left) and 1 (confused matrix on the right), while part B shows the pure OAM mode for 0

and -1.
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Figure 5.9: Accuracy vs steps at 38.7 degree (multi-mode fibre pure mode.)

Figure 5.10: Accuracy vs steps at 38.7 degree (multi-mode fibre superposition.)
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Figure 5.11: Accuracy vs curvature at 20 mm step (multi-mode fibre pure mode.)

Figure 5.12: Accuracy vs radii at 20 mm step (multi-mode fibre pure mode.)

The primary findings are both promising and intriguing, with the most favourable
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outcomes consistently appearing at the highest step (20 mm) for both superposition and

pure mode. Remarkably, when it comes to the degrees of fibre curvature, no substantial

disparities in the results are evident.

Furthermore, a notable aspect of the study is the absence of discernible differences in

the fibre’s behaviour between the various OAM modes examined, such as superposition 1,-

1 and OAM pure mode -1. This uniformity in behaviour across different modes serves as a

compelling validation of the algorithm’s robustness and the effectiveness of the alignment

process. If there were issues with either parametre, the results would differ, and the data

would be unusable.

5.5.3 Few-mode fibre

The chosen fibre for this study was the 8.2 µm core few-mode fibre SMF28 by Thorlabs,

commonly used as a single-mode fibre at 1550 nm, while at 660 nm (the wavelength used

in the experiments), it behaves as a few-mode fibre. Almost the same experiments as those

conducted on the multi-mode fibres were performed on this one, with a few additional

bends to provide a more comprehensive understanding of its behaviour. In this case as

well, some representative experiments will be presented, while others will be available for

review in the appendix. In this experimental implementation we utilise a step index fibre

with a core size of 8.2 µm (SMF28) and couple in light from a laser of wavelength 660

nm. At this wavelength, the fibre will support multiple modes and can be considered a

few-mode optical fibre.

As with the multi-mode fibers, below, some confusion matrices are displayed to il-

lustrate the data obtained from a single experiment, while the rest of the results are

presented in the form of graphs to make all the findings more concise and reader-friendly.

The results are divided into four graphs because they represent four different experiments

and cannot be combined into a single graph.
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Figure 5.13: Results of the FM fibres at the smallest curvature with a 20 mm step. A)
superposition OAM 0 and 1, B) OAM 0 and -1.
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Figure 5.14: Accuracy vs steps at 38.7 degree few-mode fibre pure mode.

Figure 5.15: Accuracy vs steps at 38.7 degree few-mode fibre superposition.
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Figure 5.16: Accuracy vs curvature at 20 mm step few-mode fibre pure mode.

Figure 5.17: Accuracy vs curvature at 20 mm step few-mode fibre superposition.

As observed with the multi-mode fiber, the results in this case are also consistent
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within themselves. However, it is worth noting that at a bend of 38.7 degrees with a

10 mm step, the algorithm’s accuracy diminishes. This same behaviour is evident in the

multi-mode fiber. The results, while satisfactory, demonstrate an accuracy exceeding 95%

in all cases where the movement step is 20 mm. The accuracy decreases proportionally as

the analysis interval shortens. This could suggest the need for further refinement of the

algorithm for smaller step sizes to maintain high accuracy. Implementing the algorithm

effectively for such small steps might be crucial to ensure the precision and reliability of

the measurements in more intricate scenarios.

5.6 Conclusion

In this study, a robust and innovative fibre bend sensor has been developed, enabling

the location of bends to be determined through the inter-modal coupling induced by

these bends. Sensitivity to relative phase has been reduced through modal decomposition,

revealing features within the inter-modal coupling that can provide accurate information

about the shape or position of bends within the fibre.

Due to the relative simplicity of this approach, systems for fibre shape sensing could be

developed for a range of applications, including wearable technology for motion sensors,

monitoring flexure hinges, sensing the shape of aeroplane wings and as an ODTR, offer-

ing cost-effective, time-efficient, and highly accurate results in comparison to traditional

methods for examples. It should be noted that this demonstration is limited to bends in

a single direction and over known fibre lengths. Recognition should be given to the fact

that bends in multiple directions or over longer or shorter fibre lengths could result in

errors in classification.

In this implementation, the information within relative phase changes between modes

is not utilised. However, similar mode-demultiplexing approaches could be employed to
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analyse statistical variations in relative phase to further enhance system sensitivity. More

broadly, mode de-multiplexing combined with ML is a potentially powerful technique

that could be applied to a wide range of applications, particularly in scenarios where the

constant evolution in relative phase between modes can be treated as noise within the

system. This includes monitoring atmospheric conditions or extracting information from

environments with dense scattering.

Retraining will be required for significant changes in the system or fibre type; however,

once fully trained, retraining is generally not needed for weeks to months under normal

temperature fluctuations. Further investigation for extreme temperature variations, such

as those encountered in aeroplane applications, would be required for the development

of prototype systems. For enhanced sensitivity to multiple directions, the utilisation of

multi-core fibres is recommended to measure the differential in bend state at each fibre,

similar to the approach taken with customised Bragg grating fibres.

This study has demonstrated the feasibility of using machine learning to accurately

identify the precise point at which curvature occurs on a millimetric scale, incorporating

a mode sorter (mode de-multiplexing) into the optical setup, capable of determining the

superposition that occurs between orthogonal modes.

Increasing the bend radius will lead to heightened inter-modal coupling in the fibre

and will expedite coupling to other modes. However, it should be acknowledged that our

current approach cannot detect bends or movements in the fibre that do not introduce

changes in inter-modal coupling and relative phase shifts.



Chapter 6

Further study and experiment for

sensing technology

6.1 Introduction

Given the favourable results achieved in the initial experiments, which were significant

enough to justify their publication as detailed in the previous chapter, the deliberate

choice was made to expand the scope of our experimentation. Initially, few-mode fibres

with lengths of both 100 metres and 1 kilometre were utilised, and identical experiments

to those performed on the previously discussed fibres were conducted.

Subsequently, the investigation was broadened to include the application of SMF28

by Thorlabs, with a specific emphasis on the observation of the characteristics of fibre

bending. Additionally, a detailed exploration of the behaviour of SMF28 by Thorlabs

was undertaken, this time incorporating a Thorlabs retro-reflector into the setup. In

this context, rather than examining the usual 11 positions, the analysis was extended to

encompass 30 distinct positions.

147
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6.2 100 m and 1 km fibres

In this section, the comprehensive presentation of results related to both the 100 m

and 1 km fibre experiments is delved into. It should be noted that in these cases, our

approach to data acquisition and analysis deviated from our prior experiments, as a more

focused strategy was adopted. Specifically, the objective was to rigorously evaluate the

algorithm’s performance under a finer 0.5 mm step interval while subjecting the fibres to

a range of bending conditions.

In contrast to the previous reliance on confusion matrices, a graphical representation

of the data was opted for. This choice was made to offer a fresh perspective on the

algorithm’s behaviour when confronted with varying radii of fibre bending at this finer

step interval. By visualising the results graphically, the aim was to provide a more intuitive

and visually informative presentation that enhances the clarity and interpretability of the

data.

An important aspect of the data collection process was the commitment to consecutive

data acquisition. This decision was driven by the desire to maintain data consistency and

integrity, thereby mitigating the risk of misalignment due to fluctuations in humidity or

temperature within the laboratory. This methodical approach ensures the reliability and

accuracy of the findings, allowing meaningful insights to be drawn from the experiments.
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Figure 6.1: Accuracy vs step (mm) at fixed bend of a 100 m few-mode fibre

Figure 6.2: Accuracy vs different bending at 20 mm step of a 100 m few-mode fibre
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Figure 6.3: Accuracy vs step (mm) at fixed bend of a 1 km few-mode fibre

Figure 6.4: Accuracy vs different bending at fixed step of a 1 km few-mode fibre

Upon close examination of these case studies, it becomes evident that the results are,
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on the whole, quite promising. Nevertheless, there is a notable deviation in the behaviour

of the 100-metre fibre, which warrants further exploration.

One plausible explanation for this deviation may be associated with the specific char-

acteristics of the fibre’s length and the current state of algorithm optimization. As pre-

viously discussed in the prior chapter, it is clear that the algorithm is in need of updates

and enhancements to render it more versatile and adaptable for a diverse range of appli-

cations. These findings underscore the importance of ongoing algorithm development and

fine-tuning to ensure its effectiveness across various scenarios and fibre lengths.

6.3 1 m few-mode fibre

In order to provide further validation of the algorithm’s functionality, a series of follow-

up experiments were undertaken to explore the optical fiber’s response to increased bend-

ing, which introduced a higher degree of complexity to the analysis. These experiments

involved the examination of three distinct fibre positions, adding an extra layer of scrutiny

to the data.

The primary objective of this experiment was to evaluate not only the algorithm’s

performance but also the overall stability of the process and the laboratory environment.

An important aspect to highlight is that the results demonstrated a remarkable degree of

consistency, remaining impervious to the passage of time during the data acquisition pro-

cess. This unwavering stability in the results underscores the robustness of the algorithm

and lends further confidence to its utility in practical applications.
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Figure 6.5: 6 hours experiment, superposition behaviour of a 1 m few-mode fibre with 0.5
mm step

Figure 6.6: 6 hours experiment, superposition behaviour of a 1 m few-mode fibre with 1
mm step
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The suboptimal results observed when using a 0.5 mm step size can be attributed to

several factors. Firstly, the diminutive step size tends to induce substantial cross-talk,

making it inherently challenging for the algorithm to effectively discriminate between the

individual modes. Additionally, this issue may arise because the spectra generated at

such small step intervals bear a striking resemblance to each other, and the algorithm is

not fine-tuned for handling such minute variations.

Conversely, the experiments carried out with a 1 mm step size reaffirm the effectiveness

of both the alignment process and the algorithm. The results at this step indicate a more

optimal balance between data granularity and the algorithm’s capabilities, which in turn

contributes to a higher level of accuracy and reliability in mode differentiation.

The 1 mm step size results in stable accuracy across the different modes, indicating

that the algorithm performs well with this step size, maintaining its ability to differentiate

between modes effectively. The 0.5 mm step size results in declining accuracy over time

for all modes, indicating that the algorithm struggles more with this finer step size, likely

due to increased cross-talk and spectral similarity. The series of experiments confirm

that the algorithm performs optimally with a 1 mm step size, balancing data granularity

and accuracy. The stability and consistency observed with this step size validate the

algorithm’s functionality and robustness. Conversely, the suboptimal results with the

0.5 mm step size highlight the challenges posed by finer step intervals, emphasising the

importance of choosing an appropriate step size for accurate mode differentiation in optical

fibers.

6.4 Back reflection

A retroreflector, also known as a retroreflector or corner-cube prism, is an optical

device that reflects light or other forms of electromagnetic radiation back to its source,
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regardless of the angle at which the radiation hits the device. Retroreflectors are designed

in a way that the incident light is reflected back in the direction it came from. This

property makes them particularly useful for applications like surveying, vehicle headlights,

and various optical measurement systems. Retroreflectors are commonly used in road

signs, where they enhance the visibility of signs to drivers at night by reflecting the light

from their headlights directly back towards the drivers [188].

Figure 6.7: Schematic representation of the optical table. a) laser source, b) lens, c)
SLM, d) beam splitter, e)Thorlabs LTs300/M stage and memory foam, f) retroreflector,
g) mode sorter, i) CCD camera, j) pc.

In this experimental configuration, the LP660-SF2 few-mode fibre was illuminated

with a laser power of 38 mW, while the SDE1024n SLM played a pivotal role in the op-

tical computing process. The light traversed a 2-metre path through free space, which

included passing through a pinhole, a 4f optical system, and various strategically posi-

tioned mirrors, all meticulously aligned to precisely direct the light onto the fibre. The
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entire process of coupling free-space optical transmission to the fibre was meticulously

managed using a three-axis stage (Thorlabs MBT616D/M).

Upon exiting the fibre, the light was guided toward a retroreflector and then redirected

back towards the fibre, ultimately reaching the beam splitter. From there, it was chan-

nelled through a series of mirrors, leading to the mode sorter and, ultimately, the camera.

Data acquisition and storage in the camera followed the same procedure as described in

the experiments outlined in the previous chapter.

As in the previous chapter, in this case, several OAM modes were analyzed: pure

modes from -3 to +3 and superpositions. However, only the smallest curvature radius

(38.7) was analysed at various step intervals due to the project nearing its end and the

impossibility of implementing further experiments.

As can be observed from the graphs, the accuracy increases with the increase in the

distance between the analysis steps, which is consistent with those obtained in all previous

experiments, and it drops dramatically at the step of 0.01 mm.

Figure 6.8: Accuracy vs step at fixed bend of 1 m few-mode fibre pure mode.
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Figure 6.9: Accuracy vs step at fixed bend of 1 m few-mode fibre superposition.

The graphs indicate that the accuracy for various OAM modes, both pure and super-

position, tends to increase as the step size increases, with most modes showing a rise in

accuracy at larger step sizes. This suggests that larger step sizes provide more distin-

guishable spectra, allowing the algorithm to differentiate between modes more effectively,

resulting in higher accuracy. Conversely, smaller step sizes show lower accuracy due to

increased spectral similarity and cross-talk. The experimental results confirm that in-

creasing the distance between analysis steps leads to higher accuracy in both pure and

superposition OAM modes, reinforcing the importance of choosing appropriate step sizes

to ensure effective mode differentiation in optical fibers. While it is true that normal-

isation can help account for smaller step sizes, the issue here extends beyond simple

normalisation.

The core challenge with smaller step sizes, such as 0.01 mm, lies in the increased spec-

tral similarity and cross-talk between the modes. When the step size is too small, the

spectra generated at these intervals are very similar to each other, making it inherently
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difficult for the algorithm to distinguish between the different modes. This results in

lower accuracy because the algorithm is not fine-tuned to handle such minute variations.

Normalising the data alone cannot fully compensate for the fundamental limitations im-

posed by the increased spectral overlap and cross-talk at smaller step sizes. Therefore,

while normalisation is an important aspect, the primary factor affecting accuracy in this

context is the inherent difficulty in mode differentiation due to the small step size.

6.5 Conclusion

As evidenced by the experiments conducted, the algorithm exhibits robust perfor-

mance, even when subjected to similar fibre bending profiles and relatively close dis-

tances. Nevertheless, a notable decrease in accuracy becomes evident when dealing with

relatively large OAM modes, such as ±4. This decline in accuracy can be attributed

to the fact that the experiments were carried out using a multimode fibre at 1550 nm,

which effectively behaves as a few-mode fibre at 660 nm, the wavelength employed for

all experiments. This discrepancy highlights the necessity of specialised fibers tailored

to support a broader range of diverse OAM modes for optimal algorithm performance in

such scenarios.

An additional noteworthy observation stemming from these results is the remarkable

consistency in alignment and outcomes, even when measurements are spaced hours apart.

This observation underscores the stability and reliability of the experimental setup, further

strengthening our confidence in the algorithm’s performance.

Moreover, the conclusions drawn in this chapter align with and reinforce the insights

obtained from the analyses performed on different fibers, bending profiles, and step vari-

ations in the previous chapter. This comprehensive approach to experimentation and
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analysis collectively contributes to a more robust understanding of the algorithm’s capa-

bilities and limitations.



Chapter 7

Conclusion

In conclusion, a comprehensive journey through the world of metasurfaces has been

undertaken, encompassing the exploration of their fundamental principles, practical ap-

plications, and the fabrication methods required for their realization. Furthermore, a

detailed account of the fabrication process of the MPLC device has been presented, with

each critical step supported by accompanying images that validate the precision of our

approach. While the initial results indicate that the MPLC functions satisfactorily, it is

evident that further analyses and optimizations are required to unlock its full potential.

The promise of versatile applications spanning various sectors, from the potential

amplification of signals in telecommunications to contributions to energy-related fibre

sensing technology, is held by the MPLC device. Relevance is also found in the medical

and biological domains, such as in the field of flow cytometry [189]. The relatively cost-

effective nature of the technology has drawn the attention of the scientific community,

making it an emerging technology of great interest. The potential transition to innovative

manufacturing approaches, such as pattern printing, could significantly reduce production

costs and pave the way for further advancements.
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In the course of this study, a robust and innovative fibre bend sensor has been devel-

oped, capable of precisely locating bends through the inter-modal coupling they induce.

By employing modal decomposition, sensitivity to relative phase has been reduced, un-

earthing features within inter-modal coupling that provide accurate information about

the shape or position of bends within the fibre.

The simplicity of this approach offers the potential for developing systems for fibre

shape sensing across various applications. Whether for wearable technology, motion sen-

sors, monitoring flexure hinges, or sensing the shape of airplane wings, cost-effectiveness,

time-efficiency, and high accuracy compared to traditional methods are offered by our ap-

proach. However, it’s essential to acknowledge that our current demonstration is limited

to bends in a single direction and over known fibre lengths. Recognizing that bends in

multiple directions or over longer/shorter fibre lengths may introduce errors in classifica-

tion is crucial.

In this implementation, the information within relative phase changes between modes

has not been leveraged. Nevertheless, similar mode-demultiplexing approaches could

enhance system sensitivity by analyzing statistical variations in relative phase. More

broadly, combining mode de-multiplexing with machine learning holds the potential for

powerful applications, particularly in scenarios where constant variations in relative phase

between modes can be treated as noise within the system, such as monitoring atmospheric

conditions or extracting information from environments with dense scattering.

For the practical deployment of the system, retraining will be required in cases of

significant changes in the system or fibre type. However, once fully trained, retrain-

ing typically isn’t needed for weeks to months under normal temperature fluctuations.

Further research is warranted to explore extreme temperature variations encountered in

applications like aviation. To enhance sensitivity to multiple directions, the use of multi-

core fibres is recommended to measure the differential bend state at each fibre, akin to
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the approach employed with custom Bragg grating fibres.

In summary, the feasibility of utilizing machine learning to accurately pinpoint curva-

ture on a millimetric scale has been demonstrated by incorporating a mode sorter (mode

de-multiplexing) into the optical setup, enabling the determination of the superposition

that occurs between orthogonal modes. Increasing the bend radius heightens inter-modal

coupling in the fibre and expedites coupling to other modes. However, it’s important to

acknowledge that our current approach can’t detect bends or movements in the fibre that

don’t introduce changes in inter-modal coupling and relative phase shifts.

As evidenced by our experiments, robust performance is exhibited by the algorithm,

even when subjected to similar fibre bending profiles and relatively close distances. How-

ever, a notable decrease in accuracy becomes evident when dealing with relatively large

OAM modes, such as ±4. This decline can be attributed to the fact that the experiments

were conducted using a multimode fibre at 1550 nm, which effectively behaves as a few-

mode fibre at 660 nm, the wavelength employed for all experiments. This highlights the

necessity of specialized fibres tailored to support a broader range of diverse OAM modes

for optimal algorithm performance in such scenarios.

A noteworthy observation from these results is the remarkable consistency in alignment

and outcomes, even when measurements are spaced hours apart. This underscores the

stability and reliability of our experimental setup, further bolstering our confidence in the

algorithm’s performance.

Furthermore, the conclusions drawn in this chapter harmonize with and reinforce the

insights gleaned from the analyses performed on different fibres, bending profiles, and

step variations in the previous chapter. A more robust understanding of the algorithm’s

capabilities and limitations is collectively contributed by this comprehensive approach to

experimentation and analysis.

These findings represent a substantial contribution to the field, and a foundation for
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further research and advancements in the realm of metasurfaces and fibre bend sensing is

laid. With continued refinement and exploration, it is likely that these innovations will

have a lasting impact on a wide range of applications and industries.
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Figure 7.1: Results of the experiment analysed with the algorithm "Decision tree" for the
1 m multi-mode fibre superposition.

Figure 7.2: Results of the experiment analysed with the algorithm "Decision tree" for the
1 m multi-mode fibre pure mode.
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Figure 7.3: Results of the experiment analysed with the algorithm "Decision tree" for the
1 m few-mode fibre superposition.

Figure 7.4: Results of the experiment analysed with the algorithm "Decision tree" for the
1 m few-mode fibre pure mode.
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Figure 7.5: Results of the experiment analysed with the algorithm "Logistic regression"
for the 1 m multi-mode fibre superposition.

Figure 7.6: Results of the experiment analysed with the algorithm "Logistic regression"
for the 1 m multi-mode fibre pure mode.
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Figure 7.7: Results of the experiment analysed with the algorithm "Logistic regression"
for the 1 m few-mode fibre superposition.

Figure 7.8: Results of the experiment analysed with the algorithm "Logistic regression"
for the 1 m few-mode fibre pure mode.
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Figure 7.9: Results of the experiment analysed with the algorithm "Naive bayes" for the
1 m multi-mode fibre superposition.

Figure 7.10: Results of the experiment analysed with the algorithm "Naive bayes" for the
1 m multi-mode fibre pure mode.
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Figure 7.11: Results of the experiment analysed with the algorithm "Naive bayes" for the
1 m few-mode fibre superposition.

Figure 7.12: Results of the experiment analysed with the algorithm "Naive bayes" for the
1 m few-mode fibre pure mode.
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Figure 7.13: Results of the experiment analysed with the algorithm "Nearest neighbors"
for the 1 m multi-mode fibre superposition.

Figure 7.14: Results of the experiment analysed with the algorithm "Nearest neighbors"
for the 1 m multi-mode fibre pure.
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Figure 7.15: Results of the experiment analysed with the algorithm "Nearest neighbors"
for the 1 m few-mode fibre superposition.

Figure 7.16: Results of the experiment analysed with the algorithm "Nearest neighbors"
for the 1 m few-mode fibre pure mode.
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