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Abstract

Humans naturally use interaction sounds emitted from physical contact with objects to gather in-
formation about their properties, such as size, texture, and quality. Augmenting these interaction
sounds may manipulate our perception of the object’s properties. Furthermore, such augmen-
tation could be useful in conveying extra information. For instance, augmenting the perceived
weight of a cup by manipulating the interaction sound could help users track their daily food and
carbohydrate intake to aid them in their diet. While previous work has demonstrated the effect
of reverb on room size perception in various contexts, such as VR gaming, few studies have
explored the potential of manipulating interaction sound, such as adding reverb or changing the
sound, to alter user perception of object properties.

In two experiments, this thesis explored the effects of different auditory feedback (surface
materials, musical instruments) and reverb parameters (mixing, depth) on perceived simultane-
ity, unity, agency, and object properties (object size, material, and room size), along with their
recognition. Through the experiments, it was discovered that modifying the sounds emitted from
tapping an audible object can affect our perception of its size and the size of the room in which
it is located. In regards to the user ability to recognize auditory feedback , it was discovered
that auditory feedback did not considerably impact the accuracy of audio recognition, whereas
reverb played a more significant role.

This thesis presents a discussion of the findings, along with the limitations of the current
study and suggestions for future research. Lastly, it provides guidelines on augmenting interac-
tion sounds based on our experiments and findings.
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Chapter 1

Introduction

1.1 Motivation

Humans use physical actions like tapping, knocking, stirring, or dragging to interact with nearby
objects. We expect to receive auditory feedback from these actions [93], which convey mean-
ingful information about the objects and their surroundings. This feedback can include details
about the object’s shape and material, density [26], quantity [117] and even the size of the room
in which it is located [101]. While tactile feedback is primarily used to determine or identify
these object’s details, other senses such as visual and auditory are often used simultaneously
[57]. The presence of visual cues can helps humans distinguish stiffness among objects [104].
However, we also use our auditory senses when vision cannot provide adequate information,
such as for object material and density, given the same appearance (i.e., surface colour, thick-
ness). For instance, a hollow-ringing sound from a watermelon is a way to determine its ripeness
1, which cannot be deduced from its external appearance alone.

The relation between touch and audio feedback has been linked with the neural mechanism;
for example, one may feel body sensation when listening to a heavy bass acoustic [57]. Further-
more, the watermelon example demonstrates how auditory feedback emitted from user contact
with an object (interaction sound) plays an essential role in providing information and inducing
the perception of its properties. Thus, changing this interaction sound in real time may change
the user’s perception of the object. Additionally, interaction sounds provide valuable insight
of our environment, allowing us to gauge a room or an object’s size: dropping an object in a
spacious room produces a much more noticeable reverberation than in a smaller one. Despite
previous research into the effects of reverb on room size perception in various contexts, such as
VR gaming, few studies have explored the potential of manipulating interaction sound such as
adding reverb or changing the sound, to alter user perception of object properties.

Manipulating user perception of object and room properties could provide many benefits for
HCI. In the development of future AR/VR interactions, augmenting user perception of object

1Brüel & Kjær: https://www.bksv.com/en/knowledge/blog/perspectives/ripe-watermelon

1



CHAPTER 1. INTRODUCTION 2

and room properties may potentially enhance passive haptic feedback and support casual inter-
action with objects. Passive haptics uses the alignment of virtual elements with real physical
objects to enhance the realism of interactions, e.g., touching a virtual object rendered in AR
placed against a real physical surface [46]. For AR-based passive haptics, altering the acoustic
properties of the surface can be used to change the perceived size, volume, stiffness, and more
[56]. For casual interactions, augmenting auditory feedback could be used to convey informa-
tion through everyday objects [77]. For example, the reverberation of a tap on a coffee mug
could indicate the remaining free time until the next meeting. A coffee mug is an example of
an everyday object that is in widespread use and found in various materials and shapes. Addi-
tionally, tapping a mug can be more discreet in certain situations, such as when conversing with
others in the office.

There are many techniques to alter user perception of object properties, such as using a
physical proxy that employs actuators to progressively alter an internal weight [116], wearable
haptic interface [21], kinesthetic haptic devices [53], or using visual effects [99]. Kinesthetic
mechanics requires a standalone device, which is less portable [53]. In contrast, visual-based
user perception alteration necessitates an image rendering device (e.g. a Head-Mounted Display
or HMD), which can have a high computation rendering cost, and is less socially acceptable
in a public setting. Another approach remains underexplored: augmenting auditory contact
properties by adding virtual audio to real-world sound as an extension or complement [? ].
Real-time auditory contact property augmentation can be done using currently available devices
such as acoustically transparent headsets, for example, bone conduction headphones 2, Apple
Airpods 3, or BOSE Frames, which are more socially acceptable than the visual head-mounted
displays due to their more discreet form factor 4.

Auditory augmentation can be seamlessly integrated into existing perceptual and cognitive
processes as humans naturally possess parallel skills when processing auditory information with
other senses (e.g., visual) [73]. The concept of auditory augmentation itself could be seen as a
part of Augmented Reality (AR) [10, 58] as some studies refer it as Audio Augmented Reality
(AAR) [58, 59, 112]. Thus, to develop a successful auditory augmentation system that can
manipulate the user perception of object and room properties, we should consider the aspects
of AR itself. AR should have three characteristics as defined by Azuma[5]: (1) combines real
and virtual; (2) interactive in real time; (3) registered in 3D. To design auditory augmented
interaction, other than intermixing digital audio and real sound, we must maintain the perceived
interactivity in real time. Interactivity in augmented reality refers to the ability of users to
interact with and manipulate virtual objects that are overlaid in the real-world environment [67]
and increase the experience immersion [82]. The system also should be able to sense interaction
and give feedback in real-time. Yet, how can we design such real-time AAR for interaction?

2https://www.techradar.com/news/best-bone-conduction-headphones
3https://www.apple.com/uk/airpods/
4The Guradian: https://www.highsnobiety.com/p/bosesframeshowtostyle/
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When designing interactive experiences, designers must consider the user’s perception of
unity, agency, and simultaneity. The unity assumption is a condition where a user believes
that multisensory cues (e.g., visual, haptic, auditory) "come from the same object or event"

[20]. Agency refers to "the feeling of having produced the sound" [18], including a sense of
belonging and control over interaction [12]. Meanwhile, based on [39], perceived simultaneity
is "an illusion of two events appearing to be simultaneous and happening at the same time".
These three concepts are crucial for creating an immersive and realistic experience [5], a key
characteristic of augmented reality systems as defined by Azuma[5].

However, interaction sound augmentation, such as altering audio feedback, modifying acous-
tic properties, or adding effects (e.g., reverberation) may impact the perceived unity, simultane-
ity, and agency. For example, when tapping a coffee mug but hearing animal sounds, the interac-
tion may be perceived as not coming from the tap, which could reduce the perceived interaction
unity. In addition, when multiple augmentations are used, for example, replacing the audio, ma-
nipulating the new audio’s frequency, and adding a reverberation effect, is the auditory feedback
still identifiable? Retaining identifiability of the auditory feedback is important especially when
used to convey information.

To summarise, auditory augmentation of interaction sounds could potentially be used as an
effective medium to alter user perception toward object and room properties. This approach
can be applied in various scenarios, such as leveraging passive haptic feedback and facilitating
casual interaction with everyday objects within an augmented reality system.

This work examines acoustic manipulation of interaction sound emitted from user contact
with a common, everyday object – a coffee mug. The choice of a coffee mug is due to its
widespread use. To answer the main research questions, this thesis enhanced the audio feed-
back produced by tapping the mug. A prototype of auditory augmentation was built using a
microcontroller and contact microphone. The prototype enabled participants to experience a
near real-time audio interaction where they could hear the manipulated interaction sound with
8ms of latency from their finger tapping. The findings revealed that various types and inten-
sities of auditory feedback could be used to augment interaction sound without compromising
the perceived agency and unity of the tap. Furthermore, the auditory feedback generated from
the augmentation process was easy to identify and could significantly impact the perception of
the mug’s properties. For example, a metal contact sound could make the mug surface appear
harder. To provide additional flexibility, reverb could be incorporated, allowing manipulation
with a second independent variable. Two experiments in this study explored various reverb con-
figurations, including echo mixing and room size, to provide multi-level audio feedback. Based
on the results, guidelines for design of acoustic properties that can be manipulated to alter user
perception or convey information were created, supporting the notion of future usage of auditory
augmentations.
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1.2 Thesis Statement

This thesis explores the impact of interaction sound augmentations on user perception of object
properties and augmentation recognisability. Various auditory feedback is used, including ma-
terial sound and non-material sound (music), along with various reverb adjustments. This work
also explores technical challenges in the current development of such AAR interaction to deliver
a prototype to augment interaction sound in real-time whilst retaining interaction unity, agency,
simultaneity and recognisability.

1.3 Research Questions

To develop an AAR system, it is crucial that the auditory augmentation must be presented in
real-time and interactive, retaining its interaction perception (unity, simultaneity, and agency)
along with its recognisability when used to convey information. However, currently, there are
no comprehensive guidelines for:

• RQ1: How can we augment real-world interaction sound emitted from an everyday object
whilst preserving:

(a) the perception of the interaction sound coming from the same object or event (unity)

(b) the perception of the tapping and augmented sound happening at the same time (si-
multaneity)

(c) the perception of having produced the interaction sound (agency)

• RQ2: How does acoustic manipulation (replacing the interaction sounds, adding reverb)
impact:

(a) the perception of object properties such as size and stiffness

(b) the perception of environmental properties such as room size

(c) the recognisability of augmented auditory feedback

1.4 Contribution and Impact

This thesis makes contributions in the following areas:

1. Demonstrates that augmenting real-world interaction sounds from tapping on a coffee cup
can preserve the feeling of connection (unity, simultaneity, agency) with the interaction;

2. Identifies the impact of acoustics manipulations (replacing the sounds, adding reverb) on
object size and stiffness, and environment (room size) properties, along with the augmen-
tation recognisability;
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3. Delivering practical design guidelines to be applied in AAR use cases.

1.5 Thesis Outline

This thesis is composed of the following chapters:

• Chapter 2 - Literature Review: This chapter provides an overview of previous research
and the fundamental theory of auditory augmentation. It includes a classification system,
definitions of key terms, a review of related research, and a summary of the essential as-
pects of auditory augmentation for interaction sounds. Additionally, it presents the context
of the research questions and the contributions of this thesis.

• Chapter 3 - Augmenting Interaction Sound in Real-time: This chapter describes the tech-
nical aspects of developing real-time auditory augmentation. It presents two approaches
for real-time tapping recognition and audio alteration: hand gesture recognition using
Hololens 2 AR/VR/MR HMD and touch vibration detection with a contact microphone
and microcontroller. A comprehensive discussion of these approaches will also be pre-
sented.

• Chapter 4 - Impact of Auditory Augmentations: This chapter investigates user perception
of auditory augmentation. Two experimental studies have been conducted to evaluate the
impact of various auditory feedback and reverb adjustments.

• Chapter 5 - Discussion and Auditory Augmentations Guideline: This chapter provides a
discussion and a general overview of the thesis, highlighting the answers to the research
questions, and presenting auditory augmentation guidelines based on the findings.

• Chapter 6 - Conclusion and Future Work: In this chapter, a highlight of this thesis con-
tributions, summarise of the experiments, and recommendations for future work, is pre-
sented.



Chapter 2

Literature Review

This chapter reviews existing studies and the fundamental theory of auditory augmentation.
The review begins with a taxonomy, followed by definitions of terminology related to auditory
augmentation. Moreover, related work around acoustic manipulations used in previous research
is presented. Then this chapter summarises the important aspects of auditory augmentation for
interaction sounds, motivates the research questions, and provides context for the contributions
of this thesis.

2.1 Auditory Augmentation Taxonomies

As a subset of AR, in which the majority of research has focused on visual augmentation, audi-
tory augmentation has been investigated under various terms. Auditory augmentation or Audio
Augmented Reality (AAR) is defined as “a blend of virtual auditory content into the physical

world to augment the user’s real acoustic environment” [112]. Due to its broad scope, many
scholars worked on aurally augmenting reality even though they did not clearly use the term
AAR [58]. For example, research on tangible music that augments users’ soundscapes [110]
can also be seen as an AAR application. Thus, researchers tried to combine common use cases
of AAR and built AAR taxonomies.

Krzyzaniak et al.[58] present a taxonomy of AAR consisting of (1) using digital sound to
augment mute physical things; (2) mixing real world acoustic and digital sound; (3) placing
sound into a real-world location; (4) making real-world sound richer by conveying additional
information; and (5) real-time modification. Furthermore, another terminology for AAR was
also proposed by Schraffenberger[85]. Based on [85], AAR can take different forms such as
(1) Extended reality, scenarios where the virtual supplements the real environment; (2) Dimin-
ished reality, cases where virtual content removes real elements from the real environment; (3)
Altered reality: environments where the virtual information changes the apparent qualities of
the real world; (4) Hybrid reality: scenarios where the virtual completes a physical environment
that would be considered incomplete without the virtual additions; and (5) Extended perception:

6
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cases where unperceivable but real aspects of the real world are translated into virtual informa-
tion that can be perceived.

2.1.1 Enchanting Mute Physical Object with Auditory Feedback

Whilst the auditory augmentation of physical objects is still rarely studied, some works have
shared characteristics, such as interactive surfaces, Interaction Design with Audio (IDwA) [16],
and Tangible Auditory Interaction (TAI) [10]. In interactive surfaces, research mainly focuses on
the technology that can help achieve touch interaction on various surfaces, from projecting visual
cues into a home appliance [100] to augmenting the surface with tactile feedback [6]. These
augmenting surface concepts can be viewed as a part of enhancing physical object concepts in
augmented reality [58], yet, arguably, it can also be seen as a part of developing Tangible User
Interaction (TUI) when the perspective is the control and interaction toward the object. For
example, Potts et al.[78] proposed TangibleTouch, a toolkit that enables users to control digital
content by touching the surface of the a cube. Ullmer and Ishii[103] also mention how these
terms share characteristics. For example, McGee and Cohen[65] developed RASA, a sticky-
notes-based interface in military command posts, linked to digital content enhancing current
military command in practice: “..while these efforts can also be viewed as augmented reality

systems, their usage of physical objects as computationally mediated artefacts also holds much

in common with tangible interface approaches” [65].
Jacob et al.[48] tried to unify these concepts as a single framework: Reality-based Interaction

(RBI). RBI aims to unify emerging human-computer interaction styles such as virtual, mixed and
augmented reality, tangible interaction, surface-based interaction, and ubiquitous and pervasive
computing while keeping the characteristics of each concept. For example, URP [103], a TUI
model, is a part of the naive physics (common sense knowledge on the physical world) group in
the RBI framework [48]. We argue that our work, augmenting interaction sound, is also part of
the naive physics group in the RBI framework. Thus, we could say that the concept of auditory
augmentation of interaction sound is indeed a part of augmented reality whilst also can be seen
as TUI.

In regard to interaction with physical objects, the research on TUI also often overlaps with
AR research. The use of physical objects for interaction, also known as artefact-based inter-
actions, is also common in mixed reality research due to their manipulability [78]. This phe-
nomenon is unavoidable because augmentation, which is also a part of augmented reality-mixed
reality, is one of the TUI characteristics defined by Ishii and Ullmer in their original work [47].
In TUI research, a physical object is used to manipulate or represent digital information [33]
such as demonstrated by [43]. The objects used in TUI research varies, ranging from generic
3D geometric shapes such as a sphere [115], cube [78], or cone [52], to Lego shapes [40, 4, 71].
Gohlke et al.[40] used Lego to produce music based on the position, orientation, colour and
shape of pieces.
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TUI research by Zhiglova[118] used an interactive carpet as a textile interface for children
on the autism spectrum. In this interactive system, different inputs (touch, pressure, placing
objects onto a matching pattern, stroke) produced different outputs (light, vibration, sound).
These TUI works can be seen as having shared characteristics with the concept of augmenting
silent physical objects in AAR, where the digital sound is added as the output of the object,
disregarding the sound produced by the interaction if available. Our work with interaction sound
is trying to augment real-world sound emitted from interaction with physical objects, to alter user
perception or to convey digital content. This concept, augmenting interaction sound, also could
be seen as "auditory augmentation" defined by Bovermann et al.[10], which is also a paradigm
that evolved from TAI. Bovermann et al.[10] defined auditory augmentation of a physical object
as "a paradigm to vary the objects’ sonic characteristics such that their original sonic response

appears as augmented by an artificial sound that encodes information about external data".
Thus, it concluded that although there is a shared similarity between AAR and TUI with sound
as output (i.e. TAI), AAR with interaction sound, or auditory augmentation of physical objects,
highlight the use of real-world sound generated from user interaction.

2.1.2 Altering Interaction Sound Emitted from Physical Object

Augmenting auditory contact properties of physical objects can expand the horizon of interaction
design offering a more natural and connected user interaction linked with prior knowledge and
expectations. As briefly described in the Introduction, human interact with everyday objects and
expect auditory feedback [93] that may reveal object properties such as material, quantity [117],
and room size [101]. Another example, as provided by Hermann and Weger[44], is shaking a
box to investigate the contents, which is a natural way we try to get information of unseen detail.
Weger et al.[106] describe this process (actively expecting auditory feedback after interaction) as
active listening. This active/conscious listening to interaction sound, which connects the user’s
action and their expectation, could also be used as actionable cues and bring up our subconscious
reactions or change our behaviour. For example, we adapt our walking style to the sound of
the floor, e.g. when the wooden floor is perceived as thin we may walk more slowly. Such
auditory feedback becomes an extension of the user’s body, connecting the interaction sound
with the user’s speculation and body response. Creating a natural interaction means designing
an interface which able to take full advantage of the user’s prior knowledge [107]. Wigdor and
Wixon[107] defined, a perceived natural interaction also has to create an experience that could
possibly be the extension of the user’s body [107]. This is strongly coherent with the idea of
augmenting interaction sounds that could be used to enhance prior experience with everyday
objects (i.e. tapping), for example, to accentuate information or to alter their perception of
object properties. Therefore, this thesis will investigate the idea of augmenting the interaction
sounds of everyday objects.
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2.2 Non-speech Audio Feedback for Augmenting Interaction
Sound

Many scholars have investigated converting digital information with auditory feedback using
speech-based feedback [2] and non-speech auditory feedback such as Earcon, Auditory Icons,
etc [79, 13]. Speech-based interactions have been widely used for example voice assistants such
as Amazon’s Alexa or Google Assistant to provide weather or news updates. Still, this type of
interaction might not be suitable in some cases. For example, in a public setting where privacy
and information discretion are needed [69]. Moreover, speech-based interactions as input/output
rely on the user understanding and speaking the language used by the system, which can be a
barrier for users who are non-native [111]. In addition, language barriers may yield bigger
problems, such as speech recognition errors, when used as input. Speech-based interactions
may not always accurately recognize spoken input (which can be triggered by user’s accents):
thus, it can lead to errors or misunderstandings and user frustration [23].

Furthermore, speech output may have a high cognitive load, as the user may have to wait
for the spoken output to finish to get the information [62]. Meanwhile, compared to speech-
based auditory feedback, non-speech auditory feedback, such as Earcons or Auditory Icons,
offers some benefits. For instance, it is language independent [79], offers speed of access [79],
supports multitasking [105], and could be part of product branding [74]. Earcons are a non-
speech auditory display that uses sounds, music or other non-speech audio to convey information
or instructions to the user [14]. Earcons can be used to convey information regardless of the
user’s language, as they use symbolic representation rather than human language, making them
useful in multilingual or general settings. Considering all the benefits above, this thesis will use
non-speech auditory feedback to augment the interaction sounds.

2.3 Augmentation Recognisability

Auditory feedback that has been manipulated should be identifiable by the user. For example, in
the passive haptic feedback use case, without clearly identifying what auditory feedback is pre-
sented, the user may misjudge the object properties, thus breaking the realism of the interaction.
“Determining materials is more difficult as they produce changes in the acoustic signal that are

confounded with accompanying material changes- two bars of different material can produce

perfectly identical sounds” [63]. The misinterpretation of material perception due to similar
sounds may break the immersion of virtual content. For example, when the user is expected to
feel wood but instead hears a foam sound. This situation may happen when the acoustic manip-
ulation of the wooden sound is inappropriate. In the case of casual interaction, recognisability is
a part of usability, which should be retained to create a successful system. For example, to en-
sure the user can precisely determine the quantity of digital information. However, as we used



CHAPTER 2. LITERATURE REVIEW 10

non-speech feedback whose identifiability may be affected by the masking effect of acoustic
augmentation [55], what acoustic manipulations can we use that retain the recognisability of the
auditory feedback?

2.4 Changing the Perception of Object Properties by Manip-
ulating Interaction Sound

As humans naturally gain information from contact with physical objects (e.g., tapping a water-
melon to know its ripeness, tapping a wine glass to know its quality), augmenting this auditory
contact property may influence perception of the object and/or its surroundings, as it may give
users cues about the texture, weight, and density of the objects as well as surroundings. For ex-
ample, presenting a soft, muffled sound, for example, may suggest that the object is composed
of a soft substance, such as foam or rubber. In contrast, a sharp, metallic sound may indicate
that the object is made of a tougher material, such as steel. In the surrounding context, an echo
may indicate a large room. Whilst there are many techniques to alter user perception of object
properties, such as using a physical proxy that employs actuators to progressively alter an inter-
nal weight [116], wearable haptic interface [21] or using visual effect [99], employing AAR to
augment this perception is under-explored.

The ability to augment object properties could be beneficial in many cases, such as passive
haptic feedback and casual interaction. In passive haptic feedback, augmenting object property
may enhance immersion when using the object. Furthermore, it may also change the perception
of the user’s own body and possibly impact the user’s behaviour, as demonstrated by [97]. For
example, changing the object’s texture, weight, size and stiffness according to the presented
digital object, such as portraying a virtual button on the object’s surface, then altering its contact
sounds to a metallic sound to make the user tap harder on the surface.

In casual interaction, augmenting object properties could present various information or dig-
ital content. Object size could represent the quantity of the information, while stiffness may
represent information/content density. For example, tapping the laptop surface and a hollow
sound may imply an empty slot in the working schedule to arrange the new meeting. The tex-
ture could convey more salient digital content; for example, tapping pillows and sensing a crispy
texture instead of a fluffy one may inform the user they forgot to lock the door. Weight also could
be possible interesting property. For example, to inform daily food/carbohydrate intake to help
users in their diet. The more they consume carbohydrates, the heavier the object.
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2.5 Auditory Interaction Perception

Rapid development in audio-AR-enabled personal devices, for example, acoustically transparent
pers onal audio devices such as the BOSE Frames, Sony ambie sound earcuff 5, to Hololens
which supports built-in spatial sound [64], make the future use of AAR as the interactive audio-
based system practical. However, how could we develop a successful AAR device that makes
the auditory augmentation seemingly connected to the user’s contact with objects?

In AAR with interaction sound, multiple senses are used (e.g. visual, haptic, auditory). To
create a successful interaction, retaining the perception of simultaneity [51], unity [20], and
agency [18] in multimodal interaction is crucial because it helps to create a more immersive and
believable experience for the user. This notion also in line with the idea of an AR system [5]
which one of the key aspects is real-time augmentation. In addition, auditory feedback that has
been manipulated should be identifiable by the user. For example, in the passive haptic feed-
back use case, without clearly identifying what auditory feedback is presented, the user may
misjudge the object properties, thus breaking the realism of the interaction. “Determining ma-

terials is more difficult as they produce changes in the acoustic signal that are confounded with

accompanying changes in material- two bars of different material can produce perfectly identi-

cal sounds” [63]. The misinterpretation of material perception due to unnoticeable differences
between sounds may break the immersion of virtual content. For example, when the user expects
to feel wood but hears a Styrofoam-like sound. This situation may happen when the acoustic
manipulation of the objective is inappropriate. In the case of casual interaction, recognisability
is a part of usability, which should be retained to create a successful system. For example, to
ensure the user can precisely determine the quantity of digital information. However, as we used
non-speech feedback whose identifiability may be affected by acoustic augmentation [55], what
acoustic manipulations can we use that retain the recognisability of the auditory feedback?

2.5.1 Real-time perception

Real-time augmentation is important in AAR with interaction sound because it allows the user
to have a sense of agency in producing the sound (hearing sounds that are generated in response
to their actions or movements). This can enhance the sense of presence and interactivity, making
the experience more engaging and believable. Zamborlin[114] demonstrated a real-time modifi-
cation of audible objects, Mogees. However, this work only alters the sound without conveying
additional information. An interesting work by Kari et al.[54] synchronises in-car music with
a journey in real-time, altering the acoustic properties of the music and creating an unobtru-
sive interaction providing situational awareness for the user (i.e. informing tunnel entrance with
high pitch). The music played in a car will be mixed with a particular digital sound to convey
navigation information, in this case, a shift in the music represents event changes.

5Sony Ambie earcuff: https://www.sony.com/en/SonyInfo/design/stories/ambie/
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Another notable example is the auditory contrast enhancement model to help user guess the
content inside a closed box [44]. PebbleBox and CrumbleBag demonstrated capturing real-
world interaction sounds, manipulating its granular synthesis [29]. Meanwhile, the study by
Williamson and Murray-Smith[108] used granular synthesis to convey continuous information.
These studies demonstrated how augmenting audio, in general, could be coupled with digital
content (e.g., navigation, object internal detail), offering a richer experience with everyday real-
ity. This finding could be used to explore the wider area of augmenting interaction sound with
physical objects in real time. For example, to add digital information by augmenting the acoustic
properties (frequency, grain) of the contact sound with the object.

A real-time acoustic manipulation should have low-latency audio processing. The study
by Kaaresoja[51] stated that <30 ms latency is required for perceived simultaneous interaction.
Current AR headphones with hand gesture recognition to detect interaction with objects produce
latency around 35 ms [1]. Thus, even though previous studies emphasized how AAR augmenting
interaction sound could be established, there is little knowledge on how these augmentation
could be benefitted. Audio processing technology such as Bela (https://bela.io/). could be used
as it has latency under 10ms. Therefore, can we make a proof-of-concept of AAR interaction
sound system with a currently available device?

2.5.2 Perception of Simultaneity

Latency, the time delay between an action and the corresponding feedback, negatively impacts
the quality of interaction [51]. The study found that perceived simultaneity, the perception that
two events happen at the same time [39], is crucial for interaction quality. Bimodal interac-
tions (tactile and audio) latency must be kept under 100 ms for the feedback to be perceived
as simultaneous [51]. For unimodal feedback, the latency should be within 20-70 ms. Another
study [96, 94] demonstrated a near-real-time interaction with auditory feedback and an average
latency of 10.7 ms, but did not investigate the perceived simultaneity. With advancements in
technology, it is becoming possible to create AAR systems with minimum latency, making it
achievable to develop AAR interactions that are perceived as real-time and simultaneous. For
example, using a contact microphone and embedded computing platforms to manipulate acous-
tic signals in real-time, such as Bela. However, it is not clear if auditory feedback simultaneity
alone is sufficient to prove that the interaction is convincing.

Considering the Hass Effect in Augmenting Interaction Sound

The Haas precedence effect and the echo threshold concept are closely related to the perception
of simultaneity in audio. The Haas effect is a psychoacoustic phenomenon discovered by Dr.
Helmut Haas in 1949 [37]. Also known as the “Precedence effect,” the law states that when one
sound is followed by another with a latency of approximately 40 ms or less (below humans’ echo
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threshold), the two are perceived as a single sound [37] – even though coming from different
direction. The Precedence effect refers to a group of phenomena that are thought to be involved
in resolving competition for perception and localization between a direct sound and a reflection
. Based on study by Brown et al.[15], the Precedence effect decreased when the delay was
more than 10ms, meaning the listener is able to better determine the source or direction of the
audio. In our experiment, the user will wear headphones to listen the audio feedback. Thus,
it is important to maintain the latency under 10 ms [15], or should no longer than 40m s [37]
to ensure the listener perceives the altered audio feedback as coming directly from the audible
object’s direction instead of from their headphones.

In the Precedence effect, as the delay increases, the direct sound and the reflection become
more distinct. This event is often referred as the echo threshold [15]. A percussive sound
will have shorter echo threshold compared to a non-percussive musical instrument [11]. In our
experiment we will use mug as audible object for interaction. This mug can be considered as a
percussive instrument. Thus, the latency must be short. However, if we can modify the audio
feedback to have the similar characteristic as non-percussive instruments (has dangling effect),
we may be able to change the user perception about the simultaneity of the interaction based
on several types of audio feedback. Study by Braasch et al.[11] reveals that the logarithm of
the attack time correlate best with the echo threshold. From the same study, duration also has a
positive correlation with the echo threshold.

It is worth considering how these audio properties, along with echo threshold, can affect
other auditory perceptions such as unity and agency. By examining audio properties like attack
and duration, we can gain a detailed understanding of which properties can be manipulated to
achieve the desired perception. Thus, in the experiment, this thesis will include the details of the
audio properties and evaluate their impact.

2.5.3 Perception of Unity

When designing an interaction, it is important to consider that, even if auditory feedback is
presented simultaneously with an action, the user may still perceive them as separate events due
to spatial perception. Simultaneity is when two or more events are perceived as happening at
the same time, even though they are unrelated. For example, we may hear a car alarm outside
the building when we accidentally hit a water bottle on the desk. Even though those two events
happened simultaneously, we were able to perceive the alarm sound as an unrelated event to
hitting the water bottle. The Unity assumption is when a user believes that multiple sensory
cues (e.g. visual, haptic, auditory) are “..coming from the same object or event” [20]. This
assumption can create a more immersive and realistic experience; however, few studies have
clearly compared different types of stimuli to see if they can emphasize the unity assumption
[20]. For tapping interaction with auditory cues as feedback, it is not clear if it is possible to
create an interaction that is perceived as unified. Additionally, it is not clear if different stimuli
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can impact the perception of unity.

2.5.4 Perception of Agency

To develop a convincing interaction, the designer also needs to evaluate the perceived agency
of the interaction. In the context of augmenting interaction sounds, “agency is the feeling of

having produced the sound”[18], including a sense of belonging and control over the interaction
[12]. It is important to retain the perceived agency because it can enhance the user’s sense of
engagement and immersion in the AR experience. When users feel that they have agency, they
are more likely to feel invested in the virtual world and to be motivated to explore and interact
with it. The perceived agency can also improve the usability of an AR system by making it more
natural for the user to interact with. For example, when users can directly manipulate/ access
digital content by tapping objects. To be able to retain our sense of agency, the latency should
be under 50 ms for discrete interaction (e.g. tapping/ pressing button), and under 150 ms for
continuous interaction (e.g. stirring, dragging) [113].

2.6 Acoustic Manipulation

Generating auditory feedback with characteristics that the user identifies well can be done with
synthetic sounds using an audio processing program, such as Supercollider 6. By modifying the
acoustic characteristics of sounds through adjustments in pitch or the addition of sound effects,
a more dynamic and real-time augmentation of sound can be achieved.

2.6.1 Manipulating Acoustic Properties (Modifying Real Audio without
Additional sound)

Duration, amplitude, and frequency content have been widely used to create material properties
in acoustic computation [38]. Lederman[60] tested tactile and aural cues for surface rough-
ness (i.e., the texture). Variations in groove width or distance between neighbouring grooves
impacted perceived aluminium plate roughness [60]. Their study opened a discussion on how
pitch and amplitude may also impact perceived roughness. For example, a surface is perceived
as rougher when there is a louder (high amplitude) tapping sound [60]. Furthermore, for general
material sound discrimination, frequency is the most influencing acoustic property [63]. This
study found that most participants rely on the frequency to discriminate the material composition
and determine the object’s perceived hollowness (density) [63].

Figure 2.1 illustrates an audio envelope consisting of attack, transient, onset and decay. Bello
et al.[7] describe audio event terms as follows: (1) attack, on the note is the time interval during

6Supercollider:https://supercollider.github.io/
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Figure 2.1: Top: waveform. Bottom: audio envelope started with onset, followed by attack,
transient, and decay. A note changes event - attack, transient, onset, decay [7]

which the amplitude envelope increases; (2) transients are short intervals during which the signal
evolves quickly in some nontrivial or unpredictable way; (3) onset is a single instant chosen to
mark the temporally extended transient. In most cases, it will coincide with the start of the
transient; (4) decay is a drop or reduction of amplitude over time.

Perceived hardness/stiffness was impacted by attack [34]. In the context of perceived size,
Rocchesso et al.[80] concluded that frequency and amplitude impact the perceived size of sounds
produced by dropping four balls onto different plates. All these studies were conducted evaluat-
ing just the perceived acoustic properties of the sound without directly interacting with it. Little
is known about how these acoustic properties impact the perception of object properties in the
case of multimodal interaction, i.e., using haptic and auditory senses. Furthermore, can we use
these properties to augment the perception of object properties?

2.6.2 Adding Acoustic Effects - Reverberation

Reverberation or reverb is formed by a combination of decay and the collection of echoed acous-
tic signals [36]. It may reveal an object’s weight, texture, size, and stiffness. For example, if
a metal object is struck, the reverberation will be bright-ringing indicating that the object has a
stiff and dense surface. On the other hand, if a wooden object is struck, the reverberation will
be longer and more diffuse, indicating that the object has a rough, porous surface. Additionally,
the weight of an object can be inferred from its reverberation, as heavier objects tend to produce
longer and more sustained reverberation than lighter ones.

Reverberation (or reverb) is an auditory property that enables the sense of depth and space
[90]. This characteristic is often beneficial for Virtual Reality (VR) to compensate for distance
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compression effects [45]. Reverb can change the perception of sound sources surrounding and
potentially offer multi-level auditory feedback [36]. Many studies investigated the use of rever-
beration in sonification; for example, [102] proposed using reverberation to inform the space
available in an office room: small reverb represents a fully staffed room, while large reverb
means an emptier space. Reverb also could be tied to the object to complement information
conveyed by another auditory parameter, such as the object’s underlying sound. For example,
a metallic sound may indicate an urgent email message, while a long reverb could reflect the
number of such alerts. Frissen et al.[36] found no effect of different audio feedback types on
reverb discrimination. However, their study only looked at four variations of audio feedback
(speech, singing, drums and piano) categorised into vocal and non-vocal sounds. It did not in-
vestigate different material sounds that would be needed for effective auditory interfaces to see
how reverb would affect them. In addition, little is known about how reverb may impact the
perception of the object properties (i.e. size, stiffness, texture, weight).

In addition, [45] noted that in-congruent reverb degree, for example, high reverb for very
close distance, may trigger sensory segregation,” wherein users are unable to unify visual and

auditory sensory stimuli in their perceptions of depth”. Thus, it is important to find the appro-
priate amount of reverb to retain the perceived connected experience – perceptual unity.

2.6.3 Replacing Auditory Feedback

The user will expect particular audio feedback while in contact with an object, for example,
when tapping the surface of a home appliance, the user expects a metal sound to indicate its
quality [3]. Thus, altering these original auditory contact properties by replacing the audio
feedback with different properties/characteristics having low/no association with the object may
shift the user experience of perceived unity, simultaneity, agency and interpretation of the object.

There is growing evidence that auditory cues can substantially affect the user [95, 97], chang-
ing body movement [97] and surrounding perception [89]. Tajadura-Jimenez and Bianchi-
Berthouze[94] work demonstrated how manipulating tapping sound strength would alter the
user’s perception of the object they interacted with. However, this work only looked at one
material sound type (wood) and did not explore other potentially useful alternatives, such as
fluid, metal, or fabric as output. A study by Tigwell and Crabb[100] explored user experience
and preferences when interacting with 15 different surface materials (varying from carpet to tile
samples) selected based on their lightness, reflectivity, and texture. This study revealed that,
when users interact with different objects, they not only tap on the object but also feel the un-
derlying object texture. Tigwell and Crabb[100] suggesting that providing different material
feedback could be promising follow-up research to broaden user experience in interaction with
the surface, for example, to express roughness [89].

For casual interactions, it is possible to use a different sound to represent changes in digital
content. Such sound should be distinct enough to be noticed. A study by [80] examined how
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fluid sound, such as filling and emptying a bottle, can help convey continuous information in
the background, which supports multitasking. The study found that participants could recog-
nize 91% of emptying sounds and 76% of filling sounds. However, accuracy in determining
whether the bottle is empty or half-full was only 40%, mainly due to less friction and interaction
sounds. Therefore, users may forget the state of the bottle. To enhance this interaction, one
could augment the interaction sound of a shaking bottle. By shaking the bottle, the user could
know the state of the bottle and get a cue of the quantity of the presented information or digital
content. In terms of varying the auditory feedback, a common type of audio used in the existing
studies is musical instrument sound. Musical instrument features (i.e., pitch, rhythm, timbre)
have been widely used, from supporting information visualisation by data sonification [83] to
creating Earcons (i.e., by augmenting the timbre of the organ or brass sound [13]). The musical
instrument sounds also has been used as a non-intrusive notification delivery [50]. However, in
contrast to material sounds, using an unrelated sound such as musical instrument sounds to alter
the auditory contact properties of an everyday object may feel unnatural, as it could be against
the user’s prior knowledge. Nevertheless, using musical instrument sounds as audio feedback
would allow us to test the extent to which we could stretch the alteration of auditory contact
properties whilst retaining the association with the interaction with the object.

2.7 Conclusions and Research Questions

Augmenting the auditory feedback of user interactions with everyday objects has the poten-
tial to influence our perception of these objects and their surroundings. Furthermore, this en-
hancement can be coupled with digital information (e.g., notifications) to expand interaction
techniques in the field of human-computer interaction (HCI). Previous studies have showcased
various auditory augmentations in different research areas such as TAI, IDWA, or sonification.
While techniques like granular synthesis have been explored, other augmentations such as re-
placing auditory feedback and adding effects like reverb are underexplored. There is still limited
understanding of how these augmentations may impact human perception of objects and their
environment, as well as their recognizability, to ensure their feasibility in conveying information.

This thesis focuses on the auditory augmentation of real-world sound from interaction with
physical objects. The works investigates how auditory augmentation techniques (adding rever-
beration, replacing auditory feedback) can be applied to the interaction sound from the object,
delivering necessary guidelines around acoustic manipulation of interaction sound for designers
exploring AAR use cases such as passive haptics and casual interaction. We explore the fea-
sibility of the technology supporting future AAR interaction sounds, creating a real-time AAR
interaction proof-of-concept, and measure the perceived interaction (simultaneity, unity, agency)
of our proposed concept of auditory augmentation. In addition, we also evaluate its augmenta-
tion recognisability to provide designers comprehensive information on using various acoustic
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manipulations. The key research questions are as follows:

• Research Question 1 (RQ1): How can we augment real-world interaction sound emitted

from an everyday object whilst preserving:

(a) unity

(b) simultaneity

(c) agency

Research Question 1 will determine the feasibility of augmenting interaction sound in
real-time while retaining the perception of unity, simultaneity, and agency of the interac-
tion. This is a foundational requirement before any subsequent acoustic manipulation is
developed. We will develop an AAR prototype to answer this question.

• Research Question 2(RQ2): How does acoustic manipulation (replacing the interaction

sounds, adding reverb) impact:

(a) the perception of object properties such as size and stiffness

(b) the perception of environmental properties such as room size

(c) the recognisability of augmented auditory feedback

Following the development of the AAR system, research focuses on exploring acoustic
manipulations that potentially alter user perception of object properties and its surround-
ings, along with these augmentations’s recognisability. Two approaches will be taken
to answer RQ2: replacing auditory feedback with material and nonmaterial sounds and
adding reverb.



Chapter 3

Augmenting Interaction Sound in
Real-time

For the development of a successful interactive auditory augmentation system, one important
aspect is ensuring that the auditory augmentation can be perceived as real-time as it allows the
user to feel a sense of control in producing the sound (agency) as well as their perceived unity
and simultaneity toward with their tapping toward object. Hearing sounds that are generated
in response to their actions or movements can enhance the sense of presence and interactivity,
making the experience more engaging and believable. The focus in this chapter is the technical
aspect of real-time auditory augmentation, addressing RQ1.

Previous studies mentioned in the literature review chapter [29, 108, 114, 54] showcased
the potential of augmenting audio with digital content such as navigation [54], object internal
detail [29], and other everyday reality experiences [114]. This discovery could pave the way for
exploring new possibilities in augmenting sound interaction with physical objects in real-time,
such as adding digital information by augmenting the acoustic properties (frequency, grain) of
the contact sound with the object.

Furthermore, auditory augmentation allows for a more interactive [88, 22] and informative
personal audio experience [8, 59, 24], while also maintaining awareness through the use of
transparent acoustic headsets [66]. The development of headsets such as BOSE Frames, Sony
Ambie sound earcuffs , and the Hololens which supports built-in spatial sound [64], makes
the future use of auditory augmentation as an interactive audio-based system possible. This
chapter explores real-time auditory alteration using AR/VR/MR headsets and microcontrollers
with contact microphones as sensors.
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3.1 Developing Real Time Auditory Augmentation using AR
Headset

We investigated the technical aspects of AR/VR by exploring the Microsoft Hololens 2, which
is a Microsoft Mixed Reality Headset. It has the capability of recognizing hand gestures and
providing 3D spatial audio feedback. We created a Hololens 2 application that augments the
sound of a knocking a drink can when the user’s hand gesture is detected near the can’s area.
The details of the system are shown in Figure 3.1.

Figure 3.1: AR/VR Based Auditory Augmentation signal processing . Hololens 2 device
recognise hand gesture. To reduce the latency, the auditory feedback played immediately after

the finger touch the trigger area. Black signal represents original signal emitted from the
tapping interaction. Green signal represents digital auditory feedback from hololens. Yellow

signal represent mixed signal perceived by user.

In Figure 3.1 the HoloLens 2 camera tracks the user’s hand movements, while the built-in
microphone captures the sound of knocking (the black signal in Figure 3.1). This method allows
for audio feedback to be provided in near real-time, alongside the actual sound produced when
knocking the can. We used Supercollider to manipulate, process, and mix the audio from the
real-world interaction recorded by the HoloLens microphone with digital sound (the green signal
in Figure 3.1). This mixed sound was then played through the HoloLens speakers, shown as a
yellow signal in Figure 3.1.

3.1.1 Hand Gesture Interaction

Numerous researchers have investigated the use of hand gestures as an input in interactive sys-
tems, from commercial platforms like head mounted displays (e.g., Hololens) to research prod-
ucts such as wristcam [19, 87] and even smart speakers [61]. These studies have demonstrated
the potential of hand gestures in advancing the field of augmented and virtual reality by pro-
viding intuitive and natural ways for users to interact with virtual environments and manipulate
digital content.

Hololens 2 provides five primary hand gestures: touch, hand ray, gaze, air tap, and air tap
with hold. Users can interact with displayed holograms by using touch gestures. When the user’s
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hand is detected by the Hololens 2’s camera, a floating pointer similar to a mouse pointer appears
close to the tip of the user’s index finger. This pointer helps in targeting elements, as shown in
Figure 3.2. For hand-ray, users should hold their hand with palm facing away to activate hand
ray. A laser pointer appears which can be used to target an item. Once an item is targeted, users
can perform actions on it. In the case of gaze gesture, gaze is used to make the selection and air
tapping is used to confirm it. To perform an air tap gesture, the user needs to hold their hand
straight out in front of them with a loose fist. Then, they should point their index finger straight
up towards the ceiling, tap it down momentarily, and quickly raise it back up again.

Figure 3.2: Hand gesture in Hololens 2 showing finger pointer
(https://learn.microsoft.com/en-us/dynamics365/mixed-reality/guides/authoring-gestures-hl2)

(a) Standby condition (b) Triggered Condition

Figure 3.3: Figure (a) shows red color indicate trigger area for user to tap. Figure (b) shows a
tapping event on the mug with a fingertip. The red area changes color to green.

Figure 3.3 illustrates the functionality of our AAR Hololens app. We used the Mixed Reality
Toolkit (MRTK) 2 library to provide augmentation. The user dons a Hololens device and is able
to view a cylindrical can. Upon knocking, the Hololens detects whether the user’s hand enters
the detection region (as depicted in Figure 3.3a). If the hand is within range, the app triggers
audio feedback from Supercollider. The audio is then presented in 3D with the speaker from the
Hololens 2.
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3.2 Audio Processing

Audio processing for this prototype is conducted in Supercollider with input detected by the
Hololens’ microphone and played on its speakers, with a 44100Hz sample rate. Supercollider
code detects audio if it passes the onset threshold and triggers unique audio feedback. The onset
function is used to process the audio signal, detecting the beginning of notes/drumbeats/etc. The
output of this onset detection is a control-rate trigger signal which is 1 when an onset is detected,
and 0 otherwise [92]. The PlayBuf function is then called when the trigger onset is 1 to play
the sample sound in memory. Furthermore, a Freeverb function then applied to the buff sound.
Freeverb 7 is a function in Supercollider to produce artificial reverb. The algorithm itself is
replicated from Faust’s 8 reverb library which uses a Schroeder reverberator [25]. The Schroeder
reverberator is a widely used reverb effect in the free-software world. It was primarily developed
by "Jezar at Dreampoint" and is known for its exceptional tuning. This reverb effect consists of
four Schroeder all-pass filters connected in series and eight parallel Schroeder-Moorer filtered-
feedback comb filters for each audio channel. The processed audio is then played over the
speakers.

// setting default server

o = Server.default.options;

o.inDevice_("Windows WASAPI : Jack Mic (Realtek(R) Audio");

o.outDevice_("Windows WASAPI : Speakers (Realtek(R) Audio)");

Server.default.reboot;

//setting buffers for prerecorded auditory feedback

d = Buffer.read(s, "D:../material_fluid.wav");

a = { (PlayBuf.ar(1, d, loop: 0) * 0.1).dup }.play;

a.free;

(

x = {

// declaring variable in use

var sig, chain, onsets, pips,out;

// define input microphone as stereo

sig=SoundIn.ar(0!2);

chain = FFT(LocalBuf(512), sig);

onsets = Onsets.kr(chain, 0.9, \rcomplex);

// playing auditory feedback

//playing buffer when triggered

7https://doc.sccode.org/Classes/FreeVerb.html
8https://faustlibraries.grame.fr/libs/reverbs/
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z=PlayBuf.ar(2, d,trigger:onsets) * 0.1;

out=FreeVerb.ar(z,mix:0.75,room:0.8);

}.play;

)

s.freeAll;

s.quit;

Server.killAll;

The code snippet is being called repeatedly in the Unity application for HoloLens 2. This
code will record the input sound from the microphone and mix it with audio in the buffer. The
pre-recorded augmented auditory feedback in the buffer is played when the user’s finger reaches
the detection area.

3.3 Analysis

We experienced a latency of 300ms when using the Hololens 2 approach to recognize user
finger gestures and provide auditory feedback. The audio signal emitted from tapping the object
was recorded using the Hololens microphone, then processed with Supercollider and played
back through the Hololens speaker. The latency measurement involves determining the time
duration between the initiation of the real-world tapping sound and the commencement of the
output playback audio from the Hololens speaker. AR headphones equipped with camera-based
hand gesture recognition, which detect user’s hand interactions with objects, have a latency of
approximately 35 ms when recognizing the gesture [1]. This latency then increased with audio
signal processing latency (e.g., soundcard latency), resulting in around 300ms latency in total.

Although this approach provided flexibility to augment any objects recognized by the Hololens,
the latency was too high for real-time acoustic manipulation. Meanwhile, according to a study
by [51], a perceived simultaneous interaction can be achieved with less than 20 ms of latency.
Despite previous studies emphasizing the establishment of auditory augmentation, our experi-
ment with the Hololens 2 (300ms latency) did not yield desirable latency (under 20ms latency).

Latency has long been a problem for music performers. The issue arises due to the lengthy
process required for audio processing. First, sound waves from the musical instrument are con-
verted into electrical impulses, which are then transmitted through a wire to a sound interface.
At the interface, the impulses are transformed into a digital signal and stored in the input trans-
port buffer. The audio driver buffer, for example ASIO or CoreAudio driver buffer, receives the
signal and waits for the audio interface to utilize it. Once the audio interface is ready, the data
are saved in the audio output buffer and sent back to the transport output buffer. Finally, the data
are reconverted from digital to electrical signals and transmitted to the speakers.

Reducing the delay that occurs during audio processing can be achieved by decreasing the
buffer size. However, another alternative is to consider a hardware-based approach such as using
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microcontrollers [68, 70, 86, 98]. A microcontroller-based audio processing technology, such as
Bela [70], offers audio processing with a latency of under 10ms, making it significantly faster
than other methods. As a result, it might be possible to create a proof-of-concept of real-time
auditory augmentation of interaction sound with lower latency than using a Hololens device.

3.4 Reducing Latency using Contact Microphone and Micro-
processor

In this section, we will explored auditory augmentation using a Bela device with a contact mi-
crophone as input, and wired headphones as output. Figure 3.4 presents the hardware used in
our setup: (A) Steelseries Siberia 200 headphones, (B) Bela Mini Kit, (C) Asus ROG laptop,
(D) Otraki contact microphone, (E) Coffee Mug, and (F) Logitech mouse.

Figure 3.4: Apparatus consisting of the following items: (A) Steelseries Siberia 200
headphones, (B) Bela Mini Kit, (C) Asus ROG laptop, (D) Otraki contact microphone, (E)

coffee mug, and (F) Logitech mouse.)

In the prototype phase, we utilized a small white ceramic coffee mug to produce sound. To
detect the tapping impact, we affixed an Otraki Adeline AD-35 contact microphone to the mug’s
interior, a commonly used passive pickup for musical instruments. The microphone was then
connected to a Bela Mini. This was linked to a PC laptop operating Supercollider, a platform
for real-time audio synthesis and algorithmic composition. Utilizing the Supercollider code,
the laptop generated the appropriate audio feedback, which was then played through a pair of
Steelseries Siberia 200 headphones. In regards to the audio processing code, we still used the
same code as the Hololens 2 setup. Our setup with Bela mini demonstrated an end-to-end
latency of just 8 ms with the same measurement technique as Hololens 2. It was well below the
suggested 20ms threshold for audio feedback as recommended by Kaaresoja [51].
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Despite the low latency produced, our setup with contact microphone and Bela mini, pose
challenges in the real-world implementation. For example, to aurally augment multiple objects
interaction sound. Our current setup required the contact microphone attached to the object,
reducing the flexibility and mobility of the AAR system. Nevertheless, considering a massive
development on H-M-D or Frames with spatial audio support and improvement on computer
vision method, the future AAR system could be implemented.

Scenarios of multiple interactions or multiple objects could be developed using hand track-
ing recognition in-built in XR headsets such as the Vive Focus 3 9, or Meta Quest 3 with 70ms
latency 10. Or using additional accessories such as Ultraleap 11 hand tracking accessory. More-
over, reliably detecting when the finger makes contact with a tracked surface is an area of active
research, for example utilizing additional hand/wrist-mounted IMUs to enhance optical tracking
[41].

Despite the limitations of our current setup, which still required additional sensor attached
to the object, our setup proved that we could build a real-time auditory augmentations for in-
teraction sound with a latency of 8ms. This result also partly answer our RQ1: “How can we
augment real-world interaction sound emitted from an everyday object whilst preserving unity,
simultaneity and agency?”.

3.5 Conclusion and Discussion

3.5.1 Conclusion

The technical aspects of real-time auditory augmentation development are covered in this chap-
ter. Using the Hololens 2 AR/VR/MR HMD for hand gesture recognition and a contact mi-
crophone and microcontroller for touch vibration detection, it offers two real-time tapping and
audio alteration methods. Our findings show that both approaches successfully alter auditory
feedback in real-time, but there is a notable difference in latency. The Hololens 2 HMD has a
latency of 300 ms, while our setup with a contact microphone has a latency of 8 ms. Our setup
sufficiently addresses the technical requirements of real-time interaction, thus could be used as
a test bed for our research aims. We will use this setup to answer RQ2, along with investigating
the perceived unity, simultaneity, and agency of our setup to completely answer RQ1.

9https://www.vive.com/uk/product/vive-focus3/overview/
10https://www.roadtovr.com/apple-vision-pro-meta-quest-3-hand-tracking-latency-comparison/
11https://www.ultraleap.com/enterprise/pico-neo-3/



Chapter 4

Impact of Auditory Augmentations

In theory, there are limitless opportunities to augment the impact sounds produced by objects.
For example, combining various aural feedback mechanisms with digital information generated
by user interaction could enhance casual interactions [77]. Other useful potential augmenta-
tions may range from altering user perception by manipulating the auditory feedback frequency
[95, 96], which could potentially leverage passive haptic feedback, or adding reverberation [36]
to create additional parameters for information presentation. However, little is known about
how different auditory augmentations may impact the perceived simultaneity, unity, and agency,
along with the augmented auditory feedback’s recognisability for physical tapping interactions.
In addition, we also want to test the possibility of augmenting object and room properties by
altering the audio feedback and adding reverb. Thus, in our study, we used the approach with
Bela device and contact microphone, as proposed in Chapter 3, creating a near-real-time au-
ditory augmentation of physical object interaction setup with low latency (approximately 8ms,
slightly lower thanTajadura-Jimenez and Bianchi-Berthouze’s work [94], as a proof-of-concept.

It is crucial to ensure that auditory augmentation is ecologically, and feasibly valid. This
step is essential as it acts as a proof-of-concept for auditory augmentation with interaction sound
itself. In order to test this concept’s feasibility, we examine the interaction’s perceived simul-
taneity, unity, and agency (RQ1).

This chapter comprises of two experiments aiming to answer RQ1, and RQ2. The first ex-
periment demonstrates the feasibility of using auditory augmentation to enhance perception of
object and room properties, along with evaluation of the perceived interaction, and its recognis-
ability. The independent variables for this experiment were different material sounds, musical
instrument sounds, and various degrees of reverb. The dependent variables were perceived in-
teraction, including simultaneity, agency, and unity, as well as object properties (such as size
and stiffness), room size, and recognisability. The second experiment focuses on the impact of
reverb mixing on the same dependent variables as Experiment 1.

26
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4.1 Perception of Interaction Simultaneity, Unity, and Agency

To create an interactive experience that is convincing and believable, real-time auditory feed-
back alone is insufficient. Therefore, we conducted a study to measure the impact of auditory
augmentation on interaction sounds using three dependent variables: simultaneity, unity, and
agency.

In previous research, the impact of varying auditory feedback has been explored [94, 96, 97].
However, these studies did not take into consideration important factors such as latency [39] and
audio properties (such as attack and duration) on the perceived simultaneity. Latency refers to
the delay between an action and its corresponding feedback. Audio properties, on the other
hand, refer to the physical characteristics of a sound that can influence how it is perceived by the
listener.

Despite advancements in technology that have made it possible to develop auditory aug-
mented reality systems with minimal latency, as demonstrated in our study using Bela and a
contact microphone, it is still unclear whether we can create an interaction that feels simul-
taneous to the user. This is a critical factor in determining the quality of the interaction. To
accurately assess the quality of the interaction, it is important to measure the perceived simul-
taneity between the action and the feedback. By doing so, we can gain a better understanding
of the factors that influence the user’s experience and make informed decisions about how to
improve the design of auditory augmented reality systems.

The second dependent variable, unity, is when a user believes that multiple sensory cues are
coming from the same object or event. This assumption can create a more immersive and realis-
tic experience. When crafting an interaction, it is important to keep in mind that even if auditory
feedback occurs simultaneously with an action, it may still be perceived as separate events due
to other factors, such as spatial perception or even user expectations toward the object material:
imagine tapping a ceramic mug but hearing a wooden sound. The unity assumption involves
the belief that multiple sensory cues, such as visual, haptic, and auditory, are all from the same
object or event, creating a more immersive experience. Other than simultaneity perception,
measuring the unified perception of the auditory augmentation is important.

Finally, the third crucial factor is agency. Designers must take into consideration the user’s
perception of agency for a seamless AR interaction. Agency enhances engagement by encour-
aging users to explore the interaction and making it feel more natural. A previous study by Yang
and Yanagisawa indicated that for interaction to be perceived as having agency, the latency
should be kept under 50 ms for discrete interactions and under 150 ms for continuous interac-
tions to maintain a sense of agency [112]. The threshold is slightly higher than the threshold for
perceived simultaneity (10-40 ms) [51, 37]. In this study, we want to retain both the perceived
agency and simultaneity, thus we aimed to get the latency around 10ms
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4.2 Object and Room Properties

When interacting with objects, users expect a particular audio feedback. For example, when
tapping the surface of a home appliance, a solid firm metallic sound may indicates its thickness
and quality. Altering the original auditory contact properties or replacing the audio feedback
with different properties (e.g., replace auditory feedback with different material) may change
the user experience and interpretation of the object, such as suggested by previous researchers
[30, 32, 94, 76, 97, 100] in the literature review chapter 2. Providing different material feedback,
emphasized audio characteristic (e.g., psychoacoustics), could broaden the user experience in
interaction with the surface, for example, to express roughness.

The audio properties of an object, such as its resonance, can affect how we perceive its tem-
perature [76]. While non-material sounds, such as those produced by musical instruments, have
unique characteristics and psychoacoustics (e.g. roughness [31]) that are used in sonification,
it is not yet fully understood how these characteristics can affect our perception of an object’s
properties. It is crucial to consider the effects of non-material sounds, not only to enhance the
variability of auditory feedback but also to provide designers with a holistic understanding of
auditory feedback characteristics that may specifically influence user perception of object prop-
erties, for example, its size.

In terms of room properties, reverb is a property of sound related to the perception of depth
and space [36, 90, 45], thus often used to inform amount of information [102]. Considering
reverb as a supplementary parameter of other auditory feedback would add a new dimension
of information to this approach. For example, a metallic sound could indicate an urgent email
message, while a long reverb could represent the number of such alerts. To determine how
reverb affects effective auditory interfaces, it is necessary to expand the study to include various
materials and sounds. Furthermore, combining reverb with other augmented auditory feedback
may result in a cross effect, that warrants further exploration, as it may impact spatial perception
and/or object properties such as its material and stiffness.

4.3 Recognisability

Audio processing offers a wide range of possibilities, including changing the auditory feedback
type and adding reverb. The combination of audio and reverb has the potential to create multi-
level information and alter the user’s perception of contact properties. However, it is crucial that
these augmentations do not interfere with the recognition of the audio and reverb, and that the
sounds remain distinguishable. Despite the promising potential of audio and reverb combina-
tions, little is currently known about how these augmentations can affect the perception of inter-
action (simultaneity, unity, agency), object properties (size and material), surroundings (room
size), and auditory feedback recognition accuracy. Therefore, we conducted an investigation in
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the context of tapping on an everyday object to better understand these issues.
Our study aimed to explore how the combination of audio and reverb can impact the percep-

tion of interaction, object properties, surroundings, and auditory feedback recognition accuracy.
By tapping on a daily object, we were able to analyze the effects of these augmentations on
the perception of interaction, the size and material of the object, the size of the room, and the
accuracy of the auditory feedback recognition.

4.4 Experiment I: Evaluating The Perception of Interaction,
Object and Room Properties, and Audio Recognisability

Modifying the contact sound properties of an object or replacing them with a different sound
could alter how users perceive their interaction with the object and even influence their be-
haviour. In Experiment I, we created an interactive auditory augmentation prototype using a
coffee mug and assessed how various audio feedback types (material, non- material sounds) and
reverb levels affected the interaction perception (simultaneity, unity, agency) in near-real-time
addressing RQ1.

There were two independent variables: Audio feedback type (10 levels consisting of six
surface materials and four musical instruments with audio properties shown in Table 4.1); and
Reverb level (4 levels consisting of no reverb, low, medium, and high). The study analysed
five dependent variables: user perception of the interaction, perception of object properties,
surroundings, audio recognition accuracy, and reverb quantity determination. User perception
of the interaction was measured by perceived simultaneity [51], unity [20], and agency [12],
while perception of object properties was measured by perception of size and material. The
perception of the room size was investigated to measure user’s perception of the surroundings.
The unity assumption was concerned only with the stimuli’s perception as coming from the same
object, whether from the user tapping on the mug or coming from headphones. To test the study,
a within-subjects design was used, where all users tested all combinations of audio feedback
types and reverb levels in a 10 x 4 design. The order of conditions was counterbalanced to
control for order effects. The experiment was approved by the University ethics committee. We
inv estigated the RQ1(a-c)-RQ2(a-c) as mentioned in Chapter 2.

4.4.1 Study Designs

Auditory Feedback

Previous studies [80, 94, 100] did not evaluate augmentation with non material sound. Addi-
tionally, considering the Hass effect [37, 11, 81, 42] such as discussed in Chapter 2, it is also
important to consider the nature of audio properties such as attack duration. To ensure the di-
versity of the provided stimuli, we also consider its chroma features variat ion. Ellis[28] defined
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the chroma feature as "powerful representation for music audio in which the entire spectrum is

projected onto 12 bins representing the 12 distinct semitones (or chroma) of the musical octave".
A sound with rich pitch variability has a rich colour representation in its chroma. This allows for
a simplified representation of the complex pitch structure of a sound. A sound that has rich pitch
variability will have a rich colour representation in its chroma, making it easier to visualize and
analyse.

Figure 4.1: Audio Stimuli illustration for Experiment I, consists of: original mug sound, water
plop, carpet, cardboard, hardwood, metal, castanet, guitar, piano, and organ pipe.

The experiment uses various types of audio feedback to augment the sound of tapping a mug,
from material and non-material sound as shown in Figure 4.1. The following are the types of
audio feedback used in the experiment:

1. Mug: This is the original sound of the mug and serves as a baseline/control for the exper-
iment.

2. Water Plop: This is a fluid sound that is often used for noise masking because it has similar
characteristics to brown noise [17]. It is also known to create a pleasant ambiance [49].
The attack duration of this sound is similar to the original Mug sound, but it has a longer
duration.

3. Carpet: The Carpet sound is similar to white noise and has a uniformly spread power
spectrum. It also has rich pitch variability.

4. Cardboard: The Cardboard sound has a shorter duration compared to carpet or hardwood
and a greater than 10ms attack.

5. Hardwood: This sound has a similar wooden characteristic to cardboard but has richer
pitch variability and longer duration.
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6. Metal: The Metal sound has a long duration and less pitch variability than hardwood,
carpet, or cardboard.

7. Castanet: This is a percussive instrument with a short attack (<1ms) and duration.

8. Guitar: This is a representative string instrument with an attack of less than 10ms. Users
may have prior knowledge of playing the guitar by pulling the string, but they may also
expect a tapping sound instead.

9. Piano: This represents both string and percussive instruments with an attack of less than
10ms but a long duration.

10. Organ Pipes: This represents woodwind instruments with a greater than 10ms attack.

These audio feedback types cover a wide range of sounds and will help determine the best
sounds to augment the tapping of the mug. The attack and duration of the sounds used in this
study were calculated using the Essentia Python Library (shown in Table 4.1), which uses the
algorithm proposed by Zolzer[119]. Furthermore, in order to visually represent the stimuli used
in our study, we have presented a chroma feature diagram in Figure 4.2. Overall, the use of
chroma feature diagrams provides a clear and effective way to represent and compare acoustic
signals in our study.

Table 4.1: Audio Properties

Category Audio Duration (ms) Attack (ms)

Original (Control) Mug 40.27 0.43

Material Water plop 79.09 0.35
Cardboard 179.91 29.57
Carpet 388.53 6.6
Hardwood 474.51 9.56
Metal 982.04 4.71

Music Instrument Castanet 37.91 0.25
Guitar 380.09 5.41
Piano 722.99 6.76
Organ pipes 538.14 37.97

*Duration represents the audio duration in a millisecond, and attack rep-
resents the duration of the attack in a millisecond, calculated at 70% of
the total estimated attack duration, with measurement based on [11].
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Figure 4.2: Stimuli Chromagram visualizing pitch structure of the stimulus. X axis represent
the duration of the audio signal. Color representing the pitch magnitude of the signal.

Apparatus

We used our setup shown in Section 3.2 Figure 3.4 for the experiment. We developed a PC app
using Unity (https://unity.com/) to control and modify the auditory stimuli, provide question-
naires and record user responses. Our main objective was to determine if we could substitute the
original impact sound with our modified sounds. For this study, we did not use an AR headset
as we needed to keep latency as low as possible. The available AR headsets with hand-tracking
were not fast enough, so we devised a custom setup to test our ideas. As AR technology im-
proves over time, our approach can be performed natively in the headset.

Regarding audio feedback, we recorded the original mug sounds using a Samsons Pro con-
denser microphone. However, the real-time audio quality from the contact microphone was
poor, so we decided to use pre-recorded mug soun ds recorded by the researcher doing single
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Figure 4.3: Participant tapping coffee mug during the experiment

tip tapping on the mug, triggered by the contact microphone’s detection. We sourced the mate-
rial sounds from Freesounds and the musical instrument audio feedback from Braasch et al.[11]
work. To create a reverb effect, we combined echo (dry-wetness balance) and modified the decay
properties. We used the Freeverb function in the Faust library in Supercollider to achieve this.
In Experiment I, we used the mixing and room size (depth/decay) parameters from the Free-
verb function in Supercollider. We tested four different settings: no reverb (mix=0, room=0),
low reverb (mix=0.3, room=0.5), medium reverb (mix=0.5, room=1), and high reverb (mix=1,
room=1).

Participant Recruitment

We enrolled a total of 20 participants in our study, with 9 identifying as Female, 10 as Male, 1
preferring not to say. The age range of the participants was between 18 to 44 years old, with
20% of individuals being between 18-24 years of age, 55% between 24-35 years of age, and 25%
between 35-44 years of age. Among the participants, 85% were students, and 15% were full-
time workers. Participants were required to have no hearing impairments and as compensation,
were given a £10 Amazon voucher.

Procedure

Prior to taking part in the study, all participants received an information sheet to review and a
consent form to sign. Additionally, they were required to complete a demographics question-
naire and undergo training with the audio and reverb. This training involved listening to all of
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the different audio feedback types and reverb levels that would be used during the study. During
the study, each participant was instructed to perform a single "finger tap" interaction with the
coffee mug using their finger tip, while wearing headphones to listen to the audio feedback as
shown in Figure 4.3. There were a total of 40 different combinations of stimuli, each of which
was played three times, resulting in a total of 120 stimuli presented in a randomized order. Par-
ticipants tapped the mug three times for each stimulus to hear the sound. The details of the
experimental stimuli and the trial are as follows:

Number of Audio x Number of Reverb x Number of Trial:
10 audio x 4 reverb x 3 trials = 120 trials
The study lasted approximately 60 minutes, with participants given a break after every 40

stimuli. After each condition, participants answered questions using the same laptop. The av-
erage scores for each stimulus were calculated from the scores obtained from the three trials.
Table 4.2 presents the specific questions asked during the study.

4.4.2 Result and Analysis

This experiment investigated how the participants perceived various types of audio feedback and
different levels of reverb. Results are presented in Table 4.3 and Table 4.4(displaying the raw
results), Figure 4.4 and Figure 4.5 (visualizing the audio and reverb effects on dependent vari-
ables), and Table 4.6 (presenting the statistical analysis results). To ensure an accurate analysis
of the data, we checked the data distribution of all dependent variables using the Shapiro-Wilk
test. We found that the data were non-Gaussian. To address this issue, we used the Aligned
Rank Transform tool (ARTtool) [109] to transform our data before conducting a two-way re-
peated measure ANOVA. After the ANOVA, we carried out a Bonferroni post-hoc comparison
utilizing ARTtool. We also conduct a Pearson’s Correlation test to evaluate the correlation of
audio properties (attack, duration) with the dependent variables.

RQ1: Interaction Perception

a) Simultaneity
Table 4.3 displays that the average simultaneity ratings for different auditory feedback
types are mostly around 1, with an overall average of 0.928. This indicates that the partic-
ipants perceived the auditory feedback from the mug to be synchronous with their tap.

Furthermore, there was a significant negative correlation between attack and simultaneity
perception r(798) = −.088, p = .012. Meanwhile, no significant correlation was found
between duration and simultaneity perception r(798) =−.002, p = .942. The carpet sounds
produced more varied results, lower than other audio types, with 0.85 as can be seen in the
Figure 4.4. However, Table 4.6 indicates that there is no significant difference between
audio types in terms of simultaneity F((9,741) = 2.207, p = 0.020,η2

= 0.03), despite.
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Table 4.2: Question design in Experiment I and II

Dependent Variables Questions Types

The perception of:
(1) Simultaneity [51] Was the audio feedback simultaneous with your tap? Yes/No question
(2) Unity [20] Were the audio feedback and your tap perceived as

a single event?
Yes/No question

(3) Agency ([18] My tapping produced the audio feedback five-point Likert scales, recorded as 1-5 : “Strongly
Disagree” to “Strongly Agree”

The perception of:
(1) Mug size How did the audio feedback affect your perception

of mug size?
five-point Likert scales, recorded as 1-5 : “Smaller”
to “Bigger”

(2) Room Size How did the audio feedback impact your perception
of room size?

five-point Likert scales, recorded as 1-5 : “Smaller”
to “Bigger”

(3) Mug stiffness How did the audio feedback affect your perception
of the surface material (stiffness)?

five-point Likert scales, recorded as 1-5 : “Softer”
–“No change”- “Harder”

The accuracy of:
(1) Recognition What was this sound? Multiple choices of audio names
(2) Quantity Determination How would you classify the audio feedback you

heard?
Multiple choices of reverb names

35



36

Table 4.3: Experiment I Mean and standard deviation of audio feedback.

Audio
Simultaneity Unity Agency SizeMug SizeRoom MugStiffness AccRecog AccDeter
(0-1) (0-1) (1-5) (1-5) (1-5) (1-5) (0-1) (0-1)
Mean Std Mean Std Mean Std Mean Std Mean Std Mean Std Mean Std Mean Std

Mug 0.946 0.145 0.896 0.235 4.483 0.748 3.154 0.797 3.333 0.95 2.983 0.863 0.842 0.26 0.508 0.379
Water Plop 0.958 0.123 0.892 0.204 4.371 0.733 3.275 0.643 3.217 1.043 2.483 0.915 0.979 0.123 0.554 0.356
Carpet 0.85 0.254 0.738 0.366 3.992 1.08 3.092 0.641 3.233 0.919 2.517 0.926 0.675 0.397 0.375 0.353
Cardboard 0.879 0.244 0.846 0.28 4.196 0.924 2.842 0.723 3.258 1.01 2.671 0.821 0.521 0.4 0.454 0.365
Hardwood 0.954 0.138 0.854 0.28 4.225 0.863 3.533 0.816 3.508 0.966 3.554 0.958 0.717 0.319 0.442 0.355
Metal 0.921 0.193 0.892 0.253 4.404 0.818 3.517 0.621 3.312 0.993 3.721 0.848 0.921 0.186 0.392 0.351
Castanet 0.946 0.135 0.921 0.186 4.362 0.767 2.833 0.748 3.204 0.939 2.95 0.952 0.787 0.328 0.571 0.349
Guitar 0.933 0.201 0.904 0.244 4.467 0.711 3.179 0.431 3.062 0.789 2.617 0.875 0.55 0.431 0.421 0.351
Piano 0.963 0.106 0.912 0.223 4.421 0.793 3.55 0.6 3.192 0.917 3.154 0.972 0.696 0.387 0.354 0.341
Organ Pipes 0.933 0.171 0.85 0.3 4.246 0.9 3.154 0.551 3.263 0.923 2.696 0.773 0.896 0.246 0.446 0.352

Average 0.928 0.87 4.317 3.213 3.258 2.934 0.758 0.452 0.928

Simultaneity ranging from (0-1), Unity (0-1), Agency (1-5), SizeMug (1-5), SizeRoom (1-5), MugStiffness (1-5), Accuracy of audio recognition -
AccRecog (0-1), Accuracy of reverb determination - AccDeter(0-1).

Table 4.4: Experiment I Mean and standard deviation of reverb score across dependent variables.

Reverb
Simultaneity Unity Agency SizeMug SizeRoom MugStiffness AccRecog AccDeter

Mean Std Mean Std Mean Std Mean Std Mean Std Mean Std Mean Std Mean Std

No 0.935 0.176 0.888 0.23 4.37 0.834 3.143 0.672 2.828 0.708 3 0.971 0.777 0.347 0.452 0.404
Low 0.945 0.149 0.892 0.231 4.307 0.861 3.157 0.632 3.133 0.858 2.928 0.926 0.802 0.331 0.422 0.333
Medium 0.933 0.177 0.868 0.281 4.318 0.834 3.295 0.687 3.355 0.93 2.885 1.016 0.785 0.331 0.42 0.323
High 0.9 0.211 0.833 0.308 4.272 0.866 3.257 0.82 3.717 1.041 2.925 0.994 0.67 0.385 0.513 0.369
Average 0.928 0.87 4.317 3.213 3.258 2.934 0.758 0.451



37

Table 4.5: Attack and Duration correlation table across dependent variables.

Factor Correlation Simultaneity Unity Agency SizeMug SizeRoom MugStifness AccRecog AccDeter

Attack corr -0.088 -0.135 -0.114 -0.02 0.004 -0.115 0.002 -0.081
p-value 0.012 <0.001 0.0012 0.564 0.892 0.001 0.934 0.021

Durration corr -0.002 -0.007 0.0005 0.25 0.014 0.253 0.034 -0.153
p-value 0.942 0.828 0.988 <0.001 0.691 <0.001 0.326 <0.001

Table 4.6: Experiment I ANOVA Analysis result for Audio and Reverb on Audio and Reverb effect.

Factor Estimate Simultaneity Unity Agency SizeMug SizeRoom MugStiffness AccRecog AccDeter

Audio F value 2.207 4.236 4.116 14.887+++ 3.052 21.374+++ 30.952+++ 3.985

p-value 0.02 <0.001 <0.001 <0.001 0.001 <0.001 <0.001 <0.001
η

2 0.03 0.05 0.05 0.15 0.04 0.21 0.27 0.05
Reverb F value 5.752 2.176 2.163 3.871 79.937+++ 0.893 11.411 2.673

p-value <0.001 0.089 0.091 0.009 <0.001 0.444 <0.001 0.046
η

2 0.02 0 0 0.02 0.24 0 0.04 0.01
Audio * Reverb F value 2.493 2.27 0.938 1.046 1.464 0.573 2.658 2.084

p-value <0.001 <0.001 0.556 0.402 0.061 0.961 <0.001 0.001
η

2 0.08 0.08 0.03 0.04 0.5 0.2 0.09 0.07

The +++ indicates a large effect size measured with η
2. Auditory feedback type has a large effect on SizeMug, Material and Accuracy

of Recognition. However, Reverb only has large effect on SizeRoom. There was no interaction between auditory feedback type and
reverb for Agency, SizeMug, SizeRoom, material. However, there was an interaction between audio and reverb with a medium effect
size on simultaneity, unity, AccRecog (accuracy of audio recognition), and AccDeter (accuracy of reverb determination).
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Figure 4.4: Audio Impact on Dependent Variable Experiment I. Y axis represent the score provided by participant. Simultaneity, Unity, scored
with binary option (0-1). Agency, SizeMug, SizeRoom, Material scored between (1-5). AccRecog and AccDeter scored 1 if correct, and 0 if

incorrect.
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In terms of reverb, high reverb had the lowest simultaneity score, and based on the ANOVA
result, there was a significant difference among reverb degree but with a small effect size
F((3,741) = 5.752, p < 0.001,η2

= 0.02). There is also a medium effect of the interaction
between audio and reverb F((27,741) = 2.493, p < 0.001,η2

= 0.08).

Overall, the data suggests that the audio feedback from the mug was perceived to be
simultaneous with the tap. The study also showed that there was a significant difference
between audio and reverb, but their effect on simultaneity was minimal, with a medium
effect of their interaction. The post-hoc test revealed that high reverb significantly differed
from the low and no reverb.

b) Unity
Based on the result presented in Table 4.6, it can be seen that the audio F((9,741) =
4.236, p<0.001,η2

=0.05) and audio-reverb interaction F((27,741)=2.270, p<0.001,η2
=

0.08) had a significant difference with a noteworthy medium effect size on the perception
of unity means. In regards to reverb, no significant difference was found across various
reverb settings F((3,741) = 2.176, p = 0.089,η2

= 0.000).

If we look at Table 4.5, a moderate negative correlation between attack and unity is found
r(798) = −.135, p < .001, the longer the attack duration, the lower the unity perception. In
our study, we found that the carpet sound had the lowest unity mean (0.738) compared to
other sounds. Table 4.1 showed that the carpet sound has an attack duration of 6.6 ms,
which is lower than cardboard and organ pipes (>20 ms). Despite this, the carpet still
received the lowest unity score. Still, according to the post-hoc test, this result was only
significantly lower than Castanet, Organ Pipes, Piano, Water Plop, and Metal, but there
was no significant difference in unity for the remaining sounds, including the control
condition, mug sound. This suggests that there may be another factor besides attack and
duration that influences unity perception.

Furthermore, we discovered an interaction between audio and reverb. Our post-hoc test
revealed that Cardboard and Carpet with high reverb were perceived to have lower unity
than metal with low reverb. Cardboard with high reverb was also significantly lower than
mug with no reverb.

c) Agency
According to the data in Table 4.6, there was a noticeable impact of audio F((9,741) =
4.116, p < 0.001,η2

= 0.05) on participants’ perceived agency, with a moderate effect
size. However, no significant differences were observed in regards to reverb F((3,741) =
2.193, p = 0.091,η2

= 0.000) or the interaction between audio and reverb F((27,741) =
0.938, p = 0.556,η2

= 0.030). As for Table 4.3, it indicates that the mug had the highest
level of agency among all the objects tested (Mean=4.483), while the carpet scored the
lowest (Mean=3.992). Further analysis using the Bonferroni contrast revealed that only
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Figure 4.5: Reverb Impact on Dependent Variable Experiment I. X-axis represents the reverb
categories. Y axis represents the score for each dependent variable. Simultaneity, Unity, scored

with binary option (0-1). Agency, SizeMug, SizeRoom, Material scored between (1-5).
AccRecog and AccDeter scored 1 if correct, and 0 if incorrect.
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Figure 4.6: Confusion Matrix for Recognizability of each audio feedback and reverb. Each
audio and reverb, paired with the rest of the stimulus.

the agency of carpet, cardboard, and hardwood were significantly lower than that of the
mug (Mean=4.483). Although the carpet sound received the lowest agency mean score
compared to the other sounds, it was only significantly lower than the mug, guitar, and
piano. Table 4.5 revealed that attack have a significant negative correlation toward the
agency r(798) = −.114, p = .0012).

RQ2: Impact of Acoustic Manipulations

a) Object (size, stiffness) properties

• Object Size:
The results presented in Table 4.6 demonstrate a significant effect of audio on ob-
ject size F((9,741) = 14.887, p < 0.001,η2

= 0.150) and a strong effect on the per-
ceived size of the mug, while reverb had no significant effect F((3,741) = 3.871, p =

0.009,η2
= 0.02). No interaction was found between audio and reverb F((27,741) =

1.046, p = 0.402,η2
= 0.040).

The perceived size of the mug varied from 2.833 to 3.55 refer to Table 4.3, which
means slightly smaller to slightly bigger. This indicates that altering audio feed-
back can significantly influence the user’s perception of an object’s size. The piano
elicited the largest perception of size among all audio feedback types.

The results of the post-hoc analysis revealed that the piano sound was perceived
as significantly bigger compared to the original Mug, Water Plop, Carpet, Card-
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Table 4.7: Experiment I Recognition Accuracy result (audio recognition and reverb quantity determination). The table also shows the
preferences rank.

Audio
Accuracy of Audio Recognition(AccRecog) Accuracy of Quantity Determination(AccDeter) Preferences

Rank

No re-
verb

Low
reverb

Medium
reverb

High
reverb

Avg No re-
verb

Low
reverb

Medium
reverb

High
reverb

Avg

Mug 90 91.67 88.33 66.67 84.17 51.67 48.33 43.33 60 50.83 8.32
Water Plop 98.33 100 100 93.33 97.92 70 48.33 41.67 61.67 55.42 7.84
Cardboard 55 61.67 51.67 40 52.09 45 51.67 35 50 45.42 1.58
Carpet 80 83.33 78.33 28.33 67.5 21.67 40 31.67 56.67 37.5 3.63
Hardwood 80 71.67 76.67 58.33 71.67 40 40 35 61.67 44.17 0.95
Metal 91.67 88.33 95 93.33 92.08 15 40 55 46.67 39.17 1
Castanet 65 85 86.67 78.33 78.75 68.33 45 55 60 57.08 3.58
Guitar 55 53.33 51.67 60 55 56.67 40 41.67 30 42.08 4.84
Piano 70 73.33 70 65 69.58 36.67 28.33 35 41.67 35.42 3.95
Organ Pipes 91.67 93.33 86.67 86.67 89.59 46.67 40 46.67 45 44.58 4.42
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board, Castanet, Guitar and Organ pipes sounds. As there were significant differ-
ences between the piano and mug sounds, we need to examine the audio proper-
ties in detail, which can be found in Table 4.1 and Table 4.5. Table 4.5 shows a
significant positive correlation between duration and the perceived size of the mug
r(798) = .250, p < .001, indicating that the longer the duration, the bigger the object
appears. Based on Table 4.1, it can be seen that the piano sound has a long duration
similar to the metal sound, which is supported by the post-hoc tests that revealed no
significant difference between piano and metal. On the other hand, Castanet had the
lowest size perception, being significantly lower than hardwood, metal, piano and
water plop but not significantly different to the mug sound.

• Object stiffness:
Based on the insights outlined in Table 4.3 and Figure 4.4, it is clear that there are
discernible differences in the perceived stiffness of various audio cues. The two-way
ANOVA analysis in Table 4.6 also shows a significant difference among audio types
on the perception of mug stiffness F((9,741) = 21.374, p < 0.001,η2

= 0.210) with a
strong effect. The post-hoc results suggest that Metal (with a mean of 3.72) is notice-
ably harder than the other audio cues, except for Hardwood (with a mean of 3.554).
Conversely, the other audio cues tend to make the material surface feel smoother or
cause no significant change in hardness (with scores of 3 or lower). Additionally, the
Water Plop audio cue is perceived as significantly smoother (with a mean of 2.48)
when compared to Mug, Castanet, Piano, Hardwood, and Metal. Table 4.5 shows a
strong negative correlation between attack and stiffness r(798)=−.115, p= .001, and
a strong positive correlation between duration and stiffness r(798) = .253, p < .001.
This suggests that longer duration and shorter attack induce a perception of a stiffer
material.

b) Environtment (room size) properties
There is a significant difference of room size perception among various audio feedback
F((9,741) = 3.052, p = 0.001,η2

= 0.040) and reverb F((3,741) = 79.937, p < 0.001,η2
=

0.240). However, it was found that only the reverb had a substantial effect on the room size
perception. Furthermore, a post-hoc test showed that participants perceived a significantly
larger room size when exposed to the sounds of Hardwood, only in contrast to Castanet,
Guitar, and Piano.

The hardwood sound had the highest score, guitar the lowest score for the room size.
However, no significant correlation was found between their attack r(798) = .004, p = .892
and duration r(798) = .014, p = .691 on the room size perception. Figure 4.5 displays data
that shows a clear positive slope in "SizeRoom", indicating that the participants perceived
a larger room size with the addition of reverb. No reverb has the lowest room size score,
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whilst high reverb got highest room size perception.

c) Recognisability

• Auditory feedback recognition (AccRecog)
The participants demonstrated varying levels of accuracy in recognizing auditory
feedback F((9,741) = 30.952, p < 0.001,η2

= 0.270), which had a large effect. Ad-
ditionally, there was a weak but significant difference in reverb levels F((3,741) =
11.411, p < 0.001,η2

= 0.040). Notably, audio and reverb had an interaction effect
of medium intensity F((27,741) = 2.658, p < 0.001,η2

= 0.090), as depicted in Fig-
ure 4.6. Most audio feedback experienced a decline in accuracy when the reverb was
high (r4). However, some audio cues showed an increase in accuracy as the reverb
became stronger, from r1-r3, before experiencing a slight decrease in r4. The guitar,
on the other hand, had the opposite effect. Its accuracy declined from reverb r1-r3,
but increased when the reverb was r4, as indicated in Table 4.7. Among the cues,
Water plop had the highest accuracy score (Mean=0.979), which was significantly
different from all other cues based on post-hoc test, except for Metal (Mean=0.921)
and Organ Pipes (Mean=0.896). Water plop, Metal, and Organ Pipes achieved over
95% accuracy.

Interestingly, cardboard was only identified accurately as cardboard 52% of the time,
while it was identified as hardwood up to 20% and as a mug at 11%. The guitar was
identified as a guitar 55% of the time, a piano up to 43%, and as Organ Pipes for 2%.
We conduct a more detailed analysis using information transmission analysis, with
results shown in the appendix table Table A.1. In this study, the water plop achieved
the highest mutual information, 3.142 bits, which indicates that it is one of the most
distinctive stimuli. Followed by Metal with 2.937 bits of mutual information. Card-
board has the lowest mutual information (1.355 bits), suggesting it may be confused
with other stimuli based on the response pattern.

Correlation tests revealed no significant correlations for attack r(798) = .002, p =

.934 or duration r(798) = .034, p = .326 with audio recognition. This suggests that
another factor, other than acoustic properties (attack, duration), may be affecting
audio recognition. For instance, the family of musical instruments (both guitar and
piano are stringed instruments) may influence the recognition.

• Reverb degree recognition (AccDeter)
Figure 4.6 shows how accurately users could determine the reverb degree. Overall,
reverb determination accuracy was under 50% except for High reverb, which was
achieved slightly over it. The type of auditory feedback presented had a statistically
significant difference with weak effect F((9,741) = 3.985, p < 0.001,η2

= 0.050)
in accuracy of reverb quantity determination, but reverb did not showed significant



CHAPTER 4. IMPACT OF AUDITORY AUGMENTATIONS 45

difference result F((3,741) = 2.673, p = 0.046,η2
= 0.010). However, there is an

interaction between Audio and Reverb with medium effect F((27,741) = 2.084, p =

0.001,η2
= 0.070).

Regarding the accuracy of quantity determination, according to the post-hoc test,
the water plop sound with r1 (no reverb) has the highest accuracy while metal r1
(no reverb) has the lowest score. Table 4.7 showed how different reverb degrees
may impact differently across audio feedback types. For example, water plop, and
metal showed no significant difference in audio recognition, but in terms of reverb
determination (with more reverb added), metal accuracy tends to increase for both
its audio recognition as well as reverb determination, while water plop showed the
opposite.

Looking closer at the audio properties detail in Table 4.1, metal has the longest total
duration with a longer attack than water plop. The Pearson correlation test revealed
that both attack r(798) = −.081, p = .021 and duration r(798) = −.153, p < .001 plays
substantial role in the accuracy or reverb determination.

4.4.3 Findings and Discussion

Real-time Auditory Augmentation and its impact on Interaction perception

Our near-real time auditory augmentation prototype with 8ms latency has shown positive results
in terms of perceived simultaneity, unity, and agency. According to our analysis, with an average
perceived simultaneity of 0.98 out of 1, a unity score of 0.87 out of 1, and an agency score of
4.31 out of 5, our AAR prototype can convincingly augment tap interactions. Additionally, our
analysis suggests that audio feedback and reverb, as single factors, do not significantly affect
perceived simultaneity, unity, and agency. Therefore, different audio feedback or reverb can
be used to convey information without hampering the perceived real-time interaction. These
findings also answer RQ1.

According to our findings, we could create a sound that defies expectations without losing
the perceived interaction but with exception of some audio feedback types such as the carpet
sound. It is important to note that the Carpet sound had significantly lower scores in terms of
simultaneity, unity, and agency. Despite sharing similarities in attack and duration with piano or
guitar sounds, Carpet sound’s perceived unity was lower. This could be attributed to the multi-
sensory effect [20], where the eyes see finger tapping, the fingertips feel the object material, and
the user expects percussive sounds but hears continuous dragging sounds instead. Additionally,
the semantic link between the expected object contact sound and the resultant audio feedback
may also influence this perception. For example, a metallic sound, even though it is continuous,
could be perceived as more simultaneous than a carpet sound because the user can more easily
imagine tapping a metallic mug than tapping a carpet.
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This highlights the challenge of using audio feedback that lacks a semantic association with
the underlying interaction. However, the carpet sound characteristics (less unified, less simulta-
neous and lower perceived agency), make it a promising option for representing an abnormality
through a discordant but highly noticeable sound. It could be used to alert the user of change on
the meeting schedule or provide more noticeable warnings, such as using carpet sounds when
tapping a ceramic mug to inform the user that the tea is still too hot.

In terms of the influence of reverb on perceived interaction, research has indicated that solely
high reverb (mix=1, room size=1) has a noteworthy impact on perceived simultaneity. Conse-
quently, when developing interactions that incorporate reverb, it is crucial to maintain the per-
ception of simultaneity. This can be accomplished by utilizing a lower value for the mix and
room parameter. This findings, contributed to the RQ1(a-c).

Acoustic Manipulation and its impact on object (size, stiffness) and environment properties
(room size)

Modifying audio feedback can have an impact on how users perceive the size and surface mate-
rial of an object and the perceived room size, answering RQ2a-b. Similarly, changing the reverb
can affect the perception of the size of the room in which the object is located. However, there
is no significant difference or strong effect between different combinations of audio and reverb.
As a result, it might be possible to utilize a mix of audio and reverb to modify multiple user per-
ceptions simultaneously. Moreover, there is a strong correlation between attack, duration, object
size, and object stiffness. Duration has a positive correlation with object size and stiffness, while
attack has a negative correlation with object stiffness.

These findings are significant as they offer new insights into how audio feedback and reverb
can impact our perception of room size, which can have important implications on designing
auditory interactions, or augmenting object and environment properties for passive haptic feed-
back. The perceived stiffness of an object can greatly affect the user’s experience with a product
display, especially in cases where home appliances are being exhibited. People naturally want
to test the quality of a product by tapping on it [9], and adjusting the object’s stiffness can make
the experience more engaging and immersive. Interestingly, by altering the perception of the
surface stiffness, we may also be able to change the user’s behaviours when interacting with the
product.

Recognisability of various acoustic manipulations

As for RQ2c, our study findings reveal that audio feedback causes a significant difference but
with a small effect size on reverb recognition, while reverb causes a significant difference with
a small effect on audio recognition. Interestingly, our results do not entirely align with Frissen
et al.’s study [36], which suggests that audio types do not affect reverb determination. In our
experiment, to create reverb, we replicated audio feedback (creating an echo) while adjusting
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the decay. We argue that reverb may affect audio recognition by diminishing natural audio
characteristics, which can make it challenging for users to accurately recognize audio.

The mixing of reverb, known as a mix of wet/dry balance, could potentially diminish the
original audio feedback (dry sound), as Sterne[90] points out: "little reverb added to a dry

sound gives it more complexity and depth; a lot of reverb added to a sound washes it out." This
diminished effect of dry-wet balance may have a significant impact on the accuracy of quantity
determination and the room size parameter. However, it is still unclear whether mixing and
room size (depth) parameters in reverb may impact audio recognition and reverb determination
because we did not have a wider variety of reverb mixing compositions in Experiment I.

Figure 4.7: Adjusted reverb degree. Left: 0% error rate. Right: 25% error rate

The lack of sufficient samples of the reverb parameter during Experiment 1 may have re-
sulted in users perceiving a similar degree of reverb. We tried to re-evaluated the reverb deter-
mination with 25% error tolerance as seen in Figure 4.7. We found that with this adjustment, the
user able to recognised the reverb better, with average accuracy 80%. The low accuracy score
in the reverb recognition may due to the limitations of human auditory discrimination, which
has been extensively researched. Studies have shown that there is a noticeable conflict between
human echolocation, which is related to the precedent-effect, and auditory discrimination sup-
pression [72]. This conflict can lead to inaccurate perception of sound and is an important factor
to consider in any experiment involving sound perception. Therefore, it is crucial to provide an
adequate number of diverse samples to ensure accurate and reliable results.

Moreover, we still have not achieved the control of identifying reverb (where we could en-
able multiple levels of interaction ), thus we have not fully answer RQ2c. Therefore, we need
to further explore reverb mixing degrees to enable better auditory contact augmentations. In
summary, our study findings provide valuable insights into the effects of audio feedback and
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reverb on audio recognition and reverb determination, which can help improve auditory contact
augmentations in the future.

4.5 Experiment II: Investigating the Effect of Reverb Mix-
ing Parameter on The Perception of Agency, Object and
Room Properties, and Recognisability

Experiment I answered some of our RQs. However, some of our findings still not provide a
clear and adequate information about acoustic manipulation, especially for the reverb effect.
For example, it provides an opposite result to Frissen et al.[36], as based on our result, audio
characteristics may influence the reverb determination. Moreover, the determination of reverb
was poor in many cases due to the limitations of reverb samples. Additionally, in our previous
attempts to use reverb, we have found that it had a negative impact on the recognisability of
some types of audio.

To enable designers to use reverb as a property, we need more nuanced ways of controlling
it. As we discussed earlier, reverb parameters such as mixing (audio replication or echo) can
reduce the accuracy of audio recognition by diminishing the audio characteristics. Therefore,
we need to look at the constituent mixing parameters in more detail, taking into account the
same measures such as recognisability, agency, and object/room properties. The experiment
did not investigate simultaneity and unity as there was no significant impact of either audio
feedback or reverb on these measures. However, agency was broadly affected by different types
of audio feedback and was therefore investigated. In the Experiment II we investigated RQ1c
and RQ2(a-c).

4.5.1 Study Design

Reverb Composition

The experiment involved testing the impact of different levels of reverb (no reverb, low reverb,
medium reverb, and high reverb). These levels were created by adjusting the depth (room-size)
and mixing the reverb, specifically to answer RQ2c. The details of the parameter composition
can be found in the Table 4.8. The experiment measured the impact of audio feedback and reverb
level on dependent variables such as agency (RQ1c), and size of mug, size of the room, surface
material, accuracy of audio recognition, and reverb determinati on (RQ2a-c).

Auditory Feedback

In this experiment, we used four different audio feedback cues from Table 4.1, namely mug,
water plop, metal, and carpet. We reduce the number of auditory feedback types and focused
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Table 4.8: Experiment II Reverb Parameter Composition for No Reverb, Low Reverb, Medium
Reverb, and High Reverb. Each reverb has 3 different compositions, except for no reverb.

Parameter No reverb
Low reverb Medium reverb High reverb

1 2 3 1 2 3 1 2 3

Mixing 0 0.25 0.5 1 0.25 0.5 1 0.25 0.5 1
Depth 0 0.5 0.5 0.5 0.875 0.875 0.875 1 1 1

Mixing and depth parameters varied in continuous scale between 0-1 applied in Supercollider
using FreeVerb function.

on the exploring the reverb composition. Similar to Experiment 1, the mug sound was selected
as the baseline audio feedback. We then selected other audio feedback based on the findings of
Experiment I.

We chose the water plop sound because it displayed the highest accuracy of audio recog-
nition across different reverb levels. This made it the most suitable audio feedback for use in
environments with varying levels of reverb. We also selected the metal sound because it dis-
played an increasing trend in audio recognition as well as reverb determination. This made it
suitable for use in environments that require high accuracy in both audio and reverb recogni-
tion. Notably, when the reverb is high, the accuracy of recognition tends to drop by over 50%.
Therefore, it was important to select audio feedback that could retain high accuracy in such en-
vironments. Furthermore, we opted for the carpet sound due to its lower agency when compared
to other sounds, as well as its low accuracy in recognizing reverb. Our aim is to investigate
whether altering the reverb composition would still result in undesirable outcomes in terms of
its agency and recognizability.

In summary, we chose audio feedback ranging from lowest accuracy (Carpet) to highest
accuracy (Water Plop), and audio that is capable of maintaining high accuracy for both audio
and reverb recognition. Additionally, we selected this audio to represent various chroma fea-
tures (audio characteristics), which can be seen in the Chromagram at Figure 4.2. This detailed
analysis will aid in future experiments that require the use of audio feedback.

Apparatus and Procedure

For this experiment, we followed the same methodology as Experiment I. We used the identical
apparatus and procedure to measure the dependent variables, with one exception. Instead of
using five-point Likert scales to evaluate object and environment properties, we used a slider
with a range of values from 0 to 100 to allow for a continuous range of responses, providing
more precise data. By using a continuous range, we can examine details instead of categorization
as in Experiment I.

The details of the experimental stimuli and the trial are as follows:
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Number of Audio x Number of Reverb x Number of Trial:
4 audio x 9 reverb x 3 trials = 120 trials

Participants

There were 23 new participants, consisting of 12 females and 11 males. As this study uses a
within-subjects design, we did not prioritize balancing participant demographics. Additionally,
in the previous experiment, we found that participant demographics did not influence the results.
The age range of the participants was between 18 and 44 years, with 20% of the individuals
being between the ages of 18-24 years old, 55% between 24-35 years old, and 25% between
35-44 years old. Out of the total participants, 65% were students, 8% were homemakers or
stay-at-home parents, 20% were full-time workers, and 4% were part-time workers. All the
participants were required to have no hearing impairments to ensure that the results obtained
from the study were not affected by hearing issues. We also provided a £10 Amazon voucher as
compensation for their time and effort in participating in the study.

4.5.2 Result and Analysis

Figure 4.8: Experiment II Audio impact on Agency, SizeMug, Stiffness, SizeRoom, AccRecog
and AccDeter

Agency

The analysis of the data collected from the experiment revealed that our prototype was able to
retain perceived agency across the reverb conditions, with an average agency score of 4.377 out
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Table 4.9: Experiment II Reverb and Audio Effect

Factor Estimate Agency SizeMug Material SizeRoom AccRecog AccDeter

Audio F value 9.752 13.475 61.707+++ 6.030 0.923 3.659
Pr(>F) < 0.001 < 0.001 < 0.001 < 0.001 0.429 0.012
η

2 0.032 0.044 0.173 0.020 0.003 0.012

Reverb F value 1.481 42.788+++ 1.472 156.408+++ 14.854 29.818
Pr(>F) 0.218 < 0.001 0.221 < 0.001 < 0.001 < 0.001
η

2 0.005 0.127 0.005 0.347 0.048 0.092

Audio *Reverb F value 0.875 1.477 0.726 1.684 1.975 3.376
Pr(>F) 0.547 0.152 0.685 0.089 0.039 < 0.001
η

2 0.009 0.015 0.007 0.017 0.020 0.033

A repeated measure Two-Way ANOVA with ARTtool was performed to analyse the data. A +++ represent
large effect estimated by η

2. There is a significant difference with a major impact on the user’s perception
of surface material for the auditory cues factor. The medium effect is shown in the size perceptions of mugs
between different auditory cues. Reverb has a moderate impact on auditory recognition and reverb quantity
estimation but substantially impacts the perception of room size.

Table 4.10: Experiment II Correlation between reverb composition and Accuracies

Variable Factor
AccRecog AccDeter
corr p_val corr p_val

Mix Mix -0.508 <0.001 0.125 <0.001
Room Room -0.149 <0.001 -0.141 <0.001
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Table 4.11: Experiment II impact of Mug original sound, metal, carpet, and waterplop sound on Audio and Reverb effect on Agency, SizeMug,
Stiffness, SizeRoom, AccRecog and AccDeter

Audio
Agency SizeMug SizeRoom Stiffness AccRecog AccDeter
Mean SD Mean SD Mean SD Mean SD Mean SD Mean SD

Carpet 4.216 0.785 53.158 11.786 56.868 13.946 44.012 11.571 0.81 0.334 0.462 0.381
Metal 4.419 0.581 55.53 11.47 58.801 13.355 57.196 13.41 0.983 0.086 0.529 0.368
Mug Original Sound 4.47 0.592 51.926 13.311 58.972 14.737 52.27 10.837 0.89 0.246 0.493 0.392
Water Plop 4.404 0.599 53.572 12.26 59.094 14.683 47.114 9.549 0.767 0.386 0.449 0.394
Average 4.377 53.547 58.434 50.148 0.863 0.483

Table 4.12: Experiment II Reverb Impact on Audio and Reverb effect on Agency, SizeMug, Stiffness, SizeRoom, AccRecog and
AccDeter

Reverb
Composition Agency SizeMug SizeRoom Stiffness AccRecog AccDeter
Room Mix Mean SD Mean SD Mean SD Mean SD Mean SD Mean SD

No Reverb 0 0 4.377 0.722 49.283 9.963 48.732 9.979 50.362 13.873 0.982 0.091 0.754 0.359
Low Reverb 0.5 0.25 4.431 0.634 49.808 8.281 50.786 8.961 50.141 12.04 0.986 0.084 0.344 0.351
Medium Reverb 0.875 0.25 4.413 0.634 53.322 9.306 55.971 9.961 49.851 11.939 0.971 0.117 0.275 0.348
High Reverb 1 0.25 4.38 0.668 54.859 11.247 62.38 12.642 49.678 12.472 0.967 0.111 0.272 0.324
Low Reverb 0.5 0.5 4.457 0.513 50.185 8.98 52.199 9.675 49.645 11.863 0.971 0.107 0.438 0.353
Medium Reverb 0.875 0.5 4.384 0.605 53.71 11.966 59.67 12.196 49.308 12.797 0.96 0.138 0.442 0.357
High Reverb 1 0.5 4.457 0.621 57.989 15.173 66.674 15.002 48.754 13.917 0.949 0.156 0.536 0.363
Low Reverb 0.5 1 4.243 0.706 50.351 9.821 52.801 11.813 48.167 10.281 0.685 0.396 0.533 0.346
Medium Reverb 0.875 1 4.315 0.725 55.67 14.378 64.341 15.435 51.986 11.407 0.583 0.433 0.464 0.376
High Reverb 1 1 4.315 0.653 60.29 16.034 70.786 15.629 53.587 13.328 0.569 0.418 0.775 0.305
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(a) Audio Effect on Perception of Object (b) Audio Effect on Accuracy

(c) Reverb Effect on Perception of Object (d) Reverb Effect on Accuracy

Figure 4.9: Exp2: Impact of Audio and Reverb: Audio on Perception (a), Audio on Accuracy (b), Reverb on Perception (c), Reverb on
Accuracy (d),
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(a) Mixing effect on AccRecog and AccDeter (b) Room effect on AccRecog and AccDeter

(c) Experiment II Room and Mixing Trend (d) Experiment II Confusion Matrix

Figure 4.10: Experiment II trends: Mixing effect on Accuracy (a), Reverb effect on Accuracy (b), Mixing and Room Trend on Accuracy (c),
Confussion Matrix (d)



CHAPTER 4. IMPACT OF AUDITORY AUGMENTATIONS 55

of 5.0 (Table 4.11). This indicates that the prototype was effective in maintaining a consistent
level of agency, regardless of the composition.

The data from Table 4.9 showed that there was a significant difference in the effect of au-
dio on participants’ perceived agency, although the effect was small F((3,882) = 9.752, p <

0.001,η2
= 0.032). Upon conducting a post-hoc test, we discovered that the carpet had a sig-

nificantly lower perceived agency than the rest of the audio types. This finding provides more
convincing information about the carpet sound as an exceptional sound that affects perceived
agency.

Impact of Acoustic Manipulations

Based on Figure 4.8 and Figure 4.9a, it is evident that each auditory feedback, regardless of its
reverb composition, has varying effects on the object and room properties. In terms of the accu-
racy of audio recognition, mug and metal show a more consistent result close to 1 (Table 4.11).
Figure 4.8 also displays more divergent results from the participants when determining the re-
verb degree for various auditory feedback.

1) Object (size, stiffness) properties
As depicted in Figure 4.9a, the audio feedback has diverse impacts on the perception of
object and environmental properties. At the same time, the degree of reverb also appears
to have an impact on these properties. Figure 4.9b demonstrates an increasing trend in the
size of objects and rooms.

It was found that there is a notable distinction with a minor effect on the perceived size
of a mug between audio feedback types F((3,882) = 13.475, p < 0.001,η2

= 0.044), and
a significant difference with a strong effect of reverb F((3,882) = 42.788, p < 0.001,η2

=

0.127). This contrasts with Experiment I, in which audio significantly and largely affects
the perception of a mug’s size, while reverb has a weaker effect. This difference may
be due to the sample size of the experiments. Experiment I focused on audio feedback
(10 stimuli), while Experiment II focused on reverb (10 stimuli). Among the different
audio feedback types, metal resulted in the highest perception of the object’s size, and the
post-hoc result showed that it was significantly larger than metal and water plop. However,
metal was not significantly smaller than carpet. With regards to reverb, high reverb caused
the largest perception of object size.

As for stiffness, there is significant difference with a strong effect between audio feedback
types types F((3,882) = 61.707, p < 0.001,η2

= 0.173). The post-hoc test revealed that
metal was perceived as the hardest, while carpet was perceived as having a smoother
material compared to the rest of the audio feedback. This result aligns with Experiment I.

2) Environment (room size) properties
The results of Experiment II were similar to those of Experiment I. Both audio feedback
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F((3,882)=6.030, p<0.001,η2
=0.020) and reverb F((3,882)=156.409, p<0.001,η2

=

0.347) had a significant effect on the perception of the room size. However, only the re-
verb effect was strong whilst audio have medium effect size. According to the post-hoc

test, Carpet had the lowest score for size room perception. As expected, high reverb had
the greatest score on size room perception, which indicates that an increase in reverb en-
hances the perception of the surrounding space. These findings strengthen the results from
Experiment I.

3) Recognisability

a) Audio Recognition
Overall, it can be observed from Figure 4.8c that the materials, mug and metal,
exhibit a superior ability to preserve the precision of audio recognition, while water
plop and carpet exhibit a slightly lower performance. Figure 4.8d reveals that no
reverb, low reverb, and medium reverb have minimal impact on audio recognition,
as the score remains close to 1. However, when the reverb is high, there is a notable
decline in the audio recognition score.

In contrast to the results of Experiment I, the audio effect did not display any sig-
nificant variance in audio recognition F((3,882) = 0.923, p = 0.429,η2

= 0.003).
Nonetheless, both the reverb F((3,882) = 14.854, p < 0.001,η2

= 0.048) and the
interplay between audio and reverb F((3,882) = 1.975, p = 0.039,η2

= 0.020) ex-
hibited substantial discrepancies, which had a small impact on the precision of audio
recognition. The consistent and significant differences in audio recognition accuracy,
observed due to the interplay between audio and reverb, despite different stimuli in
Experiments I and II, prompted further investigation.

In Figure 4.10a, the relationship between audio and mixing is demonstrated in terms
of its impact on the accuracy of audio recognition and reverb determination. As
shown in the Figure 4.10c, an increase in mixing generally results in a decrease in
participants’ ability to recognize the audio, with the exception of metal, where the
accuracy increased with increased mixing. For all other sounds, the accuracy of au-
dio recognition decreased significantly when the mixing exceeded 0.5. Similarly,
Figure 4.10b shows that room composition also has a diminishing effect on the ac-
curacy of audio recognition.

We conducted a two-way ANOVA to examine how mixing and its interaction with
audio impact the accuracy of audio recognition. Our analysis revealed a signifi-
cant difference in accuracy based on the degree of mixing, with a large effect size
F((9,741) = 244.213, p < 0.001,η2

= 0.45). Specifically, post-hoc tests showed that
audio recognition accuracy was significantly lower for mixing (1) compared to the
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other mixing degrees. Furthermore, we found a significant interaction effect be-
tween audio and mixing, with a large effect size on audio recognition F((9,741) =
77.923, p < 0.001,η2

= 0.45). Post-hoc tests showed that the carpet with mixing (1)
had the lowest audio recognition accuracy compared to other audio-mixing combi-
nations. On the other hand, metal with mixing (1) achieved higher audio recognition
accuracy than any other audio.

b) Reverb Recognition/ Determination
Similar to Experiment I, the results of Experiment II indicate that audio F((3,882) =
3.659, p = 0.012,η2

= 0.012), reverb F((3,882) = 29.818, p < 0.001,η2
= 0.92) and

their interaction F((3,882) = 3.376, p < 0.001,η2
= 0.033) have a significant impact

on reverb determination. However, it was discovered that only the reverb level has a
strong influence on the accuracy of reverb determination. The findings suggest that
higher reverb levels provide significantly more accurate reverb determination than
lower reverb levels.

Figure 4.10a illustrates that the accuracy of reverb determination is inversely propor-
tional to mixing, meaning that the higher the mixing, the more accurate the reverb
determination becomes. A similar trend was noticed for the room effect, as demon-
strated in Figure 4.10b.

Based on the measurement of reverb accuracy, both mixing and room composition
depict a similar trend across various audio feedback, as shown in Figure 4.10a and
Figure 4.10b. The results indicate that there is a sudden drop in accuracy from 0
mixing/room towards bigger compositions, but the accuracy gradually improves as
the composition size increases.

4.5.3 Findings and Discussion

The perception of Interaction (Agency), Object Properties (size, stiffness), and Room Size

The results of Experiment II suggest that the user’s sense of control is not significantly affected
by audio and reverb. This means that different types of audio feedback and reverb can be used to
convey different types of information without compromising the user’s perceived agency. This
answered our RQ1. These findings reinforce the idea of using audio and reverb as comple-
mentary variables to enhance the delivery of information. For example, audio feedback can be
utilized to indicate the type of incoming notification, while reverb can be used to convey its
quantity or urgency.

Experiment II also found that changes in the audio feedback and reverb can influence the
perception of object size. Specifically, using different audio feedback or reverb can make an
object appear either bigger or smaller. For example, using metal sounds can create an impression
of a larger object, while softer sounds like water plop can make it seem smaller. Furthermore,
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combining audio and reverb can be an effective way to manipulate the user’s perception of object
size without having to replace the object’s original contact sound.

Furthermore, the study found that audio can also modulate the perception of an object’s sur-
face stiffness. For example, using different types of audio feedback can make the user perceive
the object as being made of a different material, such as metal or wood. Our findings answered
RQ2a-b.

Auditory Feedback Recognisability

In our study, we discovered that mixing below 0.5 does not affect the accuracy of audio recog-
nition, while a mixing degree of 1 results in a considerable drop in accuracy. Our research
answered RQ2c by showing that audio does not strongly impact the accuracy of audio recog-
nition or reverb determination. However, the accuracy of audio recognition is affected by the
degree of reverb mixing, while the accuracy of reverb determination increases linearly with the
mixing degree.

However, we did not explore the possibilities of using mixing between 0.5 and 1, so future
research could investigate increasing the mixing threshold while retaining the accuracy of audio
recognition. Furthermore, we found that the accuracy of reverb determination also increases as
the mixing degree increases, and there is no interaction between audio and mixing with regards
to reverb determination.

To convey continuous information, such as the amount of liquid inside a mug, high mixing
(1) would be fruitful for creating a multi-level reverb. However, the accuracy of reverb determi-
nation is still not optimal. Our results in Figure 4.10d showed that the accuracy of no reverb is
75%, while the accuracy of low, medium, and high reverb is only 44%, 39%, and 53%, respec-
tively. Therefore, we conducted further investigations to test whether the reverb itself, regardless
of the degree, is identifiable. We grouped the reverb and recalculated the accuracy of reverb de-
termination, which showed that the user can identify the reverb occurrence with an accuracy of
80%. This result implies that it might be more beneficial to convey binary information rather
than continuous information to retain its recognisability. Our findings answered RQ2c.

Reverb Composition (Mixing and Room) Effect

Reverb plays a crucial role in shaping how objects and rooms are perceived, as well as impact-
ing audio recognizability and reverb level determination. When mixing, it’s important to note
that a level above 0.5 may decrease accuracy for audio recognition, but increase accuracy for
reverb determination. Figure 4.10c illustrates that as the room size increases, accuracy for audio
recognition decreases for larger mixes. Conversely, more accurate reverb determination can be
achieved with an increase in room size and mixing. However, it is important to keep in mind
that increasing the mixing could compromise users’ ability to recognize audio feedback.
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We suggest that this could be a case where the reverb itself diminishes the original audio
properties, such as changing the pitch and shifting the attack). Thus, in order to use reverb
efficiently and safely, the designer should considered the mixing and room composition. We
recommend using a mixing of 0.5 or under.



Chapter 5

Discussion and Auditory Augmentations
Guidelines

In this thesis, we explored the application of auditory augmentation techniques, such as adding
reverberation and replacing auditory feedback, to the interaction sound produced by tapping on
a physical object. To create these augmentations, prototypes using an AR HMD (Hololens 2)
and a custom microcontroller with a contact microphone as input and headphones as output
were built. This thesis evaluated the prototypes and found that the microcontroller with contact
microphone approach performed better than the HMD device in terms of keeping the latency
below 10ms. Using this prototype, two experiments aimed at assessing the efficacy of various
auditory augmentation techniques has been conducted.

The first experiment involved replacing auditory feedback with a range of sounds, including
material and non-material sounds (such as musical instruments), and incorporating reverbs. This
thesis objective was to determine the impact of these techniques on the user’s perception of in-
teraction (including simultaneity, unity, and agency), object properties (such as size and material
stiffness), environmental properties (such as room size), and recognition of auditory feedback.

This thesis discovered that some of our initial experiment results did not align with existing
theories. Specifically, we found that audio feedback impacted the accuracy of reverb determi-
nation, which was against Frissen et al.’s findings [36]. To validate the results obtained from
the first experiment and to further investigate the impact of reverb, a second experiment was
conducted. The main objective in this experiment was to analyze different settings and param-
eters related to reverb composition, mixing, and room acoustics. The variables measured in the
second experiment were identical to those in the first experiment. However, the second experi-
ment did not consider simultaneity and unity , since there was no significant differences when
replacing the interaction sound with various audio manipulations.

Based on the two experiments, we have identified several important findings that are dis-
cussed in the following section. These findings address the following RQs:

• RQ1: How can we augment real-world interaction sound emitted from an everyday object

60
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whilst preserving:

(a) unity

(b) simultaneity

(c) agency

• RQ2: How does acoustic manipulation (replacing the interaction sounds, adding reverb)
impact:

(a) the perception of object properties such as size and stiffness

(b) the perception of environmental properties such as room size

(c) the recognisability of augmented auditory feedback

5.1 RQ1(a-c): The Perception of Interaction

This thesis discovered that, for the most part, the use of audio feedback and reverb did not sig-
nificantly impact the user’s perception of the interaction, answering RQ1. However, there were
some exceptions to this finding. It was noted that the combination of audio and reverb could be
useful to convey multi-level information without having an undue effect on the user experience.
For instance, audio feedback could represent the application, while reverb could represent the
quantity of notifications. However, in the experiments, the carpet sound was perceived as less
impactful due to its discordant auditory feedback when tapped. This could be because the user
expects a percussive or impact sound but hear a more continuous sound. Nonetheless, using car-
pet as audio feedback could be beneficial in conveying information about abnormalities, such as
informing users about allergens in a drink.

Using the latency guidelines proposed by Kaaresoja[51], auditory feedback (materials and
musical instruments sound) did not substantially impact perceived agency, simultaneity, and
unity. Thus, more material sounds (i.e., rubber, sand) or non-material sounds, such as animal
sounds, and environmental sounds (e.g., waves, wind) could be tested in future research. These
results provide a fundamental understanding of how much can the underlying audio properties
be changed or replaced without losing the illusion that the audio event was connected to the
physical touch.

5.2 RQ2(a-b): Manipulating User Perception of Object and
Environment Properties

The findings provide strong support for the claims made by [56, 46, 94] that auditory augmen-
tation can significantly alter the user’s perception of object properties, such as surface stiffness.
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The findings also exposed possibilities to augment other object sizes and their surroundings us-
ing various audio feedback. Similarly, reverb can alter the perception of both object and room
size. This finding provides valuable insight into how auditory augmentations can impact an ob-
ject’s physical properties and the environment in which it is located, answering RQ2a-b. This
revelation also holds great significance for the development of haptic feedback systems and
mixed reality experiences, without heavily relying on visual augmentation. For example, it can
be utilized to create the illusion of a more spacious room or to alter the perception of real world
object properties within a confined area, according to the presented digital object.

Furthermore, reverb can be used independently or in conjunction with auditory feedback.
This can be particularly useful in reducing the computational cost of presenting various material
sounds for passive haptic feedback. By adjusting the reverb composition (mixing, room) directly
to impact sounds, object properties can be altered without having to simulate different materials.
For example, to make the object perceived smoother, more mixing could be applied.

Considering the characteristics of reverb, in which can alter the room size perception, this
thesis recommend using reverb as additional information parameter. For example, whilst the
waterplop sound could indicate notification from social media app, high reverb can indicate
a large number of unread messages during casual interactions by increasing the perception of
room size. This can be beneficial in providing users with a quick and easy way to gauge the
number of unread messages they have.

5.3 RQ2c: Recognisability of Acoustic Manipulation

The accuracy of audio recognition was not strongly affected by audio feedback, despite the sig-
nificant difference between audio feedback, answering our RQ2c. In Experiment I, a minimum
accuracy of 52% (Cardboard) and a maximum accuracy of 98% (Water plop) was achieved.
Cardboard sound had the least accuracy due to its similar properties to hardwood, such as both
being percussive sounds and providing a wooden effect. In fact, the results in Figure 4.6 showed
that 20% of Cardboard is perceived as Hardwood. The sharing similarity notion is also strength-
ened by the fact that 43% of Guitar is perceived as Piano, as both of them also share similarities
in acoustic properties, such as long decay after short impact.

Experiment II achieved a minimum accuracy of 76% (Water plop) and a maximum accuracy
of 98% (Metal) of audio recognition (see Figure 4.10d). Interestingly, some audio feedback is
perceived as Metal in both Experiment I and Experiment II. For example, 12% of Carpet was
perceived as Metal. In reverb, individual may hear some "metallic" effect as a result of hearing
a few decaying tones that correspond to the peaks of the pitch [35]. As shown in Figure 4.2, the
Carpet sounds have a richer peak of pitch (showing more amounts of brighter color) compared
to the water plop and mug. This thesis argued that many pitches would resonate due to the echo
mixing and create a metallic effect. Modulation on the pitch may reduce this metallic effect
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[84]. However, rather than reducing this metallic effect, some benefits could be gained from this
effect, such as altering many audio types to have metallic sound thus perceived as bigger in size
and harder in material perception - all without literally replacing the sounds with a metal sound.

Regarding reverb determination, both Experiment I and Experiment II have not yet achieved
a satisfactory result (accuracy under 75% across reverb levels). A further investigation (see
discussion in Experiment II) revealed that participants could tell if there is a reverb; thus, reverb
can be useful for information clustering such as proposed by Frissen et al.[36]. Furthermore, to
enable multilevel reverb, a high mixing could be applied. This thesis found that high mixing (1)
could increase the accuracy of reverb determination. Yet, this may result in less accurate audio
recognition due to changes in acoustic properties such as pitch and decay. Nevertheless, by
using a mixing of 0.5 or under, the accuracy of audio recognition could be retained, supporting
information in addressing RQ2c. In the future, more reverb mixing degrees could be explored
to increase this threshold.

This outcome helps us comprehend the level of distinctiveness of auditory enhancements and
their ability to maintain precise auditory feedback recognition. It also investigates the possibility
of manipulating additional auditory parameters, such as reverb, to broaden the potential feedback
range that a designer can utilize.

5.4 Proposed Auditory Augmentation Guidelines

Based on our findings, this thesis present sets of guidelines. The first set of guidelines pro-
vides recommendations on how to augment the interaction sound in general. The second set of
guidelines offers specific parameter suggestions for further auditory manipulation.

5.4.1 Augmentation of Contact Audio using Reverb

a) Rich pitch variability sounds, like carpet sounds, can hinder precise audio identification.

b) When different levels of feedback are needed on the contact event, metallic sounds work
well because they maintain accuracy and reverb recognition.

c) Sound effects that have metallic characteristics can also alter how an object appears to the
user, making it appear larger or harder on the surface. This demonstrates that manipulating
reverb properties affects user perception more deeply than merely producing a distinctly
different sound. Sometimes it enhances the sense of the physical characteristics of the
object, which experts could also modify.

d) Regardless of the type of audio, reverb can be used in tandem with it to change how big
an object appears to the user (because there is no interaction between them).
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5.4.2 Parameter Recommendations

a) When combining various auditory feedback with different levels of reverb, the reverb
mixing composition should be set at 0.5 or lower for a single interaction. Our findings
indicate that maintaining the reverb composition at 0.5 or lower, regardless of the auditory
feedback used, retain the accuracy of audio recognition.

b) Alternatively, to maintain the precision of audio recognition while being used in con-
junction with audio feedback, reverb can be employed to transmit binary data instead of
continuous data. For instance, a user might shake a bottle to check for social media notifi-
cations. Hearing a chirping bird sound with reverb could indicate a new Twitter message,
while a chirping bird without reverb could indicate no new messages.

c) When using a single auditory feedback with multiple reverb compositions, it is recom-
mended to adjust the mixing parameter closer to 1 in order to effectively discern and
differentiate between various levels of reverb. This action can significantly enhance the
precision of reverb detection. For example, if you tap a coffee mug and hear a water sound
with long reverb, it may indicate rainy weather with a long duration.



Chapter 6

Conclusion and Future Work

6.1 Conclusion

Overall, the thesis provides insights into how interaction sound emitted from tapping a physical
object can be augmented by replacing the sound with different types of auditory feedback, and/or
adding reverb. This thesis also demonstrated how audio and reverb can be used to modulate user
perception of object size, surface material, and room size, contributing prototype demonstration
and knowledge as follow.

This thesis presents an auditory augmentation prototype with 8ms latency, demonstrating the
feasibility of augmenting real-world interaction sounds from tapping on a coffee cup can pre-
serve the feeling unity, simultaneity, agency with the interaction. Our research found that audio
feedback and reverb do not have a significant impact on users’ perceptions of their interaction
with a system, except when using carpet as audio feedback. Carpet produces discordant audi-
tory feedback, which can negatively affect users’ perception of simultaneity, unity, and agency.
Furthermore, auditory feedback can change how a user perceives object properties (size, stiff-
ness), while reverb can alter the perception of object’s size and room size. Moreover, auditory
feedback did not strongly impact the accuracy of audio recognition, but reverb did.

This thesis also outlines a set of guidelines that draw upon the findings of Experiments I
and II. These guidelines aim to enable multi-level auditory feedback while ensuring accuracy in
audio recognition and reverb determination, as well as achieving a perception of interaction that
is characterized by simultaneity, agency, and unity.

6.2 Limitations and Future Study

6.2.1 Limitations

In our experiment, we used non-noise-cancellation headphones to study the perception of si-
multaneity, unity, and agency. However, we acknowledge that future studies could benefit from
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incorporating more advanced equipment, such as acoustically transparent headphones or AR de-
vices. These devices allow for the mixing of real and virtual audio, which may affect our findings
and the perception of the resulting intermixed audio. For instance, AR devices could provide a
more immersive and realistic audio experience that better simulates real-life interactions. Ad-
ditionally, 3D audio spatialization could enhance the illusion of sound originating from a given
contact event, improving the overall accuracy of our findings. As such, we suggest that future
studies incorporate these factors as we move closer to realizing the full potential of augmenting
contact properties using AR headsets in real-time. Our setup with non-acoustically transparent
headphones could demonstrate its interactivity perception (simultaneously, unity, agency). A
future study might use acoustically transparent headphones or AR devices. Such devices would
mix real and virtual audio, which could affect our findings and the perception of the resultant
intermixed audio. In addition, 3D audio spatialization would likewise enhance the illusion of
sound originating from a given contact event, thus, future studies could also incorporate this
factor as we move closer to realizing the potential of augmenting contact properties using AR
headsets in real-time.

6.2.2 Beyond the Coffee Mug – Augmenting Other Objects

In this thesis, a coffee cup was used as a sample object, but our experiments findings suggest
that the user’s prior knowledge of the object’s surface or material does not significantly affect
their perception of interaction. This means that our proposed augmentation could be extended
to other objects as well. With the ongoing development of sensors, microcontroller, and AR
HMD devices, we can even incorporate sound augmentation in the interaction with various
objects. Different objects can represent different task groups. For instance, a pen could provide
information about work-related app notifications, while a coffee mug could represent personal
goals such as sugar or caffeine intake.

6.2.3 Supporting Casual Interaction by Using Multiple Objects

Casual interaction with everyday objects can be a useful alternative to access digital information
without solely relying on a mobile phone. By embedding auditory augmentation into the ob-
jects around us, we can access information without excessive phone usage. The excessive use of
mobile phones has been linked to addiction [75] and reduced productivity [27]. This condition
is often triggered by uncontrollable notifications that lead to mind wandering and procrastina-
tion [91]. Therefore, using objects around us to access information can reduce distractions and
provide more controlled access to notifications.
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6.2.4 Supporting Passive Haptic Feedback by Augmenting Various Ob-
ject’s Properties

Various techniques can be used to manipulate how users perceive the properties of an object.
These include employing physical proxies that use actuators to change an object’s internal
weight [116], using wearable haptic interfaces [21] and kinaesthetic haptic devices [53], and
relying on visual effects [99]. Although visual augmentation has been extensively researched by
augmenting interaction sounds, the use of auditory augmentation to impart the sense of haptic
such as temperature, weight, or texture has received less attention. Therefore, future studies
could focus on exploring these areas to broaden the horizon of using auditory augmentation to
alter user perception of object properties such as object weights, or texture roughness. Kaneko
et al.[53] investigated that delay (latency) can influence the perceived weight of the object. Still,
our study has yet to explore different latency settings that may impact users’ perceived interac-
tion or object weight.

6.2.5 Exploring More Audio Manipulation

In this thesis, we have only investigated two types of audio feedback - material and musical
instrument sound. However, future studies should explore a wider range of auditory feedback,
such as animal sounds, and add more effects such as flangers. It is also important to adjust the
acoustic parameters to convey different information. For example, granular synthesis can be
used on sonification to convey information about time-varying probabilistic information. How-
ever, the use of other acoustic parameters such as echo and delay to augment audio in auditory
AR interaction has not been widely investigated. For instance, manipulating the delay on the au-
dio feedback to represent the duration left. Finally, the reverb parameter itself could be explored
further. For example, creating a custom reverb mixing based on given auditory feedback rather
than using a single parameter for all types of audio could retain the accuracy of audio recogni-
tion for specific cases. Further investigation of AAR parameters is crucial to provide designers
and practitioners with a toolbox regarding how we augment our perception of interactions with
everyday objects.
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INFORMATION SHEET 

You are being invited to take part in an experiment which will take approximately 50 

minutes to complete. 

  

Your participation is voluntary, and you are free to withdraw at any time, without giving 

any reason, and you are free to omit answering any particular question, without 

providing a reason. Your participation will help us in conducting our research and is greatly 

appreciated. 

  

Before you decide whether to take part, it is important for you to understand why the research is 

being done and what it will involve. Please take time to decide whether or not you wish to take 

part. If there is anything that is unclear, or you would like more information, or you have any 

questions, please feel free to raise these concerns with the researcher present, or any member 

of the study team. 

  

Purpose of experiment 

This experiment will be looking for the preferable audio feedback while tapping a mug. The 

audio feedback will be used to convey information like notification. This experiment will also 

investigate how the user’s perception of simultaneity of the sounds and the tapping, realism, 

and agency of the audio AR interaction will vary based on different sounds. 

Do I have to take part? 

Your participation is voluntary, and you are free to withdraw at any time, without giving any 

reason, and you are free to omit answering any question, without providing a reason. 

  

What is the compensation for taking part in this study? 

You will receive a £10 Amazon gift voucher once the experiment is completed. If you are a 

student, no course credits will be awarded for completing this experiment.   

  

What will I be asked to do? 

You will be asked to do a finger tapping interaction to a coffee mug and listen to the audio 

feedback from the headphones.  You will also be asked to fill the questionnaire after every 

stimulus.  

Will my taking part in this study be kept confidential? 

Yes, all data collected from you will be treated confidentially, will be seen in its raw form only by 

the experimenters, and if published will not be identifiable as coming from you. 

  

What will happen to the results of the research study? 

The results of the study may appear in research publications. The results may also be 

presented at scientific meetings or in talks at academic institutions. Results will always be 

presented in a confidential format where anonymity is preserved. 

  

Contact for further information or queries? 

You may ask more questions about the study at any time - before, during and after - the study. 

You can contact the researchers: i.bustoni.1@research.gla.ac.uk, or 

stephen.brewster@glasgow.ac.uk or mark.mcgill@glasgow.ac.uk 
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A.2 Consent Form



  
 

CONSENT FORM 
 

In this experiment, you will be asked to reflect on how the latency on audio feedback affects the user perception on 

auditory altered reality interaction and how is your attitude toward auditory altered reality interaction. You will be asked to 

do some interactions with an audible object and reflect your opinion about it. 

The experiment should take approximately 90 minutes to complete but there is no set time limit, so take as much time 

as you need. After each condition, you will be asked to answer a few short questions and at the end of the experiment, 

the researcher will conduct a short interview to capture any additional thoughts you might have on your experience. 

You could also take rests after each condition, and you can pause the experiment at any time. You can withdraw from 

the study at any time without penalty. You will receive a £10 Amazon gift voucher once the experiment is completed.  

If you are a student, no course credits will be awarded for completing this experiment. 

Lastly, you must meet the following requirements: 
 

• You are at least 18 years old 

• You have no hearing disorder and you do not wear any hearing aids 

• You agree for the audio to be recorded during the interview part of the study 

• You confirm that you have read and understood the participant information for the above study and have had 

the opportunity to ask questions. 

• You understand that your participation is voluntary and that you are free to withdraw at any time without giving 

any reason and am free to omit answering any particular question, without providing a reason. 

• You understand that all data collected from you will be treated confidentially, will be seen in its raw form only 

by the experimenters, and if published, will not be identifiable if coming from you. 

 

By signing this form, you have read the conditions stated above and agree to take part in the experiment. 

FULL NAME:     

SIGNATURE:    

DATE:     

EMAIL:    

DEMOGRAPHICS 

What is your gender? 

Female Non-Binary 

Male Prefer not to say 

How old are you? 

18-25  26-35 

36-50 >50 

What is your occupation? 

 

 

Project Supervisor: Stephen Brewster (stephen.brewster@glasgow.ac.uk) 

Researcher: Isna Alfi Bustoni(i.bustoni.1@research.gla.ac.uk) 
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Table A.1: Audio Stimulus Information Transmission Experiment I

Stimulus Conditional Entropy Mutual Information
Mug 0.948 2.355
Waterplop 0.161 3.142
Carpet 1.394 1.909
Cardboard 1.948 1.355
Hardwood 1.211 2.092
Metal 0.366 2.937
Castanet 1.003 2.3
Guitar 1.111 2.192
Piano 1.146 2.157
Organ Pipe 0.566 2.737
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