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Abstract 

This thesis investigates the development participation and adoption intention of 

Information and Communication Technology (ICT) for informed decision-making in 

urban public services, using a dashboard as an ICT example and Jakarta Traffic 

Police’s patrolling allocation as the use case of decision-making. This research 

addresses the gaps in understanding Data-Driven Decision-Making (DDDM) in the 

public sector and the limited study of government-to-employee (G2E) ICT 

adoption. It also aims to investigate the underexplored role of user participation 

in the development and adoption of government ICT. Furthermore, this research 

underscores the need for qualitative insights to inform the development of 

quantitative hypotheses, particularly where traditional technology acceptance 

models like TAM and UTAUT may overlook key public sector contextual factors. 

The study is divided into two phases: requirement elicitation and adoption 

intention examination. In the first phase, semi-structured interviews with Jakarta 

traffic police were conducted to explore their decision-making processes within a 

Data-Driven Decision-Making (DDDM) framework and identify preferred features 

for a user-centred dashboard, leading to the development of a tailored prototype. 

In the second phase, semi-structured interviews were conducted to develop 

original hypotheses, focusing on public sector-specific contextual factors. These 

were then quantitatively tested to examine the factors influencing the traffic 

police's behavioural intention to adopt the dashboard. 

The novel contributions of this research include the development of the original 

contextual hypotheses and identifying new motivational factors influencing 

government employees’ ICT adoption, such as interoperability expectations, social 

incentives, and user experience-related factors. The research also highlights the 

importance of user participation in enhancing the intention to adopt ICT tools in 

the public sector. The study provides practical insights for improving public service 

delivery through data-driven tools and contributes to refining ICT adoption 

theories in public sector contexts while offering evidence-based recommendations 

that integrate both technological advancements and human insights to foster more 

resilient and adaptive decision-making.  
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Chapter 1 Introduction 

1.1 Background 

Urbanisation is rapidly increasing, especially in developing countries, which will 

see most of the future urban population growth (Eckert and Kohler, 2014; 

Majumdar and Chatterjee, 2020; Jedwab, Loungani and Yezer, 2021). This growth 

has intensified quality-of-life challenges, including in road transport, where traffic 

crashes and congestion cause significant human and economic losses (Hu, Zhou 

and Sun, 2014; McCann, 2017; Bhattarai and Budd, 2019; Sovacool, Kim and Yang, 

2021). Economic growth has increased vehicle ownership (Dargay, Gately and 

Sommer, 2007; Kisiała and Kudłak, 2024), exacerbating crashes (Liddle, 2012), 

congestion (Sovacool, Kim and Yang, 2021), and pollution (Krausmann et al., 2009; 

Espoir, Sunge and Bannor, 2023). Low- and middle-income developing countries 

struggle with sustainable urban development amidst rapid urbanisation and 

industrialisation (Rob and Talukder, 2013; Razia and Binti Abu Bakar Ah, 2022) and 

face severe road safety issues and disproportionate fatalities among vulnerable 

road users due to inadequate preventive measures (Mohan and Bhalla, 2016; Urie, 

Velaga and Maji, 2016). 

Rapid urbanisation has led cities' stakeholders to use Information and 

Communication Technologies (ICT) to address the resulting economic, social, and 

environmental issues (Perera et al., 2013; Anthopoulos, 2017). This approach, 

known as a smart city initiative, aims to enhance governance (Gil-Garcia, Helbig 

and Ojo, 2014; Scholl and Scholl, 2014), urban development (Anthopoulos and 

Reddick, 2016; Castelnovo, Misuraca and Savoldelli, 2016), and public services 

(Meijer and Bolívar, 2016; Pereira et al., 2018) to achieve sustainable 

development and improve residents' quality of life (Ballas, 2013). Smart city 

initiatives focus on multiple domains, such as transportation, energy, health, 

education, and governance, to create interconnected and intelligent urban 

environments (Gracias et al., 2023). 

In addition, the electronic government (e-government) concept, or the 

government's use of ICT to provide public services to citizens and organisations, 

aligns closely with smart city governance. ICT is foundational for the government's 

digital transformation with a focus on urban management and the provision of 
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relevant information (Joseph, 2017; Syväjärvi et al., 2019; Chohan and Hu, 2020; 

Hardi and Gohwong, 2020; Mensah et al., 2021). With the support of national 

governments, local governments play a crucial role in smart city initiatives that 

drive digital transformation (Snow, Håkonsson and Obel, 2016; Cranefield and 

Pries-Heje, 2020; Daniel, Wahid and Tan, 2020). To foster smart cities, 

governments must emphasise public service efficiency and transparency, utilising 

ICT in smart governance to enhance decision-making and collaboration (Rodríguez 

Bolívar, 2016; Pereira et al., 2018). 

One of the most fundamental roles of ICT in governments is improving the 

decision-making processes, especially by enabling data-driven approaches to 

governments (Rodríguez Bolívar, 2016; Pereira et al., 2018; Abraham, 2020) by 

using data and its conversion into actionable knowledge, known as Data-Driven 

Decision-Making (DDDM) (Gates and Matthews, 2014; OECD/ITF, 2016; IRTAD, 

2019; Choi et al., 2021).  ICT plays a vital role in DDDM by gathering, organising, 

analysing, and sharing data to make well-informed decisions (Beyers, 2016). ICT-

supported decision-making processes have been effectively utilised in local 

government projects, showcasing their ability to improve strategic development 

activities (Kadoic and Kedmenec, 2016). This approach is especially advantageous 

in the public sector, where decisions can have significant and expensive outcomes 

(Shoara Akter, Milon Molla and S. M. Robiul Islam, 2019).  

Governments have utilised ICT supported data-driven approach in implementing 

road safety measures such as informed patrol allocation (Al-Harthei et al., 2017), 

real-time traffic monitoring (McTiernan, 2019), and electronic enforcement 

(Shrivastava and Shrivastava, 2019; Feng, Wang and Quddus, 2020; S. K. Ahmed et 

al., 2023). These strategic uses of ICT for road safety have been shown to reduce 

crashes and improve safety (McTiernan, 2019; Shrivastava and Shrivastava, 2019; 

S. K. Ahmed et al., 2023). These e-government integrations into the smart city 

concept are crucial to ensure optimisation of public service (Syväjärvi et al., 2019) 

and play a crucial role in enhancing government transparency and accountability, 

especially in smart city development (Almuraqab, 2020). 

However, the public sector in developing nations continues to face challenges 

related to digital transformation adoption failure (Syed et al., 2018; Syed, Bandara 

and Eden, 2023) due to design-reality mismatches (Gómez and Heeks, 2016; Syed, 
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Bandara and Eden, 2023), ineffective project management (Gil-Garcia, Helbig and 

Ojo, 2014), and unrealistic planning, often exacerbated by conflicts between 

technology and local contexts (Anthopoulos, 2017). Meanwhile, the actual value 

of ICT investments depends on their adoption and utilisation to achieve the 

intended goals (Russell and Meehan, 2014; Damoah and Kumi, 2018). Failure to 

engage intended users can render significant investments in technology 

development futile, where government ICT projects do not achieve their 

objectives due to low adoption rates (Aftab and Myeong, 2018). These risks 

underscore the need to understand the dynamics behind technology adoption and 

use, as a lack of uptake can result in wasted resources (Hashim, 2010), 

inefficiencies, reduced effectiveness in delivering public services (Afzaal and 

Masood, 2019), increased costs, and missed opportunities to improve public 

governance (Heeks, 2006). 

Over several decades, studies underscore the importance of user participation in 

the ICT development process, highlighting that insights into their tasks and 

preferences are critical for successful adoption, acceptance, trust, and usage (Ives 

and Olson, 1984; Cavaye, 1995; Clavadetscher, 1998; Procaccino et al., 2002; 

DeLone and McLean, 2003; Amoako-Gyampah, 2007; He and King, 2008; Chagas et 

al., 2021). This long-term recognition emphasises the enduring relevance of user 

involvement, as each technological shift reaffirms the necessity of aligning ICT 

solutions with user needs and preferences (Callens, 2023). User participation in 

the development phase of a system can result in increased commitment (Barki and 

Hartwick, 1989), system acceptance (Alavi and Joachimsthaler, 1992), 

behavioural intention (Jackson, Chow and Leitch, 1997), adoption (Amoako-

Gyampah, 2007), use, and satisfaction with the system (Díez and McIntosh, 2009). 

When people are part of the system development process, they are more likely to 

trust and embrace the system than systems built independently and presented to 

them (Surbakti et al., 2020). 

Finally, studies have developed several theories and frameworks to understand 

and examine ICT acceptance and adoption, such as the Theory of Reasoned Action 

(TRA) (Fishbein and Ajzen, 1975), the Theory of Planned Behaviour (TPB) (Ajzen, 

1991), the Technology Acceptance Model (TAM) (Davis, 1986), the Innovation 

Diffusion Theory (IDT) (Rogers, 1962), and the Unified Theory of Acceptance and 
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Use of Technology (UTAUT) (Venkatesh et al., 2003). These models link individual 

attitudes and behaviours to the broader adoption of new technologies, providing 

insights for successful ICT implementation. They have been applied in public 

sector studies to understand obstacles and ensure successful e-government and 

smart city initiatives (e.g., Kachwamba and Hussein, 2009; Srivastava, 2011; 

Ziemba, Papaj and Descours, 2014; Rasyid and Alfina, 2017; Idoughi and 

Abdelhakim, 2018; Khrais and Mahmoud, 2019; Al Nidawy et al., 2020; Sarasati 

and Madyatmadja, 2020; Huda, Kurniasari and Ruroh, 2022). 

1.2 Research gaps and motivations 

Data-Driven Decision-Making (DDDM) in the public sector has received less 

attention than in the private sector, while scholarly discourse highlights its 

potential for organisational change. Future research is recommended to explore 

how DDDM is implemented in government organisations, focusing on the practical 

steps and challenges civil servants face (Brynjolfsson and McElheran, 2016; 

Dingelstad, Borst and Meijer, 2022). Additionally, examining various data types 

and analytics tools in decision-making can provide insights into the most effective 

tools for specific situations, complement theoretical propositions, inform 

practitioners, and refine DDDM theories and practices (Hino, Benami and Brooks, 

2018; Silva, Junior and Lacerda, 2022).  

These gaps motivated this research to contribute to the underexplored potential 

of DDDM in the public sector. By investigating the practical implementation of 

DDDM in public sector contexts, this research aims to uncover the specific steps 

and challenges civil servants face. Additionally, it seeks to identify the data types 

and analytics tools used in various decision-making scenarios, bridging the gap 

between theory and practice to refine DDDM theories, providing valuable insights 

for practitioners, and improving public administration's efficiency and 

effectiveness. 

In addition, despite extensive research on government-to-citizen (G2C) and 

government-to-business (G2B) interactions and the adoption of e-government 

services, the study of interactions between government employees and ICT 

innovations in the government-to-employee (G2E) context remains limited 

(Rehouma, 2017; Rehouma and Hofmann, 2018). This study is motivated to address 
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this gap by focusing on the G2E context, which has been identified as a valuable 

avenue for understanding the facilitators and barriers to employees’ ICT adoption 

(Rehouma, 2017; Rehouma and Hofmann, 2018; Martins and Nielsen, 2020; 

Abdulkareem et al., 2022; Dingelstad, Borst and Meijer, 2022). In addition, the 

role of employee participation in public sector IT projects has received limited 

attention despite its significance for effective system adoption and utilisation 

(Lopes, 2017; Rehouma, 2020; Lemke, Ehrhardt and Popelyshyn, 2021). Employee 

involvement is crucial for ensuring ICT systems' successful implementation and 

uptake (Bano and Zowghi, 2015; Lopes, 2017; Rehouma, 2020). Motivated by this 

gap, this study explores how employee participation and user involvement can 

enhance the development and adoption of ICT systems in government services. 

Finally, current G2E ICT adoption studies were primarily quantitative and directly 

utilise existing theories such as the Technology Acceptance Model (TAM), the 

Theory of Planned Behaviour (TPB), and the Unified Theory of Acceptance and Use 

of Technology (UTAUT), which might overlook the unique characteristics of public 

organisations and government employees (Venkatesh, Brown and Bala, 2013; 

Rehouma, 2017; Rehouma and Hofmann, 2018). Qualitative insights are valuable 

in understanding contextual factors of ICT adoption (Venkatesh, Brown and Bala, 

2013; Barile et al., 2018; Rehouma and Hofmann, 2018), which complement the 

study's quantitative examination of adoption intentions. Thus, this study is 

motivated to examine government employees’ ICT adoption by using both 

qualitative and quantitative methods, which have been advocated to capture 

comprehensive and contextual nuance and insights (Gil-Garcia and Pardo, 2006; 

Venkatesh, Brown and Bala, 2013; Bano and Zowghi, 2015; Rehouma, 2017; Barile 

et al., 2018; Rehouma and Hofmann, 2018). 

1.3 Aims, questions, and objectives 

This study's overarching aim is to provide insights into government employees' 

decision-making, participation in ICT development, and their behavioural 

intention to adopt ICT. The study has two phases to achieve this overarching aim: 

a requirement elicitation phase and an adoption intention examination phase. 
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Phase One: Requirement elicitation 

The first phase explores government employees’ decision-making and 

participation in ICT development. This phase will involve government employees 

developing an ICT tool to inform decision-making. During the development 

process, the study aims to understand how government employees make decisions 

and to determine what contents and features they prefer in an ICT tool. The 

results of this exploration will inform the subsequent ICT development, which will 

be the subject of the adoption intention examination phase. 

This phase addresses two research questions: 

RQ1: How do government employees conduct decision-making within the 

data-driven decision-making framework? 

RQ2: "What features do government employees prefer in an ICT for decision-

making, and how does their participatory involvement in its development 

provide insights into user-centred design practices?"  

The objectives for this phase are: 

O1: To explore how government employees conduct decision-making within the 

data-driven decision-making framework through qualitative semi-structured 

interviews analysed using thematic analysis. 

O2: To identify the features government employees prefer for an ICT for decision-

making  through thematic analysis of interview data and participatory ICT 

development to provide insights into user-centred design practices. 

The insights from this phase will inform the subsequent ICT development process, 

which will serve as the research subject for Phase Two. 

Phase Two: Adoption Intention Examination 

 This study adopts an approach that leverages the researcher’s familiarity with 

the study environment (Appendix F) to gain valuable insights into the factors 

influencing government employees' behavioural intention to adopt the developed 
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ICT tool. In this phase, qualitative interviews are conducted to explore employees' 

perceptions, followed by a quantitative survey to validate the identified factors. 

The researcher’s professional experience, access to key personnel, and 

understanding of operational processes could provide a unique advantage in 

obtaining contextually rich data and fostering trust and openness during data 

collection (Appendix F). This familiarity could ensure a comprehensive exploration 

of ICT adoption challenges and contribute to the findings' applicability in public 

sector settings. 

The research questions for this phase are: 

RQ3: What factors are perceived as motivating government employees' 

adoption of ICT tools, and how can these insights inform the understanding 

of technology acceptance in the public sector?  

RQ4: "What are the relationships between identified motivational factors 

and the behavioural intention of government employees to adopt ICT, and 

how do these findings contribute to the refinement of ICT adoption theories 

in public sector settings?"  

The objectives for this phase are: 

O1: To explore the factors perceived as motivating government employees' 

adoption of ICT tools through semi-structured interviews analysed using thematic 

analysis and to use these insights to inform the understanding of technology 

acceptance in the public sector. 

O2: To examine the relationships between identified motivational factors and the 

behavioural intention of government employees to adopt ICT through a survey 

analysed using structural equation modelling (SEM) to refine ICT adoption theories 

in public sector settings. 

These two phases are designed to gain insights into data-driven decision-making 

practices in the public sector and provide the evidence necessary to refine DDDM 

theories and practices. Second, this study will provide an understanding of the 

involvement of government employees in creating a practical and inclusive ICT 
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solution, which is expected to address common issues like design-reality 

mismatches and unrealistic planning that have been emphasised in previous 

research. Finally, this study could also reveal the contextual factors that promote 

or hinder the adoption of ICT, which is essential for improving public service 

delivery and operational efficiency in urban government settings. 

1.4 Scope 

1.4.1 Decision-making in traffic police's patrolling allocation 

Due to the research aim of understanding urban government employees' decision-

making, this study focuses on traffic police's patrolling allocation as a key aspect 

of managing urban transportation effectively. Urban transportation management 

and governance are crucial parts of smart city development, affecting quality of 

life significantly (Giffinger and Gudrun, 2010; Chourabi et al., 2012; Neirotti et 

al., 2014; Peng, Nunes and Zheng, 2017). Among the urban transportation 

stakeholders, police have a crucial role, especially with their presence on the 

roads (Armour, 1984). Police presence on the roads has been found to reduce 

traffic violations and crashes (Rothengatter, 1982; Clarke et al., 2010; Deangelo 

and Hansen, 2014), suggesting that strategic decision-making in patrol allocation 

could further enhance these benefits (Rezapour, Wulff and Ksaibati, 2018; 

Kamnik, Nekrep Perc and Topolšek, 2020; Sam, 2022).  

Police presence remains crucial because while ICT tools, such as automated traffic 

enforcement systems, can deter violations, they lack the immediacy required to 

address offences posing immediate risks, underscoring the critical role of police 

in making decisions for patrol allocations and traffic regulation enforcement to 

compensate for these limitations (Eccles et al., 2012; Ubaldi, 2013; Farmer, 2017; 

United Nations, 2018a). Optimising patrol allocations is critical to managing 

limited resources to maximise the impact on road safety (Singh et al., 2011; Chen, 

Cheng and Wise, 2017; Chen, Cheng and Ye, 2019; Dewinter et al., 2020).  While 

existing patrol allocation studies have explored many methods for efficient officer 

deployment, such as spatial, temporal, and spatiotemporal, the lack of police 

involvement in research design and decision-making processes has been a notable 

gap, limiting the practical applicability of findings  (Telep and Gross Shader, 

2019). Engaging police in the research process is crucial for translating academic 
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insights into practical policing strategies, bridging the gap between research and 

practice, and enhancing the real-world impact of these studies (Hartmann et al., 

2018; Fyfe, 2019; Boulton et al., 2021). 

1.4.2 Dashboard as an ICT example 

This study, which will explore government employees’ participation in ICT 

development and examine their intention to adopt ICT, has selected a dashboard 

as an example of an ICT solution. A dashboard is a software tool designed to 

integrate and visualise data across various applications, providing a concise 

representation that allows users to quickly understand the current situation and 

make informed, data-driven decisions (Beuschel, 2008; Kumar et al., 2010; 

Wilbanks and Langford, 2014).  The dashboard format is beneficial for several 

reasons. First, dashboards are inherently user-centric, intuitively consolidating 

and visualising essential information (Yigitbasioglu and Velcu, 2012; Few, 2013; 

Al-Kassab et al., 2014). This quality aligns with the need to involve users in the 

ICT development process to gain insights into their tasks and preferences, which 

are critical for successful adoption, acceptance, trust, and usage (Ives and Olson, 

1984; Cavaye, 1995; He and King, 2008; Abelein, Sharp and Paech, 2013; Rehouma, 

2019). By engaging users early and often, developers can create more effective 

and accepted solutions (McCurdie et al., 2012). 

Second, dashboards can enhance decision-making by providing data visualisation 

and analytics (Provost and Fawcett, 2013; Contreras-Figueroa et al., 2021). This 

provision can be beneficial for police decision-making when allocating their 

patrolling resources. For example, visualising crash data can help identify high-

risk areas and optimise patrol routes, improving overall safety and resource 

management (Shuey, Mooren and King, 2020). 

Third, dashboards are flexible and scalable, allowing them to be customised to 

meet the specific needs of different users and organisations (Richardson, Courtney 

and Haynes, 2006; Al-Kassab et al., 2014). This flexibility ensures that a dashboard 

can be adapted as new requirements emerge, making it a sustainable solution for 

long-term use (Jackson, Chow and Leitch, 1997; Pauwels et al., 2009). 

Customisability allows for ongoing relevance and effectiveness, accommodating 

evolving user needs and organisational goals (Vazquez-Ingelmo, Garcia-Penalvo 
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and Theron, 2019). Integrating user feedback can continuously improve a 

dashboard, ensuring it remains relevant and practical (Surbakti et al., 2020).  

Therefore, this study will use a dashboard as an ICT example to develop a user-

centred solution aimed at meeting the practical decision-making needs of 

government employees. It will also serve as a model for examining the broader 

impacts of user participation on ICT development and adoption in the public 

sector. Understanding these factors can help design better ICT solutions that are 

more likely to be accepted and effectively used by government employees. 

1.5 Thesis structure 

This thesis is structured into eight chapters, which are: 

Chapter 1 introduces the research background, gaps, motivations, aims, 

questions, scope, and structure. 

Chapter 2 reviews the literature on smart city governance, e-government, 

data-driven decision-making, dashboards, ICT development participation, 

user-centred design, ICT adoption, road traffic crashes, and police patrolling 

allocation. 

Chapter 3 describes the overall research methodologies, the requirement 

elicitation phase’s qualitative methods, and its ethical considerations. 

Chapter 4 provides the results of the requirement elicitation phase. 

Chapter 5 describes the qualitative and quantitative methods and ethical 

considerations for the second adoption intention examination phase. 

Chapter 6 provides the results of the adoption intention examination phase. 

Chapter 7 discusses the results of both phases. 

Chapter 8 provides the conclusions. 
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Chapter 2 Literature review  

This chapter provides a review of the literature related to this study. In line with 

the context of this research, the chapter describes the concepts of government’s 

ICT adoption in smart city governance and e-government, followed by an overview 

of governments’ data-driven decision-making and the roles of dashboards. The 

literature on employee participation in government ICT development and user-

centred design is also reviewed. In addition, this chapter provides a literature 

review on government ICT adoption evaluation. Finally, the review of studies on 

traffic crash data analysis and police patrolling allocation, which is the scope of 

this study, is presented. 

2.1 ICT and government 

Integrating Information and Communication Technologies (ICT) in government 

plays a transformative role in modern urban management, mainly through smart 

city governance and e-government concepts. Smart city governance focuses on 

utilising ICT to enhance resource management, service provision, and citizen 

engagement, fostering sustainable development and improving quality of life. E-

government, a key component of smart governance, modernises public 

administration by streamlining processes, enhancing transparency, and improving 

service delivery.  

These technological advancements are especially crucial in developing countries, 

where addressing infrastructure gaps and leveraging ICT frameworks can 

significantly enhance governance and urban development. The following sections 

will further explain these concepts, describing the role of ICT in shaping smart 

city governance, the evolution of e-government, and the unique challenges and 

opportunities developing countries face in adopting these technologies. 

2.1.1 Smart city governance 

The concept of a "smart city" is multifaceted and constantly changing, with no 

explicit agreement on its essential components and standards (Dameri, 2013; 

Borsekova and Nijkamp, 2018). There is often confusion and criticism surrounding 

this term due to a lack of clarity and understanding (Hollands, 2008; Müller, Park 



Chapter 2 12 
 

 

and Sonn, 2023). Nevertheless, the central idea is the application of Information 

and Communication Technologies (ICT) in urban development to foster 

opportunities for harmonious progress and enhance resource management, service 

provision, and the standard of living (Ishkineeva, Ishkineeva and Akhmetova, 2015; 

Carter, 2017). Despite the ambiguities, the integration of ICT remains a pivotal 

element in shaping the future of urban environments and their adaptability to 

emerging societal challenges (Shah, 2023). 

Smart cities are envisioned as urban environments that utilise ICT, innovation, and 

democratic principles to foster sustainable development, economic growth, and 

improved quality of life by integrating technology, government institutions, and 

the diverse, creative knowledge of individuals to enhance democratic governance 

and equity (Batty et al., 2012; Ballas, 2013; Gil-Garcia, Helbig and Ojo, 2014; Yin 

et al., 2015; Anthopoulos and Reddick, 2016; Castelnovo, Misuraca and Savoldelli, 

2016). Smart city definitions converge on three core elements: technological 

infrastructures, institutional governance, and the human capital comprising 

creativity, diversity, and education (Caragliu, del Bo and Nijkamp, 2011; Nam and 

Pardo, 2011).  

Recent urban studies emphasise the interplay of these components as essential 

for smart city development, highlighting not just the technological foundations 

but also the crucial role of human aspects in making cities smarter (de Oliveira, 

Campolargo and Martins, 2015). This role includes fostering connections among 

people and urban infrastructures, as well as promoting innovation, creativity, and 

entrepreneurship to drive economic and governance advances in smart cities 

(Kitchin, 2014; Kogan and Lee, 2014; Sepasgozar et al., 2019; Soomro et al., 

2019). As such, the human dimension and technological advancements are 

increasingly recognised as fundamental to smart cities' sustainable and inclusive 

development (Zhou, Loiacono and Kordzadeh, 2023; Parappallil Mathew and 

Bangwal, 2024). 

Smart cities require smart governance, characterised by transparency, 

accountability, and participation, encompassing formal institutions and informal 

networks essential for managing states, organisations, or collectives (Lopes, 

2017). Governance within the smart city framework necessitates the 

implementation of intelligent, flexible management and decision-making 
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processes, often facilitated by digital technology and data analytics to enhance 

information processing and decision-making capabilities (Scholl and Alawadhi, 

2016). The incorporation of ICT into government services, an essential aspect of 

smart governance, marks a transformative shift towards enhancing organisational 

performance and governance effectiveness (Dai et al., 2024), with the 

government playing a crucial role in shaping the necessary administrative 

structures and processes for smart city governance effectiveness (Alawadhi and 

Scholl, 2016). Effective governance creates a conducive environment through 

proper legal frameworks and mechanisms (Bokhari and Seunghwan, 2024), 

ensuring government responsiveness to citizens' needs and leading smart city 

initiatives (UN-Habitat, 2002; UN-Habitat, 2004).  

2.1.2 The roles of E-government in smart city governance 

The concept of leveraging ICT to support government operations and service 

delivery, known as electronic government (e-government), plays a vital role in 

smart city governance by transforming public institutions’ efficiency and service 

quality (Anderson et al., 2015; Anthopoulos and Reddick, 2016; Vrabie and Tirziu, 

2017). Since the early 2000s, e-government has been pivotal in modernising public 

sector services, boosting administrative efficiency, performance, and citizen-

centricity (Siddiquee and Mohamed, 2015). Governments can foster smart cities 

by emphasising public service efficiency and transparency, using ICT in smart 

governance to improve decision-making and collaboration (Rodríguez Bolívar, 

2016; Pereira et al., 2018). The strategic application of technology by 

governments to enhance the efficiency and quality of urban services and 

strengthen the bond between governments and their citizens underscores the 

critical role of governance in advancing smart city development, facilitating a 

more integrated, responsive, and sustainable urban future (Hollands, 2008; Lee 

and Lee, 2014; Gracia and García, 2018).  

The move towards smart governance has led to a shift in government 

management, with e-government as a crucial foundation and support for 

transitioning to a service-oriented government (Wenhua and Jian, 2010). In smart 

cities, effective governance depends on the strategic use of ICT by public servants 

to enhance decision-making and service delivery, showcasing the essential role of 

e-government in enabling streamlined, transparent processes (Nam and Pardo, 
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2011; Pereira et al., 2018). This crucial smart governance approach utilises 

intelligent ICT frameworks to bolster decision-making and align closely with e-

government principles, ensuring governance is open, accountable, collaborative, 

and participatory (Lopes, 2017; Pereira et al., 2018). The restructuring of 

administrative systems towards smart governance, incorporating innovative 

technologies and strategies, is crucial for enhancing public services and decision-

making, embodying e-government principles essential for the success of smart city 

initiatives (Gil-Garcia, Helbig and Ojo, 2014; Alawadhi and Scholl, 2016; Lopes, 

2017; Pereira et al., 2018). 

2.1.3 ICT and government in developing countries 

The governance of smart cities in developing countries is deeply intertwined with 

technological challenges and opportunities. While these nations face financial 

constraints that often limit their ability to invest in advanced technologies (Khan, 

Shah and Rizwan, 2021), the role of technology in smart city initiatives is crucial 

(Shah, 2023). Digital infrastructure, including IoT, sensors, and big data analytics, 

can address urban challenges and improve the quality of life for city residents 

(Shamkuwar, More and Patil, 2023). E-governance platforms can further enhance 

governance efficiency and transparency, though their effectiveness is often 

influenced by political and cultural factors (Yang et al., 2022). 

From a technological standpoint, the successful implementation of smart city and 

e-government initiatives hinges on several critical factors. Performance 

expectancy, effort expectancy, and system quality are key determinants in 

adopting e-government services, shaping how users perceive and interact with 

these technologies (Sabani, Thai and Hossain, 2023; Almufti, Sellami and Belguith, 

2024). Social influence and facilitating conditions also play a significant role, 

either promoting or hindering the use of these services (Almufti, Sellami and 

Belguith, 2024). These factors and a supportive social and infrastructural 

environment ensure the widespread adoption and long-term success of smart city 

and e-government initiatives (Puron-Cid and Gil-Garcia, 2022; Sugandha, 

Freestone and Favaro, 2022). 

In developing countries, the lack of essential infrastructure, such as reliable 

internet access and sufficient technological devices, poses a significant barrier to 
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the widespread adoption of e-government services (Bregni, 2018; Ruffini et al., 

2019). This infrastructure gap exacerbates the digital divide between urban and 

rural areas, making it difficult to scale and implement effective e-government 

solutions (Tamilarasi et al., 2024). Furthermore, issues such as data security, 

privacy concerns, and the need for adherence to regulatory frameworks 

complicate the deployment of cloud-based e-government platforms (Tamilarasi et 

al., 2024). Addressing these challenges requires coordinated efforts to improve 

infrastructure, bridge the digital divide (Singh and Chobotaru, 2022; Alfiani et al., 

2024), and ensure robust security and regulatory compliance to sustain e-

government services in developing countries (Ranchordas, 2020). 

The Unified Theory of Acceptance and Use of Technology (UTAUT), detailed in the 

section 2.4.5, provides a comprehensive framework for understanding the 

technological adoption process in these contexts (Venkatesh et al., 2003). By 

integrating external factors, UTAUT helps address the challenges that influence 

user adoption of e-government services, particularly in developing countries 

where ICT skills, financial resources, leadership, and government support are 

critical (Sihotang et al., 2023). Thus, the UTAUT framework offers valuable 

insights for policymakers and practitioners, helping them tailor e-government 

strategies that account for users' unique challenges and needs in developing 

countries (Fuad and Hsu, 2018; Bayaga and du Plessis, 2024). 

Despite these challenges, the technological advantages of e-government are 

substantial. Improved efficiency, enhanced data protection, and better service 

delivery are among the benefits of successfully implementing e-government 

technologies (Madaki, Ahmad and Singh, 2024). Developing innovative 

frameworks, particularly those incorporating UTAUT, can effectively address the 

external factors impacting user adoption, leading to more successful and 

widespread use of e-government services (Almufti, Sellami and Belguith, 2024). 

Although UTAUT models are robust, their complexity and need for context-specific 

adaptations present limitations, which can be addressed by combining them with 

other technology acceptance models for a more comprehensive understanding of 

technology adoption (Obienu and Amadin, 2021; Abdekhoda, Dehnad and Zarei, 

2022). 
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Ultimately, the technological dimension is pivotal in the governance of smart 

cities and the adoption of e-government in developing countries. By addressing 

infrastructure deficits, ensuring data security, and leveraging comprehensive 

frameworks like UTAUT, these regions can overcome technological barriers and 

fully realise the benefits of smart city and e-government initiatives. Policymakers 

and practitioners must prioritise technological advancements, strengthen ICT 

capabilities, and foster environments that support robust management and trust 

to maximise the impact of these technologies in improving governance and service 

delivery. 

2.2 Data and decision making in governments 

Data is highly valued across various sectors, including government, where its 

conversion into actionable knowledge is crucial for improving decision-making and 

enabling the leverage of information (Gates and Matthews, 2014; OECD/ITF, 2016; 

IRTAD, 2019; Choi et al., 2021). Data utilisation can drive greater government 

efficiency and create social and economic value (Jetzek, Avital and Bjorn-

Andersen, 2014; Matheus, Janssen and Maheshwari, 2020). Rapid technological 

advances in data storage and processing have led stakeholders to increasingly base 

their decisions more on data and less on intuition (Silva, Junior and Lacerda, 

2022). The rapid growth of ICT has changed how organisations, including 

governments, manage and communicate data and information across devices 

(Hanna, 2010; Martínez-López et al., 2016).  

The growth of ICT has also led governments to work closely with data in areas like 

communications, data management, and performance management (Gmach et 

al., 2009; Papadomichelaki and Mentzas, 2012). Innovations in online data storage 

enable the processing of extensive datasets from diverse sources, prompting 

public sector managers and administrators to increasingly rely on data for 

decision-making due to enhanced data creation, collection, and storage 

capabilities (Jetzek, Avital and Bjorn-Andersen, 2014; Choi et al., 2021; Silva, 

Junior and Lacerda, 2022). Integrating big data and AI technologies enables the 

systematic analysis of large datasets, facilitating more informed and accurate 

decisions (Provost and Fawcett, 2013; Kitchin, 2014; Brynjolfsson and McElheran, 

2016). In addition, robust data governance frameworks are required to manage 
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the volume and diversity of data, ensuring quality and facilitating decision-making 

(Sexton et al., 2017). 

Making decisions based on the analysis and interpretation of verifiable data rather 

than intuition or observation alone is called Data-Driven Decision-Making (DDDM) 

(Gilbert, 2023). This approach leverages data-related evidence and insights to 

guide decision-making and verify action plans before implementation 

(Brynjolfsson, Hitt and Kim, 2011; Provost and Fawcett, 2013). DDDM advocates 

for a decision-making style anchored in systematically analysed data, positing that 

such methods yield more reliable outcomes than those based purely on personal 

intuition (Kurilovas, 2020). Advancements in analytics, such as machine learning 

and data mining, facilitate extracting actionable insights (Provost and Fawcett, 

2013). These developments support the shift of DDDM, integrating data analysis 

into traditional intuition-based methods (Mandinach, 2012). 

While data are essential to inform decision-making, they should also be integrated 

with human intuition and experience. Integrating personal experiences, known as 

tacit or implicit knowledge, with data-driven insights can enhance decision-

making  (Chourabi et al., 2012; Garcia Alonso and Lippez-De Castro, 2016; Lopes, 

2017; Vrabie and Tirziu, 2017). Tacit knowledge was first defined by Polanyi 

(1962), and it refers to the aspect of human knowledge that is challenging to 

articulate and acquired through direct experience. It helps decision-makers 

interpret and contextualise data, leading to more informed and effective decisions 

(Guo et al., 2017; Sanford, Schwartz and Khan, 2020). Practitioners generally 

possess a wealth of tacit knowledge about their tasks, work practices, the context 

in which they use data, their behaviour, and preferences (Smith, 2001; Bano and 

Zowghi, 2015; Manaf et al., 2017). Tacit knowledge enriches data-driven decision-

making by providing the practical know-how and contextual understanding 

necessary for interpreting data and making informed decisions (Richards, 2002).  

However, there is hesitancy among public sector organisations to integrate tacit 

knowledge and data-driven decision-making because it cannot be easily quantified 

or captured in conventional knowledge management systems, which tend to focus 

on explicit, measurable knowledge (Garrick and Chan, 2017). The hesitancy also 

arises either from employees who value their expertise and experience or those 

who question the relevance of tacit knowledge in favour of data-driven methods 
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(Giunipero, Dawley and Anthony, 1999; Brockmann and Anthony, 2002; Naziz, 

2021). Public sector organisations can address the divide between tacit knowledge 

and data-driven decision-making by promoting collaboration and open 

communication (Bennett, 1998; Brockmann and Anthony, 2002), fostering a 

culture of information sharing (De Neys, 2010), and providing training on 

integrating knowledge with data (Arduin, Rosenthal-Sabroux and Grundstein, 

2012), thereby enabling rational, collective decision-making that reconciles 

intuitions and norms. 

While tacit knowledge is valuable, it may occasionally result in heuristics when 

making decisions (Maqsood, Finegan and Walker, 2004; Meng, 2017). Heuristics are 

cognitive shortcuts to make decisions more efficiently by focusing on the most 

relevant information while ignoring less critical details, which can lead to 

decisions that are "good enough" rather than optimal  (Gigerenzer and Gaissmaier, 

2011; Hjeij and Vilks, 2023). While trading accuracy for efficiency, heuristics are 

beneficial for making decisions when formal reasoning is impractical due to 

missing data (Pohl et al., 2013; McLaughlin, Eva and Norman, 2014). Tacit 

knowledge should include domain-specific knowledge and leadership expertise to 

balance heuristic decision-making (Hanif, Ahsan and Wise, 2020). 

Despite the obstacles, tacit knowledge is essential to improving strategic decision-

making (Brockmann and Anthony, 2002), managing success (Matoskova et al., 

2013), problem-solving circumstances (St.Germain and Quinn, 2006) and 

enhancing decision quality through experience-based insights crucial for achieving 

organisational goals (Ganguly, Talukdar and Chatterjee, 2019; Sial et al., 2023). 

Tacit knowledge is essential in decision-making across various domains because it 

can provide nuanced, context-specific insights not captured by explicit knowledge 

alone. Integrating tacit knowledge into formal decision-making processes can 

enhance strategic decisions, as seen in using decision support systems to explore 

and utilise tacit knowledge effectively (Al Ghazzawi, Al Subayi and Yaghi, 2018). 

2.2.1 Benefits 

DDDM benefits smart governance by providing comprehensive and efficient 

decision-making processes (Provost and Fawcett, 2013; Shyr and Spisic, 2014). 

DDDM revolutionises policy formation and decision-making processes within 
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governments, facilitated by improved data collection (Brynjolfsson, Hitt and Kim, 

2011), processing (Ganapati, 2011), storage (Van Der Geest and Velleman, 2014), 

and retrieval (Reddick, Chatfield and Jaramillo, 2015; Al-Harthei et al., 2017). 

DDDM benefits from recent advances in data availability and analytic technologies 

by providing new insights with less uncertainty (Choi et al., 2021). The DDDM’s 

ability to provide accurate information has increased ICT usage and positively 

impacts user experience (Laugwitz, Held and Schrepp, 2008; Díaz-oreiro et al., 

2019; Hossin et al., 2023). 

DDDM also offers numerous benefits to the public sector. Data-driven approaches 

can significantly improve productivity and performance, with public 

administrations experiencing gains like those in the private sector. Brynjolfsson, 

Hitt and Kim (2011) found that data-driven firms are more productive and achieve 

higher returns on assets and market value. In the public sector, data-driven 

decision-making enhances transparency (Kitchin, 2014), accountability, and public 

trust (Matheus, Janssen and Maheshwari, 2020). Moreover, analysing and 

visualising data help public managers make more informed decisions, ultimately 

improving public service delivery (Kitchin and McArdle, 2016; Silva, Junior and 

Lacerda, 2022). 

DDDM represents a transformative approach in public administration, driven by 

technological advancements and the push for greater transparency through 

accessible government data initiatives. While significant progress has been made, 

ongoing research and development are essential to address the challenges and 

maximise the potential of data-driven governance. By investing in skills 

development, infrastructure, ethical standards, and empirical research, the 

public sector can fully realise the benefits of DDDM and enhance its decision-

making capabilities (Matheus, Janssen and Maheshwari, 2020; Silva, Junior and 

Lacerda, 2022). 

2.2.2 Challenges and gaps 

Despite the benefits, challenges are associated with implementing DDDM in the 

public sector. Integrating data analytics into decision-making frameworks requires 

significant organisational changes and adaptations (Silva, Junior and Lacerda, 

2022). The public sector needs various skills, including statistical analysis, policy 
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understanding, and knowledge of public values, to effectively use data for 

decision-making (Matheus, Janssen and Maheshwari, 2020). This multidisciplinary 

skill set is crucial for interpreting data within the context of public administration 

and ensuring decisions are both informed and aligned with public interests (Choi 

et al., 2021). It is also crucial to ensure all government agencies have the 

necessary infrastructure and resources to implement data-driven practices 

consistently, including investing in technology and human resources to create a 

solid foundation for DDDM, as adequate infrastructure and trained personnel are 

essential for successfully integrating data analytics into public administration 

(Silva, Junior and Lacerda, 2022). 

There is also a notable disparity in resources and expertise across different 

government agencies. Some agencies may lack the necessary infrastructure and 

trained personnel, creating inconsistencies in applying data-driven practices 

(Silva, Junior and Lacerda, 2022). These disparities can lead to uneven adoption 

of DDDM, with some agencies advancing faster than others (Choi et al., 2021). In 

addition, using big data and AI in public administration raises significant ethical 

and privacy concerns. Ensuring that data-driven decision-making practices comply 

with legal and ethical standards is crucial for maintaining public trust and 

preventing data misuse (Gurstein, 2011; Marda, 2018). Addressing these concerns 

requires robust ethical guidelines and legal frameworks that protect individuals' 

privacy while enabling the benefits of data analytics (Silva, Junior and Lacerda, 

2022). 

There are also noted gaps in empirical evidence supporting the practical 

application of DDDM theories. While scholarly discourse suggests significant 

potential for organisational change, DDDM in the public sector received less 

attention than in the private sector (Dingelstad, Borst and Meijer, 2022).  The 

disparity between the public and private sectors in adopting data-driven decision-

making (DDDM) can be explained by their contrasting organisational environments 

and goals. Public organisations, often linked to bureaucratic structures and 

focusing on non-materialistic managerial values, encounter several obstacles in 

adopting business-oriented practices like DDDM (Boyne, 2002; Morris and Farrell, 

2007). The public sector’s emphasis on producing "public goods" and addressing 

complex public issues, such as road traffic crashes, crime, and poverty, 
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complicates the implementation of DDDM, which often requires straightforward 

solutions (Caudle, Gorr and Newcomer, 1991; Lopes and Farias, 2022). Moreover, 

the public sector’s reluctance to embrace change further slows the adoption of 

new practices. The transfer of management techniques from the private to the 

public sector presents significant challenges, often facing resistance and requiring 

adaptation to suit the public sector's unique context (Krasnykov, 2023).  

While DDDM offers transformative potential for governments through enhanced 

decision-making and efficiency, it also raises considerable ethical challenges. For 

example, algorithms and data analytics used in DDDM may inadvertently introduce 

or reinforce biases present in historical data, leading to discriminatory outcomes 

(Hadjimatheou and Nathan, 2022). This is particularly concerning in contexts like 

predictive policing, where data models have been shown to disproportionately 

target marginalised communities, further entrenching systemic inequalities 

(Browning and Arrigo, 2021; Alikhademi et al., 2022; Purves, 2022; Montana et 

al., 2023). 

Furthermore, the reliance on automated decision-making tools often lacks 

transparency, creating challenges in accountability. The "black-box" nature of 

algorithms can obscure the rationale behind decisions, making it difficult for 

affected stakeholders to redress or challenge outcomes (de Bruijn, Warnier and 

Janssen, 2022; Brożek et al., 2024). These ethical considerations highlight the 

importance of robust governance frameworks and ethical oversight to ensure that 

DDDM delivers efficiency and aligns with fairness, inclusivity, and social justice 

principles (Economou-Zavlanos et al., 2024; Kyriakou and Otterbacher, 2024). 

Integrating ethical principles into governance structures can help mitigate DDDM 

biases and ensure equitable outcomes (Seger, 2022; Zhu, Zhang and Xu, 2024). 

These factors contribute to the lack of attention given to DDDM in the public 

sector, underscoring the need for tailored strategies to overcome the specific 

challenges encountered. Therefore, future research should explore how DDDM is 

carried out in government organisations, focusing on the practical steps and 

challenges civil servants face when using data in their work (Dingelstad, Borst and 

Meijer, 2022) while also examining the use of various data types and analytics 

tools in decision-making processes to provide insights into which tools function 

best in certain situations (Brynjolfsson and McElheran, 2016), thereby 
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complementing theoretical propositions and informing practitioners to improve 

DDDM implementations (Silva, Junior and Lacerda, 2022). Empirical research and 

systematic studies are encouraged to explore the benefits and limitations of DDDM 

in various public sector contexts, including examining the integration of 

computational models and predictive analytics in decision-making processes, as 

this empirical research will provide the evidence needed to refine DDDM theories 

and practices (Hino, Benami and Brooks, 2018; Silva, Junior and Lacerda, 2022).  

2.2.3 DDDM for urban road safety 

In urban road safety, DDDM has offered valuable insights for designing safer roads 

and evaluating the effectiveness of safety interventions (Xu et al., 2019). City 

stakeholders have used data to address safety concerns by considering various 

scenarios in urban traffic and evaluating safety properties (Wegman et al., 2015; 

Behnood et al., 2017; Guo et al., 2019). Developing decisions based on data can 

assist policymakers in assessing road safety planning strategies and prioritising 

investments in safety measures (Chang, Vavrova and Mahnaz, 2022). Data-driven 

approaches can also improve road infrastructure maintenance planning, pavement 

management, and distress detection methods for safer and more comfortable 

roads (Ragnoli, De Blasiis and Di Benedetto, 2018).  

The WHO advocates for traffic crash data collection and utilisation to enable 

targeted research and policy recommendations (Ganapati, 2009; IRTAD, 2019; 

Shuey, Mooren and King, 2020; Department for Transport UK, 2021). These data 

help develop a holistic road safety strategy to reduce traffic-related deaths and 

injuries (Dell’Acqua, De Luca and Mauro, 2011) and to realise safer road users, 

vehicles, infrastructure, and post-crash measures (Shrivastava, Shrivastava and 

Ramasamy, 2014; United Nations, 2018b). Many countries have supported the WHO 

by maintaining traffic crash record systems to inform road policies and regulations 

(e.g., Indonesian National Police, 2018; NCSA, 2018; Department for Transport UK, 

2021). 

Studies have highlighted the potential of traffic crash data for DDDM in urban 

traffic crash management. For example, traffic crash data can be analysed using 

data mining techniques like Random Forest to predict crash occurrences and 

severities and identify influential factors (Ramya et al., 2019; Atumo, Fang and 
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Jiang, 2022). Analytics of traffic crash data can reveal crash trends and take 

appropriate mitigation measures on urban roads (Shikhar et al., 2016; Kolisnyk et 

al., 2022). Data-driven approaches can also be used for traffic management and 

crash hotspot identification (Mesquitela et al., 2022; Dmitrieva et al., 2024). Big 

data analytics are also beneficial in analysing and extracting relevant information 

from traffic crash data (Abberley et al., 2017; El Abdallaoui et al., 2018).  

Data-driven decision-making (DDDM) in traffic safety has provided valuable 

insights for policymakers in developing countries, helping to reduce crashes and 

enhance road safety. For example, in Latin America, an analysis of over 10 billion 

observations revealed a non-linear relationship between traffic congestion and 

crashes, indicating that reducing traffic delays could significantly lower crash 

rates (Sánchez González, Bedoya-Maya and Calatayud, 2021). In Bangladesh, 

machine learning techniques were applied to traffic crash data to identify key 

factors influencing crash severity, such as driver characteristics, vehicle types, 

road conditions, and environmental factors. These findings have supported the 

development of targeted safety interventions (Bhuiyan et al., 2022). In Rwanda 

and Sri Lanka, DDDM has pinpointed high-risk areas for road crashes (Staton et al., 

2015). 

Overall, DDDM studies in developing countries underscore the importance of a 

multifaceted approach to road safety, combining infrastructure improvements, 

behavioural interventions, and targeted policies. By leveraging data, policymakers 

can better address the complexities of traffic crashes and enhance road safety 

across various contexts. In this way, DDDM becomes crucial for developing more 

effective, context-specific strategies to improve road safety and reduce traffic-

related incidents in developing countries (Sohail et al., 2023). 

2.2.4 The roles of dashboards in DDDM 

A dashboard is a software tool designed to integrate and visualise data across 

various applications, providing a concise representation that allows users to 

quickly understand the current situation and make informed, data-driven 

decisions (Beuschel, 2008; Kumar et al., 2010; Wilbanks and Langford, 2014). 

Dashboard potentials have led to widespread adoption in public service delivery, 

driven by their ability to consolidate and visualise complex data, enabling 
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decision-makers to track and analyse trends (Gleeson, Kitchin and McCarthy, 

2022). This ability is crucial in the public sector, where dashboards can support 

the development of performance metrics and the monitoring of urban systems 

(Maheshwari and Janssen, 2014; Vila, Estevez and Fillottrani, 2018).  

Dashboards are essential tools that help the government implement DDDM because 

they simplify and make complex data more accessible, which helps workers make 

decisions. They are a focal point for monitoring and assessing many urban systems, 

including transport, energy, and health, which is crucial for effective strategic 

planning and governance (Lock et al., 2020; Dingelstad, Borst and Meijer, 2022). 

Data literacy, critical thinking, and data analytical abilities are necessary for 

effective DDDM, and they are supported by dashboards that make data 

interpretation and stakeholder participation easier (Stehle and Kitchin, 2019).  

They also help interpret data and lessen cognitive load (Lawson-Body, Lawson-

Body and Illia, 2023).  Additionally, dashboards can facilitate a more inclusive 

approach to governance by bridging the gap between data and decision-making by 

offering visualisations that correspond with the requirements of different 

stakeholders, including the general public and policymakers (Dasgupta and 

Kapadia, 2022).  

Dashboards are essential tools in smart cities for monitoring public safety and 

urban performance by collecting, visualising, and analysing data to support 

decision-making (Jing et al., 2019; Farmanbar and Rong, 2020). Dashboards can 

produce different visual outputs to meet development goals and improve smart 

city governance transparency and trustworthiness (Vinet and Zhedanov, 2011; 

Allio, 2012; Maheshwari and Janssen, 2013; Vila, Estevez and Fillottrani, 2018; 

Matheus, Janssen and Maheshwari, 2020; Gupta, 2021). Dashboards embody the 

transformative potential of ICT in urban contexts, provided their implementation 

is guided by ethical considerations (Kitchin and McArdle, 2016), participatory 

design (Cardullo and Kitchin, 2019), and a commitment to bridging the digital 

divide (Jing et al., 2019), thus creating technologies that are effective and aligned 

with the broader public interest (Matheus, Janssen and Maheshwari, 2020; Gru, 

2021).  

The following section focuses on employee participation in developing a user-

centred dashboard, highlighting its importance in the success of e-government ICT 
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initiatives. Integrating technology in public administration is most effective when 

it includes active participation from public-sector employees. Their involvement 

ensures that ICT systems are aligned with practical needs, fostering ownership and 

improving adoption. Effective participation is key to bridging the gap between 

technology and real-world application, enhancing decision-making and service 

delivery.  

2.3 Employee participation in government’s ICT 
development: a user-centred dashboard 

In smart cities and e-government initiatives, the role of public-sector employees 

in enhancing infrastructure, public services, and urban governance through ICT 

engagement is crucial (Nam and Pardo, 2011; Sepasgozar et al., 2019). The smart 

city emphasises the need for a holistic approach that integrates technology, 

people, and processes in decision-making, highlighting that ICT alone is 

insufficient for effective governance (Lopes, 2017; Vrabie and Tirziu, 2017; Sanctis 

et al., 2021). The ICT enhancement of public servants' decision-making 

capabilities should be complemented by the crucial need to balance technological 

focus with human aspects (Estevez and Janowski, 2013; Pereira et al., 2018; 

Darioshi and Lahav, 2021). The personal experience of public servants, combined 

with data-driven insights, is crucial in leading smart governance initiatives in 

smart cities (Chourabi et al., 2012; Castro, 2016; Lopes, 2017; Vrabie and Tirziu, 

2017).  

Involvement in project groups and information sharing are critical predictors of 

ICT acceptance among government employees (Rehouma, 2020). A lack of user 

engagement and participation, leading to user attrition, often marks an 

unsuccessful outcome, highlighting the importance of understanding the dynamics 

behind technology adoption and usage (Lyytinen and Hirschheim, 1988; Claussen, 

Kretschmer and Mayrhofer, 2013). Active participation in ICT development 

enhances the adoption and acceptance of e-government initiatives (Abdulkareem 

et al., 2022). Responsive and transparent ICT development can build user trust 

and increase engagement, thereby improving the quality of e-government services 

(Dukić, Dukić and Bertović, 2017). 
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Public sector employees tend to resist IT adoption more than their private sector 

counterparts due to inadequate infrastructure and unsupportive policies, but 

these barriers can be mitigated through effective employee participation, leading 

to enhanced productivity and service delivery (Madaki, Ahmad and Singh, 2024). 

However, research on employee participation in public-sector IT projects is 

limited (Rehouma, 2017), while it has been argued as crucial for IT adoption in 

the public sector (Simonofski et al., 2020). This gap is significant given the 

increasing reliance on ICT to improve public sector efficiency, service delivery, 

and citizen engagement (Rehouma, 2019; Martins and Nielsen, 2020). With their 

deep understanding of business processes, these employees are vital to 

digitalisation efforts (Kozanoglu and Abedin, 2021) and effective participation 

enhances their contributions (van der Voet, Groeneveld and Kuipers, 2014). 

2.3.1 User participation 

The concept of "participation" is significant across various disciplines, including 

social science, political science, economics, and business management (Barki and 

Hartwick, 1994). In employee engagement, participation refers to how individuals 

or groups are involved in decision-making processes, directly or through 

representatives (Heller et al., 1998). Direct participation involves personal 

involvement in decisions, while indirect participation occurs through 

intermediaries such as lobbies or staff councils (Dachler and  Wilpert, 1978). 

Participation involves mutual influence in decision-making, shaping future 

outcomes (Mumford, 1995).  

Participation engages employees at all organisational levels through information 

sharing and consultation, covering tasks from minor to major strategic decisions 

(Wilkinson, 2010). Employee participation is categorised into downward 

communication, upward problem-solving, task-based participation, and teamwork 

and self-management, where downward communication, the weakest form, 

transmits information (Marchington and Wilkinson, 2005). Participation ranges 

from formal to informal and is based on power or legitimacy stemming from design 

values, goals, and specific organisational and social contexts (Dachler and Wilpert, 

1978). It spans a spectrum from rejection to active approval, defined as voluntary 

acceptance (Stahlknecht and Hasenkamp, 2002). The levels of involvement range 
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from merely providing information to having complete control (Marchington and 

Wilkinson, 2005).  

User participation in designing and developing technological innovations is crucial 

for ensuring system success regarding acceptance, trust, usage, and overall quality 

(Abelein, Sharp and Paech, 2013). In system development, participation refers to 

user engagement in analysis activities (Zowghi, 2018). Terms like "involvement" or 

"empowerment" are often used synonymously with participation, emphasising 

active engagement in system development and success (Király and Miskolczi, 2019; 

Kim and Lee, 2023). Recognising user participation as multidimensional is crucial, 

acknowledging its dynamic nature and impact on system success (Lou et al., 2021). 

User participation enhances ownership and satisfaction (Barki, Pare and Sicotte, 

2008; Simonofski et al., 2020). Effective participation management involves 

identifying the correct user, involving users early and often, maintaining quality 

relationships, and facilitating easy improvements (Symon and Clegg, 2005; 

Simonofski et al., 2020). User responsibilities extend from the beginning to the 

end of the development process, including testing and evaluation (Kujala, 2003; 

Chen, Liu and Chen, 2011). 

2.3.2 User participation in dashboard development: User-centred 
design (UCD) approach 

Developing dashboards requires thoroughly understanding users’ diverse 

information requirements and needs (Stehle and Kitchin, 2019; Vazquez-Ingelmo, 

Garcia-Penalvo and Theron, 2019; Lock et al., 2020). Dashboards should feature 

easy navigation, precise data, consistent visual themes, relevant visualisations 

(Young and Kitchin, 2020), and "information at a glance" for effectiveness 

(Sarikaya et al., 2019; Matheus, Janssen and Maheshwari, 2020).  Young and 

Kitchin (2020) advocate combining current and historical data, focusing on 

intuitive design for user-friendly interfaces, and developing tailored 

communication strategies to enhance user understanding and interaction. Well-

designed dashboards provide a simple interface that enables users to understand 

presented information easily and make decisions quickly (Sarikaya et al., 2019; 

Pastushenko, Hynek and Hruška, 2021).  
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It is vital to address how users' perceptions and societal influences shape their 

data interaction, necessitating a consistent focus on user needs throughout the 

development process for optimal outcomes (Kintz, Kochanowski and Koetter, 

2017; Kim, Reinecke and Hullman, 2018; Vazquez-Ingelmo, Garcia-Penalvo and 

Theron, 2019). Leveraging users’ insights on tasks and preferences is crucial to 

enhancing adoption rates and ensuring the dashboard's success (Amoako-

Gyampah, 2007; Chagas et al., 2021). By prioritising designing with the user in 

mind and continuously incorporating user feedback, developers can significantly 

improve adoption rates and ensure the dashboard's effectiveness in meeting users' 

needs (Richter Lagha et al., 2020; Young, Kitchin and Naji, 2021). 

Understanding users’ needs can be achieved with a User-Centred Design (UCD) 

approach (Dwivedi, Upadhyay and Tripathi, 2012; Kitamura, Hayashi and Yagi, 

2018; Stehle and Kitchin, 2019). UCD customises technological solutions to user 

needs and preferences by incorporating cognitive aspects and comprehending user 

and task requirements (Young, Kitchin and Naji, 2021). The UCD approach 

enhances efficiency, user satisfaction, and adoption rates, proving particularly 

beneficial for public-sector urban dashboards (Baroudi, Olson and Ives, 1986; 

Abelein and Paech, 2012; Abelein, Sharp and Paech, 2013; Vila, Estevez and 

Fillottrani, 2018; Young, Kitchin and Naji, 2021). Emphasising user-centred design 

in developing e-government services requires involving public servants in the ICT 

development process (Madyatmadja and Prabowo, 2016; Meydani, 2017). Engaging 

users throughout system development provides valuable insights into their needs 

and preferences, which enhances user satisfaction and ease of use (Bano and 

Zowghi, 2015). 

By applying UCD from the beginning of the software development process, a 

requirement elicitation or requirement gathering phase can lead to better 

software design and development outcomes (Neetu Kumari and Pillai, 2013; 

Mahmoud, 2015). This phase involves gathering and analysing the needs and 

expectations of stakeholders to ensure that the final product meets their 

requirements (Goguen and Linde, 1993; Zowghi and Coulin, 2005). This process 

utilises a range of techniques, including interviews, surveys, observations, and 

workshops, to identify and document the system's functional and non-functional 
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requirements (Goguen and Linde, 1993; Zowghi and Coulin, 2005; Ribeiro et al., 

2014).  

Among these methods, interviews, which can be unstructured, structured, or 

semi-structured, are particularly valuable for gaining in-depth stakeholder insights 

(Girardi et al., 2020). Given the need to explore complex, context-specific 

information about government employees’ decision-making in this study, semi-

structured interviews were selected as the primary method for data collection, 

detailed in section 3.8.1. This approach allows for probing deeper into 

participants' experiences and perspectives, providing rich qualitative data that is 

not as easily captured through more rigid methods like questionnaires. This choice 

aligns with the literature, which underscores the effectiveness of interviews in 

understanding user needs and expectations in UCD (Neetu Kumari and Pillai, 

2013). While questionnaires are cost-effective and can collect data from a large 

audience (Moore and Shipman, 2000), and techniques like Think-Aloud and focus 

groups offer other benefits (Nielsen, 1993; Avila-Garcia et al., 2022), interviews 

were chosen for their ability to facilitate a more nuanced exploration of 

stakeholder needs, which is critical for the successful application of UCD in 

software development (Nielsen, 1993; Girardi et al., 2020). 

Once the users' requirements have been gathered, the next step is to create a 

preliminary system version through prototyping to allow for feedback from 

stakeholders and help validate design decisions (Snyder, 2003; Buxton, 2010). 

Prototyping bridges the gap between requirement elicitation and system design, 

providing a robust framework for developing clear, complete, and consistent 

requirements (Smith et al., 2002). Prototypes come in different forms, such as 

low-fidelity paper sketches or high-fidelity interactive mock-ups. Low-fidelity 

prototypes like paper sketches are quick, cost-effective, and valuable for early 

design stages to explore ideas and gather initial feedback without detail 

complexity, enabling rapid iteration (Rettig, 1994; Snyder, 2003). In contrast, 

high-fidelity prototypes such as interactive mock-ups offer detailed, polished 

simulations of the final product, ideal for testing advanced features and 

conducting usability tests to identify issues in pre-production (Walker, Takayama 

and Landay, 2002; Dow et al., 2011). Based on these advantages, this study will 

use a high-fidelity dashboard prototype, detailed in section 4.3. 
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UCD aligns with the broader goals of smart cities to elevate urban life quality 

through technological innovation, emphasising the crucial roles of human capital, 

creativity, and innovation (Shapiro, 2006; Hollands, 2008; Kitchin, 2014; Kogan 

and Lee, 2014). Smart cities should prioritise user-centred services for 

effectiveness through user participation, perspectives, and feedback (Fang and 

Shan, 2024). Integrating UCD into smart city technologies enhances user-

friendliness, efficiency, and effectiveness, thereby contributing to the success of 

e-government initiatives (Young, Kitchin and Naji, 2021). Incorporating UCD into 

smart city systems not only improves usability and utility for diverse user groups 

(Delmastro, Arnaboldi and Conti, 2016) but also enhances decision-making 

processes, real-time monitoring, and user experiences (Santoso, Hadi Putra and 

Farras Hendra S, 2021). 

2.4 Empirical studies on government employees’ ICT 
adoption 

Quantitative surveys are commonly used as the primary research methodology for 

studying government employees' ICT adoption (e.g.,  Hu, Clark and Ma, 2003; Hung 

et al., 2009; Wirtz, Lütje and Schierz, 2009; Karavasilis, Zafiropoulos and Vrana, 

2010; Reeves and Li, 2012; Yousef, 2017). Surveys are effective at identifying the 

various internal and external factors that contribute to the adoption of 

government ICT (Wang and Feeney, 2016). In addition, surveys can uncover the 

key factors contributing to the successful adoption of IT innovation in government 

sectors. These surveys provide valuable insights into the factors that positively or 

negatively impact ICT adoption (Kamal, 2006). The structured nature of 

quantitative surveys also provides an opportunity to analyse specific hypotheses 

within the context of government initiatives (Gupta, Dasgupta and Gupta, 2008).  

While useful for standardised data collection, quantitative surveys also have 

several limitations. One issue is the potential misalignment between survey 

questions and respondents' understanding, especially in cross-cultural contexts, 

leading to inaccurate data (Scott et al., 2019). Surveys also can fail to capture the 

complexity of human identities; for example, predefined demographic options 

may not fully represent diverse identities (Ghorbanian, Aiello and Staples, 2022). 

The rigidity of structured surveys can hinder rapport, affect the accuracy of 

responses, and introduce measurement errors that compromise validity (Bell, 
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Fahmy and Gordon, 2016). Additionally, formalising these surveys can result in 

findings that lack external validity and fail to reflect real-world dynamics (Smith, 

1988). Despite rigorous methodologies, quantitative surveys cannot entirely 

eliminate biases or establish causation, limiting their applicability to complex 

social issues (Walker, 2005; Clare et al., 2014). Addressing these weaknesses 

requires integrating qualitative elements and considering cultural and identity 

diversity to improve the depth and relevance of findings. To mitigate these 

limitations, this study will incorporate interviews in developing survey hypotheses 

to capture more nuanced perspectives and ensure a deeper contextual 

understanding. 

Most quantitative government ICT studies use behavioural intention as the primary 

dependent variable, followed by examining adoption, actual use, and attitudes 

towards use (Rehouma and Hofmann, 2018). Among these studies, the Technology 

Acceptance Model (TAM) is the most frequently applied theory (e.g., Hu, Clark 

and Ma, 2003; Melitski, Gavin and Gavin, 2010; Singh and Punia, 2011; Barua, 2012; 

Tarus, Gichoya and Muumbo, 2015; Muthu et al., 2016; Deligiannis and 

Anagnostopoulos, 2017), followed by the Unified Theory of Acceptance and Use of 

Technology (UTAUT) (e.g., Gupta, Dasgupta and Gupta, 2008; Barua, 2012; 

Mosweu and Bwalya, 2018), The Theory of Planned Behaviour (TPB) (e.g., Azamela 

et al., 2022), and the Diffusion of Innovations (DOI) (Rogers, 1962).  

The following section explores key theories of technology acceptance and 

behaviour, beginning with the Theory of Reasoned Action (TRA), which laid the 

groundwork for subsequent models, and extending to the Unified Theory of 

Acceptance and Use of Technology (UTAUT), which integrates and builds on these 

foundational theories to explain technology adoption in various contexts. These 

theories have been applied in public sector studies to understand the challenges 

in implementing e-government and smart cities. 

2.4.1 Theory of Reasoned Action (TRA) 

In 1975, a seminal article entitled Theory of Reasoned Action (TRA) was published 

by Fishbein and Ajzen, laying the foundation for acceptance studies. The article 

described the connections between attitudes and actions, and according to this 

idea, both the attitude toward carrying out the activity and the subjective norm 
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influence the intentions, which in turn influence the behaviour (Fishbein and 

Ajzen, 1975; Wang, 2016). This theory is considered one of the most imperative 

and influential in measuring human behaviour (Fishbein, 1979; Venkatesh et al., 

2003; Wang, 2016). The key concepts in this theory are: ‘subjective norm’, which 

is people’s normative beliefs about behaviours’ acceptability; ‘attitude’ is the 

people’s feeling about a particular behaviour; ‘behavioural intention’ is the 

normative component which consists of attitudes and subjective norm; and finally, 

‘behaviour’ is the outcome measurement of the model, precisely the performed 

behaviour (Figure 2.1) (Fishbein and Ajzen, 1975; Fishbein, 1979).  

 

Figure 2.1 Theory of Reasoned Action (Fishbein and Ajzen, 1975) 

 

TRA aimed to explain the associations between behaviours and attitudes in human 

action and hypothesised that behavioural intentions, the imminent preceding of 

behaviour, are the function of subjective norms and attitude factors. The 

researchers argued that the likelihood of the person performing the behaviour 

results from stronger behavioural intentions that lead to increased effort to 

perform the behaviour (Fishbein and Ajzen, 1975; Fishbein, 1979).  

2.4.2 Theory of Planned Behaviour (TPB) 

The TRA was later refined and expanded by Ajzen (1991) to the theory of planned 

behaviour (TPB) to overcome discrepancies between behaviour and attitude. TPB 

is also called the extended TRA. Ajzen added the perceived behavioural control 

factor as a component that influences the behavioural intention and the 

(performed) behaviour. Perceived behavioural control is defined as people’s 

perceptions of their control after observing the opportunities, resources, and ease 
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of a particular task (Ajzen, 1991). TPB posits that perceived behaviour control has 

associations with attitude, subjective norm, and intention (Figure 2.2). It also 

envisages a direct relationship with intention and an indirect relationship with the 

performed behaviour (Ajzen, 1991). 

 

Figure 2.2 Theory of Planned Behaviour (Ajzen, 1991) 

 

2.4.3 Technology Acceptance Model (TAM) 

TRA inspired the technology acceptance model (TAM) (Davis, 1986). TRA posits 

that attitudes and subjective norms influence an individual's behavioural 

intentions, providing a foundational framework for understanding how beliefs 

affect behaviour. Building on this foundation, TAM was designed to explain and 

predict user acceptance of information technology (Davis, 1989). TAM introduces 

two constructs: “Perceived Usefulness”, i.e. the individual’s perception of how 

helpful the technology is, and “Perceived Ease of Use”, i.e. the individual’s 

perception of how easy it is to use technology (Davis, 1986). PU and PEOU are 

intended to replace and simplify previous constructs of the attitude of TPB (Figure 

2.3). This amendment was intended to make it easier to predict acceptance. 

 



Chapter 2 34 
 

 

 

Figure 2.3 Technology Acceptance Model (Davis, 1986) 

 

By focusing on these constructs, TAM offers a robust and parsimonious model for 

assessing user acceptance and has been extensively applied and validated across 

various technological contexts (Davis and Venkatesh, 1996; Venkatesh et al., 

2003). The evolution from TRA to TAM marked a significant advancement in 

technology adoption research, providing a more tailored approach to 

understanding the determinants of technology acceptance in organizational 

settings. Since its introduction, TAM has gradually gained popularity among IS 

adoption studies. From 1990 to 2021, TAM had around 280,000 citations and was 

considered a native theory (Gupta, Abbas and Srivastava, 2022).  

2.4.4 Innovation Diffusion Theory (IDT) 

Another prominent theory that investigates the acceptance of technology is the 

innovation diffusion theory (IDT), which was first introduced in 1962 in the book 

“Diffusion of Innovation” by Everett Rogers (Rogers, 1962). Rogers examined more 

than five hundred diffusion studies and unified them to describe at what rate, 

how, and why the new technology ideas diffuse among people and organisations. 

The word diffusion can be defined as people’s social process as a response when 

learning about innovation. Furthermore, diffusion involves progressively 

communicating the innovation through some channels (Dearing and Cox, 2018).  
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Figure 2.4 Innovation Diffusion Theory (Rogers, 1962) 

 

IDT classifies people who adopt the innovation as innovators, early adaptors, early 

majority, late majority, and laggards. These adopter groups are identified as IDT’s 

key elements. (Rogers, 1962). The author provided the diagram (Figure 2.4) to 

explain categories in IDT, where the blue line shows the adopter categories while 

the yellow line symbolises the market share of the innovation, which ultimately 

reaches saturation at 100 per cent.  

2.4.5 Unified Theory of Acceptance and Use of Technology 
(UTAUT) 

One of the most widely used technology acceptance models is the Unified Theory 

of Acceptance and Use of Technology (UTAUT) (Venkatesh et al., 2003; Venkatesh, 

Thong and Xu, 2012; Anas, Othman and Fathey, 2018; Shachak, Kuziemsky and 

Petersen, 2019). UTAUT focuses on individual behaviour in utilising specific 

technologies, emphasising the technology's ease of use and perceived utility. This 

model is versatile as it applies to mandatory and voluntary use of technologies 

(Venkatesh et al., 2003; Venkatesh, Thong and Xu, 2012). The UTAUT was 

proposed by Venkatesh et al. (2003) to unify existing technology acceptance 

theories, aiming to achieve more comprehensive measurement results by 

incorporating a broader range of attitude and behaviour factors. This unified 

model integrates elements from several prior models, including the social 
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cognitive theory, innovation diffusion theory, model of PC utilization, theory of 

planned behaviour, theory of reasoned action, and technology acceptance model. 

In their seminal study, Venkatesh et al. (2003) employed structural equation 

modelling (SEM) to compare the correlations between technology acceptance 

variables across different theories. SEM is a statistical technique that combines 

factor analysis and multiple regression to analyse the relationships among 

observed and latent variables, allowing researchers to test complex theoretical 

models (Kline, 2023).  Venkatesh et al. (2003)  classified variables from past 

technology acceptance theories into four key factors: facilitating conditions, 

social influence, effort expectancy, and performance expectancy. The 

sophisticated design of SEM allowed the researchers to incorporate several 

moderating variables into their analysis. They found these moderators, such as 

gender, age, experience, and voluntariness of use, to be statistically significant 

in influencing the relationships among the primary factors. By consolidating these 

diverse theoretical perspectives (Figure 2.5), UTAUT provides a robust framework 

for understanding the determinants of technology acceptance and use. Its 

comprehensive approach makes it an invaluable tool for researchers and 

practitioners aiming to predict and enhance user engagement with new 

technologies. 

 

Figure 2.5 UTAUT Model (Venkatesh et al., 2003) 
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No Theory/ Framework Original constructs UTAUT Constructs 

1 Theory of Reasoned Action (TRA) (Ajzen 
& Fishbein, 1975) 

1. Attitude.  
2. Subjective Norm. 

Social Influence. 

2 Theory of Planned Behaviour (TPB) 
(Ajzen, 1985) 

1. Attitude. 
2. Subjective Norm. 
3. Perceived behavioural 

control. 

1. Social Influence. 
2. Facilitating 

Conditions. 

3 Technology Acceptance Model (TAM) 
(Davis, 1986) 

1. Perceived Usefulness. 
2. Perceived Ease of Use. 

1. Performance 
Expectancy.  

2. Effort Expectancy. 

4 Technology Acceptance Model2 (TAM2) 
(Venkatesh & Davis, 2000) 

1. Perceived Usefulness. 
2. Perceived Ease of Use. 
3. Subjective Norm. 
4. Image. 
5. Job Relevance. 
6. Output Quality. 
7. Result Demonstrability. 

1. Performance 
Expectancy. 

2. Effort Expectancy. 
3. Social Influence. 

5 Innovation Diffusion Theory 
(IDT) (Rogers, 1995) 

1. Relative Advantage. 
2. Complexity. 
3. Image. 
4. Compatibility. 
5. Voluntariness Use. 

1. Performance 
Expectancy. 

2. Effort Expectancy. 
3. Social Influence. 
4. Facilitating 

Conditions. 

6 Combined TAM-TPB (C-TMA-TPB) (Taylor 
& Todd, 1995) 

1. Perceived Usefulness. 
2. Subjective Norm. 
3. Perceived behavioural 

control. 
4. Attitude. 

1. Performance 
Expectancy. 

2. Social Influence. 
3. Facilitating 

Conditions. 

Table 2.1 Theories that the UTAUT unifies 

 

Table 2.1 provides the predecessor theories on which the UTAUT has unified. Many 

studies have utilised UTAUT to examine users’ acceptance behaviour of 

governments’ technologies, such as how they employ the internet for their duties 

(Isaac and Mutahar, 2017; Isaac et al., 2019), how they use their electronic 

document management (Stainson, 2018), how police officers use their electronic 

traffic enforcement application (Yumami, Budiyanto and Suyoto, 2018), and how 

the police use their body-worn cameras (Obasi, 2018; Stainson, 2018). These 

studies found that the UTAUT could assess the behavioural factors affecting users’ 

use of the technologies. This existing body of research underscores the relevance 

of UTAUT in understanding technology adoption in government-to-employee (G2E) 

contexts, which is closely related to the focus of this thesis. The following section 

addresses existing G2E adoption literature to provide this study's theoretical 

foundation and contextual relevance. 
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2.4.6 Factors influencing G2E ICT adoption  

G2E technology acceptance studies used existing ICT adoption and acceptance 

theories and extended them to suit their specific contexts. The factors utilised 

span various dimensions: technological, individual, managerial, organisational, 

environmental, trust, and demographic. This section provides an overview of 

factors that shape ICT adoption among government employees, drawing on 

examples from empirical G2E studies. 

2.4.6.1 Technological 

Technological factors play a crucial role in shaping employees’ behavioural 

intentions. Key factors include perceived usefulness (or performance expectancy 

in the UTAUT model) and perceived ease of use (or effort expectancy). Research 

has shown that system quality (Hu, Clark and Ma, 2003; Bhattacherjee and 

Sanford, 2006; Gupta, Dasgupta and Gupta, 2008; Seo and Myeong, 2021), 

compatibility (Barua, 2012; Shin, 2012; Mohammed et al., 2017), data security 

(Hung et al., 2009; Karavasilis, Zafiropoulos and Vrana, 2010; Muthu et al., 2016), 

system integration (Singh and Punia, 2011; Stefanovic et al., 2016), infrastructure 

support (Deligiannis and Anagnostopoulos, 2017; Mosweu, Bwalya and Mutshewa, 

2017), and technical support (Chimtengo, Hanif and Mvonye, 2016) positively 

influence IT adoption. 

Perceived usefulness is frequently emphasised as influencing employees' 

intentions to use IT (Hu, Clark and Ma, 2003; Antón, Camarero and San José, 2014; 

Lai, 2017). Likewise, the level of performance expectancy plays a crucial role in 

influencing one's intention to adopt a system (Barua, 2012; Mosweu, Bwalya and 

Mutshewa, 2017). Enhancing IT adoption can be facilitated by involving users in 

the design and requirements-gathering process, which improves perceived 

usefulness and ease of use (Deligiannis and Anagnostopoulos, 2017). System 

quality is also a critical measure of the success of e-government systems 

(Stefanovic et al., 2016).  
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2.4.6.2 Individual 

 
Research on factors influencing IT adoption in the public sector highlights various 

individual variables that play a crucial role in shaping adoption behaviour. These 

include technological skills (Hu, Clark and Ma, 2003), self-efficacy (Bhattacherjee 

and Sanford, 2006), and subjective norms (Chimtengo, Hanif and Mvonye, 2016), 

which have been identified as significant predictors of IT usage. Interpersonal 

influence and internal barriers, such as technical know-how and risk-oriented 

attitudes, also affect individuals' ability and willingness to adopt new technologies 

(Hung et al., 2009; Mosweu, Bwalya and Mutshewa, 2017). Furthermore, factors 

such as training (Nichols and Maner, 2008), user expertise (Wirtz, Lütje and 

Schierz, 2009), and attitude toward technology (Nurdin, Stockdale and Scheepers, 

2010) impact the adoption process, along with perceived risks, including privacy 

and security concerns (Anjum and Ismail, 2022). 

Additional influences include technology anxiety, computer attitude, and 

resistance to change, all of which can hinder IT adoption (Hu, Clark and Ma, 2003; 

Reeves and Li, 2012; Kaushik and Mishra, 2019). User satisfaction, job relevance, 

and job satisfaction have also been shown to affect adoption behaviour 

(Bhattacherjee and Sanford, 2006; Nichols and Maner, 2008; Tarus, Gichoya and 

Muumbo, 2015; Stefanovic et al., 2016), while factors such as net benefits, 

relative advantages, and knowledge of these benefits shape perceptions of IT use 

(Muthu et al., 2016; Mosweu and Bwalya, 2018). Personal characteristics, 

including innovativeness, responsibility, staff motivation, and interest in the 

technology, further contribute to the overall likelihood of successful IT adoption 

(Nichols and Maner, 2008; Muthu et al., 2016; Mosweu and Bwalya, 2018). 

Interpersonal influence and self-efficacy are particularly significant predictors of 

IT adoption, with IT staff more likely to engage with new technologies due to their 

inherent skills and confidence (Nichols and Maner, 2008; Shin, 2012). Computer 

self-efficacy and technical expertise have positively impacted intentions to use IT 

systems (Hu, Clark and Ma, 2003; Hung et al., 2009; Singh and Punia, 2011). 

However, public sector employees often face barriers such as qualifications 

deficits and risk-averse attitudes, which can impede adoption efforts (Wirtz, Lütje 

and Schierz, 2009; Wirtz et al., 2016). Engaging employees early in the process 
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can help reduce resistance to new technology, although resistance remains a 

persistent challenge (Chimtengo, Hanif and Mvonye, 2016). 

Other factors, such as attitudes towards computers and computer anxiety, 

influence adoption, with personal innovativeness and perceived relative 

advantage indirectly shaping intentions and attitudes (Muthu et al., 2016; 

Mosweu, Bwalya and Mutshewa, 2017). Motivation and interest in technology are 

also crucial, with concerns about job loss due to IT implementation affecting 

overall engagement (Hung et al., 2009; Tarus, Gichoya and Muumbo, 2015; 

Chimtengo, Hanif and Mvonye, 2016). 

2.4.6.3 Managerial 

Research on public managers reveals that their perceptions of technology, 

attitudes towards public service, and organisational power positively influence 

their IT usage (Melitski, Gavin and Gavin, 2010; Shin, 2012). Managers committed 

to public service show higher IT usage, with decision-making authority and IT 

capabilities being significant factors (Melitski, Gavin and Gavin, 2010; Camarena 

and Fusi, 2022). It is recommended that training programs be organised to boost 

employees' computer self-efficacy, thus promoting IT adoption (Compeau and 

Higgins, 1995; Hung et al., 2009; Singh and Punia, 2011). 

Managerial characteristics, including age, tenure, education, gender, pro-

innovation stance, and political orientation, are also important (Damanpour and 

Schneider, 2006, 2009). These studies indicate that the personal traits of 

managers play a more critical role in innovation adoption than demographic 

factors. Enhancing education and competency development is crucial for 

managing IT adoption processes in the public sector (Damanpour and Schneider, 

2006, 2009). 

2.4.6.4 Organisational 

Organisational roles are examined through culture, climate, and internal barriers, 

such as hierarchical structures and bureaucracy. Research indicates a strong 

relationship between an individual's willingness to adopt technology and their 

perceptions of organisational dynamics, including work environment (Wirtz, Lütje 
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and Schierz, 2009), communication flow (Melitski, Gavin and Gavin, 2010), 

decision-making practices, and coordination (Krutova et al., 2022). 

Organisational factors like financial resources (Veit, Parasie and Huntgeburth, 

2011), political commitment, centralisation, and the experience of peer 

organisations (Horani et al., 2023) are significant determinants of IT adoption. 

Organisations with robust economic health are more inclined to invest in 

innovation, underscoring the crucial role of financial resources in supporting 

innovation initiatives (Damanpour and Schneider, 2006; Horani et al., 2023). 

2.4.6.5 Environmental (social and external characteristics) 

Environmental factors influencing IT adoption are divided into social and external 

categories. Social factors, including social influence (Nurdin, Stockdale and 

Scheepers, 2010), image (Barua, 2012), and visibility/observability (Tarus, 

Gichoya and Muumbo, 2015; Mosweu, Bwalya and Mutshewa, 2017), play a 

significant role in shaping employees' intentions to use IT. External factors such as 

urbanisation, community wealth, and population growth positively impact 

innovation adoption (Damanpour and Schneider, 2006; Craig, Hoang and Kohlhase, 

2023). Additionally, trade unions and legal frameworks are critical external 

elements affecting public organisations' adoption process (Veit, Parasie and 

Huntgeburth, 2011; Neumann, Guirguis and Steiner, 2024). These factors could be 

linked to the public sector's Environmental, Social, and Governance (ESG) policies, 

as ESG considerations often intersect with IT adoption decisions, especially in the 

context of social and environmental impacts (Baldini et al., 2018; Zioło et al., 

2022).  

2.4.6.6 Trust 

Trust factors, including information quality, argument quality, source credibility, 

and adaptability, are crucial for the transparency and trustworthiness of systems 

used in government organisations (Venkatesh et al., 2016; Almuqrin et al., 2022). 

These factors indirectly support the organisation's role in adopting, implementing, 

and using IT. Trust in data is especially significant in influencing user intentions 

(Barua, 2012; Kumar and Saha, 2017). 
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2.4.6.7 Demographic 

Often utilised as control variables, demographic factors influence ICT adoption in 

the public sector. These factors include gender, age, education, organisational 

complexity, and size. While some research identifies gender differences in 

attitudes toward IT (Damanpour and Schneider, 2006), others do not find 

significant variations (Rana, D Williams and Kumar Dwivedi, 2012; Rana, Dwivedi 

and Williams, 2013). Organisational complexity and size positively correlate with 

innovation adoption in public organisations (Damanpour and Schneider, 2006). 

Additionally, education is a critical factor in the adoption process (Damanpour and 

Schneider, 2006; Chung, Lee and Kuo, 2016). 

2.4.7 Gaps in G2E ICT adoption studies 

Most research studies in G2E ICT adoption are quantitative surveys that used 

established theories, which were overviewed in section 2.4.6. Meanwhile, the 

fast-paced development of IT in organisations often challenges research, as 

existing theories and findings may not adequately explain certain phenomena of 

interest (Venkatesh, Brown and Bala, 2013). This current study will adopt a mixed-

methods approach, as a quantitative-only approach might fail to capture nuanced 

user experiences and contextual factors (Venkatesh, Brown and Bala, 2013). The 

reliance on models like TAM, UTAUT, and TPB can lead to oversimplified findings 

that do not fully address real-world complexities (Venkatesh, Brown and Bala, 

2013; Rehouma, 2020; Graeber et al., 2023). Technology acceptance studies have 

also extended the hypotheses to be tailored to specific contexts, as seen in the 

G2E field and other contexts (Sukackė, 2019), as described in section 2.4.6. 

There is a notable scarcity of qualitative approaches, which can provide rich, 

context-specific insights often missed by quantitative methods (Venkatesh, Brown 

and Bala, 2013; Rehouma and Hofmann, 2018; Rehouma, 2020). Employing 

qualitative methods, such as interviews and case studies, can uncover context-

specific insights and develop novel theoretical perspectives in technology 

acceptance research (Gil-Garcia and Pardo, 2006; Venkatesh, Bala and Sykes, 

2010; Venkatesh, Brown and Bala, 2013; Bano and Zowghi, 2015; Barile et al., 

2018; Rehouma and Hofmann, 2018). This study will incorporate qualitative 

approaches to develop constructs and hypotheses that better reflect the lived 
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experiences of government employees' ICT adoption, as the current literature 

recommends (Barile et al., 2018; Rehouma and Hofmann, 2018). 

In addition, it has been suggested that empirical quantitative studies should 

consider a parsimonious approach, favouring simplicity and minimal assumptions 

to prevent speculative theories and reduce the complexity of questionnaires, 

which are linked to higher response rates (Whetten, 1989; Wacker, 1998; Weger, 

2019; Burgard, Bošnjak and Wedderhoff, 2020; Wu, Zhao and Fils-Aime, 2022). 

Parsimony, or the principle of simplicity, is often advocated because it can 

enhance explanatory power and reduce the risk of overfitting, making models 

more generalisable and robust (Vanderburgh, 2014; Falk and Muthukrishna, 2023). 

For instance, in structural equation modelling, a commonly used method in 

examining ICT adoption, parsimony helps in selecting models that are not only 

simpler but also more likely to be valid across different datasets (Sansom et al., 

2018; Oeberst and Imhoff, 2023).  

Finally, section 2.4 has established the theoretical foundations and contextual 

factors that influence technology adoption in public organisations, setting the 

stage for the next section’s focus on road traffic crashes and police patrolling 

allocations. The upcoming section will specifically review studies related to these 

topics, providing an overview of this study’s research scope in the context of 

traffic patrolling allocation and road traffic crashes. 

2.5 The scope of the study: overviews of studies on 
traffic patrolling allocations and road traffic crashes  

2.5.1 Traffic patrolling allocation studies 

This section presents examples of patrolling allocation studies that, in alignment 

with the approach of this research, involve police officers in the research process 

to understand urban government employees’ data-driven decision-making. 

Engaging police in the research process is crucial for translating academic insights 

into practical policing strategies, bridging the gap between research and practice, 

and enhancing the real-world impact of these studies (Hartmann et al., 2018; 

Fyfe, 2019; Boulton et al., 2021). Patrolling allocation topic was chosen given the 

well-documented positive influence of police presence on traffic behaviour and 
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road safety through both manned and unmanned vehicles (Armour, 1984; Kaplan 

et al., 2000; Rosenfeld, Maksimov and Kraus, 2017; Ravani and Wang, 2018). The 

mere sight of a police car alone can symbolise law enforcement, significantly 

impacting high-speed areas such as motorways (Armour, 1984; Kaplan et al., 2000; 

Ravani and Wang, 2018). Stationary police cars and traffic controllers notably 

reduce traffic speed (Shinar and Stiebel, 1986), and activated flashing lights 

increase driver awareness of police presence (Nakano et al., 2019).  

Larson and Stevenson (1972, 1974, 1975) conducted pioneering research on 

hypercube queuing models and dynamic programming algorithms to optimise 

police patrolling in New York City. Their work involved close collaboration with 

police departments, gathering data and validating models to minimise response 

times and enhance patrol efficiency. Building on this, Olson and Wright (1975) 

employed Monte Carlo simulations to maximise police visibility in high-crime areas 

of Chicago. This study was conducted with significant input from local police over 

21 days to test the effectiveness of visibility strategies. Similarly, Chelst (1978) 

used resource allocation models in Syracuse, NY, where the collaboration with 

police officers improved crime interdiction rates through increased police 

visibility. 

Further studies focused on response times and workload balancing, with direct 

involvement from police in each case. Chaiken and Dormont (1978) developed the 

PCAM model to reduce response times, while Green and Kolesar (1984) used 

queuing models to assess high-priority call delays in NYC. Both studies relied on 

collaboration with police, which was critical for enhancing response efficiency 

through accurate data collection and model validation. Kwak and Leavitt (1984) 

tackled workload balancing in St. Louis County, MO, by allocating beats across 

different watch times in close coordination with police departments, thereby 

improving operational efficiency. Bliss et al. (1999) in New Zealand demonstrated 

effective resource allocation to reduce crash costs, with police involvement 

ensuring that the models were practically applicable and led to enhanced road 

safety through optimised police presence. 

Studies have also integrated advanced models and GIS technology to further refine 

police patrolling strategies, with police involvement playing a crucial role in each 

study. Curtin, Hayslett-McCall and Qiu (2010) used GIS and location models to 
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optimise patrol areas in NYC, working directly with police to address operational 

challenges and ensure the models met real-world needs. In Greece and China, 

Geroliminis, Karlaftis and Skabardonis (2009) and Chen, Cheng and Ye (2019) 

developed sophisticated algorithms for emergency response unit deployment and 

district design, respectively, with continuous collaboration from police 

departments to ensure the effectiveness and practicality of these algorithms. 

Similarly, Kennedy, Caplan and Piza's (2011) risk terrain model in New Jersey and 

Kuo, Lord and Walden's (2013) patrol route optimisation in Texas involved police 

throughout the research process, ensuring that GIS-based models were accurate 

and effective in enhancing patrol efficiency. 

Several international studies also underscore the importance of police 

involvement in the research process. Chen, Cheng and Wise (2017) developed an 

online cooperative patrol routing strategy in London and Chicago, demonstrating 

enhanced patrol coordination and reduced response times, with police 

participation being integral to validating the model. Adler et al. (2014) optimised 

traffic patrols in Israel through close collaboration with the Israeli Traffic Police, 

while Mukhopadhyay et al. (2016) used bi-level stochastic programming in 

Nashville to minimise response times, with detailed input from police officers 

ensuring the model's accuracy and applicability. Chandra, Silalahi and Guritman 

(2023) in Indonesia addressed the Vehicle Routing Problem with Time Windows, 

optimising patrol routes to minimise operational costs and enhance efficiency, 

with the police actively involved in the research. Nurhumam and Mahmudy (2008) 

also, in Indonesia, improved patrol operations through heuristic and algorithmic 

approaches, with police collaboration ensuring the practical application of the 

models. 

Collectively, these studies illustrate the evolution of police patrolling allocation 

research from foundational models to sophisticated algorithms and GIS 

integration. The continuous collaboration with police departments underscores 

these models' practical significance and applicability. This synthesis highlights the 

importance of optimised patrolling strategies to enhance police visibility, 

response times, and overall operational efficiency.  

This review of police patrolling allocation studies suggests a potential lack of 

detailed information on police involvement in communicating the research 
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findings within departments. The existing literature suggests that future research 

should address this gap by understanding how findings are disseminated within 

police organisations (Boulton et al., 2021; Mowatt, 2023). Effective dissemination 

is crucial for translating academic insights into practical policing strategies (Fyfe, 

2019; Boulton et al., 2021), bridging the gap between research and practice, and 

enhancing the real-world impact of these policing studies (Hartmann et al., 2018). 

More research is needed to examine how these innovations are integrated into 

police operations (Fyfe, 2019; Boulton et al., 2021). Additionally, the involvement 

of police officers in research and the dissemination of findings within departments 

require further exploration to bridge the gap between academic research and 

practical application (Boulton et al., 2021).  

Although the reviewed studies demonstrate significant advancements in police 

patrolling allocation through various models and algorithms, there appears to be 

limited explicit discussion on developing or integrating dashboards specifically 

designed to support data-driven decision-making in police operations. To address 

this potential gap, the current study will develop a dashboard prototype aimed at 

enhancing police patrolling allocation by translating research findings into 

practical, user-friendly decision-making tools. Additionally, this study will 

examine how these research findings are communicated and applied within police 

organisations to improve the practical implementation of academic insights in 

real-world policing contexts. 

2.5.2 Road traffic crash studies 

The following section provides an overview of studies regarding data analyses 

related to road traffic crashes (RTC), which have utilised various analytical 

techniques to understand and reduce the frequency and severity of these 

incidents. Recording traffic crashes exemplifies the vital data collection and 

utilisation which is highly recommended by the WHO's Decade of Action for Road 

Safety 2011-2020 to enable targeted research and policy recommendations 

regarding road safety education, enforcement, and engineering (Ganapati, 2009; 

IRTAD, 2019; Shuey, 2019; Department for Transport UK, 2021). Traffic crash data 

collection enables authorities to monitor trends, identify hazardous road sections, 

and make decisions for targeted interventions to mitigate risks (Butsenko, 2022; 

Banerjee et al., 2023). This overview provides several commonly used methods, 
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such as statistical analyses, Geographic Information Systems, Machine Learning, 

and smart city technologies.  

2.5.2.1 Statistical Analysis 

Statistical analyses remain essential in RTC research (Lord and Mannering, 2010; 

Abdulhafedh, 2017). Traditional statistical methods like negative binomial 

regression,  Poisson regression, and multinomial logistic regression are commonly 

used due to their reliability and ease of interpretation (Li et al., 2020; P. Zhang 

et al., 2022). Statistical analysis provides a robust framework for understanding 

the factors affecting crash frequencies (Mehdizadeh et al., 2020). These statistical 

techniques are indispensable for trend analysis, which identifies increasing or 

decreasing crash rates across different regions, thereby informing targeted safety 

measures (Kumar and Toshniwal, 2016). 

Statistical methods have been used to handle complex relationships in traffic crash 

analysis (Zhang et al., 2023). A key approach involves using graphical models, such 

as Markov random fields (MRF), Bayesian networks, and graphical XGBoost, to 

uncover latent relationships between factors associated with traffic crashes. 

These models are beneficial in scenarios where observations are limited, as they 

can infer latent relationships that are not directly observable through traditional 

methods (Ulak and Ozguven, 2024). Bayesian networks, for instance, allow 

probabilistic modelling of variables and are particularly effective in modelling 

complex systems with high levels of uncertainty and unpredictability, such as 

traffic systems, by capturing the dependencies between various risk factors and 

outcomes (Hanea, Christophersen and Alday, 2022). Unobserved heterogeneity in 

crash data can also obscure variable relationships, but multiple heterogeneity-

ordered probit models effectively capture these effects. Studies on suburban 

roads highlight how these models identify factors like nighttime indicators, 

providing insights for strategies to reduce crash severity (Khanal, Zahertar and 

Lavrenz, 2024).  

Spatial statistical methods such as Empirical Bayes and spatial autocorrelation 

have been used to identify crash locations that pose a risk of injury or death, 

allowing for the implementation of safety measures and the reduction of future 

crash incidences through targeted interventions (Ma, Kockelman and Damien, 
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2008; Sipos, Afework Mekonnen and Szabó, 2021). Techniques such as kernel 

density estimation and spatial-temporal modelling are extensively used in this 

category (Anderson, 2009; Cheng et al., 2018; Feizizadeh et al., 2022). Kernel 

density estimation helps identify crash hotspots without assuming a specific data 

distribution (Zhang et al., 2023). These methodological advancements contribute 

to a more nuanced and comprehensive understanding of traffic crash dynamics, 

paving the way for improved safety measures and policy decisions (Kumar and 

Toshniwal, 2016; Yang et al., 2017). 

2.5.2.2 Geographic Information Systems 

Geographical Information Systems (GIS)-based analysis systems have also been 

proven effective in identifying accurate spatial patterns of crashes and blackspots 

(Ye et al., 2010; Cafiso and Di Silvestro, 2011; Al-Harthei et al., 2017; Zhu, Zhou 

and Chen, 2020; Wan, He and Zhou, 2021). However, to enable practical GIS 

analysis to locate crash sites, it is crucial to ensure the reliability of crash data 

(Amiri et al., 2021) and reduce the possibility of geocoding mistakes (Sarasua, 

Ogle and Geoghegan, 2008; Qin et al., 2013). Web-based software can provide 

accurate and complete crash data (Elise Carreker and Bachman, 2000; Yahya et 

al., 2013; Montella et al., 2017). 

Geographic Information Systems (GIS) significantly enhance road traffic crash 

analysis by providing robust spatial and temporal data integration, visualisation, 

and analysis tools. GIS allows for identifying crash hotspots through methods like 

Hot Spot Analysis, which helps visualise the spatial distribution of crashes and 

identify high-risk areas (Anderson, 2009; Cheng et al., 2018; Feizizadeh et al., 

2022). GIS-based methods allow researchers to visualise and analyse the 

geographical distribution of crashes, identifying hotspots and spatial patterns 

critical for targeted interventions (Pu et al., 2011).  

Studies have highlighted the effectiveness of GIS in providing detailed spatial 

analyses of road crashes, such as mapping crash locations, identifying high-risk 

areas, and analysing the impact of environmental and infrastructural factors on 

crash occurrences (Yunus and Abdulkarim, 2022; Mohammed et al., 2023). GIS-

based analyses are crucial for urban planners and policymakers in designing safer 

road networks and implementing effective traffic management strategies (Pu et 
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al., 2011). The ability of GIS to integrate various types of data, such as traffic 

volume, road conditions, and environmental factors, allows for comprehensive 

spatial analyses that can uncover hidden patterns and relationships (Wang et al., 

2012). This integration is crucial for developing targeted interventions that 

address specific local conditions, thereby enhancing the effectiveness of road 

safety measures (Castro and De Santos-Berbel, 2015; Mekonnen, Sipos and Krizsik, 

2023).  

2.5.2.3 Machine Learning 

Machine Learning (ML), a subset of artificial intelligence that enables computers 

to learn from data and improve their performance on tasks without being explicitly 

programmed (Mitchell and Mitchell, 1997),  has contributed significantly to RTC 

analysis with its ability to process vast amounts of data and discover hidden 

patterns without predefined assumptions (Huang and Abdel-Aty, 2010). ML 

includes a range of techniques, from traditional classification models to advanced 

deep learning methods (Savolainen et al., 2011). ML models are particularly 

effective at detecting complex, non-linear relationships, making them suitable for 

predictive analytics in road safety (Huang and Abdel-Aty, 2010). Techniques such 

as random forest, deep learning, convolutional neural networks (CNN), and 

transfer learning have shown exceptional performance in predictive tasks, like 

forecasting crash occurrences and severities based on historical data (Savolainen 

et al., 2011; Santos et al., 2021).  

Despite their strengths, ML models often face criticism for their "black box" 

nature, making them difficult to interpret (Huang and Abdel-Aty, 2010). Some 

studies have attempted to address this nature by incorporating explainable 

artificial intelligence (XAI), which refers to artificial intelligence systems designed 

to provide clear and understandable explanations of their decisions and actions 

(Samek, Wiegand and Müller, 2017) to make ML models more transparent and 

understandable to policymakers and stakeholders (Savolainen et al., 2011; S. 

Ahmed et al., 2023). For instance, explainable ML methods such as Shapley 

Additive Explanations (SHAP) and Local Interpretable Model-agnostic Explanations 

(LIME) methods can provide accurate predictions and increased trust among end-

users and domain experts (Madushani et al., 2023). 
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In addition to predictive accuracy, ML methods offer considerable flexibility in 

handling various data types, such as real-time traffic data, weather conditions, 

and social media feeds, to predict crash hotspots and severity (Cheng et al., 2018). 

The ability of ML algorithms to integrate these diverse data sources allows for a 

more holistic approach to traffic safety management, potentially reducing the 

incidence of RTCs through proactive measures (Wen et al., 2021). This integrative 

capability represents a significant advancement in traffic safety analysis.  

For example, The Geographically Weighted Neural Network (GWNN) model 

integrates neural networks with geographically weighted modelling to address 

spatial heterogeneity in speeding-related crashes, enabling targeted safety 

interventions by analysing local factors such as driver condition and weather 

(Zhang et al., 2024). Similarly, the Sparse Spatio-Temporal Dynamic Hypergraph 

Learning (SST-DHL) framework combines hypergraph and self-supervised learning 

to enhance the interpretability of spatio-temporal dependencies in traffic crash 

data, which is crucial for accurate predictions (Cui et al., 2024). Machine learning 

(ML) models, such as deep neural networks, have also been used effectively in 

traffic simulations, outperforming traditional models in accuracy and scalability 

(Hao and Ruan, 2024). Additionally, algorithms like XGBoost, CatBoost, and 

LightGBM have accurately identified crash risk factors, highlighting ML's 

transformative role in traffic safety (Alshehri et al., 2024). Integrating connected 

vehicle data with ML models further enhances real-time crash prediction, enabling 

proactive safety measures (Mussah and Adu-Gyamfi, 2022). 

2.5.2.4 Smart cities 

Smart city technologies investigate RTC using advanced technologies to improve 

urban traffic management and safety (Lilhore et al., 2022). This category 

leverages advancements in ICT, such as the Internet of Things (IoT) and big data, 

to create intelligent and responsive transportation systems (Al-Sultan et al., 2014; 

Anedda et al., 2023). These technologies enable real-time data collection and 

communication between vehicles and infrastructure, proactively managing traffic 

and potential hazards (Zeadally et al., 2012; Musa et al., 2023). 

Studies have demonstrated the practical applications of these technologies in 

reducing RTCs. Integrating these technologies into urban infrastructure enhances 



Chapter 2 51 
 

 

traffic efficiency and improves road safety (Alahi et al., 2023). For example, 

utilising IoT tools in urban planning supports the ongoing modification of transport 

and communication systems, ensuring that they meet the evolving needs of city 

inhabitants (Lilhore et al., 2022). Integrating IoT and Intelligent Transportation 

Systems (ITS) enables real-time traffic management and decision-making, which 

helps predict traffic outcomes and minimize congestion, reducing the likelihood 

of crashes (Musa et al., 2023). Moreover, big data management systems like cyber-

physical systems can leverage real-time traffic data to construct weighted city 

graphs. These graphs help make intelligent decisions regarding traffic flow and 

safety, reducing the likelihood of crashes (Rathore et al., 2021). Similarly, a big 

data analytics platform was used to develop an intelligent transportation model 

that significantly improved safety prediction accuracy and congestion 

management (Liu, Zhang and Lv, 2022). 

Additionally, advanced road surveillance systems using deep learning methods for 

license plate detection and crash alert systems installed on smart roads further 

enhance safety by providing timely alerts and reducing multiple-vehicle collisions 

(Nawaratne et al., 2021; Lilhore et al., 2022). Deploying autonomous vehicles and 

advanced driver-assistance systems (ADAS) also represents a significant step in 

smart city traffic management (Louati et al., 2024). These technologies aim to 

improve safety and enhance the overall driving experience. 

Smart city technologies hold significant promise for improving urban traffic 

management and safety but face several challenges. One major issue is the 

integration of advanced technologies like IoT, big data analytics, and AI with 

existing transportation systems, which requires a co-evolution to ensure seamless 

operation and efficiency (Mitieka et al., 2023). The complexity and heterogeneity 

of traffic in smart cities, involving human-driven and connected automated 

vehicles, make sustainable traffic management difficult, necessitating robust 

frameworks that can handle real-time data and decision-making processes (Musa 

et al., 2023). Intelligent Traffic Management and Control (ITMC) systems, while 

effective in forecasting traffic states and controlling intersection signals, often 

lack robustness in unusual scenarios, such as oversaturated conditions, which can 

compromise their reliability (Reza et al., 2021). Additionally, the rapid increase 

in vehicle numbers without a corresponding increase in road capacity exacerbates 



Chapter 2 52 
 

 

congestion, leading to higher crash rates and economic losses, which current 

traffic management systems struggle to mitigate effectively (Naveed et al., 2022).  

2.6 Summary of Chapter 

This chapter has reviewed the literature on data-driven decision-making (DDDM), 

ICT adoption in the public sector, and government employees' participation in ICT 

development. The review highlights that while DDDM can improve operational 

efficiency and service delivery, existing studies have primarily focused on 

theoretical discussions rather than empirical evidence of implementation in 

governance contexts. A critical gap exists in understanding the practical 

challenges that government employees face in applying analytical tools for 

decision-making, particularly in urban governance settings. 

Research on employee participation in ICT development also identified a 

noticeable gap. While studies acknowledge the importance of involving end users 

in system design, they often lack detailed insights into how participation 

influences system usability and adoption. Given that user engagement can 

enhance the effectiveness of ICT tools, this study examines the role of government 

employees in co-developing an ICT tool and its impact on adoption outcomes. 

Existing ICT adoption studies in government settings oftenly rely on quantitative 

approaches using established models such as TAM, TPB, and UTAUT. While these 

models provide structured frameworks, they may not fully capture the context-

specific factors that influence adoption decisions among government employees. 

Meanwhile, qualitative insights are essential for understanding the contextual 

factors influencing ICT adoption, complementing the study’s quantitative analysis 

of adoption intentions. 

Finally, the literature reveals a gap in research on the role of dashboard tools in 

public sector decision-making. While dashboards are widely used for data 

visualisation, their practical application in real-time decision-making, particularly 

in traffic policing, remains underexplored. This study contributes to this area by 

developing and evaluating a dashboard tailored to Jakarta’s traffic police, offering 

empirical evidence on its usability and impact on decision-making efficiency. 
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By identifying these research gaps, this chapter provides a foundation for the 

study, highlighting its contributions to DDDM, ICT adoption, and user-centred 

technology development in government settings. The next chapter outlines the 

research methodology used to investigate these issues, detailing the data 

collection and analysis approach in both the requirement elicitation and adoption 

intention examination phases.
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Chapter 3 Methodology and requirement elicitation 
phase’s methods  

3.1 Introduction  

This chapter describes the overarching research methodology and the methods for 

the first requirement elicitation phase, a dashboard prototype development 

involving traffic police. This phase aims to explore the decision-making processes 

and participation of traffic police in developing a dashboard intended to inform 

their patrolling allocations. By involving the police in the development process, 

the study seeks to identify the necessary contents and expected features for the 

dashboard to ensure it meets their needs. 

In the subsequent adoption intention examination phase, quantitative hypotheses 

will be developed by exploring the factors the traffic police perceive would 

motivate them to use ICT for decision-making. These hypotheses will be used to 

examine the police’s behavioural intention to adopt the dashboard. Therefore, 

the methods for the examination chapter will be presented after the results 

chapter of the requirement elicitation phase. 

A research design was depicted to guide the entire study, as seen in Figure 3.1  

 

Figure 3.1 Research design 
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3.2 Research approach and paradigm: mixed methods, 
ontology, and epistemology 

This study, which will be conducted in two phases, adopted a mixed methods 

approach due to its ability to blend the detailed data of qualitative research with 

the generalisable findings of quantitative research to provide a comprehensive 

view (Creswell and Tashakkori, 2007; Denzin, 2010). A mixed methods approach 

offers dual advantages: it balances research biases and supports inductive and 

deductive reasoning, allowing various methods to address research questions 

(Ivankova and Wingo, 2018). The approach is also adopted  to capture the 

contextual factors described previously in the literature review in section Error! R

eference source not found. to contribute to the gap in the public sector’s 

technology acceptance studies.  

Based on the purpose of this research, an exploratory sequential mixed-methods 

design was chosen. This approach begins with collecting qualitative data to gain a 

deep understanding of the research topic, which then informs the development of 

quantitative measures. The subsequent quantitative data collection is used to 

assess the generalisability of the qualitative findings, providing a comprehensive 

analysis (Sahin et al., 2019). Researchers use this design to explore a phenomenon 

through qualitative data and then use this understanding to inform or validate 

quantitative measures or theories (Onwuegbuzie et al., 2009).  

This study takes a pragmatic approach to epistemology by using practical 

philosophical and methodological approaches for specific research problems 

(Tashakkori and Teddlie, 1998; Clark et al., 2007; Creswell and Tashakkori, 2007), 

prioritising research outcomes over specific methods (Maxcy, 2003; Johnson and 

Onwuegbuzie, 2004; Biesta, 2010; Denzin, 2010; McNabb, 2018). Pragmatism 

advocates using multiple methodologies, encompassing qualitative and 

quantitative approaches (Feilzer et al., 2010; Sahin et al., 2019).  

Due to this study’s pragmatic epistemology, both constructivist and positivist 

perspectives are adopted. Constructivism focuses on individual experiences within 

specific contexts (Glasersfeld, 1989; Cooperstein and Kocevar‐Weidinger, 2004; 

Creswell, 2009; Lincoln, Lynham and Guba, 2011). Constructivism is adopted to 

explore government employees’ decision-making, dashboard feature preferences, 
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and perceived motivation factors for ICT usage. Constructivism helps to 

understand how personal experiences and contextual factors influence 

government employees' engagement with data-driven decision-making (DDDM) and 

shape their preferences for dashboard features while providing valuable insights 

into the subjective meanings shaping their behaviour and attitudes towards ICT 

usage. The adoption intention examination phase utilises a survey and statistical 

analysis, which aligns with the positivist research paradigm. It is based on the 

principle that truth and reality are not influenced by the viewer or observer (Aliyu 

et al., 2014). Positivism emphasises an independent and objective truth by 

focusing on hypothesis testing, measurement, and alignment with empirical 

evidence and observable facts (Park, Konge and Artino, 2020). The study's 

adoption intention examination phase is structured and focuses on empirical 

testing and validation of theories about ICT adoption intention among government 

employees. This approach allows for developing generalisable findings that can 

contribute to a broader understanding of the factors influencing ICT adoption in 

public sector organisations. 

3.3 Research setting: Jakarta traffic police and IRSMS 
crash database 

This study focuses on traffic issues in developing countries, with Jakarta selected 

as the study location. As the capital of Indonesia, Jakarta is one of the most 

populous megacities globally and the largest city in Southeast Asia (Martinez and 

Masron, 2020; World Bank, 2024). Like many cities in developing nations, Jakarta 

faces significant challenges due to limited space, leading to overcrowding 

(Jedwab, Loungani and Yezer, 2021). However, it stands out due to its rapid 

urbanisation and motorisation, resulting in one of the most severe congestion 

problems and a high number of traffic collisions globally (Soehodho, 2017; 

Rukmana, 2018; TomTom, 2023).  

Socioeconomic factors, such as the high use of motorcycles and inadequate 

enforcement of traffic laws, also contribute to the high fatality rates in Jakarta. 

This pattern is typical in other Southeast Asian countries, where motorcycles are 

a primary mode of transport, increasing the likelihood of traffic crashes (Kitamura, 

Hayashi and Yagi, 2018). Weak enforcement of regulations, such as helmet and 

seatbelt use, further worsens the severity of injuries in collisions. This is a 
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widespread issue in developing countries, including Indonesia, where public 

awareness and education on road safety are limited (Satria et al., 2020). Jakarta’s 

geographical layout and environmental conditions further complicate its traffic 

challenges. The road network is frequently congested, and traffic incidents vary 

significantly based on factors such as road type, traffic volume, and weather 

conditions (Zhang et al., 2024).  

Southeast Asian capitals like Manila and Bangkok face similar challenges, but their 

efforts in urban planning, public transportation, and intelligent transport systems 

are more advanced, which helps mitigate traffic incidents (Huang and Loo, 2022; 

Bando et al., 2023). While cities like Bangkok and Manila also face traffic 

challenges, Jakarta’s collision statistics, particularly regarding fatalities and 

serious injuries, surpass those of its regional counterparts, highlighting a more 

critical situation (WHO, 2018; TomTom, 2023). In 2022, Jakarta experienced 

332,019 collisions, resulting in 26,948 fatalities and 29,297 serious injuries, 

underscoring the urgent need for sustainable measures to address this problem 

(Patriot, 2023). The lack of an efficient public transportation system has 

exacerbated the reliance on private vehicles, contributing to higher traffic 

volumes and crash rates (Nadi and Murad, 2019). 

Human behaviour plays a significant role, particularly among Indonesian 

motorcyclists, who account for many road fatalities. Young motorcyclists often 

violate traffic rules due to peer pressure and a lack of awareness, while drowsy 

driving is a persistent problem (Joewono and Susilo, 2017; Rahmadiyani and 

Widyanti, 2023). Human error remains a leading cause of crashes, including 

distracted driving (Puspasari et al., 2023), fatigue, sleepiness (Achmad, Suryadhi 

and Subur, 2023), and aggressive driving (Sitorus, Melisa and Herninda, 2023). This 

highlights the potential benefit of increased police intervention in enforcing 

traffic laws, improving driver behaviour, and enhancing traffic data management 

to help reduce crashes and fatalities. 

These factors make Jakarta an ideal use case for exploring effective traffic 

patrolling and management strategies in developing nations. Given the focus of 

this study on decision-making in traffic patrol allocations, as discussed in section 

1.4.1, the Jakarta traffic police were selected as the use case. They are the 

primary government authority responsible for managing traffic and ensuring public 
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safety (Indonesian Government, 2002, 2009; Indonesian National Police, 2011). 

The Jakarta traffic police are part of the Indonesian National Traffic Police Corps 

(INTPC), whose responsibilities are outlined in Law 22 of 2009 on Road Traffic and 

Transportation. These responsibilities include road policing, traffic management, 

crash investigation, reporting, and analysis (Indonesian Government, 2009; Yahya 

et al., 2013).   

One of the primary duties of the Jakarta traffic police is to patrol the roads to 

maintain traffic order (Indonesian National Police, 2011). Jakarta has seven 

highway police stations that patrol most of the busiest roads. The stations have 

between 100 and 200 officers and cover various roads, the shortest being ten 

kilometres to the longest of seventy-nine (Korlantas Polri, 2022). Each station has 

a chief and three patrol unit leaders who directly lead the patrolling activities in 

their jurisdictions (Figure 3.2). 

 

Figure 3.2 The organisation structure of the Jakarta highway patrol police station 

 

They are the decision-makers who ensure optimal patrolling allocations 

(Indonesian National Police, 2011). In their daily operations, before starting their 

patrol beats, the leaders hold a briefing roll call with the on-duty officers to 

discuss the patrol plan (Korlantas Polri, 2018). This briefing ensures that all 

officers align with the day’s objectives. The officers are also empowered to issue 

traffic warnings or tickets to road users if necessary (Indonesian Government, 

2009).  

The Jakarta traffic police maintain the Indonesian Road Safety Management 

System (IRSMS) traffic crash database, which contains detailed records for 

Kepala induk 

patroli jalan raya/ 

Chief of traffic patrol 
station

Kepala unit patroli/ 

Patrol unit leader

Kepala unit patroli/ 

Patrol unit leader

Kepala unit patroli/ 

Patrol unit leader



Chapter 3 59 
 

 

Indonesia and will be used to discuss their decision-making in patrolling allocations 

in this study’s requirement elicitation phase. IRSMS was first developed by the 

INTPC and Consia Denmark in 2012 with funding from the World Bank IBRD Loan 

4834 (Yahya et al., 2013; Indonesian National Police, 2018; Consia Consultants, 

2021). The IRSMS has a spreadsheet structure that resembles other countries’ 

traffic crash databases, such as the UK’s STATS19 and the US’s NHTSA record 

(Department for Transport UK, 2021; NHTSA, 2021). All Indonesian traffic police 

stations that deal with traffic crashes, including Jakarta traffic police, are 

required to report all collected investigation information to the system to keep 

the IRSMS database up to date. The variables recorded in the IRSMS are provided 

in Table 3.1. 

No Variable Description 

1 No Sequential number for the record. 

2 Crash No. Unique identifier for each crash incident. 

3 Police Department 
The police department responsible for the area where the 
crash occurred. 

4 Date of Incident The date when the crash took place. 

5 Crash Severity The crash's severity level (e.g., minor, serious, fatal). 

6 Number of Fatalities The number of people who died because of the crash. 

7 
Number of Serious 
Injuries 

The number of people who sustained severe injuries in the 
crash. 

8 Number of Minor Injuries 
The number of people who sustained minor injuries in the 
crash. 

9 GPS Coordinate - Latitude The latitude coordinate of the crash location. 

10 
GPS Coordinate - 
Longitude 

The longitude coordinate of the crash location. 

11 Reference Point A landmark or notable point near the crash location. 

12 
Distance to Crash 
Location 

The distance from the reference point to the crash site. 

13 
Direction from Reference 
Point to Crash Location 

The direction from the reference point to the crash site. 

14 Special Information Additional or noteworthy details related to the crash. 

15 Crash Type 
The type of crash includes a collision, rollover, or single-
vehicle crash. 

16 Lighting Conditions 
The lighting conditions at the time of the crash (e.g., 
daylight, night, dusk). 

17 Weather 
The weather conditions during the crash (e.g., clear, 
rainy, foggy). 
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No Variable Description 

18 Prominent Crash 
Indicates whether the crash was particularly significant or 
involved high-profile circumstances. 

19 Road Number 
The official number assigned to the road where the crash 
occurred. 

20 Road Name The name of the road where the crash occurred. 

21 Road Point 
A specific point or marker on the road related to the crash 
location. 

22 Road Function 
The primary function of the road (e.g., residential, 
arterial, highway). 

23 Road Class 
The classification of the road based on traffic volume and 
importance (e.g., major, minor). 

24 Road Type 
Road type based on the number of lanes, directions, and 
the existence of a road separator. 

25 Geometric Shape 
The geometric shape of the road at the crash location 
(e.g., straight, curved, intersection). 

26 Road Surface Condition 
The road surface condition at the time of the crash (e.g., 
dry, wet). 

27 Speed Limit at Location The posted speed limit at the crash location. 

28 Road Slope The gradient or slope of the road at the crash location. 

29 Road Status 
The operational status of the road (e.g., open, under 
construction, closed). 

30 
Estimated Non-Vehicle 
Material Loss 

The estimated value of material losses excluding vehicles. 

31 
Total Vehicle Material 
Loss 

The total estimated material loss related to vehicles 
involved in the crash. 

32 Loss Description 
A description of the types of losses incurred because of 
the crash. 

Table 3.1 IRSMS variables 

 

3.4 The requirement elicitation phase’s purpose and 
questions 

This study’s first phase aims to provide several contributions. First, it will involve 

the Jakarta traffic police in developing a dashboard to inform their patrolling 

allocations. Engaging police officers throughout the development process is 

intended to ensure the dashboard meets their needs, making complex data 

accessible to non-technical users (Zowghi and Coulin, 2005; Abelein, Sharp and 

Paech, 2013; Jing et al., 2019; Farmanbar and Rong, 2020). By exploring the 

police’s decision-making practices for patrolling allocations and their preferences 

for dashboard features, the study seeks to gain empirical insights into how public 
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sector data-driven decision-making (DDDM) is implemented, including the 

analytical tools used, the impacts, and the challenges faced (Brynjolfsson and 

McElheran, 2016; Hino, Benami and Brooks, 2018; Dingelstad, Borst and Meijer, 

2022). 

The police involvement in this process also aims to contribute to the understanding 

of employee participation in public sector ICT development, particularly in 

identifying strategies for effective engagement in such projects, considering the 

unique dynamics of the public sector (Abdulkareem et al., 2022; Dingelstad, Borst 

and Meijer, 2022). Moreover, this phase addresses the call for studies that involve 

police in the research process (Mowatt, 2023) and examines how research findings 

can be effectively disseminated within departments (Boulton et al., 2021). This is 

crucial for translating academic insights into practical policing strategies (Fyfe, 

2019; Boulton et al., 2021), bridging the gap between research and practice, and 

enhancing the real-world impact of policing studies (Hartmann et al., 2018). 

Ultimately, this phase’s purpose is to understand government employees’ 

decision-making processes and participation in ICT development, using the Jakarta 

traffic police’s patrolling allocation as a use case and the dashboard as an ICT 

example. The insights gained will inform the subsequent phases of dashboard 

development and contribute to broader discussions on public sector ICT adoption 

and employee involvement in technology-driven initiatives. 

The following research questions will be addressed in this first phase: 

RQ1: How do government employees conduct decision-making within the 

data-driven decision-making framework? 

RQ2: "What features do government employees prefer in an ICT for decision-

making, and how does their participatory involvement in its development 

provide insights into user-centred design practices?"  



Chapter 3 62 
 

 

3.5 The adoption intention examination phase’s purpose 
and questions 

The second phase examines the Jakarta traffic police’s behavioural intention to 

adopt the developed dashboard. This study takes an approach that capitalises on 

the researcher’s deep familiarity with the study environment (Appendix F) to gain 

meaningful insights into the factors influencing government employees' 

behavioural intention to adopt the developed ICT tool. In this phase, qualitative 

semi-structured interviews are conducted to explore employees' perceptions, 

followed by a quantitative survey analysed using Structural Equation Modelling 

(SEM) to validate the identified factors. This approach balances qualitative 

insights with quantitative methods to better understand ICT adoption in the public 

sector (Graeber et al., 2023). 

 The researcher’s professional background, established relationships with key 

personnel, and extensive understanding of operational processes provided unique 

advantages in obtaining contextually rich data and fostering trust and openness 

during data collection (Appendix F). This familiarity enabled a thorough 

exploration of ICT adoption challenges and ensured the relevance of the findings 

to public sector settings to enrich the understanding of contextual factors that 

enhance the applicability of existing technology acceptance theories (Venkatesh, 

Brown and Bala, 2013; Bano and Zowghi, 2015; Rehouma, 2017; Barile et al., 

2018).   

The following research questions will be addressed in this second phase of the 

research: 

RQ3: What factors are perceived as motivating government employees' 

adoption of ICT tools, and how can these insights inform the understanding 

of technology acceptance in the public sector?  

RQ4: "What are the relationships between identified motivational factors 

and the behavioural intention of government employees to adopt ICT, and 

how do these findings contribute to the refinement of ICT adoption theories 

in public sector settings?"  
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3.6 Ethical considerations: power relationships and 
participant autonomy 

Ethical considerations were central to both phases of this research, particularly 

given the hierarchical structure of the Indonesian National Traffic Police (INTP). 

The researcher, holding the rank of police commissioner, conducted research with 

participants of similar or lower ranks, necessitating careful attention to power 

dynamics and voluntary participation (further discussed in section 3.8.2.1). While 

rank disparities may appear minimal, it was acknowledged that implicit power 

relationships could influence participants' willingness to participate and the 

authenticity of their responses. Therefore, multiple measures were implemented 

to ensure voluntary participation, protect confidentiality, and uphold ethical 

standards. 

Ethical approval was obtained from the University of Glasgow’s College of Social 

Sciences Research Ethics Committee for the first phase, which focused on 

requirement elicitation through qualitative interviews. The research followed 

ethical guidelines outlined in the approved ethics documents (Appendix A.1). 

Participants were provided with a comprehensive participant information sheet 

and privacy notice detailing the study's objectives, procedures, and data handling 

practices. Written informed consent was acquired via email before the interviews, 

and participants were reminded of their rights to withdraw without explanation. 

To ensure transparency, the researcher re-explained the study's purpose, 

interview scope, and pseudonymisation practices at the start of each session. 

Participants were informed that while every effort was made to anonymise their 

responses, complete anonymity could not be guaranteed due to the limited 

number of leadership positions within the organisation. 

In the second phase, which examined the adoption intention of the dashboard 

through an online survey, ethical approval was also obtained from the same ethics 

committee (Appendix A.2). Participants were invited to participate in the survey 

independently, with consent obtained electronically to ensure their privacy and 

autonomy. They were assured of their right to decline participation or withdraw 

at any stage without consequences. Confidentiality measures were reinforced by 

anonymising responses and ensuring no personally identifiable information was 

collected. 
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Throughout both phases, specific measures were taken to address power dynamics 

and ensure participants could realistically decline participation without feeling 

pressured. All communications stressed the voluntary nature of participation, and 

no incentives or coercive measures were involved. Independent communication 

channels were provided to facilitate consent and withdrawal, and efforts were 

made to ensure that the study was conducted independently of senior 

management's influence. The researcher maintained a neutral stance during the 

interviews, with questions designed to encourage open and candid responses. 

Follow-up discussions were conducted only after participants had provided their 

initial responses to avoid leading their answers. 

Participants were reassured that their involvement in the study would not impact 

their professional standing or relationships with the researcher. To further reduce 

potential pressure to participate, survey invitations were distributed through 

administrative channels without direct involvement from senior officers. 

Moreover, the researcher remained mindful of their positionality and deliberately 

cultivated a supportive and neutral research environment. 

By implementing these ethical measures, the study sought to foster an 

environment where participants felt comfortable and confident in sharing their 

perspectives without apprehension about potential professional implications. This 

ethical framework was designed to uphold the principles of autonomy, 

confidentiality, and voluntary participation to enhance the credibility and 

authenticity of the collected data. 

3.7  Requirement elicitation phase’s methods 

This requirement elicitation phase aims to understand government employees’ 

decision-making processes and participation in ICT development, using the Jakarta 

traffic police’s patrolling allocation as a decision-making use case and a dashboard 

development as an ICT participation example. The dashboard development follows 

a User-Centred Design (UCD) approach, gathering and integrating the police’s 

requirements. This approach is adopted because designing dashboards for users 

with unknown or varying degrees of visual and analytical literacy requires 

developers to avoid assuming set designs for specific audiences (Sarikaya et al., 

2019). 
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In this phase, Jakarta traffic police are involved in developing a dashboard 

intended to inform their patrolling allocations. The study aims to understand how 

the police make decisions regarding their patrolling allocations and determine the 

necessary dashboard contents. Additionally, the police will be asked about the 

features they expect in the dashboard. The results from this exploration will 

inform the subsequent dashboard development, which will be the focus of the 

adoption intention examination phase. 

The objectives for this phase are: 

O1: To explore how government employees conduct decision-making within the 

data-driven decision-making framework through qualitative semi-structured 

interviews analysed using thematic analysis. 

O2: To identify the features government employees prefer for an ICT for decision-

making  through thematic analysis of interview data and participatory ICT 

development to provide insights into user-centred design practices. 

The findings from this phase will guide the next stage of ICT development, 
which will be the research focus in Phase Two. 
 

 

Figure 3.3 Phase 1 Requirement Elicitation 
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3.8 Data collection 

This section outlines the data collection process. Subsection 3.8.1 details the 

semi-structured interview approach, while Subsection 3.8.2 discusses the 

measures taken to ensure research rigour. Subsection 3.8.3 outlines the specific 

interview topics, and Subsection 3.8.4 explains the process of transcript 

translation. Subsection 3.8.5 presents the thematic analysis method used. 

Following this, Subsection 3.9 provides an overview of the data collection 

procedures, and finally, Subsection 3.10 offers a summary of the chapter. 

3.8.1 Semi-structured key informant interviews for exploring 
decision-making to elicit dashboard requirements  

This study focuses on the allocation of police patrols in Jakarta, where the patrol 

leaders, due to their extensive knowledge and experience, are identified as the  

key informants within their organisation, making them particularly relevant to this 

research topic.  In this context, key informants are individuals with specific roles 

in policy and decision-making processes whose insights can provide valuable 

research contributions (Farmer, 2017; Mason-Bish, 2019; Farmer, Miller and 

Kennedy, 2024). The police leaders, as high-level practitioners, can help bridge 

the gap between research and practice by ensuring that the requirements 

gathered are relevant and practical (Franch et al., 2022). Having senior 

practitioners involved can enhance the elicited requirements' acceptability, as 

their endorsement adds credibility to the elicitation process (Hanea, Hemming 

and Nane, 2022).  

Interviews were conducted to gather requirements for a dashboard supporting 

traffic patrolling allocation among Jakarta traffic police leaders. As a valuable 

method for understanding user needs, interviews facilitate meaningful discussions 

and provide qualitative data essential for comprehending the domain and meeting 

stakeholder requirements (Neetu Kumari and Pillai, 2013; Debnath and 

Subramanian, 2022). They also offer insights into the informal internal dynamics 

and nuanced experiences of public sector operations, aiding in understanding 

police decision-making for patrolling allocations (Stevens et al., 2011; Jiwani and 

Krawchenko, 2014). 
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Interviews are particularly effective for engaging key informant participants and 

understanding their operational, strategic, and tactical needs (McClure and 

McNaughtan, 2021; Grant et al., 2024). This method allows flexibility to address 

complex topics, fosters trust and open communication, and encourages candid 

insights vital for strategic decision-making systems (Von Soest, 2022). 

Furthermore, real-time clarification during interviews helps reduce ambiguities, 

ensuring a clear understanding of the dashboard’s functionalities and design 

(Kvale, 2011). By tailoring the interview process to the specific environment of 

the Jakarta traffic police, the design of the dashboard can incorporate unique 

insights from these key participants, aligning with the importance of context-

sensitive research methods (Myers and Lampropoulou, 2013). 

The chosen interview type is semi-structured due to their ability to facilitate 

discussions and uncover stakeholders' needs, which is essential for developing a 

system that meets user expectations (Debnath and Subramanian, 2022). Semi-

structured interviews help mitigate communication ambiguity, a significant 

obstacle in requirement elicitation, by allowing for follow-up questions and 

clarifications, ensuring a clear understanding of the requirements by both the 

analyst and the stakeholder (Spoletini et al., 2016). In addition, since the purpose 

of this phase was to understand how Jakarta traffic police conduct decision-

making and their dashboard feature preferences, semi-structured interviews are 

helpful because their flexible structure allows the researcher to ask follow-up 

questions for needed clarifications (Adeoye-Olatunde and Olenik, 2021). 

3.8.2 Research rigour: reflexivity and trustworthiness 

3.8.2.1 Reflexivity 

Reflexivity is commonly defined as a continuous internal conversation and critical 

self-evaluation of the researcher's positionality, as well as active awareness and 

explicit understanding that this position may alter the research process and output 

(Pillow, 2003; Guillemin and Gillam, 2004; Bradbury-Jones, 2007; Stronach et al., 

2007). Reflexivity, recognised as crucial for knowledge generation in qualitative 

research (Gerstl-Pepin and Patrizio, 2009; Ahmed, Hundt and Blackburn, 2011; 

Rahman, 2020), is commonly used to acknowledge the impact of interpersonal 

dynamics on data collection and interpretation (Walker, Read and Priest, 2013). 
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Researchers have also devoted considerable attention to the complexity of 

positionality based on ethnic origin, religion, class, sexual orientation, gender, 

age, handicap, or personality (Kobayashi, 2003; Korstjens and Moser, 2018). In this 

study's requirement elicitation phase, the researcher acknowledges that their dual 

identity as a researcher affiliated with a UK institution and an officer in the 

Indonesian National Traffic Police (INTP) may have shaped the research process. 

Conducting research within their organisation in their native language (Indonesian) 

while producing a thesis in English presents unique challenges in balancing cultural 

and institutional expectations. 

The researcher is an officer in the INTP headquarters, specifically in the traffic 

security and safety directorate. The hierarchical structure of the INTP introduces 

important reflexive considerations regarding power relationships and 

interpersonal connections. The researcher’s rank as a police commissioner is 

similar to that of most participants or slightly higher than that of some (police 

captains). While the rank disparities can be considered minimal, they are 

acknowledged as potentially influencing the participants' responses.  

 Additionally, the researcher is familiar with many individuals directly because the 

headquarters and the regional police frequently work together, especially when 

the headquarters are piloting a new policy. The study occurred in Jakarta, the 

jurisdiction of a regional police station that deals with practical duties. While the 

researcher works in the headquarters, which can give regional police forces advice 

and commands, regional stations have room for discretion, especially in their daily 

practices. The researcher’s pre-existing professional relationships with 

participants, cultivated through joint initiatives between INTP headquarters and 

regional police forces, may have facilitated rapport but also introduced potential 

biases.  

A critical reflexive consideration concerns the potential influence of senior 

management and institutional culture on data authenticity (Mauthner and Doucet, 

2003; Mao et al., 2016). In a hierarchical organisation such as the police force, 

participants may tailor their responses to align with institutional expectations or 

perceived organisational goals rather than expressing their candid views 

(Oberwittler and Roché, 2022; Keddie, 2023). Commanders’ or senior 

management’ narratives on data-driven innovation, particularly the push for 
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digital transformation and performance-based evaluations, may inadvertently 

shape how participants perceive and discuss their decision-making processes. The 

researcher remained mindful of this potential influence by designing interview 

questions to encourage open, unbiased discussions and providing assurances of 

confidentiality to mitigate response bias. 

The researcher acknowledges that participants may disclose several decision-

making ideas that the researcher has never encountered. Each city has its traffic 

characteristics primarily due to the nature of Indonesia as an archipelagic country 

consisting of thousands of islands (Cribb and Ford, 2009). Even in neighbouring 

cities, the allocation decisions might differ. This condition should exist in Jakarta 

as well. As the decision-makers in their jurisdictions, the participants might have 

different approaches in prioritising how, where, and when to deploy their patrol 

resources. The researcher attempted to as far as possible ensure that participants 

did not just accept the researcher’s perspective without expressing their own. 

This was realised through the research design and the tone and content of the 

questions posed to minimise subjectivity, where, as an example, follow-up 

discussions only occurred after the participant had provided the initial answer to 

the question posed.   

Being a police officer since graduating from the Indonesian police academy in 

2006, the researcher has worked in different Indonesian cities and has 

considerable experience in the force, including understanding the terms often 

used in the police force. Reflexive measures were implemented by clarifying any 

specific terminology used by participants to ensure accurate interpretation and 

by customising terminology to align with participants' lived experiences and 

operational context (Few, Stephens and Rouse-Arnett, 2004). Moreover, the 

researcher actively sought to minimise subjectivity by ensuring that participants 

did not merely conform to pre-existing perspectives. This was attempted through 

a research design prioritising open-ended questioning and careful phrasing to 

encourage authentic responses. For instance, follow-up discussions were only 

conducted after participants had provided their initial answers to avoid leading 

their responses.  

Finally, the researcher acknowledges that while personal experience within the 

police force provided valuable contextual insights, it also necessitated a conscious 
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effort to maintain an objective stance throughout the data collection and analysis 

phases. Reflexivity was maintained by continuously reflecting on positionality, 

recognising its impact, and striving for transparency in interpreting findings. 

3.8.2.2 Trustworthiness 

Trustworthiness in qualitative studies can be interpreted as confidence in the 

data, interpretation, and methodologies used to guarantee the quality (Lincoln 

and Guba, 1982, 1986; Mathison, 2005; Polit and Beck, 2010). One of the criteria 

for trustworthiness is credibility, which examines whether the study accurately 

translates the participants’ initial viewpoints into study conclusions (Lincoln and 

Guba, 1982, 1986). This study reviewed and refined the interview questions in 

consultation with the police administrative officers to ensure their 

appropriateness and relevance to the operational context.   

Another criterion of trustworthiness is confirmability (Lincoln and Guba, 1982, 

1986). One way to ensure this criterion is by exclusively establishing research 

findings based on research data (Lincoln and Guba, 1982, 1986) to ascertain the 

researcher's comprehension of data (Lincoln and Guba, 1986). To make this 

efficient and stay aligned with this phase’s objective, the researcher developed a 

dashboard to realise the information and feature requirements and then presented 

the prototype to the participants. The participants were then asked to give 

feedback on whether the dashboard prototype met their requirements. This 

feedback process will be described in the dashboard development section in 

Appendix B. 

3.8.3 Interview topics: decision-making processes and dashboard 
development 

The interviews were designed to gather insights into the decision-making 

processes and dashboard feature preferences of traffic patrol officers in Jakarta. 

The interviews began by confirming the ethical requirements established in 

section Error! Reference source not found.. This initial segment was an i

ntroduction, allowing the researcher to introduce himself, verify the participants' 

identities, and establish rapport. Participants were also asked to share their 

experiences and the duration of their current positions. 
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The discussion then explores the decision-making processes for traffic patrolling 

allocations. Participants discussed the types of information they rely on when 

planning patrol activities and the reasons why these pieces of information are 

considered critical—this part of the interview aimed to uncover the underlying 

factors influencing their strategic traffic management decisions. As part of this 

exploration, The interview also focused on participants' awareness and use of the 

IRSMS crash data to understand how this tool supports operational decisions for 

their patrolling allocations. 

The discussion also covered the development of a dashboard tailored to the 

Jakarta police's needs. Participants shared their preferences for dashboard 

features, offering insights into what functionalities would most effectively support 

their work. This topic was critical in understanding how the dashboard prototype 

could be optimised to support their traffic management and patrolling efficiency. 

Finally, participants were asked about their willingness to provide ongoing 

feedback on the dashboard prototype. The researcher planned follow-up sessions 

to gather input on the prototype's performance and any necessary adjustments, 

further described in Appendix B. This iterative feedback process was designed to 

ensure that the final tool met the participants' requirements to support their 

operational capabilities. 

Through these interviews, the researcher aimed to build a comprehensive 

understanding of the practical needs and challenges faced by traffic patrol officers 

in Jakarta. This methodological approach allowed for a nuanced exploration of 

the topics, providing valuable insights that would inform the development of a 

tailored traffic allocation dashboard.  

3.8.4 Transcript translation 

The data collection was conducted in Indonesian. The next step would be 

converting the transcript into English before data analysis. However, this would 

be a lengthy procedure and may pose additional caveats. For instance, throughout 

the translation process, researchers may add their subjective interpretations and 

explanations to the original meaning of the interview data (Twinn, 1997). These 
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additions may influence how relevant codes and themes are developed throughout 

the data analysis. 

Additionally, researchers frequently encounter challenges when finding accurate 

English terms that effectively convey the intended meaning, which can result in 

misrepresentation and a loss of data richness (Twinn, 1997; Turhan and Bernard, 

2022; Qun and Carey, 2024). Therefore, this study attempted to avoid these risks 

by analysing the interview data in Indonesian, the original language of the 

collected data. After defining the codes and mapping them into themes, the 

researcher translated all codes, themes, and excerpts into English to discuss and 

present the results (Grimshaw et al., 2012).  

3.8.5 Thematic analysis 

The transcript analysis adopted a Thematic Analysis (TA) approach, a widely 

recognised qualitative data analysis technique known for its fundamental 

approach to identifying, organising, analysing, and reporting patterns or themes 

within textual data or transcripts (Braun and Clarke, 2006, 2013; King and Brooks, 

2018; Vaismoradi and Snelgrove, 2019; Shayan et al., 2020; Sharifi et al., 2021). 

The process of TA involves a sequence of data familiarisation, coding, theme 

creation, and modification (King and Horrocks, 2010). These themes are 

essentially codes that represent recurring patterns in the participants' narratives. 

TA aims to simplify and clarify the data as much as possible (Braun and Clarke, 

2013). TA's versatility allows it to be applied in various research contexts, 

including interviews (Braun and Clarke, 2013, 2019).  
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Figure 3.4 Phase 1 data analysis 

 

The transcripts were analysed to understand information and feature 

requirements for a dashboard for patrolling allocation and ICT usage motivation 

factors of Jakarta police (Figure 3.4). The TA’s six stages to analyse the data are 

(Braun and Clarke, 2006, 2019):  
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transcript, writing initial ideas, 
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4. Reviewing themes: checking if the themes work with the coded extracts 

and the entire dataset,  

5. Defining and naming themes: conducting continual analysis to improve the 
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An inductive approach was used to enhance the rigour of the thematic analysis, 

allowing themes to emerge directly from the participants' experiences and 

perspectives rather than being predefined (Naeem et al., 2023). This data-driven 

method ensured that the themes closely reflected participants' perspectives 

(Braun et al., 2024). Specific examples of codes contributing to each theme were 

provided to illustrate the analytical process. Additionally, steps were taken to 

maintain reflexivity, including regular self-assessment during coding to minimise 

bias. These improvements strengthen the link between the findings and the 

research questions while ensuring transparency and trustworthiness in the 

analysis. 

3.9 Data collection process overview 

The data was collected from November to December 2021 during the COVID-19 

pandemic, when the Indonesian government was enforcing health restrictions and 

protocols, including limiting social gatherings (The Jakarta Post, 2021). The 

participants, Jakarta’s police officers, are public servants and considered 

essential workers. Due to these conditions, the data collection was online instead 

of in person to comply with the regulations. Several digital platforms, such as 

Zoom, Skype, and Microsoft Teams, are available nowadays, providing alternatives 

to researchers where face-to-face data collection is impossible or not preferable. 

These platforms allow people to communicate remotely in a synchronous way that 

can be used to collect data. In addition, the ability of the video conference to 

provide the FTF aspects, such as visual and audio contact, even if it took place in 

separate countries, made the whole conversation appear more intimate and 

natural (Nehls, Smith and Schneider, 2014). Therefore, online data collection 

should be viewed as a viable choice for researchers rather than an alternate or 

secondary choice when face-to-face interviews cannot be accomplished (Deakin 

and Wakefield, 2014). 

The police patrol chiefs and unit leaders were invited as participants via email 

through their stations’ administrative office, including a consent form, participant 

information sheet, and privacy notice. The Jakarta police’s administrative office 

informed that fifteen police from five stations (one chief and two leaders each) 

agreed to participate online using the Zoom application at times selected by the 

participants. The stations were pseudonymously designated as A, B, C, D, and E in 
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an arbitrary sequence. Additionally, the pseudonyms of the participants were 

assigned to the numerals (1,2,3) in no particular order. 

During the research invitation correspondence, participants from different 

stations expressed different preferences regarding the data collection methods. 

As a result, one-to-one interviews were conducted with nine participants (stations 

A, D, and E), while six participants from stations B and C opted to be interviewed 

with their colleagues from the same station. Despite their preferences, the 

sessions were treated and conducted in an interview format rather than focus 

groups due to the research objective, which was to elicit individual responses 

rather than to encourage group discussion or interaction, which is a defining 

characteristic of focus groups, where the emphasis is typically on facilitating 

group dialogue and interaction (Morgan, 1997; Krueger, 2014). 

The police’s different preferences potentially provide benefits to the requirement 

elicitation phase. Joint interviews, when utilised alongside other qualitative 

methods, such as individual interviews, can help to triangulate data and enhance 

validity (Boateng and William, 2018; Davis et al., 2019). Conducting group 

interviews, particularly in situations where participants feel more comfortable or 

find it logistically easier, is recognised as a legitimate qualitative method, 

provided the emphasis remains on gathering individual perspectives (Langford, 

2012). Throughout these sessions, the researcher attempted to guide the 

conversation to ensure that individual perspectives are not lost, which is suggested 

to allow each participant to share their views independently to maintain the 

integrity of the data collection process (Almutrafi, 2019).  

This approach was taken to align with the semi-structured interview methodology, 

which values adaptability and responsiveness to participant needs while focusing 

on the research objectives (Longhurst, 2003; Kvale, 2011). Even within a group 

setting, the sessions attempted to retain the characteristics of interviews, 

concentrating on capturing individual perspectives. Therefore, the participants' 

individual and group interview preferences can be accommodated while 

maintaining the purpose of this research phase. Each session lasted approximately 

one hour, with participants providing written consent for the sessions to be audio-

video recorded via Zoom. The researcher communicated entirely in Indonesian 

throughout these interactions. 
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3.10 Summary of chapter 

This chapter described the overarching methodology adopted by this study, 

including the purposes and the research questions of the requirement elicitation 

and the subsequent quantitative study phases. In addition, details of the methods 

for the requirement elicitation were provided, including data collection, rigour, 

and analysis. The next chapter will provide the results of the elicitation 

requirement phase. 
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Chapter 4 Requirement elicitation results 

This chapter provides the results of the requirement elicitation sessions (Figure 

4.1) with Jakarta traffic police leaders regarding their decision-making in 

patrolling allocations and dashboard feature preferences (Table 4.1), which will 

be described in the following sections. In addition, a dashboard prototype 

overview section is also provided to demonstrate how the themes guided its 

content and features. 

 

Figure 4.1 Research phase 1 analysis 
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3. Device compatibility 
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5. User guidance 
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4.1 Decision-making for patrolling allocation 

The interview findings on patrolling allocation practices among traffic police 

officers reveal prominent contradictions rooted in the officers' discretionary 

power, influenced by both data-driven approaches and personal judgement. These 

contradictions, discussed in detail in the following sections, are evident in officers' 

proactive traffic crash prevention methods, use of crash data, real-time traffic 

monitoring, and balancing data with their tacit knowledge. 

The Jakarta traffic police administrative office stated that while police 

headquarters require recording traffic crashes and their entry into the IRSMS 

traffic crash database, they do not mandate its use in daily operations, including 

patrol allocation. Instead, patrol chiefs and leaders can allocate officers and 

vehicles based on their judgment. This discretionary authority, intended to serve 

the public interest, is rooted in their mandate to ensure traffic security, safety, 

order, and smooth flow (Indonesian Government, 2002, 2009). Consequently, 

interviews revealed varied and sometimes contradictory statements reflecting 

how this discretion is exercised. 

First, although all officers emphasised proactive traffic crash prevention, their 

strategies varied significantly. Some officers advocate for systematically using 

IRSMS crash data to guide patrol allocations, emphasising an evidence-based 

approach that identifies high-risk areas for targeted interventions. This method, 

rooted in historical crash data analysis, aims to enhance road safety by 

preemptively addressing potential hazards. 

In contrast, other officers rely more on personal experience and intuition for 

patrol decisions. One officer highlighted the importance of tacit knowledge gained 

from years of road experience in identifying crash-prone areas. While valuable, 

this subjective approach can lead to deviations from strict data-driven protocols, 

revealing a tension between empirical evidence and individual discretion. The role 

of tacit knowledge and its implications will be further explored in the subsequent 

sections. 

Second, contradictions also emerged in using real-time traffic monitoring tools 

and predictive analytics. Some officers strongly support modern tools like Google 
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Maps and Waze, which provide real-time traffic data crucial for responding to 

traffic conditions and preventing crashes. These officers aim to enhance their 

response agility and flexibility by integrating real-time data into patrol strategies. 

However, other officers expressed concerns about the complexity of the current 

data systems, such as the IRSMS database, which they find too detailed for 

efficient decision-making. These officers prefer simplified data summaries that 

facilitate quick decisions and resource allocation. This preference underscores a 

practical challenge: while detailed data is invaluable, its complexity can hinder 

usability, prompting some officers to seek more straightforward solutions. 

Finally, perspectives differed on the use of predictive tools for anticipating 

crashes. Some officers are keen on developing predictive analytics to forecast 

potential crashes, reflecting a proactive vision for traffic safety. In contrast, 

others focus more on immediate, observable trends, highlighting a gap between 

current IRSMS capabilities and some officers' forward-looking needs. 

The contradictions identified in the interviews illustrate the complex interplay 

between data-driven approaches and subjective judgement in traffic patrol 

operations. Despite a shared goal of enhancing road safety, the diversity in 

strategies and the discretion exercised by individual officers present challenges in 

standardising patrol practices. This complexity underscores the need for a 

balanced approach integrating empirical data with invaluable insights from 

officers' on-the-ground experiences. 

Further details on the interview findings, grouped into six main themes, will be 

discussed in the subsequent sections. The first four themes focus on data usage in 

patrol allocations: proactive traffic crash prevention, visual data for strategic 

patrol allocation, data summarisation and predictive analytics, and the role of 

tacit knowledge. The remaining two themes—area coverage and strict protocol 

adherence—explore other considerations in allocating traffic patrolling resources. 

4.1.1 Theme 1: Proactive traffic crash prevention 

Proactive traffic crash prevention emerged as a critical focus for the participants, 

who reported using data and knowledge to inform their patrol strategies. Rather 
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than reacting solely to incidents, they described a forward-thinking approach by 

regularly analysing crash data to anticipate and mitigate risks. According to the 

participants, this proactive mindset reflects a shift towards preventative measures 

to enhance road safety. They believed that the data-driven nature of their efforts 

ensures that patrol decisions are based on evidence, allowing them to identify 

high-risk areas, adjust their presence accordingly, and continuously improve the 

effectiveness of their interventions. By focusing on preventing crashes before they 

occur, participants conveyed a commitment to protecting public safety through 

informed, strategic action rather than just responding to them. Additionally, they 

suggested that using advanced technological tools and real-time monitoring 

supports this proactive approach, enabling them to stay ahead of emerging risks 

and allocate resources more efficiently. 

4.1.1.1 Use of crash data for prevention 

Participants emphasised the importance of using the IRSMS data to prevent future 

crashes, ensuring their strategies are evidence-based and contextually relevant. 

A1 shared,  

"Preventing traffic crashes is a top priority for us. We look at the number of 
crashes to evaluate how well we are doing. By regularly checking the number 
of crashes and victims, we can see if our strategies are effective or if we 
need to make adjustments to improve safety."  

A1’s statement highlights a systematic and quantitative approach to evaluating 

the effectiveness of patrol allocations. Regularly evaluating crash data enables 

officers to identify trends and adjust strategies accordingly, ensuring continuous 

improvement in their efforts. 

B1 stressed the importance of traffic monitoring, noting,  

"We make sure our patrol cars regularly monitor areas where past crashes 
happened. This way, we keep a close eye on spots that have been 
problematic in the past, hoping to prevent further incidents."  

This practice aims to increase police presence in high-risk areas based on historical 

crash data, reflecting a targeted approach to risk management. By focusing on 

known hotspots, officers can pre-emptively address potential hazards. 
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D1 also pointed out his commitment to continuous improvement and proactive 

measures, reflecting a dedication to public safety that extends beyond reactive 

responses,  

"As a patrol leader, I always focus on preventing crashes. I think about where 
crashes have happened before and what we can do to stop them from 
happening again. It is about being proactive and staying ahead of the issues."  

E1 explained that when he conducted his responsibility to report the crashes that 

occurred in his station to the IRSMS portal, he also used the information to allocate 

the patrol officers, 

"We look at the times and locations of recent crashes, which we report to 
the IRSMS portal when deciding where to allocate patrols. By knowing where 
and when crashes possibly happen, we can send our officers to those areas 
at the right times to prevent more crashes."  

E1’s statement illustrates data integration into their operations, ensuring patrol 

decisions are responsive to the latest information. The officers believe that using 

crash data allows them to prioritise their efforts in areas where crashes are most 

likely to occur, enhancing the efficiency and effectiveness of their patrols. 

4.1.1.2 Real-time traffic monitoring 

Real-time traffic monitoring tools and communication systems play a crucial role 

in Jakarta traffic police’s traffic crash prevention, allowing officers to respond 

promptly to emerging risks and adjust their patrol strategies accordingly. E2 

valued the use of technological tools in patrol operations, noting that modern 

technology provides officers with up-to-date information, allowing them to 

anticipate and prevent potential crashes: 

"I think systems like Google Maps and Waze that monitor real-time traffic 
conditions are helpful in monitoring traffic flows. These tools show us where 
congestion is building up so we can act before it becomes a bigger problem. 
It helps us keep the roads safer for everyone."  

Integrating these tools into their strategies enhances their ability to manage 

traffic and prevent crashes.  

B2 highlighted the preparedness aspect, adding,  



Chapter 4 82 
 

 

"By monitoring real-time traffic conditions in-person and also using online 
traffic information such as on Google Maps, we aim to be ready to respond 
if a traffic problem such as a traffic jam or crash happens. Our goal is to get 
to the scene as quickly as possible to provide help and manage the situation. 
The patrol officers are on the roads during their shift and stay alert and 
prepared for emergencies."  

This statement indicates that B2 believes in a state of preparedness facilitated by 

real-time data, such as traffic information from Google Maps. The on-duty officers 

stay on the roads during their shifts and monitor the traffic using in-person and 

online approaches.  This readiness ensures a rapid response to incidents, 

mitigating the severity of crashes. Being always ready to respond highlights the 

importance of agility and flexibility in patrol operations. 

Additionally, the leaders oversee patrolling activities using several approaches 

involving radio communication, WhatsApp1 messenger group chat, and in-person 

inspections. They believe this method allows them to address emergent 

circumstances and promptly manage their resources. C1 explained this approach, 

saying, 

"Combining radio updates with direct inspections helps us stay on top of any 
issues that arise. It ensures we have real-time information and can respond 
immediately. We also use WhatsApp group chat, but mainly for sharing 
photos and videos of the current traffic." 

Each patrol unit regularly reports the traffic status of their designated patrol 

routes to the monitoring centre of the station at intervals of no longer than thirty 

minutes. This frequent reporting ensures that the monitoring centre is constantly 

updated on traffic conditions, allowing for timely interventions when necessary. 

D1 emphasised the importance of this system, stating, 

"Regular updates from our patrol units keep us informed about current 
conditions, allowing us to make swift decisions and deploy resources where 
they are most needed." 

D1 stressed the significance of regular updates from patrol units, noting that 

timely information allows for quick decision-making. This ensures that resources 

 
1 WhatsApp is a messaging app that enables text, voice, video calls, and media sharing over the 

internet (WhatsApp LLC, 2024). 
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are deployed efficiently to areas most urgently required, enhancing 

responsiveness to current conditions. 

4.1.1.3 Public awareness campaigns 

Using data for public awareness campaigns was another strategy discussed by 

participants. These campaigns aim to influence driver behaviour by providing 

visible reminders of crash statistics. A1 explained this strategy, stating,  

"We put up billboards with traffic crash data to remind road users to drive 
safely. Seeing the number of crashes and victims makes them think twice 
about their driving habits. We believe encouraging drivers to be more 
cautious and responsible is important."  

This approach leverages data to foster a culture of safety among road users. The 

visibility of crash data is intended to serve as a deterrent and encourage safer 

driving practices. Officers aim to raise awareness and promote responsible driving 

by making crash data publicly available. B3 added, 

"By sharing statistics on crashes through public displays, we hope to reach a 
broader audience and instil a sense of accountability among drivers. Seeing 
the real impact of traffic crashes can be a good motivator for safer driving 
behaviour." 

The participant expressed a desire to increase public awareness by displaying 

crash statistics, aiming to influence safer driving behaviours. B1 believes that 

making the consequences of traffic crashes visible can encourage a greater sense 

of responsibility among drivers. The approach seems intended to engage a wider 

audience and foster accountability on the roads. 

4.1.2 Theme 2: Visual data for strategic patrol allocation 

The participants perceived visual data representations as crucial for informing 

patrol allocations. According to their views, visualising crash data on maps enables 

them to identify high-risk areas better and make more strategic decisions about 

resource deployment. From the participants’ perspective, this approach helps 

them better understand the spatial patterns of crashes, which they believe 

facilitates more informed and targeted decision-making. They expressed the 

opinion that using visual tools such as maps allows for more effective allocation 
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of patrols to areas where their presence is most needed. In their view, this ensures 

that resources are used efficiently and interventions focus on preventing incidents 

in vulnerable locations. The participants believe this method enhances the 

effectiveness of patrol allocations and improves road safety. Their perspectives 

suggest that employing visual data aligns with their strategy of adopting evidence-

based, proactive measures to prevent crashes before they occur.  

4.1.2.1 Mapping Crash Locations 

Participants highlighted the importance of mapping crash locations for strategic 

decision-making. C1 discussed the value of visual data,  

"I want to see the information about crash hotspots on a map, maybe for the 
past few months, so we can easily identify the areas that need attention. 
Visualising these spots helps us quickly identify high-risk areas and allocate 
resources more effectively. It makes the data easier to understand and act 
upon."  

This visual representation helps identify high-risk zones, allowing for targeted 

interventions. Maps provide a clear and accessible way to understand spatial 

patterns in crash data. A2 stated, 

"I need information about past crash locations plotted on a map so I can 
allocate my officers there. Seeing the crash data on a map gives us a better 
perspective on where incidents are happening, which helps us plan our 
patrol routes more effectively. It helps us focus our efforts where they are 
most needed."  

The use of maps enhances spatial awareness and helps officers prioritise their 

efforts. Officers believe they can focus their resources more effectively by 

knowing the exact locations of past crashes. 

D2 underscored the need for historical crash data to be easily accessible and 

interpretable,  

"I want to know where past crash locations are on a map to anticipate future 
crash risks. Having a visual representation of past incidents helps us 
anticipate potential problem areas and take preventive measures before 
crashes occur. It is about being proactive and staying ahead of problems."  
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This accessibility enables officers to make informed decisions based on past 

trends. The ability to anticipate future risks based on historical data is crucial for 

proactive planning. 

E2 also emphasised the benefit of visual data, explaining,  

"There are past crash locations that I can consider when planning patrols if 
they are displayed on a map. Visualising this data helps in making quick 
decisions about where to deploy officers, ensuring that our patrols are data-
driven and targeted at high-risk areas. It makes our work more efficient and 
effective."  

The participants believe integrating visual data into patrol planning can ensure 

that resources are effectively allocated to high-risk areas. Several officers also 

emphasised the importance of considering temporal trends in crash data. As one 

officer (A3) noted,  

"It is not just about where the crashes happen but when they occur. 
Understanding peak times is crucial for deploying resources when they are 
most needed."  

This highlights the officers' awareness that timing is as critical as location in 

effective patrol deployment. Another officer (B3) underscored this approach, 

stating,  

"Identifying the locations is essential, but if we are not present during the 
high-risk periods, we miss the opportunity to prevent incidents."  

This sentiment reflects a recognition that the effectiveness of patrols is 

contingent on aligning their timing with periods of heightened risk. Integrating 

spatial and temporal data is believed to be essential to optimising patrol 

strategies, ensuring resources are focused where and when they are most needed.  

4.1.2.2 Pattern Recognition and Resource Allocation 

Participants believe that visual data aids in recognising patterns and making 

informed decisions. A1 noted that this approach allows for a more nuanced 

understanding of crash hotspots and facilitates the deployment of patrols to areas 

with the highest risk: 
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"When we see data plotted on a map, it is easier to spot patterns and trends. 
We looked at the crash data for the past few months to observe if any spots 
had more crashes. This helps us identify which areas need more attention 
and allows us to allocate our resources more effectively."  

E1 also supported this view, saying that the ability to visualise patterns enhances 

strategic planning and ensures that interventions are data-driven and targeted: 

"By looking at the visual data, we can see which areas have recurring issues. 
This helps us predict where problems might happen and allocate our patrols 
accordingly."  

E1 emphasised the importance of visualising data patterns for more effective 

strategic planning. They highlighted that visual data allows for identifying 

recurring problem areas, enabling better prediction of future issues and more 

informed, targeted patrol allocations. 

4.1.3 Theme 3: Data summarisation and predictive analytics 

Participants perceived that simplified data summaries and predictive tools are 

essential for effective patrol planning. They expressed a need for more accessible 

data formats and predictive capabilities to enhance their decision-making 

processes, believing these would improve the efficiency and responsiveness of 

their patrol strategies. 

4.1.3.1 Simplified data summaries 

Participants find the current IRSMS database too granular and prefer more 

accessible summaries. D1 explained,  

"I want a simpler summary of crash data instead of the detailed structure of 
IRSMS to refer to when allocating patrol routes and times. Detailed data is 
important, but having a summarised version helps in quick decision-making 
and efficient planning. We need the big picture at a glance."  

Simplified summaries make it easier for officers to interpret and use the data in 

patrol planning. Simplified summaries enhance decision-making efficiency by 

providing concise and relevant information. Regarding the crash summary, E1 

mentioned,  
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"I always look at last week's crash statistics that we reported to the IRSMS 
when deploying patrol officers. Regular summaries of IRSMS data help us 
stay updated on current trends and allocate resources accordingly. It saves 
time and helps us make better decisions."  

This statement indicates a reliance on recent data summaries to guide patrol 

decisions, ensuring the strategies are based on current information. By explicitly 

mentioning “last week’s crash statistics,” it appears that E1 assumed that recent 

data would provide an accurate reflection of the current conditions on the ground, 

allowing him to deploy resources more effectively.  

Regularly reviewing recent data helps officers stay informed about the latest 

trends and risks. E2 also mentioned the advantages, stating,  

"I considered the recent crash locations and times. Having a summarised 
view of recent incidents helps us understand immediate risks and plan our 
patrol routes to address these issues. It makes the process more 
straightforward and effective."  

Accessing and interpreting recent data is viewed as critical for responsive and 

effective patrol planning. Officers can adjust their strategies to address current 

risks by considering recent incidents. E3 also highlighted the importance:  

" I think summaries of past crashes provide better analysis. Simplifying crash 
data into summaries helps identify trends and make more informed patrol 
strategies and resource allocation decisions. These summaries help us see 
the patterns and plan accordingly."  

The participants believe summarising past crashes can provide a clearer picture 

of trends and patterns to inform their allocation decisions. A comprehensive 

understanding of historical data is seen to support their proactive planning and 

risk management. 

4.1.3.2 Predictive tools 

Participants expressed a desire for predictive tools to foresee potential crashes. 

C3 expressed,  

"If only there were a way to predict unpredictable traffic crashes using IRSMS 
data. Predictive analytics could significantly enhance our ability to prevent 
crashes by identifying potential risks before they occur. It would be so much 
better for traffic safety."  
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This expression reflects a desire for advanced analytical tools to provide insights 

into future crash risks. Predictive analytics are seen to help officers anticipate 

where and when crashes will likely occur, allowing for pre-emptive measures. The 

desire for predictive tools represents a proactive vision in traffic safety 

management. D1 repeated this sentiment, explaining,  

"If possible, I want to have some kind of traffic crash predictions from traffic 
crash data. Knowing where crashes are likely to happen would allow us to 
allocate resources more effectively and prevent incidents before they occur. 
It is about being proactive and staying ahead of the issues."  

This underscores the perceived need for predictive analytics to enhance proactive 

planning and resource allocation. However, it is essential to note that predicting 

future crashes based on historical data is inherently challenging due to the 

complexity and unpredictability of traffic patterns. Developing and implementing 

predictive tools could improve patrol strategies' effectiveness by enabling officers 

to focus on high-risk areas before incidents occur. While participants strongly 

desired these tools, their effectiveness would depend on the accuracy of the 

predictions, which could be limited by the factors mentioned above. 

4.1.4 Theme 4: Role of tacit knowledge 

Participants viewed personal experience and knowledge as crucial elements in 

their patrol allocation strategies, a concept known as tacit knowledge. This type 

of knowledge, derived from individual experiences, insights, and instincts, is 

challenging to articulate, formalise, or convey (Pang, 2023). Participants 

perceived tacit knowledge as an essential complement to data-driven approaches, 

believing it enhanced decision-making by providing context and insight that 

numbers alone could not. Although subjective and varying according to each 

officer’s experience level, participants felt that tacit knowledge offered a 

valuable layer of understanding, particularly in identifying risks and planning 

patrols. This theme aligns with the discussion in section 2.2, which explores how 

tacit knowledge, despite its informal nature, can significantly inform decision-

making processes in public safety. 

4.1.4.1 Experience in allocation decisions 

A2 explained the importance of personal insight, stating,  
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"Based on my experience with past traffic crashes, I allocate my patrol 
officers to the locations of recent crashes. My experience helps me 
understand which areas are more prone to crashes and need more attention. 
It is something you learn over time by being out on the roads."  

This highlights the significance of tacit knowledge in decision-making. A2 believes 

their experience provides a nuanced understanding of crash hotspots, which might 

not be immediately apparent from data alone. This reliance on personal 

experience complements the data-driven approach, offering a deeper insight into 

the specific contexts and conditions that lead to traffic crashes. Tacit knowledge, 

gained through hands-on practice, allows officers to interpret situations intuitively 

and apply their judgment accordingly. 

4.1.4.2 Tacit Knowledge in Public Service and Assistance 

Participants also rely heavily on their tacit knowledge—personal experiences and 

intuitive insights—in their roles. This knowledge is essential for effective decision-

making, particularly when data alone may not provide a complete picture. While 

previous discussions about patrolling allocation have focused primarily on crash 

locations, several officers also identify and prioritise other types of locations 

based on their experiences. B2 elaborated on the importance of experience, 

stating,  

"Based on their experience, my subordinates usually know the places where 
road users frequently need police presence, for example, the road sections 
where drivers pull over on road shoulders to take a rest. The patrol officers 
will guide them to move to a safer location, like a designated rest area. 
These areas can become dangerous, especially when heavy traffic increases 
the risk of crashes.  They understand these needs because they have seen it 
happen many times."  

This proactive assistance aims to reduce roadside hazards and reflects the 

importance of experience in identifying and addressing safety issues. Officers' 

familiarity with local conditions allows them to provide targeted assistance that 

enhances road safety. Tacit knowledge enables officers to understand and 

anticipate the needs of road users based on past interactions and observations. 

B3 shared their insights, saying,  
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"From my experience, long-haul truck drivers park and sleep on roadsides. 
The officers will wake them in the morning when traffic builds up, 
reminding them that moving to a designated area is safer. This helps prevent 
crashes that could be caused by stationary vehicles during busy times."  

Based on the participants’ experience, this intervention mitigates risks that may 

not be immediately evident from available data. Officers prevent traffic 

disruptions and crashes by waking drivers and encouraging them to move. Although 

officers recognise these types of locations—such as areas where drivers frequently 

pull over or where trucks park overnight—through their experiences, there is 

currently no formal system for categorising or recording them. This lack of 

systematic documentation may pose challenges in ensuring that these locations 

are consistently monitored or addressed across different patrol shifts or regions. 

Moreover, while these locations are not traditionally considered crash sites, they 

can potentially serve as crash hazards. For example, vehicles parked on the 

roadside, especially in high-traffic areas or during peak times, could contribute to 

crashes as drivers navigate narrower lanes and unexpected obstacles (Kadkhodaei 

et al., 2023). Stationary vehicles can obstruct traffic flow or create unexpected 

obstacles for other road users, thereby increasing the risk of collisions (Badshah 

et al., 2022). Therefore, the officers' proactive efforts to manage these situations 

are crucial because they may directly or indirectly relate to crash occurrences. 

B3 also highlighted the importance of observing traffic conditions, adding,  

"We always keep an eye through physical observation and our radio on where 
congestion occurs, especially during morning and evening rush hour. Stop-
and-go traffic often leads to crashes. Knowing the usual patterns allows us 
to anticipate problems and act before they escalate."  

This observation underscores the importance of real-time situational awareness in 

preventing traffic incidents. Understanding traffic flow dynamics helps officers 

anticipate and prevent crashes caused by congestion. This also highlights a gap in 

traditional crash datasets such as the IRSMS, which typically do not capture these 

preventative activities. Tacit knowledge here is crucial as it allows officers to 

quickly recognise patterns and respond effectively based on their previous 

experiences. E1 further illustrated this concept by explaining how real-time 

communication aids in traffic monitoring,  
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"We share information via our police radios when we see traffic building up. 
If we know a section of road is causing traffic jams, we will deploy officers 
there. Lane changes often make traffic jams worse and can cause crashes. 
By acting quickly, we can manage traffic flow and reduce the risk of 
crashes."  

This quote emphasises how experiential knowledge combined with real-time data 

enables officers to respond effectively to dynamic traffic situations. 

These examples underscore the significant role that tacit knowledge plays in the 

daily operations of the officers. The ability to anticipate road users' needs, 

recognise patterns in traffic behaviour, and respond proactively to potential 

hazards is rooted in the officers' personal experiences and observations. The 

insights shared by participants demonstrate that, while formal data collection and 

analysis are essential, the nuanced understanding gained through on-the-ground 

experience is considered vital in ensuring road safety. The officers consider this 

experiential knowledge to effectively address safety issues that may not be 

immediately apparent in traditional crash data, further highlighting its importance 

in the field. 

4.1.5 Theme 5: Area coverage 

Ensuring area coverage of their stations’ jurisdictions (described in section 3.8.1) 

is seen as crucial to the participants' patrolling practices. They perceived this as 

vital to maintaining public safety and effective patrol management, recognising 

that an even distribution of resources across their jurisdiction was necessary to 

prevent any area from being neglected. B1 explained the planning involved, 

stating the importance of careful planning in achieving adequate area coverage: 

"I always plan my allocations meticulously to include specific routes and 
ensure that all areas within our jurisdiction are covered. This involves 
detailed planning and a clear understanding of the traffic patterns and 
potential risk areas. By knowing our jurisdiction well, we can ensure every 
area gets the attention it needs."  

B2 added further details, stating the need to ensure that all areas receive 

attention, which is crucial for maintaining public safety:  

"Our patrol officers always cruise their entire patrol routes during their 
shift. We make it a point to cover every kilometre of our jurisdiction, 
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ensuring no area is left unchecked. This continuous movement helps in 
maintaining a visible police presence and deterring potential traffic 
violations and incidents. It is important to be thorough and consistent in our 
patrols."  

A1 noted the systematic approach to resource allocation based on the 

geographical area:  

"We distribute our patrolling resources, which are patrol officers and 
vehicles, by the length of our road jurisdiction, ensuring each patrol unit 
has a defined area to cover. This systematic approach helps in efficient 
resource allocation and ensures that all areas are adequately monitored. By 
dividing our resources effectively, we can maximise our coverage and 
effectiveness."  

A1 emphasised a systematic approach to resource allocation, distributing patrol 

officers and vehicles based on the length of road jurisdiction. This method ensures 

that each patrol unit covers a defined area, promoting efficient resource 

distribution. 

4.1.6 Theme 6: Protocol adherence 

Participants stressed following established protocols and procedures to ensure 

consistency and reliability in patrol operations. This adherence to routine enables 

officers to provide timely assistance and prevent crashes. A1 stressed the 

importance of performance evaluation, stating,  

"We use the number of crashes as one of the indicators to evaluate our 
performance. We do this by periodically evaluating the number of crashes 
and victims. By regularly assessing our performance, we can identify areas 
for improvement and make necessary adjustments to enhance traffic safety. 
It is about staying accountable and striving for better results."  

This systematic evaluation ensures that patrol strategies are continuously refined 

based on empirical evidence. By regularly assessing their performance, officers 

can identify areas for improvement and implement changes that enhance traffic 

safety. 

The topic of discipline related to area coverage also emerged. Participant C3 

highlighted the importance of familiarity and consistency, stating, 
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 "To maintain discipline, I want all my subordinates to experience every 
route in our jurisdiction on each shift. By rotating routes, we ensure officers 
are familiar with the entire area and not just their usual patrol routes. This 
practice enhances their situational awareness of the jurisdiction and ensures 
consistent coverage across all areas. Discipline and consistency are key to 
effective patrolling."  

This statement underscores the importance of discipline in ensuring 

comprehensive area coverage and the effectiveness of patrol efforts. Maintaining 

discipline in patrol operations highlights the dedication of traffic police 

departments to upholding professionalism and ensuring that all areas within their 

jurisdiction are effectively monitored. 

4.2 Dashboard feature preferences 

The interview results on dashboard feature preferences among traffic police 

officers reveal a clear interest in key functionalities supporting patrol allocations. 

Participants were informed about a prototype dashboard and asked to share their 

expectations, which were categorised into five main themes: data-driven 

information, notice board functionality, device compatibility, a simple interface, 

and user guidance. 

Officers strongly preferred data-driven information, emphasising the need for 

accurate, data-backed insights to enhance decision-making by aligning with their 

field experiences. Notice board functionality was also valued for centralising 

important updates that complement existing communication tools like radios and 

WhatsApp groups. Device compatibility was highlighted as essential, allowing 

access across computers and mobile devices to ensure officers stay informed in 

various settings. 

A simple interface was consistently requested, reflecting the need for a user-

friendly design that supports quick and efficient decision-making in the field. 

Lastly, user guidance was deemed crucial, with officers advocating for built-in 

instructions to ensure all users can effectively navigate and utilise the dashboard. 

The following sections will explore these themes in more detail, discussing the 

specific preferences and expectations of the traffic police officers regarding the 

dashboard features and how they reflect their operational needs. 
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4.2.1 Theme 1: Data-driven information 

A prominent theme that emerged is the desire for the dashboard to have data-

driven information, which refers to information derived from data to extract 

insights and inform decision-making processes (Noshad et al., 2021). This desire 

reflects participants' need for accuracy and reliability in decision-making 

processes. Participants articulated that data-backed information enhances their 

practical experiences and ensures informed decisions. Integrating data-driven 

information into the dashboard was seen as a crucial element to bridge the gap 

between field experiences and analytical insights. For example, Participant B1 

suggested integrating practical knowledge and data: 

"It would be great if the dashboard could show data-based information 
because it could match our field experience well. Combining real-world 
insights I experience with data could improve our decisions on the field." 

The statement of B1 seems in line with the other officers’ quotes about tacit 

knowledge in section 4.1.4, where B1 appears to be drawing on his personal 

experience in the field to validate and interpret data. This statement suggests 

that B1 and possibly other officers rely on their tacit knowledge to make sense of 

and trust the data. B1's preference for data that aligns with "real-world insights" 

indicates that tacit knowledge is a factor in their decision-making process. B1 

believes that integrating tacit knowledge with data is crucial for improving 

decision-making. He suggests that a system combining both could enhance the 

process by leveraging the strengths of each. 

Similarly, Participant C1 highlighted the importance of accuracy: 

"I think the dashboard should provide accurate, data-backed information so 
that our decisions are based on reliable facts. Precision is crucial in our 
work, and trustworthy data such as the IRSMS is essential for making good 
public safety decisions." 

This statement underscores that the IRSMS is trusted by C1 and is seen as 

enhancing the reliability and effectiveness of decision-making, reinforcing the 

participants' trust in ICT platforms. C1 further explained: 

 
"When I say trustworthy, I mean data that aligns with our field observations 
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and operational needs. If the crash database meets these criteria, we rely 
on it confidently for decision-making." 

Participant A2 emphasised the value of valid databases: 

"It would be helpful if the dashboard used information from trusted 
databases such as the IRSMS because the accuracy of the data would make 
it more useful. The credibility of the data source would make our confidence 
in our decisions." 

Participant D3 underscored the necessity of accurate information: 

"I believe the dashboard should provide accurate data-driven information to 
ensure our decisions are well-informed and effective. Inaccurate data can 
lead to poor decisions, which in our context can have negative consequences 
for the public." 

Finally, Participant E2 reiterated the importance of trustworthy data: 

"I would suggest that the dashboard include precise, reliable data because 
it would improve our decision-making process and build confidence in our 
decisions. Trust in the data source is crucial for our success and maintaining 
high standards in our field." 

The consistent emphasis on the accuracy and validity of data across different 

participants highlights a collective understanding that data-driven insights are 

crucial for operational success. This theme also reflects a broader trend in various 

fields where data-driven decision-making is increasingly important for strategic 

and operational effectiveness. 

4.2.2 Theme 2: Notice board functionality 

Another identified theme is the preferences for a noticeboard within the 

dashboard. Participants indicated that a notice board would facilitate 

disseminating important information, complementing existing communication 

channels such as radios and WhatsApp groups. While WhatsApp groups are 

commonly used among officers, they are primarily for general communication, 

such as traffic information updates (section 4.1.1.2), rather than for distributing 

critical or sensitive information. The notice board was seen as a tool that could 

enhance coordination and information flow by providing a more formal and 
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centralised platform for essential updates. Participant E1 suggested the potential 

utility of this functionality: 

"It would be really helpful if the dashboard could have a message board to 
broadcast information, complementing our radios and WhatsApp group. 
Having all relevant information in one place would be very convenient." 

This quote emphasises the convenience of centralising all relevant information in 

one place. E1 believed a notice board could enhance communication efficiency by 

providing a single, accessible platform for essential updates. 

Participant B3 pointed out the practical application: 

"A feature that delivers important information would be handy for 
coordinating our efforts in the field. This would ensure everyone is on the 
same page and can respond promptly to critical situations." 

This perspective highlights the practical application of a notice board in 

coordinating efforts within the field. It underscores the importance of having a 

reliable tool to ensure everyone is aligned and can respond promptly to critical 

situations. 

Finally, Participant C2 emphasised the efficiency benefits: 

"By having a centralised notice board, we could reduce the time spent 
checking multiple communication platforms. It would streamline our 
workflow and allow us to quickly access the most current and relevant 
updates without missing crucial information." 

This quote focuses on the efficiency benefits of a centralised notice board. 

Reducing the time spent checking multiple communication platforms could 

streamline workflows and improve the speed at which critical information is 

accessed. 

These results reveal a strong consensus among interviewees about the need for a 

notice board within the dashboard, with multiple quotes reflecting a similar 

recognition of its potential benefits. This response similarity suggests a shared 

understanding of the value of centralising communication, even though these 

quotes were drawn from individual interviews (section 3.9). This recurring theme 

across separate interviews highlights its perceived value, likely from shared 
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operational experiences. While prior discussions within their stations may have 

influenced the idea, its consistent mention across different participants 

underscores its relevance and potential benefits. 

4.2.3 Theme 3: Device compatibility 

The need for device compatibility was also highlighted, reflecting the participants' 

desire for accessibility across various devices. This theme ensures that the 

dashboard can be used effectively on computers and mobile devices, adapting to 

different screen sizes and orientations. This theme was underscored by Participant 

D2, who highlighted the practical need for cross-device functionality in their work.  

"Being able to use the dashboard on both a smartphone and a desktop is 
beneficial for our work. At the office, we have PCs with large screens, but 
a phone's portability is key in the field. Therefore, I think the dashboard 
should adapt well to different devices." 

Accessing the dashboard on various devices was seen as a critical factor in ensuring 

that officers could remain informed and effective regardless of their location. 

Participant B1 suggested this need succinctly: 

"It would be helpful if the dashboard worked well with mobile devices so we 
can check it on the go and stay updated even when we are not at our desks. 
This kind of flexibility is crucial for our work." 

Participant B3 expressed a similar preference: 

"If possible, it would be great if we could use the dashboard on our phones 
because it would make things easier and more accessible during field 
operations. Being able to access important information on a phone would 
help us respond faster." 

Participant A2 also noted the importance of accessibility: 

"The dashboard should be easy to use on both computers and mobile devices, 
so we can get the information we need, no matter what device we have." 

Participant C2 emphasised the value of a seamless experience across devices: 

"Having a design that works well on different devices would make the 
dashboard useful in many situations, whether in the office or out in the 
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field. This would help make sure that all officers have the information they 
need, wherever they are." 

Participant E3 offered insight into the varied contexts in which the dashboard 

might be used, emphasising the importance of versatility in device compatibility: 

 "Sometimes we are in the office, and other times we are out in the field. 
Having a dashboard that's just as effective on a smartphone as on a desktop 
means we can always stay connected and make informed decisions, no 
matter where we are." 

This theme reveals the importance of flexibility in ICT applications, facilitating 

the use of the dashboard in diverse operational environments. The emphasis on 

mobile compatibility underscores the need for a seamless user experience that 

supports officers' mobility and on-the-go decision-making. This theme aligns with 

broader trends in ICT development, where user-centric design and cross-platform 

compatibility are increasingly prioritised to enhance usability and accessibility. 

4.2.4 Theme 4: Simple interface 

Participants consistently emphasised the need for a simple, user-friendly 

interface. This theme stems from the interviewees’ recognition that patrol 

officers may not have advanced technological skills, necessitating a 

straightforward and intuitive design. The importance of a simple interface was 

linked to the need for efficiency and ease of use in high-pressure environments. 

Participant B1 suggested the need for simplicity in practical terms: 

"It would be helpful if the dashboard provided straightforward and easily 
digestible. A complex interface could hinder the officers’ ability to respond 
quickly and accurately." 

Participant B3 stated: 

"The dashboard should be simple and easy to understand for patrol officers 
in the field so they can combine the information with their field experience. 
Simplicity is key to making sure the dashboard is a helpful tool and not an 
extra hassle." 

Participant C1 provided further clarity: 
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"I think it is important for the dashboard to have a simple interface because 
We are not used to complicated and cluttered visualisation. An intuitive and 
user-friendly design would make sure it is widely used and effective." 

Participant D1 wished for a straightforward solution: 

"A simple, modest, and easy-to-understand version of the traffic crash 
database would be very helpful for our daily work. The focus should be on 
providing clear and concise information that can be quickly understood and 
used." 

Participant D2 echoed the sentiment, stressing the need for simplicity to enhance 

productivity: 

"The simplest interface possible is what we need. It would help us focus on 
our main tasks without getting bogged down by unnecessary complexity, 
such as a dashboard with too many boxes containing too much information." 

Participant E2 pointed out the significance of a familiar and intuitive interface: 

"A familiar and easy-to-understand dashboard is essential for usability. It 
would ensure officers can quickly learn and use the system without much 
training, minimising the learning curve and maximizing efficiency." 

This theme indicates that an accessible and easily navigable interface is critical 

for ensuring that all users can effectively utilise the dashboard, regardless of their 

technical proficiency. The repeated call for simplicity highlights a collective 

demand for practicality and ease of use in the dashboard interface design. This 

theme aligns with user-centred design principles, prioritising end users' needs and 

capabilities to create more effective and efficient ICT solutions. 

4.2.5 Theme 5: User guidance 

Finally, participants strongly preferred built-in user guidance to aid in the 

comprehension and use of the dashboard. This theme includes clear instructions 

integrated into the user interface to support all users, regardless of their 

familiarity with the system. The provision of user guidance was seen as essential 

for ensuring that all team members could use the dashboard effectively. 

Participant C1 suggested the inclusion of guidance: 
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"It would be helpful if the dashboard included built-in instructions, like 
simple guidance in a text box, to help our officers understand and use it 
efficiently. Providing clear and concise instructions would help users 
navigate the system easily and confidently." 

Participant C2 reiterated the importance of this theme: 

"A dashboard with built-in guidance would be an excellent addition, ensuring 
everyone can easily navigate and use it, regardless of their technical skills. 
Clear user guidance can make a big difference in usability." 

Participant C3 emphasised the need for simplicity in instructional design: 

"Including a plain, easy-to-read instruction box would guide users, ensuring 
the dashboard is usable for all officers and preventing confusion. Clear and 
straightforward instructions can help reduce errors and improve the overall 
user experience." 

Participant A2 also highlighted the value of user guidance: 

"Having built-in user guidance is crucial for getting new users up to speed 
and making sure everyone, from tech-savvy people to those less familiar 
with digital tools, can effectively use the dashboard. This feature would 
greatly improve overall usability." 

Participant D3 supported the inclusion of instructional elements: 

"A dashboard with built-in user guidance can make learning the system much 
faster and help officers become proficient quickly. Providing step-by-step 
instructions and tips can prevent common user mistakes and enhance 
efficiency." 

This theme highlights the necessity of instructional support to enhance usability 

and ensure that all team members can efficiently use the dashboard. The call for 

built-in guidance reflects a proactive approach to user support, aiming to minimise 

confusion and maximise efficiency in using the dashboard. This theme aligns with 

best practices in instructional design, which emphasise the importance of 

providing clear, accessible, and context-specific guidance to support users in 

effectively navigating and utilising new technologies. 
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4.3 Overview of the dashboard prototype 

This section provides an overview of the dashboard prototype, while all the details 

of the development and all the software codes are provided in Appendix B. The 

findings regarding Jakarta traffic police’s decision-making in their patrolling 

allocations (section 4.1), except the non-data related themes such as tacit 

knowledge (section 4.1.4) and adherence to protocol (section 4.1.6), were used 

to guide the dashboard’s content provision. In addition, all the feature 

preferences that were identified from the interview results (section 4.2) were 

adopted in the dashboard prototype (Figure 4.2). In the subsequent phase, the 

Jakarta traffic police's behavioural intention to adopt this dashboard will be 

examined. 

 

Figure 4.2 The dashboard prototype 
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The dashboard prototype provides traffic crash data from IRSMS to inform the 

police’s proactive traffic crash prevention efforts, which was decided based on 

the findings in section 4.1.1. The locations of crashes were visualised on a map to 

show where they occurred to inform the police where they might allocate their 

patrolling resources, as discussed in section 4.1.2. Various summaries of crashes, 

such as casualty percentages, hourly crash percentages, road type distribution, 

monthly crash data, and daily crash data, are visualised appropriately with bar 

and line charts to support their patrolling allocation, as discussed in section 4.1.3. 

In addition, crash prediction is visualised using a line chart and created using a 

Random Forest prediction model due to its widespread use in urban road safety 

studies, providing insights into crash prevention strategies (Ramya et al., 2019; 

Atumo, Fang and Jiang, 2022; Pourroostaei Ardakani et al., 2023). Finally, because 

the police allocate their patrolling resources based on their jurisdiction area 

(section 4.1.5), the dashboard provides a sidebar picker for selecting the area, 

year, and day of the crash data. 

Regarding the police’s dashboard feature preferences, especially the desire to 

have a data-driven dashboard (section 4.2.1), the IRSMS crash data were 

integrated into the development process. A notice board feature (second 

preference in section 4.2.2) was added to the dashboard in the top right corner in 

the “tentang aplikasi/ about” box. The dashboard has a fluid interface that can 

automatically adjust to different screen sizes to facilitate the police’s 

preferences, as described in section 4.2.3. The dashboard interface was designed 

to be as simple as possible during the development to facilitate the preferences 

in section 4.2.4. The preferences for user guidance were facilitated by a feature 

where an additional information pop-up appears if the user hovers a cursor (on a 

computer) or taps (on a mobile device) over any content box. Finally, the 

dashboard includes an optional location-tracking feature, which displays the 

user’s current location on a map which can be turned off.  

4.4 Summary of chapter 

This chapter provides the results from the requirement elicitation sessions in this 

phase, focusing on Jakarta traffic police leaders' decision-making processes for 

patrolling allocations and their dashboard feature preferences. The analysis 

identifies key themes in decision-making for patrolling allocation. Proactive traffic 
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crash prevention is a significant focus, with officers utilising crash data to inform 

strategies and enhance road safety. Real-time traffic monitoring tools like Google 

Maps and Waze help officers respond to hazards promptly. Public awareness 

campaigns use crash data to influence driver behaviour positively. 

Visual data for strategic patrol allocation is essential. Officers desire to visualise 

crash data on maps to identify high-risk areas and deploy resources effectively. 

Simplified data summaries and predictive analytics enhance patrol planning by 

making data more accessible and actionable. Tacit knowledge, derived from 

officers' personal experiences and intuitive insights, complements data-driven 

approaches, enriching decision-making. Strict adherence to protocols ensures 

consistency and reliability in patrol operations, with regular performance 

evaluations based on empirical data. 

Regarding dashboard feature preferences, officers strongly desire accurate, data-

driven information to improve decision-making. A notice board within the 

dashboard would centralise communication, enhancing coordination. Device 

compatibility is crucial, allowing access to both computers and mobile devices. 

Considering the varying technological skills among officers, a simple, user-friendly 

interface is necessary. Built-in user guidance is also essential for navigation and 

effective dashboard use. 

The dashboard prototype was developed based on these findings, excluding tacit 

knowledge and strict protocol adherence. It integrates IRSMS crash data to support 

proactive crash prevention and visualises crash data on maps for strategic resource 

deployment. Various crash data summaries and predictive analytics are provided. 

The dashboard includes a sidebar picker for selecting crash data by area, year, 

and day. Regarding identified feature preferences, the prototype incorporates 

data-driven information, a notice board, and compatibility with computers and 

mobile devices. The interface is simple and user-friendly, with built-in user 

guidance through pop-up information boxes. An optional location-tracking feature 

displays the user’s current location on a map. 

This chapter concludes the requirement elicitation phase, except for the 

discussion section, which will be provided later in Chapter 7 to maintain the thesis 

flow. The findings shaped the development of a dashboard prototype tailored to 
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Jakarta traffic police leaders' needs. By focusing on proactive crash prevention, 

strategic patrol allocation, and data analytics, the dashboard aims to inform 

decision-making and operational efficiency. The next chapter transitions to the 

adoption intention examination phase, evaluating the behavioural intention of 

Jakarta traffic police officers to adopt the dashboard. 
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Chapter 5 Adoption intention examination 
methods  

5.1 Introduction 

This chapter describes the methods used in the adoption intention examination 

phase. This phase investigates Jakarta traffic police officers’ behavioural 

intention to adopt a dashboard for their traffic patrol allocation. In this context, 

the dashboard is intended as an ICT example. A set of hypotheses is developed by 

exploring the police’s perceived motivation factors for ICT usage. The current 

study phase is depicted in Figure 5.1.   

 

Figure 5.1 Current survey phase 

 

Section 5.2 provides the research questions and objectives. Section 5.3 provides 

the hypothesis development. Section 5.4 provides the developed hypotheses. 

Section 5.5 outlines the data collection. Finally, section 5.6 provides the 

analytical methods to process the data obtained.  

5.2 Research questions and objectives 

RQ3: What factors are perceived as motivating government employees' 
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RQ4: "What are the relationships between identified motivational factors 

and the behavioural intention of government employees to adopt ICT, and 

how do these findings contribute to the refinement of ICT adoption theories 

in public sector settings?"  

The objectives for this phase are: 

O1: To explore the factors perceived as motivating government employees' 

adoption of ICT tools through semi-structured interviews analysed using 

thematic analysis and to use these insights to inform the understanding of 

technology acceptance in the public sector. 

O2: To examine the relationships between identified motivational factors and the 

behavioural intention of government employees to adopt ICT through a survey 

analysed using structural equation modelling (SEM) to refine ICT adoption theories 

in public sector settings. 

This phase aims to provide empirical insights into the factors that promote or 

hinder ICT adoption in urban government settings, which is critical for improving 

public service delivery and operational efficiency. By exploring and examining the 

motivational factors and their relationship to employees' behavioural intentions, 

this research clarifies the key drivers and barriers to ICT adoption. These findings 

inform the refinement of ICT adoption theories for the public sector and help 

develop strategies that align with the specific needs of government employees, 

enhancing the likelihood of successful technology integration. 

5.3 Hypothesis development 

This study phase builds on the insights from qualitative interviews that explored 

key contextual factors influencing ICT adoption within the Jakarta Traffic Police. 

The qualitative findings informed the design of the quantitative survey by 

identifying relevant factors and refining the questionnaire items to reflect the 

operational realities faced by the participants. The quantitative phase 

subsequently examined the relationships between these identified factors and the 

intention to adopt the ICT tool using a structured survey approach. After the police 

leaders tried the dashboard prototype in the dashboard validation sessions, they 
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were asked what factors they perceived would motivate them to use ICT, such as 

the dashboard. Their answers were then analysed and compared to the existing 

ICT adoption literature to identify possible similar factors that can be adopted for 

developing this phase’s hypotheses. This multi-method approach was used to 

consider the distinct characteristics of public organisations and government 

employees when it comes to ICT adoption (Gil-Garcia and Pardo, 2006; Venkatesh, 

Brown and Bala, 2013; Bano and Zowghi, 2015; Barile et al., 2018; Rehouma and 

Hofmann, 2018). 

It is acknowledged that the survey participants might only access the dashboard 

prototype briefly before participating. Regarding this matter, technology 

acceptance theories such as TAM, UTAUT, and their extended versions, have been 

extensively used to understand the adoption and usage of various technologies 

across different contexts, including those that are used only once or for a short 

duration (Dwivedi et al., 2019; Greener, 2022). In addition, these theories have 

been frequently employed to assess nascent technologies, such as those in the 

pre-deployment or prototype stages like the dashboard prototype of this study. 

To anticipate potential future user actions, researchers often modify survey 

questions by incorporating terms like "may" (e.g., "Using augmented reality may 

enhance users' understanding of archaeological spaces"), "will" (e.g., "If the 

system is adopted, it will likely increase promotion opportunities"), or "predict" 

(e.g., "Users predict they would regularly employ the proximity tracing app if it 

were accessible") (Marto et al., 2019; Trkman, Popovič and Trkman, 2021; 

Monteiro et al., 2022). 

Designing a questionnaire aligned with established theories or previous research 

is crucial for obtaining accurate data and increasing response rates, thereby 

thoroughly addressing the research questions (Robson, 2002; Saunders, Lewis and 

Thornhill, 2009; Saunders and Townsend, 2016). Questionnaire items from seminal 

and other relevant studies that utilised established models such as the Technology 

Acceptance Model (TAM), Innovation and Diffusion Theory (IDT), Unified Theory of 

Adoption and Use of Technology (UTAUT), and User Experience Questionnaire 

(UEQ) were incorporated and modified to the survey setting with minor linguistic 

adjustments. Modifying questionnaire items necessitates validation testing to 

guarantee the validity and reliability of the alterations, such as internal 
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consistency and construct validity assessments (Parmenter and Wardle, 1999; 

Singh et al., 2011; Kliemann et al., 2016). The reliability and validity tests of the 

survey items were conducted in the subsequent data analysis, which will be 

discussed in section 5.6.5. 

All the interview findings of this phase were used as variables in developing the 

hypotheses (sections 5.3.1 and 5.3.2) to evaluate the Jakarta traffic police’s 

dashboard adoption intention comprehensively. In addition, no additional 

variables were included to ensure the hypotheses are contextual and also to 

adhere to the parsimony principle, favouring simplicity and minimal assumptions 

to prevent speculative theories and reduce the complexity of questionnaires, 

which are linked to higher response rates (Whetten, 1989; Weger, 2019; Burgard, 

Bošnjak and Wedderhoff, 2020; Wu, Zhao and Fils-Aime, 2022). This approach was 

particularly pertinent for this phase’s online survey format, which is known for its 

lower participation rates than telephone or in-person methods (Cook, Heath and 

Thompson, 2000; Nulty, 2008). Considering the survey data will undergo 

quantitative analysis using Structural Equation Modelling (SEM), where adding 

variables diminishes statistical power, parsimony was essential (Cohen, 1977; 

Westland, 2010; Button et al., 2013). 

The following sections present the interview findings and related questionnaire 

items developed for the survey. Technology acceptance variables include four 

main factors: interoperability expectations, social incentives, social influence, 

and privacy concerns. Interoperability expectations highlight the need for 

seamless integration between different systems used by the police. Social 

incentives emphasise the role of recognition from peers and superiors in 

motivating technology adoption. Social influence shows that officers are more 

likely to use ICT if it is supported within their team. Privacy concerns focus on 

worries about continuous location tracking and data security. User experience 

variables cover preferences for innovative technology, leading-edge technology, 

speed, and supportive functionality. The survey will assess how these factors 

influence officers' behavioural intention to adopt the dashboard. 
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5.3.1 Technology acceptance variables 

The following sections describe the interview analysis results and corresponding 

survey questionnaire items. Based on the interviews with the Jakarta traffic 

police, four factors were derived from the theories in the technology acceptance 

study field, namely interoperability expectations, social incentives, social 

influence, and privacy concerns. The survey will measure these factors using a 7-

point Likert scale commonly used in technology acceptance studies (Rogers, 1962; 

Davis, 1986; Ajzen, 1991; Venkatesh et al., 2003). The scale captures subtle 

differences in user perceptions and attitudes, which is crucial for understanding 

technology acceptance (Hayotte et al., 2020). The 7-point Likert scale used in this 

study is defined as follows: 1 corresponds to 'Strongly Disagree,' 2 to 'Disagree,' 3 

to 'Slightly Disagree,' 4 to 'Neutral,' 5 to 'Slightly Agree,' 6 to 'Agree,' and 7 to 

'Strongly Agree’. 

5.3.1.1 Interoperability expectations 

Interoperability expectations emerged as a factor for ICT usage among Jakarta 

traffic police. Interoperability, as defined by Whitman, Santanu and Panetto 

(2006) and Handley (2013), refers to the seamless communication and data 

exchange between various systems, devices, or platforms. This capability is 

essential in complex operational environments like traffic management, where 

data from multiple sources must be integrated quickly and accurately to inform 

decision-making processes. Participants highlighted the importance of 

interoperability in their roles. For example, A1 noted,  

"It would be a huge help if the traffic crash record system could talk directly 
with the driver's license database. This way, we would not waste time 
jumping between different databases."  

This comment highlights the inefficiencies caused by fragmented systems and the 

potential benefits of a more integrated approach. E3 reinforced this by pointing 

out,  

"Right now, it is a hassle switching between systems just to piece together 
information on one incident,"  
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emphasising the operational friction and potential for human error when dealing 

with disjointed data sources. Participant B4 expanded on this point, suggesting, 

 "If these systems could sync up, it would make our work much smoother," 

indicating that integrated systems would enhance workflow efficiency and data 

reliability. Participants A2, B1, and B3 expressed a clear preference for 

interoperable applications over standalone ones. B3 explained in more detail,  

"I prefer apps that can work together instead of standalone ones because 
they make my job much easier. Instead of juggling multiple platforms, I can 
focus more on important tasks like analysing traffic patterns and planning 
patrols."  

This preference for interoperability underscores the need for cohesive systems 

that facilitate their workflow. Participant C3 added,  

"Switching between different apps to get related data is a pain. Integrated 
systems let us see everything in one place and make better decisions."  

These collective insights underscore the value of user-friendly, integrated systems 

in their daily operations, enhancing their ability to perform their duties more 

effectively. 

Their expectations for such interoperable features can be linked to several 

technology acceptance theories, such as the UTAUT’s facilitating conditions (FC) 

factor, which is the unification of the IDT’s “compatibility” and TAM’s “perceived 

usefulness” factor (Rogers, 1962; Davis, 1986; Venkatesh et al., 2003). The FC 

factor was defined as the degree to which an individual perceives that the 

organisational and technical infrastructure exists to support the system's use 

(Venkatesh et al., 2003) and is measured by items such as: 

• “The system is compatible with other systems I use”(Venkatesh et al., 
2003),  

• “DHIS2 is compatible with other systems that I use at work” (Karuri, 
Waiganjo and Orwa, 2014). 

Therefore, the survey items were designed to measure the interoperability 

expectations among Jakarta traffic police. The interview results underscored the 
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operational challenges and preferences for interoperable systems, further 

justifying the focus on interoperability expectations. These insights highlighted 

the importance of interoperability in their daily operations, justifying its further 

investigation in the survey. 

This approach assumes that user expectations are crucial in the initial acceptance 

of new technology, as outlined in the UTAUT’s facilitating conditions (FC) 

(Venkatesh et al., 2003). The FC factor within the UTAUT framework combines 

the concepts of compatibility from the Innovation Diffusion Theory (IDT) (Rogers, 

1962) and perceived usefulness from the Technology Acceptance Model (TAM) 

(Davis, 1986). It specifically addresses the degree to which individuals believe the 

necessary organisational and technical infrastructure is in place to support the 

system's use. This is particularly relevant for the Jakarta traffic police, as their 

work relies heavily on integrating and compatibility with various systems to 

manage traffic effectively. 

Although the dashboard's prototype state limited the ability to measure actual 

interoperability, the survey attempts to capture the perceived importance of this 

feature among Jakarta traffic police officers to provide insights into user needs 

and priorities. The expectations gathered through the survey could provide a 

foundational understanding of what users require for the system to be deemed 

valuable and compatible with their existing workflows. While the survey does not 

measure the impact of unmet expectations on long-term adoption, it could 

provide a foundational understanding of user requirements, which is critical in the 

early stages of technology implementation and iterative development processes. 

Based on this purpose, the adopted survey items were adjusted to measure user 

expectations by utilising two items: 

1. The dashboard should be able to communicate with other technologies I use 

(coded as questionnaire item inter1) 

2. The dashboard should be able to share data with other technologies I use 

(inter2) 

Since significant modifications were made to the adopted survey items to capture 

the expectations of the Jakarta traffic police, these survey items will be first 
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analysed through Exploratory Factor Analysis (EFA), which will be explained in 

section 5.6.2.1. EFA will help explore and identify these modified items' 

underlying structures without predefined assumptions (Henson and Roberts, 2006; 

Worthington and Whittaker, 2006). After establishing the new factor structure 

through EFA, Confirmatory Factor Analysis (CFA) (which will be explained in 

section 5.6.2.2), which can confirm and validate the structure (Brown, 2015), will 

be performed. This two-step approach ensures that the modified items accurately 

measure the intended constructs and provide reliable results for the study (Byrne, 

2016; Kline, 2023). 

5.3.1.2 Social incentives 

The interview results highlighted the role of recognition and social incentives in 

motivating the use of ICT among Jakarta traffic police participants. As defined by 

Nguyen-Van, Stenger and Tiet (2021), social incentives motivate individuals to 

adopt particular behaviours in alignment with social norms or intrinsic/extrinsic 

motivations. These incentives range from peers and superiors' recognition, 

appreciation, and respect. Participant B1's statement illustrated the impact of 

social recognition:  

"I think social factors influence whether officers use ICTs or not, especially 
when commanders show appreciation or give recognition. When we know our 
efforts are noticed, it makes us want to keep using these tools."  

This highlights the importance of social validation and its impact on ICT 

engagement, reflecting the broader organisational culture where recognition from 

leadership can drive behavioural change. Similarly, Participant C2 remarked on 

the effect of acknowledgement from supervisors, stating,  

"Acknowledging usage can boost ICT adoption because officers want 
recognition from the office. When our supervisors see and appreciate our 
use of ICT, it encourages us to engage more with these systems."  

This suggests that feedback mechanisms can enhance ICT adoption by fostering a 

sense of accountability and appreciation. Additionally, Participant D3 emphasised 

the role of respect, saying,  
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"Officers are motivated to use ICTs effectively to earn respect, show 
discipline and obedience. Knowing that our usage of these tools is 
acknowledged and valued can really motivate us."  

These insights suggest that fostering a supportive environment where ICT usage is 

regularly recognised and rewarded can significantly enhance adoption rates. The 

findings align with broader theories of organisational behaviour, which posit that 

recognition and social incentives are powerful tools for driving technological 

adoption (Vallerand, 2000; Venkatesh and Bala, 2008). The participants 

articulated how recognition and appreciation from their colleagues and superiors 

influenced their intention to use ICT tools. This finding underlines the role of social 

incentives in driving ICT usage within the Jakarta traffic police force. 

Past studies have identified incentives as influential factors for the intention and 

usage of ICTs (Leonard-Barton and Deschamps, 1988; Compeau and Higgins, 1995; 

Compeau, Higgins and Huff, 1999; Taherdoost, 2018). These studies used questions 

such as: 

• If I use the system, I will increase my chances of being promoted 

• If I use the system, I will increase my chances of getting a raise   

Therefore, the survey used two items to measure the social incentive factor: 

1. If I use the dashboard, I will increase my chances of being appreciated (this 

survey question was coded as questionnaire item incen1) 

2. If I use the dashboard, I will increase my chances of being recognised 

(incen2) 

5.3.1.3 Social influence 

Social influence was another factor identified in the participants' responses. Social 

influence theory, as articulated by Cialdini and Goldstein (2004), posits that 

individuals often conform to the behaviours and attitudes of their peers to gain 

acceptance and maintain social harmony. In the context of the Jakarta traffic 

police, this dynamic is particularly evident. Participant B3 provided an illustrative 

example, mentioning,  
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"I am more likely to use an ICT if my coworkers use it too because it makes 
me feel like part of the team. It is important for me to stay in sync with my 
team, and using the same tools helps us work better together."  

This reflects how peer usage of ICTs creates a normative environment encouraging 

others to adopt similar practices. Participant C1’s statement further underscored 

this point, noting,  

"If the organisation starts using ICT for our work, I think using it shows that 
we are disciplined and cooperative with the organisation. It shows that we 
are all on the same page and committed to our duties."  

This highlights the role of collective compliance in fostering a disciplined and 

cohesive work environment, indicating that social influence is not only about 

conformity but also about demonstrating collective responsibility and 

commitment to organisational goals. 

These observations align with theories that posit social influence is a critical 

determinant of ICT adoption (Venkatesh et al., 2003; Crawford et al., 2020). The 

social dynamics within the Jakarta traffic police suggest that creating a culture of 

collective ICT usage can enhance overall adoption rates and improve the 

effectiveness of these technologies. 

Despite limited interaction with the prototype, the survey's decision to measure 

social influence is grounded in the specific characteristics of the participants and 

supported by the technology adoption literature. Interviews with the Jakarta 

police revealed a tendency to align with their peers' use of ICTs, which fosters 

team cohesion and organisational discipline. This underscores the importance of 

social factors in their work environment, making assessing social influence crucial. 

According to the Technology Acceptance Model (TAM) and its extended version 

(TAM2), as discussed by Davis (1989) and Venkatesh and Davis (2000), perceived 

usefulness, ease of use, and subjective norms can be measured even from brief 

interactions. Similarly, Rogers' Diffusion of Innovations theory (1962) and Moore 

and Benbasat (1991) emphasise that early adopter opinions, even with limited use, 

are crucial to understanding adoption behaviours. 

Social influence in technology acceptance often comes from perceptions and 

subjective opinions rather than fully established experiences. Studies such as 
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Ajzen's Theory of Planned Behaviour (Ajzen, 1991) show that subjective norms and 

perceived social pressures can be assessed in early stages or hypothetical scenarios 

(Venkatesh et al., 2003; Venkatesh, Thong and Xu, 2012). Even with limited 

exposure, initial perceptions play a significant role in shaping adoption intentions, 

and the survey aimed to capture these early impressions, acknowledging that they 

may evolve. The literature supports the view that brief prototype interactions 

provide valuable insights into social influence, as early perceptions strongly 

predict future technology adoption behaviours (Venkatesh et al., 2003; Cialdini 

and Goldstein, 2004; Venkatesh, Thong and Xu, 2012).  

Past studies used survey items to measure social influence (Venkatesh et al., 

2003), such as: 

• People who are important to me think that I should use the system. 

• People who influence my behaviour think that I should use the 
system. 

• In general, my organisation will support the use of the system. 

Based on the literature, the survey utilised three items to measure the social 

influence factor: 

1. People who are important to me think that I should use the dashboard (this 

survey question was coded as questionnaire item influ1) 

2. People who influence my behaviour think that I should use the dashboard 

(influ2) 

3. In general, my organisation will support the use of the dashboard (influ3) 

5.3.1.4 Privacy concerns 

The next factor relates to privacy concerns. Privacy concerns reflect users' worries 

about the privacy of their information and pertain to data protection against 

unauthorised access and breaches (Dinev, Hart and Mullen, 2008). These concerns 

can significantly influence users' trust in ICT systems and willingness to share data 

(Joinson et al., 2010). Privacy is crucial in the public sector, where sensitive 
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information is frequently handled. Some participants noted that continuous 

location tracking can make them feel uneasy and watched. Participant A1 

explained this concern, stating,  

"I worry about privacy when using applications if I know they have continuous 
location trackers that cannot be turned off. It feels like I am constantly 
being watched, which is pretty uncomfortable."  

This highlights the discomfort and lack of privacy control felt by the participants. 

A2 shared a similar sentiment, describing,  

"GPS location tracking on devices makes me feel like I am being monitored, 
especially when it cannot be switched off. I get why it is needed sometimes, 
but it is not always necessary and can feel invasive."  

This statement underscores the importance of having control over privacy settings 

and the need for transparency regarding data usage. Some participants indicated 

they would use an application only if they were confident their privacy would be 

protected. Participant E3 emphasised,  

"I would only use an application if I knew my privacy was guaranteed. 
Trusting that my personal information and location data are secure is 
essential for me to feel comfortable using these tools regularly."  

This highlights the need for robust privacy protections to ensure user confidence 

and willingness to adopt new technologies. Ensuring privacy and data security can 

significantly influence the acceptance and usage of ICT systems among the 

officers, emphasising that privacy is a fundamental concern that needs to be 

addressed by developers and implementers of these technologies. 

It is worth noting that location tracking within the dashboard can also be seen as 

a positive feature for officer safety. Continuous tracking could provide effective 

monitoring and rapid response, especially in dangerous or remote situations (Ho, 

Silvers and Stainton, 2014), enhancing overall safety and support for traffic police. 

While privacy concerns are valid and must be addressed, the security benefits of 

location tracking may be valuable for officers, particularly in high-risk scenarios. 

Despite these considerations, it was decided to include privacy concerns in the 

survey. This decision was made to examine its potential relationship with the 
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behavioural intention to adopt the dashboard. Understanding how privacy 

concerns influence adoption behaviour will provide valuable insights into whether 

the discomfort associated with potential privacy invasions outweighs the benefits 

of safety and monitoring. 

Several technology acceptance studies have identified the influence of privacy 

concerns on intention to use ICT (e.g., Zhou, 2011; Dhagarra, Goswami and Kumar, 

2020; Trkman, Popovič and Trkman, 2021, 2023). These studies  used questions 

such as: 

• I am concerned that unauthorised people may access my personal 
information; I am concerned that health centres may collect too much 
personal information (Dhagarra, Goswami and Kumar, 2020). 

• I am concerned that the information I submit through the proximity 
tracing app could be misused; I am concerned that the developers or 
the proximity tracing application provider can find private 
information about me through the app (Trkman, Popovič and Trkman, 
2023).  

• It is risky to provide personal information to the system (Zhou, 2011). 

Based on the literature, two survey items were created to measure privacy 

concerns: 

1. I am concerned that the dashboard may constantly track my location (this 

survey question was coded as questionnaire item priv1). 

2. I am concerned that the dashboard may not guarantee my privacy (priv2). 

5.3.1.5 Demographic 

The questionnaire also requested demographic information from participants, 

namely age, working experience, and educational background, since they have 

been utilised in most technology adoption studies as control variables and can 

provide insights about the survey participants (Damanpour and Schneider, 2006; 

Rana, D Williams and Kumar Dwivedi, 2012; Rana, Dwivedi and Williams, 2013; 

Rehouma and Hofmann, 2018). Since Jakarta patrol police officers are all male. 

The Jakarta traffic police’s administrative office informed that this gender 

demographic is expected in the Indonesian police on duties that require night 
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shifts unless they have a limited number of male officers. Therefore, the survey 

did not incorporate a gender variable in the questionnaire. 

5.3.2 User-experience variables 

The interview results revealed that several factors that the police perceive would 

motivate them to use ICT, such as the dashboard, are related to user experience. 

It has been suggested that technology acceptance theories, which primarily focus 

on the relationship between information systems and user performance, are 

inadequate for capturing contextual factors and user experiences influencing 

technology adoption (Mosweu and Bwalya, 2018; Rehouma and Hofmann, 2018; 

Graeber et al., 2023). Integrating user experience perspectives can provide a more 

comprehensive understanding of factors affecting technology acceptance and user 

experience (Hornbæk and Hertzum, 2017; Graeber et al., 2023).  

Recent studies also suggest including user experience (UX) factors to measure 

satisfaction with ICT, as UX has been found to positively influence technology 

adoption (Hornbæk and Hertzum, 2017; Mlekus et al., 2020; Pallot et al., 2020). 

UX evaluation models, such as the Modular Evaluation of Key Components of User 

Experience (meCUE), Attractive Differential (AttrakDiff) perceived attractiveness 

measurement, and the User Experience Questionnaire (UEQ), have been used in 

human-technology interaction studies to assess user experience in government ICT 

applications (Lallemand and Koenig, 2017; Forster et al., 2018; Baumgartner, 

Sonderegger and Sauer, 2019; Díaz-oreiro et al., 2019; Diáz-Oreiro et al., 2021). 

While traditional technology acceptance models focus on usability, efficiency, and 

effectiveness (Davis, 1986; Hassenzahl, Burmester and Koller, 2003; Venkatesh et 

al., 2003; Venkatesh, Thong and Xu, 2012), UX looks at the whole user experience 

to identify elements that contribute to positive interaction (Hassenzahl, 

Diefenbach and Göritz, 2010). Considering both perspectives provides a complete 

understanding of the factors influencing technology acceptance and user 

satisfaction (Hornbæk and Hertzum, 2017; Mlekus et al., 2020). 

The following sections describe the interview analysis results and their 

corresponding survey questionnaire items regarding UX factors such as Innovative 

technology, Leading-edge technology, Speed, and Supportive functionality. 

However, while most technology acceptance studies use advanced statistical 
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methods such as Structural Equation Modelling (SEM) (Rehouma and Hofmann, 

2018; Alwabel and Zeng, 2021), most UX theories use summary statistics to obtain 

simple and immediate results of user experience (Laugwitz, Held and Schrepp, 

2008; Forster et al., 2018; Díaz-oreiro et al., 2019; Schrepp, 2019), such as an 

interface's overall satisfaction, appeal, or perceived quality (Hassenzahl and 

Tractinsky, 2006). A few studies incorporating UX factors to examine ICT adoption 

have also shown different outcomes (e.g., Deng et al., 2010; Mlekus et al., 2020; 

Idkhan and Idris, 2023). Therefore, this inconsistency in the literature necessitates 

an additional exploratory factor analysis before the UX variables are included in 

this study’s adoption intention examination, which will be described in section 

5.6.2.1  to ensure robustness. Finally, all the UX variables will be measured using 

a 7-point semantic differential scale, which is the commonly used measurement 

in user experience studies (Schrepp, 2019; User Interface Design GmbH, 2022). 

5.3.2.1 Innovative technology 

Innovative technology, which refers to the intentional introduction and 

application of new ideas, processes, products, or procedures designed to benefit 

individuals, groups, or society significantly (Oberender et al., 1999), emerged as 

a motivating factor for ICT usage among participants. The appeal and impact of 

adopting ICT tools and applications that offer novel features and capabilities can 

significantly improve operational efficiency and effectiveness (Wells et al., 2010; 

Bibri and Krogstie, 2017b). Participant B1 expressed his personal preference for 

innovative technologies, stating,  

"I am always interested in trying out innovative ICTs. For instance, today’s 
virtual and augmented reality technologies keep me engaged. These 
technologies offer new ways to visualise data and interact with information, 
which can be very exciting and useful in our work."  

This enthusiasm for new technologies indicates a proactive approach to embracing 

tools that can potentially enhance their operational effectiveness. C2 echoed this 

sentiment, adding,  

"In my opinion, innovation is a sign of good ICT. It shows that the developer 
is creative and trying to provide better solutions. Innovative tools often 
have features that solve problems more effectively and make our tasks 
easier."  
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This statement underscores the practical benefits of innovative ICTs, suggesting 

that officers appreciate technologies that introduce novelty and improve task 

efficiency and problem-solving capabilities. 

These findings suggest that promoting innovative technologies within the police 

force can drive greater ICT adoption. Encouraging officers to experiment with and 

provide feedback on new technologies can foster a more engaged and forward-

thinking workforce. Innovative technology can be related to the UEQ’s novelty 

factor, which encompasses innovation, leading edge, and several other dimensions 

(Laugwitz, Held and Schrepp, 2007). The survey adopted a UEQ question to 

investigate innovativeness using seven-point semantic differential scales. A 

preface was given to ensure clarity and consistency in responses to the scale item, 

accounting for variations in understanding innovation concepts based on individual 

perspectives and assessment context (Wells et al., 2010). The following question 

was used in the survey: 

Please evaluate the dashboard that you have tried. I think the dashboard is: 

Innovative >< conservative (coded as “innov”) 

5.3.2.2 Leading-edge technology 

“Leading edge” emerged as another factor perceived by the police that would 

motivate them to use ICT for work. This theme emphasises the importance of 

staying at the forefront of technological advancements to maintain competitive 

advantage and operational efficiency. While similar to innovative technology, 

leading-edge technology refers to adopting the most advanced and sophisticated 

technological solutions at a given time (Pech, 2015; Abdullah, 2023), while general 

innovation can be either incremental (improving existing systems) or disruptive 

(creating entirely new paradigms) (Charmsaz et al., 2018).  

Participant A2 highlighted the necessity of adopting the latest technologies, 

stating,  

"In today’s fast-paced world, staying updated with leading-edge 
technologies is beneficial. It ensures that we are using the most efficient 
and effective tools available, which can make a significant difference in our 
performance."  
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This statement underscores the perceived operational advantages of using the 

latest technologies, suggesting that staying current is crucial for maintaining high 

performance. 

C2 further illustrated the practical benefits, noting,  

"Leading-edge ICT like Google Workspace constantly adds new features. It 
helps my work processes a lot. These frequent updates mean we always have 
access to the latest tools and functionalities, which keeps us ahead." 

 E2's preference for leading-edge ICT applications, such as Tokopedia2, further 

exemplifies this point.  

"Using leading-edge platforms that are always improving ensures that we do 
not fall behind as technology moves forward,"  

This statement reinforces the idea that access to leading-edge technology is about 

current capabilities and futureproofing the organisation against technological 

obsolescence. While both themes highlight the importance of advanced 

technology, innovative technology focuses on new tools' novelty and problem-

solving capabilities, whereas leading-edge technology emphasizes continuous 

improvement and staying updated with the latest advancements. 

These findings suggest that emphasising innovative and leading-edge technologies 

can motivate officers to adopt new ICT systems. Highlighting how these tools can 

enhance their efficiency and effectiveness, whether through novel features or 

staying ahead of technological trends, can further drive adoption rates. 

Therefore, the survey utilised the following item adopted from UEQ (Laugwitz, 

Held and Schrepp, 2007): 

Please evaluate the dashboard that you have tried. I think the dashboard is: 

Leading-edge >< common (lead) 

 
2 Tokopedia is an e-commerce in Indonesia (www.tokopedia.com) 
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5.3.2.3 Speed 

Speed emerged as another factor in motivating ICT usage among participants. The 

police mentioned that fast ICT systems could support the rapid pace and 

immediate demands of police work. Participant B1 elaborated on this point, 

stressing,  

"The speed of application loading is crucial because it should not take too 
long to get information. We need to access data quickly, especially in critical 
situations where every second counts."  

This comment underscores the operational importance of fast ICT systems, 

particularly in time-sensitive scenarios. A1 reinforced this view, asserting,  

"(ICT) must be fast and responsive. Slow applications can mess up our 
efficiency and ability to do our jobs well."  

This highlights how slow systems can negatively impact productivity and job 

performance, suggesting that speed is critical to user satisfaction. Expanding on 

the speed factor, D3 remarked,  

"Slow applications can be frustrating and slow us down when we need to act 
fast. When the system lags, it can delay our response times, which is not 
preferable in our work."  

This perspective underscores ICT speed's tangible impact on operational 

effectiveness, highlighting how delays can affect their ability to respond promptly 

to incidents. Participant E2 emphasised the critical nature of speed in 

emergencies, noting,  

"Quick access to information is crucial during our duties, and slow ICT can 
be a real problem. In emergencies, delays from slow systems can have 
serious consequences."  

This highlights the potential risks of slow systems in emergency scenarios, where 

timely information access is critical. B2 added further context, stating,  

"Fast-loading ICT applications also reduce downtime during traffic stops and 
help us serve the public more efficiently. Quick systems let us complete our 
checks and processes without unnecessary delays, which improves overall 
service delivery." 
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This perspective expands the discussion to encompass the broader implications of 

speedy ICT usage, suggesting that fast systems can enhance public service and 

operational efficiency. Based on these findings, the survey utilised the speed 

factor item as one of the measurements of ICT user experience, which was 

adopted from the UEQ (Laugwitz, Held and Schrepp, 2007).  

Please evaluate the dashboard that you have tried. I think the dashboard is: 

Fast >< slow (speed) 

5.3.2.4 Supportive functionality 

Supportive functionality was a significant factor for the participants, indicating 

the importance of ICT systems that actively aid their daily tasks. A supportive ICT 

system is one that not only provides the necessary tools and information but also 

enhances the ability to perform duties effectively and efficiently (Goodhue and 

Thompson, 1995). Participant B1 provided an illustrative example, stating,  

"ICTs, including a dashboard, should support my daily tasks. For example, 
the ICT should effectively visualise and share information I need with my 
colleagues. It needs to do more than just store data; it should help us in our 
work."  

This highlights the expectation that ICT systems should actively contribute to task 

performance, not just passively store information. B2 discussed the conditionality 

of their ICT usage, explaining,  

"I am more likely to use an ICT if it really supports my job, especially in 
meeting my specific information needs. It becomes an essential tool if the 
system can help me track incidents more efficiently or provide real-time 
updates."  

This underscores the importance of tailored ICT systems to meet specific job 

requirements, enhancing their practical utility. Participants consistently 

acknowledged the pivotal role of supportive ICTs in the decision-making process. 

B3 noted,  

"With a supportive ICT, I can more efficiently identify potential crash 
locations, which helps me allocate resources better. This capability is 
crucial for making data-driven decisions and optimizing our patrol 
strategies."  
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This illustrates how supportive ICTs can enhance strategic decision-making by 

providing relevant and timely information. D3 emphasised this point, saying,  

"I am more likely to use ICT if it supports my decision-making. For instance, 
it can give valuable insights into crash locations and summary statistics when 
I am planning patrols. These insights help us be more proactive and effective 
in our actions."  

Here, the participant emphasises the role of supportive ICTs in enhancing decision-

making, mainly where timely and precise information is critical. Given the 

emphasis on the need for ICTs to be supportive, it was included as a survey item. 

The supportiveness item was adopted from UEQ: 

Please evaluate the dashboard that you have tried. I think the dashboard is: 

Supportive >< obstructive (support) 

5.3.3 Dependent variable: behavioural intention to use the 
dashboard 

The dependent variable of this quantitative phase was the behavioural intention 

(BI) to adopt the dashboard. BI refers to an individual's expressed likelihood or 

intention to engage in a specific behaviour or action in the future (Fishbein, 1979). 

BI is not directly measurable and has been treated as a latent construct and 

measured using several indicators (observed variables) in past studies (e.g., 

Venkatesh et al., 2003; Venkatesh, Thong and Xu, 2012; Al Nidawy et al., 2020; 

Nunes et al., 2022). The BI items in the survey were adopted from the UTAUT, 

only changing “the system” to “the dashboard”: 

1. I intend to use the dashboard for patrolling allocation (bi1) 

2. I predict I would use the dashboard for patrolling allocation (bi2) 

3. I plan to use the dashboard for patrolling allocation (bi3) 

5.3.4 Cognitive interviewing 

This study used cognitive interviewing, a method to evaluate survey questionnaire 

comprehension for content validity, which is essential for accurate measurement 
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of the intended construct (Drennan, 2003; Beatty and Willis, 2007; Schuler, Lenzi 

and Yount, 2011; Almanasreh, Moles and Chen, 2019; Aronson et al., 2021). This 

method involves individuals offering verbal feedback on draft survey questions, 

explaining their cognitive processes and identifying potential response errors, 

thereby ensuring the validity of the questions (Drennan, 2003; Willis and Artino, 

2013). Since the 1980s, cognitive interviewing has become widely accepted in 

academic, governmental, and commercial research organisations for its 

effectiveness in identifying and addressing issues in survey questions, particularly 

in understanding, responding to, and interpreting questions, especially on 

complex or sensitive topics (Drennan, 2003; Beatty and Willis, 2007; Sousa, Matson 

and Lopez, 2016; Goldenhar, Schwatka and Johnson, 2019). 

The cognitive interviewing process usually occurs in three stages (Dillman, 2007): 

1. Key Informant Interviews: Experts or individuals knowledgeable about the 

survey's topic provide initial feedback on the draft, identifying potential 

issues such as ambiguity or sensitive content (Beatty and Willis, 2007). 

2. Cognitive Interviews: A revised draft is presented to a small group of 

participants based on the initial feedback. The focus is on understanding 

participants' interpretation of the questions and any areas of confusion or 

misinterpretation (Presser et al., 2004; Willis and Artino, 2013). 

3. Pilot Testing: After refining the survey through cognitive interviews, the 

final version is assessed with a representative sample from the target 

population. This step ensures the survey's effectiveness and validity. If 

issues arise during this stage, the questionnaire is further revised before a 

full-scale deployment (Bryman, 2012). 

Ten Jakarta traffic police leaders from the previous requirement elicitation phase 

agreed to participate in the cognitive interviews conducted online via Zoom 

application. The sessions ranged from 45 minutes to one hour. They were invited 

to participate as key informants who understood the context of patrolling 

allocation. It was expected that they could reflect how the participants in the 

actual survey interpreted the questions.  
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Five Indonesian PhD students at UK universities were also invited to help identify 

possible misunderstandings in the survey translation by presenting them with the 

survey questionnaires with both the original English and the Indonesian translated 

survey. The inclusion decision was made because translation quality literature 

frequently highlights the need to engage bilingual persons with proficiency in both 

languages to guarantee precise translation and mitigate potential linguistic 

challenges (Brislin, 1970; Tsai et al., 2023). The students were asked about the 

clarity and were explained that several items of the survey questionnaire were 

derived from theories originally in English (Davis, 1986; Venkatesh et al., 2003; 

Laugwitz, Held and Schrepp, 2007).  

Since the survey participants’ native language is Indonesian, the questionnaire 

was translated into “Bahasa Indonesia” (Indonesian language). The survey items 

regarding interoperability expectations, privacy concerns, social influence, and 

social incentives derived from the technology acceptance theories adopted the 

questions’ wording of existing studies that employed these theories in Indonesian 

(e.g., Wang, 2016; Yumami, Budiyanto and Suyoto, 2018; Silaban et al., 2023). On 

the other hand, UX-related questions, such as innovativeness, leading edge, 

speed, and supportiveness items, used official translations provided by the original 

theory developers and are available for download on their website (Schrepp, 

2019). 

A thinking-aloud procedure was employed for the cognitive interviews, where the 

participants were asked to read the survey items individually and then told the 

researcher what they thought the questionnaire meant (Willis, 1999). The 

researcher asked participants to verbalise their thoughts while expressing their 

interpretations of survey questions (e.g., "Tell me what you are thinking... how 

did you arrive at this answer?"). These verbalisations provided valuable insights 

into the thought processes behind the participants' responses from their 

understanding of the questionnaire items. 

During the sessions, the researcher engaged in discussions with the participants, 

incorporating their suggestions. Seven participants suggested translating all the 

survey buttons and pop-up messages into Indonesian. Two participants suggested 

using phrases “at work” and “work-related technologies” in several questions, 

such as “this dashboard should be able to communicate with other work-related 
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technologies I use” and “people who are important to me at work think that I 

should use the dashboard” to avoid confusion. These suggestions were applied to 

these items: 

1. This dashboard should be able to communicate with other work-related 

technologies I use (inter1) 

2. This dashboard should be able to share data with other work-related 

technologies I use (inter2) 

3. People who are important to me at work think that I should use the 

dashboard (influ1) 

4. People who influence my behaviour at work think that I should use the 

dashboard (influ2) 

5. If I use the dashboard, I will increase my chances of being appreciated at 

work (incen1) 

6. If I use the dashboard, I will increase my chances of being recognised at 

work (incen2) 

One participant suggested employing reverse wording for several items to enhance 

response robustness, such as reversing “If I use the dashboard, I will increase my 

chances of being recognised” to “If I use the dashboard, I will decrease my chances 

of being recognised”. However, this recommendation was not implemented due 

to potential negatives, such as response biases where responders can 

misunderstand the negatively phrased items and the survey measures' internal 

consistency reliability is reduced (Barnette, 2000; Sauro and Lewis, 2011; van 

Sonderen, Sanderman and Coyne, 2013).  

Finally, a pilot survey was conducted with the ten police participants. This pilot 

survey was expected to ensure understanding and alignment of the survey items 

with the study objectives. The participants were requested to take the survey to 

assess the difficulty level in answering the questions and determine the 

approximate time needed to complete the test. All participants completed the 
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survey without any issues, and it took an average of seven to ten minutes. The 

complete survey questionnaire items are in Appendix C.  

5.4 Developed hypotheses 

The hypothesis development in this research integrated insights from interviews 

with Jakarta traffic police leaders and the factors from established technology 

acceptance and user experience theories. This approach offers a contextual 

understanding of ICT adoption in this research context. Based on these insights, 

the subsequent survey established hypotheses that the perceived ICT usage 

motivation factors and demographic characteristics of Jakarta traffic police 

officers influence their behavioural intention to adopt the dashboard, as depicted 

in Figure 5.2. 
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Figure 5.2 Research hypotheses
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5.5 Survey data collection 

After the hypotheses are established, this phase collects data through a survey, 

which employs standardised questionnaires to easily compare and collect detailed 

information on targeted subjects (Trochim and Donnelly, 2001; Nakash et al., 

2006; Roopa and Rani, 2012). This method is cost-effective for large population 

data collection, supports the analysis of various variables, and helps identify 

trends (Burns, 2000; Verschuren, 2003; Saunders, Lewis and Thornhill, 2009; 

Bryman, 2012; Pickard, 2013). The questionnaire used in this study was designed 

to gather demographic and perceptual data regarding the dashboard for patrol 

allocation, as depicted in Figure 5.2. Responses were collected using a seven-point 

Likert scale and a semantic differential scale for dashboard evaluation. A detailed 

version of the questionnaire is provided in Appendix C, which outlines the 

complete set of questions used to ensure comprehensive data collection and 

analysis. The following sections describe the sampling approach, sample size 

estimation, survey distribution, and data preparation. 

5.5.1 A priori sample size estimation 

Sampling in social science research, a process of selecting a subset of a population 

for practical and economic reasons, facilitates understanding group behaviour and 

inferring broader population characteristics from the sample (Kumekpor, 2002; 

Bhattacherjee, 2012). The chosen sampling strategy should match the research 

objectives and nature of the investigation, focusing on selecting individuals who 

can provide meaningful responses to the study questions  (Matthews and Ross, 

2010; Blaikie and Priest, 2017). This phase’s survey was intended to investigate 

whether the perceived motivation factors can be generalised within the context 

of the whole population of 2,181 officers of Jakarta traffic police who deal with 

patrolling activities.  

The survey data was analysed using a Structural Equation Modelling (SEM) method, 

which will be explained in section 5.6. This section outlines the method for 

calculating the necessary sample size for SEM, emphasising the importance of 

sufficient sample size or power for identifying genuine relationships (Cohen, 1988; 

Westland, 2010; Tabachnick, Fidell and Ullman, 2013; Wolf et al., 2013). Standard 

SEM guidelines suggest a minimum of 200 participants (Boomsma, 1982; Barrett, 
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2007) or ten observations per variable (Westland, 2010). However, it has been 

observed that many SEM studies, while adhering to this standard, neglected to 

predetermine the minimum effect size they aimed to detect, leading to 

inadequate sample sizes (Westland, 2010). 

This study phase targeted a minimum sample of 200 participants and calculated 

the necessary number based on the model with nineteen observed and six latent 

variables. Cohen's statistical power analysis (Cohen, 1988; Westland, 2010) guided 

the a priori sample estimation method. This approach involves two lower 

constraints on sample size in SEM: one based on the ratio of indicator variables to 

latent variables and the other considering minimal effect, power, and 

significance. Equation 1 describes the lower bound sample size for a structural 

equation model: 
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• j = number of observed variables 

• k = number of latent variables 

• ρ = estimated Gini correlation for a bivariate normal random vector 

• δ = anticipated effect size 

• α = Sidak-corrected Type I error rate 

• β = Type II error rate 

• z = a standard normal score 
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Equation 2 calculates the z score by using the Cumulative Distribution Function 

(CDF) of the normal distribution using the mean (μ) and standard deviation (σ) of 

a distribution. 

 

 erf(𝑥) =  
2

√𝜋
 ∫ 𝑒−𝑡2

𝑑𝑡
𝑥

𝑜
. 3 

Where: 

• µ = mean 

• σ = standard deviation 

• erf = error function 
 
The error function in Equation 3 calculates the CDF of a normal distribution. 

Equations 1, 2, and 3 provided the calculations for SEM’s appropriate sample size 

based on the number of latent variables, observed variables, statistical 

significance, statistical power level, and anticipated effect size. These formulae 

allow researchers to estimate the minimum sample size required for their SEM 

analysis based on several variables, including the number of observed and latent 

variables, the Gini correlation, the expected effect size, the significance level 

(α), and the intended power (1 - β). The formula incorporates the ratio of observed 

to latent variables and the intended effect size to determine the sample size 

necessary for obtaining reliable results in SEM analysis, considering the Type I and 

Type II error rates. 
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The statistical significance/ alpha (α) was set at 0.05, initially proposed by Fisher 

(1936) and has been widely adopted in statistical practices in social sciences. The 

statistical power level was set at 0.80, which is commonly accepted in statistics 

and considered adequate (Cohen, 1988; Maxwell, Kelley and Rausch, 2008; Field, 

2013). In other words, this quantitative study wished to have no less than an 80% 

chance of detecting a medium-sized effect if one is to be detected. 

Despite the lack of a universally accepted definition for "small," "medium," and 

"large" effect sizes, the researcher calculated the minimum sample size using 

Cohen's (1988) proposed conventions based on Cohen's d, a standardised measure 

of effect size: 

• Small Effect: Cohen's d = 0.20 

• Medium Effect: Cohen's d = 0.50 

• Large Effect: Cohen's d = 0.80 

Cohen (1992) also suggested choosing an effect size that is neither too small nor 

too large for practical purposes. Using Equations 1, 2, and 3, with the survey’s six 

hypothesised latent and nineteen observed variables, the minimum sample size 

determined by the lower bound size formulae was 177 for detecting large-size 

effects and 403 for small-size effects. These numbers were considered when 

running the survey.   

5.5.2 Survey distribution  

The survey was conducted online, which was preferred by the Jakarta traffic 

police administrative office. The office also helped distribute the survey 

questionnaire to the respondents. The links to the survey and the dashboard 

prototype were sent to Jakarta's traffic patrol police’s administration office for 

distribution to their officers. The administrative office, which had previously 

facilitated interviews on the requirement elicitation phase, was requested to 

circulate the survey link to 2,181 officers. The survey was conducted online 

through the Qualtrics application provided by the University of Glasgow. It 

provides automatic response collection in a database, offering advantages like 
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ease of administration and cost-effectiveness (Wright, 2006; Bryman, 2012; 

Qualtrics, 2021). 

The survey process was deployed on March 14th 2022. During the survey, the 

number of responses received was reported weekly to the administrative office, 

requesting them to send reminders. Finally, the survey ended on May 26th, 2022, 

when no new responses were received in several days. The final number of 

respondents was 714, constituting 32.7% of the target population. 

5.5.3 Survey data preparation 

The survey's data was prepared after being collected. This step involved retrieving 

the dataset from Qualtric's online survey platform. Initially presented in CSV 

format, the dataset was scrutinised to identify potential anomalies. During the 

examination, several irregularities were identified. Notably, the age column 

exhibited three observations over 100 years old, while an additional response 

indicated an age of merely two. These observations were deleted. 

In addition, a discrepancy was noted in the working experience duration column. 

It can be assumed that the participants entered the year they started rather than 

the total years of experience. There were three observations with 1990, 2004, and 

2006 inputs. These discrepancies were rectified by subtracting 2023 (the survey 

year) from these numbers. The survey items were formatted as ordinal variables. 

5.6 Analytical methods: Covariance-Based Structural 
Equation Modelling (CB-SEM) 

This section details the analytical methods of the survey data. The initial stage is 

a descriptive analysis, which provides a basic understanding and summary of the 

main characteristics of the dataset. The second stage uses an inferential statistical 

method to investigate the relationship between ICT usage motivation and 

demographic factors and the behavioural intention to adopt the dashboard among 

Jakarta traffic police officers.  

The perceived motivation factors for ICT usage were formed as latent variables or 

constructs. Latent constructs refer to conceptual or theoretical structures that 

are not immediately observable but are believed to have an impact or provide an 
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explanation for the observed variables (Marsh et al., 2014; Velez et al., 2016). 

Latent constructs can represent complex and abstract concepts such as 

intelligence, personality attributes, and attitudes (Hidayat and Wulandari, 2022). 

Due to the latent constructs’ utilisations, this study employed Structural Equation 

Modelling (SEM). SEM with latent constructs has two parts: measurement and 

structural model (Jöreskog, Sörbom and Magidson, 1979). SEM provides a 

comprehensive framework for estimating measurement models (how observed 

variables measure latent constructs) and structural models (how latent constructs 

relate to each other) simultaneously in one analysis (Anderson and Gerbing, 1988; 

Marsh et al., 2014; Black and Babin, 2019; Kline, 2023). 

Generally, there are two types of SEM: partial least squares (PLS-SEM) and 

covariance-based (CB-SEM). PLS-SEM is commonly used for prediction and theory 

development (Hair, Ringle and Sarstedt, 2013). Meanwhile, CB-SEM is more suited 

for testing and confirming theories and hypotheses (Reinartz, Haenlein and 

Henseler, 2009; Lowry and Gaskin, 2014). This study used a CB-SEM because the 

survey hypotheses used questions derived from technology acceptance and user 

experience studies. 

The SEM’s model fit was evaluated to determine whether the proposed model 

adequately represents the observed data (section 5.6.4). Several widely adopted 

fit indices and measures were utilised to assess the fit of SEM models, such as Chi-

square, Root Mean Square Error of Approximation (RMSEA), Goodness of Fit index 

and its adjusted version (GFI and AGFI), Comparative Fit Index (CFI), Normed Fit 

Index, Incremental Fit Index (IFI), Tucker-Lewis Index (TLI), SRMR (Standardized 

Root Mean Square Residual), and WRMR (Weighted Root Mean Square Residual). 

The SEM model’s reliability and validity were also assessed (section 5.6.5). 

Reliability tests measure the consistency of measurements, verifying how well the 

observed variables/ indicators measure their respective latent constructs. 

Meanwhile, the validity tests confirm if measurements accurately represent 

constructs. These tests ensure that the chosen indicators or measurement items 

are valid representations of the latent constructs they reflect. 
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All analytical methods in this quantitative phase are conducted with the Lavaan 

package in the R programme (Rosseel, 2012; R Core Team, 2021). This package 

facilitated complex statistical computations, including SEM. Integrating the 

Lavaan package with R provided a flexible and efficient environment for data 

manipulation, visualisation, and reproducibility of results. 

5.6.1 SEM with ordinal data: DWLS parameter estimator and 
polychoric correlation 

In SEM, a parameter estimator is a statistical method used to estimate the 

relationships specified in the model (Cepeda-Carrion, Cegarra-Navarro and Cillo, 

2019). The choice of an appropriate estimator is crucial for accurate and reliable 

SEM results (Wang and Rhemtulla, 2021). Based on the observed data, these 

estimators calculate the model's parameters, such as factor loadings, regression 

weights, variances, and covariances. In this study, where the outcome variable BI 

(behavioural intention) was measured in Likert ordinal scales, the appropriate 

parameter estimator is the Diagonally Weighted Least Squares Mean-Variance 

(DWLS) using polychoric correlation (Li, 2015).  

The mechanisms of SEM with DWLS can be described as follows (Olsson, 1979; 

Muthén, 1984): The polychoric correlation technique is utilised to analyse the 

correlations between pairs of ordinal observed variables, taking into account their 

ordinal nature and their link to latent variables' continuous distribution. The size 

of the polychoric correlation matrix is determined by the count of observed 

variables, e.g., a model with three observed variables results in a 3x3 matrix. 

Values within this matrix vary continuously from -1 to 1, offering insights necessary 

for the DWLS estimator to weigh the ordinal variables accurately. 

The polychoric correlation, as described above, can be calculated as follows: 

 

 𝑃(𝑋_𝑖, 𝑌_𝑗)  =  𝛷(𝑟_𝑋𝑖  +  0.5, 𝑟_𝑌𝑗  +  0.5)  −  𝛷(𝑟_𝑋𝑖  −  0.5, 𝑟_𝑌𝑗  +  0.5)  

−  𝛷(𝑟_𝑋𝑖  +  0.5, 𝑟_𝑌𝑗  −  0.5)  +  𝛷(𝑟_𝑋𝑖  −  0.5, 𝑟_𝑌𝑗  

−  0.5) 

4 

Equation 4 represents the estimated joint probability of observing two specific 

ordinal or categorical values, Xi and Yj. The values Xi and Yj are assumed to be 
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derived from underlying continuous latent variables and are estimated based on 

the Cumulative Distribution Function (CDF) of the standard normal distribution 

(Φ). 

 

 𝑝(𝑋𝑖) =  𝛷(𝑟𝑋𝑖
+  0.5) −  𝛷(𝑟𝑋𝑖

−  0.5), 𝑝(𝑌_𝑗)  

=  𝛷(𝑟_𝑌𝑗  +  0.5)  −  𝛷(𝑟_𝑌𝑗  −  0.5) 

5 

Equation 5 calculates the estimated marginal probabilities of observed ordinal or 

categorical values, Xi and Yj, respectively. These probabilities are based on the 

CDF of the standard normal distribution to estimate the polychoric correlation. 

 

 𝑝(𝑋𝑖,  𝑌𝑗) =  𝑝(𝑋𝑖) ∗  𝑝(𝑌𝑗)  6 

Equation 6 calculates the expected joint probability of observing Xi and Yj under 

the assumption of independence between the underlying continuous latent 

variables corresponding to X and Y. It is computed as the product of the estimated 

marginal probabilities p(Xi) and p(Yj). 

 

 𝐿 =  𝛴 [ 𝑋𝑖𝑗  ∗  𝑙𝑛 (𝑃(𝑋𝑖, 𝑌𝑗)) + (1 −  𝑋𝑖𝑗) ∗  𝑙𝑛 (1 −  𝑃(𝑋𝑖, 𝑌𝑗))]  7 

The log-likelihood function (equation 7) is used in the context of polychoric 

correlation to assess the fit of the observed data to the estimated joint 

probabilities (P(Xi, Yj)) and the expected joint probabilities under the 

independence assumption (P(Xi, Yj)). It measures how well the estimated 

probabilities align with the observed data. 

5.6.2 Measurement model: Exploratory and Confirmatory Factor 
Analysis (EFA and CFA) 

The measurement model in SEM provides a framework for how observed variables 

are used to define latent constructs within the theory of measurement (Bollen, 

1990; Hair, Ringle and Sarstedt, 2013). In a measurement model, factor analysis 

is used to identify relationships between latent constructs and their observed 

variables by uncovering the underlying structure of these variables and their 
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interrelationships (Fabrigar et al., 1999). The factor analysis determines the 

scores of the measurement instrument for each observed variable and evaluates 

the potential constructs intended to measure the latent constructs (Byrne, 2013). 

Two primary types of factor analysis are Exploratory Factor Analysis (EFA) and 

Confirmatory Factor Analysis (CFA), each serving distinct purposes (Thompson, 

2004). EFA is employed when researchers have no predetermined assumptions 

about the relationships between observed variables (Fabrigar et al., 1999). On the 

other hand, CFA is used when researchers have specific a priori assumptions 

regarding the factor structure, which refers to the underlying relationships 

between proposed constructs and their associated observed indicators (Byrne, 

2005).  

5.6.2.1 Exploratory factor analysis 

Exploratory Factor Analysis (EFA) is a statistical method that aims to explore the 

factor structure of variables and uncover latent constructs within the data by 

identifying underlying structures in a set of observed variables (Fabrigar et al., 

1999; Hair, Ringle and Sarstedt, 2013; Henseler, Ringle and Sarstedt, 2014; 

Watson, 2017). This study used EFA to analyse the survey items adopted from the 

User Experience Questionnaire (UEQ) theory: innovativeness, leading edge, speed, 

and supportiveness. In UEQ, these variables fall under different UEQ quality 

classifications. The first group is Hedonic (Non-instrumental) Quality, where 

“leading edge” and “innovative” are in its Novelty sub-group. The second group is 

Pragmatic/ Instrumental Quality, where “speed” is in the Efficiency sub-group and 

“supportive” is in the Dependability sub-group (Laugwitz, Held and Schrepp, 

2008). Given the overlapping quality groups of these components, it was necessary 

to uncover their factor structures within the data before they could be analysed 

in the subsequent CFA and SEM. 

In addition, due to the fundamental modifications of the survey items aimed at 

understanding the interoperability expectations of the respondents, the items 

were included in the EFA. This inclusion was necessary to ensure that the modified 

items accurately measure the intended constructs and provide reliable results for 

the study (Byrne, 2016; Kline, 2023). The results from the EFA will uncover the 

underlying factor structure of these modified items, illustrating how well they 
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group to measure the intended constructs (Fabrigar and Wegener, 2011; Costello 

and Osborne, 2019). These insights will then inform the subsequent CFA, 

confirming and validating the identified factor structure (Brown, 2015). This 

approach ensures the constructs' robustness and the measurement model's 

soundness, providing a solid foundation for the overall research (Black and Babin, 

2019).  

In EFA, choosing a correct rotation method is crucial to simplifying the factor 

loading matrix and improving factor interpretation. Rotation methods can be 

broadly categorised into orthogonal and oblique types (Rennie, 1997). Based on 

the assumption of uncorrelated factors, orthogonal rotations like Varimax are apt 

for theoretically independent constructs, maximising variance to clarify factor-

item relationships (Richman, 1986). On the other hand, oblique rotations such as 

Promax consider factor correlations, which align with theories that propose 

interconnected constructs (Finch, 2006; Zhang et al., 2019). Promax, merging an 

orthogonal rotation with obliqueness, is preferable for strongly correlated factors, 

whereas Direct Oblimin is effective for moderately correlated factors (Fabrigar et 

al., 1999).  

A preliminary correlation analysis informed the selection of the oblique rotation 

method for this study. Given that the correlations in the matrix ranged from 

moderate to high (0.55 to 0.76), Promax was determined to be the most suitable 

rotation method for this study’s EFA, catering effectively to the observed level of 

factor correlations. The EFA is calculated as follows (Jöreskog, Sörbom and 

Magidson, 1979): 

 

 

 𝑌 =   𝜆𝐹 + 𝛿 +  𝜀  8 

 

Where: 

• Y: A matrix (n x p) of observed variables, where n is the number of 
observations and p is the number of observed variables. 
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• Λ (Lambda): matrix (p x k) of factor loadings, where k is the number 
of latent factors. 

• F: A matrix (n x k) of latent factors. 

• δ (Delta): A matrix (n x p) of unique variances or thresholds for 
categorical items (relevant when working with categorical data). 

• ε (epsilon): A matrix (n x p) of error terms. 
 

Equation 8 describes the factor model (Y = ΛF + δ + ε), which represents the 

relationship between the observed variables (Y), the estimated factor loadings 

(λ), the latent factors (F), unique variances or thresholds (δ), and the residual 

error terms (ε). The goal of EFA is to estimate the factor loadings (λ) and the 

latent factors ('F') in a way that best explains the observed data ('Y') while 

minimising the error terms (ε) and accounting for unique variances (δ). 

5.6.2.2 Confirmatory factor analysis 

CFA was conducted subsequently. CFA is a specific SEM form primarily concerned 

with examining and validating a proposed measurement model with latent 

constructs (Ullman, 2006; Zvolensky et al., 2007; Sass, Schmitt and Marsh, 2014). 

CFA is particularly relevant when researchers aim to verify the factor structure of 

a measure and examine its reliability and validity (DiStefano and Hess, 2005). CFA 

was employed because several constructs in the survey items have been identified 

and defined in past studies, such as TAM and UTAUT (Davis, 1986; Compeau, 

Higgins and Huff, 1999; Venkatesh et al., 2003). The resulting constructs from the 

previously conducted EFA were also confirmed in the CFA. Figure 5.3 exemplifies 

a commonly used CFA diagram to illustrate hypothesised latent variables/ 

constructs, observed variables, and their relationship (Marsh et al., 2014).  
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Figure 5.3 Example of CFA diagram of two latent constructs with three observed 
variables 

 

In addition to displaying the relationships between various variables, the diagram 

can display the loadings on specific constructs and the error for each observed 

variable. A CFA is described as follows: 

 

 𝑌 =  𝜆 𝜉 +  𝜀  9 

 

Where: 

• Y: the observed variables or indicators. 

• Λ: the factor loadings represent the relationships between the latent 
factors and the observed variables. 

• Ξ: the latent factors or constructs. 

• Ε: the measurement errors or residuals. 
 

The CFA formula (equation 9) expresses how the observed variables (Y) are related 

to the latent factors (ξ) through the factor loadings (λ), accounting for the 

measurement errors (ε). The formula estimates the factor loadings (λ) and the 

latent factors (ξ) in a way that best explains the observed data (Y) while 

considering the measurement errors (ε). Factor loadings, which quantify the 

strength and direction of the correlation between observed variables and their 
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corresponding latent factors, range from -1 to 1 (Wood, 2008), and those 

exceeding 0.4 are considered acceptable within the social sciences, signifying a 

moderate to substantial association (Chen and Liu, 2018). 

Once CFA has been conducted, assessing whether the fit indices meet the 

predefined thresholds is essential, allowing for the appropriate interpretation of 

the results (Anderson and Gerbing, 1988; Hu and Bentler, 1999). This assessment 

evaluates how well the measurement model aligns with the data and its suitability 

for subsequent structural analyses, with a more detailed discussion of fit indices 

in section 5.6.4. 

5.6.3 Structural model 

The SEM’s second component, a structural model, analyses the relationships 

between latent variables (Jöreskog, Sörbom and Magidson, 1979; Hidayat and 

Wulandari, 2022). A structural model resembles a regression analysis, where 

independent or exogenous variables predict the outcomes or endogenous variables 

(Bagozzi and Yi, 1988; Gallagher and Brown, 2013; Marsh et al., 2014). Equation 

10 represents an SEM’s structural model, quantifying the relationships between 

latent outcome variables, latent explanatory variables, and associated error 

terms:  

 

 𝜼 =  𝑩𝜼 +  𝜞𝝃 +  𝜻  10 

Where: 

• 𝜼  = 𝑞 × 1 vector of latent outcome variables, 

• 𝝃 = 𝑛 × 1 vector of latent explanatory variables, 

• 𝑩 = 𝑚 × 𝑚 matrix of coefficients of 𝜼 in the structural relationships, 

• 𝜞 = 𝑚 × 𝑛 matrix of coefficients of 𝝃 in the structural relationships, 

• 𝜻 = 𝑚 × 1 vector of structural relationships’ error terms. 
 
 
This equation shows how a set of latent variables (η) influences another set of 

latent variables (ξ). The relationship is quantified using specific numbers 

(coefficients) that show how much one set impacts the other. These numbers are 

stored in the matrices B and Γ. The equation also accounts for possible errors (ζ) 

or unknown factors in these relationships. 
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5.6.4 Model’s goodness of fit indices 

SEM’s goodness of fit indices evaluate the model's factor loadings, item-to-

construct correlations, and constructs' variances to confirm the measurement 

model's suitability for further structural analysis, entailing an assessment of the 

agreement between the proposed measuring framework and empirical data (Ryu, 

2014). Researchers employ various measurement indices to evaluate the model's 

representation of the collected data in SEM analysis, such as Chi-square (Χ2), Root 

Mean Square Error of Approximation (RMSEA), Goodness of Fit Index (GFI) and 

Adjusted Goodness of Fit Index (AGFI), Comparative Fit Index (CFI), normed fit 

index (NFI), and incremental fit index (IFI), Tucker-Lewis Index (TLI), 

Standardised/ Weighted Root Mean Square Residual (SRMR/ WRMR) (Hu and 

Bentler, 1999; Podsakoff et al., 2003; Byrne, 2013; Sass, Schmitt and Marsh, 2014; 

Tarka, 2017). There is no consensus in the existing literature regarding which 

model fit indices should be examined and reported, and fit indices should be 

interpreted carefully (Shi, Lee and Maydeu-Olivares, 2018; Stone, 2021; Kline, 

2023). Table 5.1 describes the standard model fit indices and their respective 

threshold values. The discussions of these indices are in the following subsections. 

Fit 
Index 

Threshold 
value 

Reference 

Chi-
square 

p-value 
insignificant 

(Barrett, 2007) 

CFI >0.90 
(MacCallum, Browne and Sugawara, 
1996; Hu and Bentler, 1999) 

TLI 
(NNFI) 

>0.90 (Marsh et al., 2014) 

NFI >0.90 (Bentler and Bonett, 1980) 

IFI >0.90 (Bollen, 1990) 

GFI and 
AGFI 

>0.90 (Shevlin and Miles, 1998) 

RMSEA <0.07 (Tabachnick and Fidell, 2007) 

SRMR <0.08 (Hu and Bentler, 1999) 

Table 5.1 Threshold values for model fit indices 
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5.6.4.1 Chi-square test 

The significance test of Chi-square (χ2) shows the differences between a 

hypothesised model and the data collected, where a minor difference is expected 

if the model is specified correctly, i.e., fits the model (Barrett, 2007; Hooper, 

Coughlan and Mullen, 2008). A p-value greater than 0.05 (statistically 

insignificant) is recommended to indicate a reasonable fit, indicating that the 

model's implied covariance is reasonably close to the actual covariance of the 

sample data (Barrett, 2007). In SEM, it is recommended to divide the Chi-square 

value with df (degree of freedom) (Hu and Bentler, 1999), with the formula as 

follows: 

 

 𝜒² / 𝑑𝑓 11 

Where: 

• χ2= Chi-square value obtained from the model fit test. 

• df= degrees of freedom, the difference between the number of 
observed variables and estimated parameters in the model. 
 

However, a limitation of the Chi-square test is its sensitivity to sample size. As 

the sample size grows, even small disparities between the actual and anticipated 

covariance matrices can provide statistically significant Chi-square values (Bryant 

and Satorra, 2012). The impact of sample size on statistical significance is evident 

in that larger samples have a higher probability of yielding significant Chi-square 

values, even when the disparities between the model and the observed data are 

small and practically insignificant (Byrne, 2013). A common approach to 

overcoming this limitation in model assessment is to compare the chi-square value 

of the proposed model with that of a null model (Smith, 1996). Additionally, 

researchers suggest considering other fit indices to obtain a more comprehensive 

assessment of model fit (Mulaik et al., 1989; Heene et al., 2011). 

5.6.4.2 Root Mean Square Error of Approximation (RMSEA) 

Besides the Chi-square, the Root Mean Square Error Of Approximation (RMSEA), 

which accounts for population approximation error, is a model fit index for 

evaluating overall fit (Browne and Cudeck, 1992). RMSEA quantifies the mean 
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squared discrepancy between the observed and model-implied covariance 

matrices, normalised by the degrees of freedom, reflecting the relative 

improvement of nested models (Bentler, 1990). 

An RMSEA value below 0.08 generally indicates a reasonable approximation error 

(Browne and Cudeck, 1992; Hu and Bentler, 1999), indicating a reasonable fit 

between the measured model and the observed sample data. RMSEA formula is 

explained in equation 12 as follows: 

 

 𝑅𝑀𝑆𝐸𝐴 = √[(𝜒² / 𝑑𝑓 −  𝑝) / (𝑛 −  1)] 12 

Where: 

• RMSEA= Root Mean Square Error of Approximation. 

• χ2= Chi-square value obtained from the model fit test. 

• df= Degrees of freedom, the difference between the number of 
observed variables and estimated parameters in the model. 

• p= The number of constraints or restrictions imposed on the model. 

• n= The total sample size. 
 
5.6.4.3 Goodness of Fit and Adjusted Goodness of Fit (GFI and AGFI) 

The goodness of fit (GFI) and adjusted goodness of fit (AGFI) are indices for 

assessing model fit, particularly with nonnormal data (Doğan, 2022). GFI evaluates 

how well a hypothesised SEM fits compared to a null model, which assumes no 

variable relationships. GFI measures the proportion of variance and covariance the 

model explains relative to the total observed in the data. The GFI is calculated by 

using the following equation 13: 

 

 𝐺𝐹𝐼 = 1 −  (𝜒²𝑚𝑜𝑑𝑒𝑙 / 𝜒²𝑛𝑢𝑙𝑙 ) 13 

Where: 

• χ²model= = the Chi-squared statistic calculated from the hypothesised 
SEM model, which measures the difference between the observed data 
and the model's prediction. 

 

• χ²null= the Chi-squared statistic obtained from the null model, which 
assumes no relationships between variables 
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The Adjusted Goodness of Fit Index (AGFI) modifies the GFI by adjusting for 

degrees of freedom and penalising models with more parameters, offering a more 

conservative estimate of fit (Bentler, 1990). GFI and AGFI values above 0.9 signify 

a robust model fit (Bollen, 1990; Hu and Bentler, 1999), but achieving this 

benchmark can be challenging with models having more parameters. MacCallum 

and Hong (1997) suggest a reduced standard of 0.8 in these cases. AGFI Formula 

can be observed in equation 14: 

 

 𝐴𝐺𝐹𝐼 =  (𝐺𝐹𝐼 − 𝑑𝑓𝑚𝑜𝑑𝑒𝑙) / (1 − 𝑑𝑓𝑛𝑢𝑙𝑙) 14 

Where: 

• dfmodel = the degrees of freedom associated with the hypothesised SEM 
model. 

• dfnull = the degrees of freedom associated with the null model. 
 
5.6.4.4 Comparative Fit Index, Normed Fit Index, and Incremental Fit Index 

(CFI, NFI, and IFI) 

The Comparative Fit Index (CFI), Normed Fit Index (NFI), and Incremental Fit Index 

(IFI) are statistical metrics used in multivariate analyses, including SEM, to 

evaluate a structural model's fit to observed data (Bentler, 1990; Hu and Bentler, 

1999). CFI compares the fit of the estimated model to the fit of the null or baseline 

model, adjusting for differences in degrees of freedom. It evaluates the reduction 

in chi-square between models and penalises model complexity. CFI is more 

accurate in smaller samples than the NFI and resilient to sample size effects 

(Bentler, 1990). 

NFI contrasts the sample model's Chi-square with the null model's Chi-square to 

assess model fit (Bentler and Bonett, 1980). NFI is sensitive to sample size and is 

therefore not recommended as the singular criterion for evaluating model fit when 

the sample size is less than 200 (Bentler, 1990; Hooper, Coughlan and Mullen, 

2008). IFI, an NFI derivative, addresses the sample size issue (Byrne, 2016). In 

general, CFI, NFI, and IFI values above 0.90 indicate an acceptable fit, and values 

above 0.95 indicate an excellent fit (Bentler, 1990; Hooper, Coughlan and Mullen, 

2008).  
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The CFI, NFI, and IFI are formulated in equations 15, 16, and 17 as follows: 

 

 𝐶𝐹𝐼 =  (𝜒² 𝑚𝑜𝑑𝑒𝑙  −  𝜒² 𝑛𝑢𝑙𝑙  ) / (𝜒² 𝑚𝑜𝑑𝑒𝑙  +  𝑑𝑓𝑚𝑜𝑑𝑒𝑙 − 𝜒² 𝑛𝑢𝑙𝑙) 15 

Where: 

• 𝜒² model = Chi-square value obtained from the estimated model fit test. 

• 𝜒² null = Chi-square value obtained from the null or baseline model fit 
test. 

• dfmodel = Degrees of freedom of the estimated model. 
 
 

 

 𝐼𝐹𝐼 = (𝜒² 𝑛𝑢𝑙𝑙 −  𝜒² 𝑚𝑜𝑑𝑒𝑙 + 𝑑𝑓𝑚𝑜𝑑𝑒𝑙  −  𝑑𝑓𝑛𝑢𝑙𝑙  )/ 𝜒² 𝑛𝑢𝑙𝑙 
 

16 

 Where: 

• dfmodel = the degrees of freedom for the hypothesised model. 

• dfnull = the degrees of freedom for the null/ baseline model. 
 
 
 

 

 𝑁𝐹𝐼 = (𝜒² 𝑛𝑢𝑙𝑙 −  𝜒² 𝑚𝑜𝑑𝑒𝑙)/ 𝜒² 𝑛𝑢𝑙𝑙 
 

17 

Where: 

• 𝜒² model = Chi-square value obtained from the estimated model fit test. 

• 𝜒² null = Chi-square value obtained from the null or baseline model fit 
test. 

 
5.6.4.5 Tucker-Lewis Index (TLI)/ Non-Normed Fit Index (NNFI) 

The Tucker-Lewis Index (TLI), also referred to as the Non-Normed Fit Index (NNFI), 

evaluates how well a hypothesis fits compared to a null model, factoring in 

degrees of freedom (Whelehan, 1983; Hu and Bentler, 1999). TLI spans from 0 to 

1, where a TLI greater than 0.90 indicates an adequate fit, suggesting that the 

estimated model significantly improves compared to the null model (Xia and Yang, 

2018). This index is advantageous for complex models with correlated errors or 

nonnormal data, and it offers a more cautious fit estimation by penalising models 

with more parameters (Whelehan, 1983).  
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TLI measures the improvement of an estimated model over a null model by 

comparing the decrease in the chi-square value relative to the maximum possible 

decrease. Crucially, the TLI considers the differences in degrees of freedom 

between the estimated and null models, reflecting their respective complexities. 

This adjustment is significant as it acknowledges that models with more 

parameters and higher complexity might naturally significantly reduce chi-square. 

The formula for TLI in SEM is in equation 18: 

 

 𝑇𝐿𝐼 =  (𝜒² 𝑛𝑢𝑙𝑙  − 𝜒² 𝑚𝑜𝑑𝑒𝑙) / (𝜒² 𝑛𝑢𝑙𝑙 −  𝑑𝑓𝑛𝑢𝑙𝑙) 18 

Where: 

• 𝜒² null = Chi-square value obtained from the null or baseline model fit 
test. 

• 𝜒² model = Chi-square value obtained from the estimated model fit test. 

• dfnull = Degrees of freedom of the null or baseline model. 
 
5.6.4.6 Standardised Root Mean Square Residual (SRMR) 

Standardised Root Mean Square Residual (SRMR) quantifies the difference between 

the observed covariance matrix and the covariance matrix predicted by the model 

(Hu and Bentler, 1999; DiStefano et al., 2018). This discrepancy is standardised 

by dividing it by the square root of the Average Variance Extracted (AVE) (Pavlov, 

Maydeu-Olivares and Shi, 2020). SRMR with a value below 0.08 indicates a good fit 

(Hu and Bentler, 1999; DiStefano et al., 2018). 

 

 𝑆𝑅𝑀𝑅 =  √((𝛴((𝑆 −  𝑀)^2) / (𝑛(𝑛 − 1)))) 19 

Where: 

• S= the observed covariance matrix 

• M= the model-implied covariance matrix 

• Σ= the sum of squared differences between the observed and model-
implied covariances 

• n= the number of observed variables 
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5.6.5 SEM rigour: reliability and validity 

This section describes the SEM’s reliability and validity assessments. Reliability 

refers to the extent to which a measurement of a latent construct is consistent 

and steady across various situations and free from measurement error (Fornell and 

Larcker, 1981; Bollen, 1990; Zumbo, 2005; Denscombe, 2010; Baalbaki, Malhotra 

and Nasr, 2013; Ayyıldız, 2020; Kline, 2023). On the other hand, validity measures 

the extent to which a test or instrument accurately represents the intended 

concept and reliably supports appropriate inferences about a specific sample and 

environment (Cook and Campbell, 1979; Zumbo, 2005; Saunders, Lewis and 

Thornhill, 2009; Zumbo and Chan, 2014; Saunders and Townsend, 2016).  

The reliability test employed Cronbach’s alpha and coefficient omega (ω) as 

measures of internal consistency. This step determines how the collected data 

accurately and consistently represents the underlying constructs of interest. 

Several tests of validities, namely face, content, construct, convergent, and 

discriminant, were used to evaluate the psychometric properties and 

measurement quality of the latent constructs and observed indicators within the 

proposed SEM model. 

5.6.5.1 Reliability 

The data collection instrument for this phase was a survey, which then required 

an internal consistency test to evaluate the reliability of quantitative latent 

variables/ constructs within the SEM field (Churchill Jr, 1979). Internal consistency 

assessment in SEM with latent constructs relies on composite reliability, commonly 

denoted by the ω (Omega) symbol (Fornell and Larcker, 1981). It is calculated by 

considering the factor loadings and residual variances of the indicators linked with 

the construct.  

Coefficient ω (Omega) can be seen as an alternate measure to Cronbach's alpha, 

a more often used metric in classical test theory (Ravinder and Saraswathi, 2020). 

Omega is considered a better measure of reliability for latent variables in SEM 

because it takes into account the variations in factor loadings and residual 

variances, a feature lacking in Cronbach's alpha that assumes tau-equivalence, 
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meaning it presumes that all items in a scale have equal factor loadings (i.e., each 

item contributes equally to the construct) (McNeish, 2018; Flora, 2020). 

 The coefficient omega (ω) is computed by dividing the sum of squared factor 

loadings by the sum of squared factor loadings plus the sum of squared residual 

variances, as denoted by equation 20 below: 

 

 𝜔 =  (𝛴𝜆²) / (𝛴𝜆² +  𝛴𝛿) 20 

Where: 

• Σλ² = the sum of the squared factor loadings for all indicators 
associated with the latent variable. 
 

• Σδ = the sum of the residual variances for all indicators associated 
with the latent variable. 

 
A standard coefficient omega threshold is >0.70, and a value closer to 1 signifies 

better reliability in measuring the latent variable (Revelle and Zinbarg, 2008; 

Black and Babin, 2019). 

5.6.5.2 Face validity 

Face validity, which relates to the extent to which a measurement or structural 

model is deemed valid based on subjective judgment or expert opinion (Nevo, 

1985), is crucial in ensuring that the items in the measurement instrument appear 

relevant and sensible to the respondents within a given context (Allen, Robson 

and Iliescu, 2023). If survey respondents are aware of the information sought by 

the researcher, they can provide more valuable and accurate responses (Hardesty 

and Bearden, 2004). In this study, aiming to ensure face validity, cognitive 

interviews were conducted with several Jakarta police leaders in section 5.3.4, 

and an introduction was provided in the survey to explain the research purpose. 

5.6.5.3 Content validity 

Content validity in SEM refers to the degree to which the observed items or 

indicators in a measurement model adequately represent the measured construct, 

ensuring that the items encompass the full range of the construct and its essential 
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elements (Colquitt et al., 2019). It requires a thorough assessment of these items 

to confirm that they fully cover and accurately represent all aspects of the 

construct being studied (Bollen, 1990; Yaghmaie, 2003; Malhotra et al., 2006; 

Sürücü and Maslakci, 2020). Researchers thoroughly examine current literature to 

establish SEM content validity and assess the appropriateness and adequacy of the 

items used in measuring the construct of interest (Hinkin, 1995; Colquitt et al., 

2019). 

In addition, cognitive interviews and pilot testing can be used to assess the content 

and its validity (Willis, 1999; MacDermid, 2021). These methods involve 

administering the survey to a representative sample of participants and collecting 

their feedback on the intelligibility and relevance of the items (Beatty and Willis, 

2007; MacDermid, 2021). The pilot testing and cognitive interviews were 

conducted as described in section 5.3.4. 

5.6.5.4 Construct validity 

Construct validity in SEM is essential to how well a research instrument captures 

and assesses the intended theoretical construct to ensure that the observed 

variables represent the targeted latent constructs meaningfully (Anderson and 

Gerbing, 1988; Hair, Ringle and Sarstedt, 2013; Morita and Kannari, 2016; Sürücü 

and Maslakci, 2020; Wehner, Roemer and Ziegler, 2020; Sjøberg and Bergersen, 

2023). The SEM’s factor analysis part is where the model's construct validity is 

validated (Marsh et al., 2014). The factor analysis will result in factor loadings, 

which measure how much each variable within a construct predicts its related 

latent variable. Each factor loading coefficient is accompanied by a P-value 

(Zumbo, 2005). The factor analysis methods were described in section 5.6.2. 

5.6.5.5 Convergent validity 

Convergent validity within SEM measures the degree of positive correlation among 

different assessments of the same construct, typically evaluated by analysing the 

Average Variance Extracted (AVE) of latent variables to determine how well the 

indicators capture the same latent construct (Hair, Ringle and Sarstedt, 2013; 

Henseler, Ringle and Sarstedt, 2014; Engellant, Holland and Piper, 2016; Ab 
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Hamid, Sami and Sidek, 2017; Cook et al., 2020; Sürücü and Maslakci, 2020). The 

formula for AVE is as follows (Ayyıldız, 2020): 

 

 𝐴𝑉𝐸 =  𝛴𝜆^2 / 𝛴(𝜆^2 +  𝛿) 21 

 

Where: 

• Σλ^2 = the sum of the squared factor loadings for all latent variable 
indicators. 

• Σ(λ^2 + δ) = the sum of the squared factor loadings and the 
measurement error variances (δ) for all indicators of the latent 
variable. 

• AVE = Sum of Squared Factor Loadings (λ²) / (Sum of Squared Factor 
Loadings + Sum of Error Variances) 
 

 

The AVE threshold is typically set at 0.5 or higher as a guideline for acceptable 

convergent validity (Smith, 1996). This threshold value means that the latent 

construct should explain at least 50% of the variance in the observed indicators for 

convergent validity to be established. 

5.6.5.6 Discriminant validity 

Discriminant validity assesses if each construct in a model is distinct from others 

within the same model, ensuring that latent variables are unique and the observed 

relationships are not due to measurement errors or overlaps with other variables 

(Fornell and Larcker, 1981; Byrne, 2013; Henseler, Ringle and Sarstedt, 2014; 

Sürücü and Maslakci, 2020). Discriminant validity can be analysed using the 

Fornell-Larcker criterion that contrasts the square root of the AVE for each 

construct with the inter-construct correlations (Fornell and Larcker, 1981; 

Henseler, Ringle and Sarstedt, 2014). The analysis involved a correlation matrix 

that included the square root of AVE for each variable and its correlation with 

other variables. It is crucial to ensure that the correlation coefficients between 

each pair of constructs are not excessively high (Fornell and Larcker, 1981; 

Taherdoost et al., 2018). It indicates discriminant validity exists if the square root 

of the AVE for each construct is greater than the correlation between that 

construct and any other construct in the model. Fornell-Larcker Criterion is 

calculated as follows: 
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 𝐴𝑉𝐸𝑖 > 𝑅𝑖𝑗 𝑓𝑜𝑟 𝑎𝑙𝑙 𝑖 ≠ 𝑗 22 

Where: 

• AVEi = the Average Variance Extracted for construct i, 

• Rij = the correlation between construct i and construct j. 
 

5.7 Summary of chapter 

In summary, this method chapter entailed a systematic and rigorous approach to 

data analysis. Drawing upon a literature review concerning ICT adoption, 

acceptance, and user experience, in conjunction with insights from interviews 

conducted with leaders within the Jakarta traffic police, an analytical framework 

was methodically formulated.  

This framework served as the foundational structure to investigate the 

determinants influencing ICT adoption intentions within the context of informed 

decision-making among urban public servants. Subsequently, this framework 

underwent an empirical test utilising a sample of Jakarta traffic police officers. 

Before undertaking the primary hypotheses testing, the variables encompassed 

within the conceptual framework were subjected to rigorous examinations, 

including Exploratory and Confirmatory Factor Analysis (EFA and CFA) and 

reliability and validity assessments. These assessments were conducted to ensure 

the conformance of the model's fit to acceptable benchmarks. The main 

hypotheses were tested using the SEM technique, and the results are presented in 

the subsequent chapter. 
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Chapter 6 Adoption intention examination results 

This chapter provides the results from the SEM analysis of the survey data. 

Descriptive statistics were utilised to summarise the demographic attributes 

(ages, educational backgrounds, and working experience) and the primary 

questionnaire responses. Exploratory and Confirmatory Factor Analysis (EFA and 

CFA) were used to evaluate the validity of the hypothesised measurement models, 

revealing how well the observed variables represent their respective latent 

constructs. SEM analysis provided a deeper examination of structural paths to 

confirm the theoretical framework, ultimately leading to the evaluation of 

hypotheses. 

6.1 Descriptive statistics 

The first analysis uses descriptive statistics to summarise the collected survey 

data. Table 6.1 provides statistical information about survey data variables, 

including their names, units of measurement, central tendency measures (mean 

and median), range, minimum, and maximum values. 

Variable Var. unit Mean Median Min Max 

Behavioural intention 

bi1 (intend to use) Likert scale 6.53 7 2 7 

bi2 (predict to use) Likert scale 6.53 7 2 7 

Bi3 (plan to use) Likert scale 6.54 7 2 7 

Age year 39.2 39 19 58 

Work exp year 11.66 10 0 37 

educational level two-category factor  
(high school, Bachelor+) 

0.51 1 0 1 

Interoperability expectations 

inter1 
(communication) 

Likert scale  
(1: strongly disagree,  
7: strongly agree) 

6.46 7 1 7 

inter2 (data-sharing) Likert scale 6.46 7 1 7 

Privacy concerns 
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Variable Var. unit Mean Median Min Max 

priv1 (constant 
tracking) 

Likert scale 5.41 6 1 7 

priv2 (unguaranteed 
privacy) 

Likert scale 5.22 6 1 7 

Social incentives 

incen1 (incentive-
appreciation) 

Likert scale 5.64 6 1 6 

incen2 (incentive-
recognition) 

Likert scale 5.4 6 1 7 

Social influence 

influ1 (influence-
important people) 

Likert scale 4.48 5 1 5 

influ2 (influencing 
people) 

Likert scale 6.38 7 1 7 

influ3 (organisation’s 
support) 

Likert scale 5.53 6 1 6 

User experience 

speed (speed) semantic diff. scale 
fast><slow 

5.83 6 1 7 

innov (innovativeness) semantic diff. scale 
innovative><conventional 

6.61 7 1 7 

lead (leading edge) semantic diff. scale 
leading edge><usual 

5.69 6 1 7 

support 
(supportiveness) 

semantic diff. scale 
supportive><obstructive 

6.86 7 1 7 

Table 6.1 Descriptive statistics of the survey data 

 

6.1.1 The variable of interest: Behavioural intention to use the 
dashboard (BI) 

The BI is a dependent variable which is measured by three observed variables: bi1 

(intend to use), bi2 (predict to use), and bi3 (plan to use). These variables 

represent 7-point Likert scale ratings, ranging from 1 ('Strongly Disagree') to 7 

('Strongly Agree'), with 4 as neutral. The participants’ responses to BI variables 

can be observed in Figure 6.1. 



Chapter 6 156 
 

 

 

Figure 6.1 Response percentages on BI items 

 

The survey participants gave relatively positive ratings for BI variables, with Means 

close to 6 (“agree”) and no responses with 1 (“strongly disagree”). The 

participants might have agreed with the dashboard idea because they thought that 

was the expected response. It can be assumed that the skewness of BI responses 

was due to social desirability bias, which is the inclination to give socially 

acceptable answers (Grimm, 2010). Research indicates that participants in studies 

may tailor their responses to align with their perceived expectations of the 

researcher (Nichols and Maner, 2008; McCambridge, de Bruin and Witton, 2012) 

and are often inclined to provide answers that present themselves positively or 

conform to social norms (Alay and Koçak, 2002).  

Additionally, affirmation bias may have played a role, as participants, who were 

government employees, could have felt an implicit expectation to express support 

for a dashboard designed to enhance their work. The hierarchical nature of 

government institutions, including law enforcement, may have influenced 

responses (Alderfer and Simon, 2002; Thompson and Siciliano, 2021). Research 

suggests that individuals in structured organisations may provide responses that 

align with perceived institutional goals rather than their actual opinions, 

particularly in assessments of workplace-related innovations (Khan, Raya and 

Viswanathan, 2022; Zhu et al., 2024). 
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However, the survey was anonymous, which studies found can reduce social 

desirability bias (Wildman, 1977; Joinson, 1999; Kreuter, Presser and Tourangeau, 

2008; De Jong, Pieters and Fox, 2010). The survey was also administered online, 

and studies found that using the Internet to gather survey data has been linked to 

reduced levels of social desirability bias (Joinson, 1999; Holbrook and Krosnick, 

2010). Additionally, the survey included neutral response options to allow 

participants to express uncertainty or mixed views, mitigating the tendency to 

default to agreement (Krosnick et al., 2001; Muñoz van den Eynde and Lobera, 

2022). 

 Furthermore, the SEM analysis used the Diagonally Weighted Least Square (DWLS) 

as the SEM’s estimator, recommended for handling categorical and ordinal data 

and non-normal/ skewed distributions (Li, 2015). Compared to Maximum 

Likelihood (ML) estimation, DWLS provides more accurate parameter estimates 

and a more robust model fit for skewed data (Mîndrilă, 2010; Li, 2015; Isnayanti 

and Abdurakhman, 2019). 

6.1.2 Exploratory factor analysis results 

The variables included in the EFA were first analysed with a Scree test (Figure 

6.2), commonly used in factor analysis to determine the number of factors to 

retain (Cattell, 1966). The scree test’s plot displays eigenvalues on the y-axis and 

factor numbers on the x-axis, with each eigenvalue representing the variance 

explained by a factor. The goal is to identify the "elbow" point where the curve 

flattens, indicating significant factors on the left and less meaningful factors on 

the right (Kaiser, 1960). 
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Figure 6.2 Scree plot for the EFA variables 

 

The scree plot, which was generated from the EFA method in section 5.6.2.1, 

showed a clear "elbow" at the second factor, with a significant drop after the first 

factor and a smaller drop after the second, suggesting that retaining two factors 

or less is most appropriate since additional factors beyond the second do not 

substantially contribute to explaining the variance. Adding more factors would 

increase the model's complexity without necessarily improving interpretative 

clarity or fit and could obscure the underlying structure and risk overfitting the 

sample data (Fabrigar and Wegener, 2011; Costello and Osborne, 2019). Based on 

this information and the suggested factors, two variations of EFA, one-factor and 

two-factor models, were conducted for comprehensive analysis. 

Standardised loadings (pattern matrix) based upon correlation matrix 
 

WLS1 WLS2 h2 u2 com 

speed 0.86 0.14 0.93 0.072 1.1 

support 0.89 0.11 0.92 0.078 1 

innov 1.00 -0.22 0.83 0.174 1.1 

lead 0.73 0.29 0.89 0.111 1.3 

inter1 -0.04 0.93 0.82 0.182 1 

inter2 -0.01 0.92 0.83 0.168 1 

  
     

                                          WLS1  WLS2 

SS loadings                         3.24   1.98 

Proportion Var                    0.54   0.33 

Cumulative Var                   0.54   0.87 

Proportion Explained          0.62   0.38 
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Cumulative Proportion        0.62   1.00 
      

 With factor correlations of  

     WLS1 WLS2 
    

WLS1 1.00 0.65 
    

WLS2 0.65 1.00 
    

      

Mean item complexity = 1.1 
   

Test of the hypothesis that 2 factors are sufficient. 
      

df null model = 15 with the objective function = 8.08 

df of the model are 4 and the objective function was 0.72  
      

The root mean square of the residuals (RMSR) is 0.03  

The df corrected root mean square of the residuals is 0.06  
      

Fit based upon off diagonal values = 1 
  

Measures of factor score adequacy              
 

                                                                          WLS1 WLS2 

Correlation of (regression) scores with factors       0.99 0.95 

Multiple R square of scores with factors                0.98 0.90 

Minimum correlation of possible factor scores       0.96 0.81 

Table 6.2 Two-factor EFA results 

 

The two-factor model provided the best results (Table 6.2), showing high 

standardised loadings (0.86 to 1.00 for Factor 1 and 0.92 to 0.93 for Factor 2), 

accounting for 87% of the variance (SS loadings = 3.24 for Factor 1 and 1.98 for 

Factor 2). This model demonstrated significant factor score adequacy with 

correlations of 0.99 with regression scores for Factor 1 and 0.95 for Factor 2, 

multiple R squared values of 0.98 and 0.90, and minimum correlations of factor 

scores at 0.96 and 0.81, respectively. The two-factor model also exhibited strong 

communalities (ℎ2 ranging from 0.82 to 0.93) and moderate uniqueness values (𝑢2 

from 0.07 to 0.18). Communalities represent the proportion of each variable's 

variance that can be explained by the common factors, with high communalities 

indicating that the factors extracted explain a substantial portion of the variance 

in the observed variables (Fabrigar and Wegener, 2011). Uniqueness values are 

the proportion of variance in each variable that is unique to that variable and not 

explained by the common factors; lower uniqueness values suggest a strong model 

fit (Costello and Osborne, 2019). 
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Standardised loadings (pattern matrix) based upon correlation matrix 
 

WLS1 ℎ2 𝑢2 com 

speed 0.94 0.88 0.12 1 

support 0.93 0.86 0.14 1 

innov 0.79 0.63 0.37 1 

lead 0.93 0.87 0.13 1 

inter1 0.74 0.55 0.45 1 

inter2 0.76 0.58 0.42 1 
 

                             WLS1 
 

SS loadings            4.37 

Proportion Var       0.73 
 

Mean item complexity = 1 
  

Test of the hypothesis that 1 factor is sufficient. 
     

df null model = 15 with the objective function = 8.08 

df of the model are 9 and the objective function was 2.37  
     

The root mean square of the residuals (RMSR) is 0.13  

The df corrected root mean square of the residuals is 0.17  
     

Fit based upon off diagonal values = 0.97 

Measures of factor score adequacy              

                                                                         WLS1 

Correlation of (regression) scores with factors     0.98 

Multiple R square of scores with factors              0.97 

Minimum correlation of possible factor scores     0.93 

Table 6.3 One-factor EFA results 

 

These values indicate a robust factor structure with a good fit, as evidenced by 

the Root Mean Square Residual (RMSR) of 0.03 and the degrees of freedom (df) 

corrected RMSR of 0.06. RMSR measures the average discrepancy between 

observed and predicted correlations, with a lower RMSR indicating a better model 

fit (Byrne, 2016). Despite a slight increase in item complexity, with a mean item 

complexity of 1.1, the two-factor model provided more precise interpretative 

clarity. Item complexity refers to the average number of factors where items load 

significantly (Pettersson and Turkheimer, 2010); a mean item complexity of 1.1 

suggests that items are relatively straightforward, loading primarily on one factor, 

which aids in interpretative clarity (Gorsuch, 1997). 

The one-factor model (Table 6.3), while explaining 73% of the variance, showed a 

higher RMSR (0.13) and lower overall fit than the two-factor model. The one-factor 
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model did not capture the underlying structure of the data as effectively as the 

two-factor model. As a result, due to its statistical robustness and interpretative 

clarity, the two-factor model was selected. This model explained a significant 

portion of the variance, had a better fit and provided more precise insights into 

the underlying structure of the data. Therefore, the first factor is defined as User 

Experience (UX), and the second is Interoperability Expectations (INTER). 

6.1.3 Confirmatory factor analysis results 

The subsequent Confirmatory Factor Analysis (CFA) was conducted with all the 

model’s latent constructs, including the User Experience (UX) and the 

Interoperability Expectations (INTER) variables, which were discovered in the 

prior EFA results. CFA results in Table 6.4 show that all latent constructs 

demonstrate strong factor loadings (>0.800). 
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Code Item Factor 

loading 

INTEROPERABILITY EXPECTATIONS 

inter1 The dashboard should be able to communicate with other 

work-related technologies I use 

0.914 

inter2 The dashboard should be able to share data with other 

work-related technologies I use 

0.981 

PRIVACY CONCERNS 

priv1 I am concerned that the dashboard may constantly track 

my location 

0.995 

priv2 I am concerned that the dashboard may not guarantee 

my privacy 

0.861 

SOCIAL INFLUENCE 

influ1 People who are important to me at work think that I 

should use the dashboard 

0.956 

influ2 People who influence my behaviour at work think that I 

should use the dashboard 

0.946 

influ3 In general, my organisation will support the use of the 

dashboard 

0.969 

SOCIAL INCENTIVES 

incen1 If I use the dashboard, I will increase my chances of being 

appreciated at work 

0.980 

incen2 If I use the dashboard, I will increase my chances of being 

recognised at work 

0.963 

USER EXPERIENCE 

speed Fast 1 2 3 4 5 6 7 Slow 0.951 

support Supportive 1 2 3 4 5 6 7 Obstructive  0.999 

lead Leading edge 1 2 3 4 5 6 7 Usual 0.950 

innov Innovative 1 2 3 4 5 6 7 Conservative 0.807 

BEHAVIOURAL INTENTION 

bi1 I intend to use the dashboard 0.990 

bi2 I predict I will use the dashboard  0.988 

bi3 I plan to use the dashboard 0.974 

Table 6.4 Items’ factor loadings 

 

These loadings represent each item’s relationship strength and direction with its 

corresponding latent construct, indicating how well the items represent their 

underlying latent construct. High factor loadings suggest that the items are 

adequate indicators of their respective latent constructs, with a standard 

threshold above 0.5 considered adequate (Fornell and Larcker, 1981; Bagozzi and 

Yi, 1988; Hair, Ringle and Sarstedt, 2013). All items in the measurement model 

exceeded the significant factor loading criterion of 0.5 and were statistically 

significant (P<0.05), indicating a robust and reliable measurement model. 
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6.1.4 Validity tests 

6.1.4.1 Convergent validity 

All constructs’ AVE (Average Variance Extracted) values are above the standard 

threshold ≥0.5 (Table 6.5). On average, each construct explains a high percentage 

of the common variance among its associated variables, ranging from 87% to 97%. 

These results indicate that the indicators adequately represent their respective 

latent constructs, and the measurement model is considered appropriate based 

on convergent validity. 

 INTER INFLU INCEN PRIV UX BI 

AVE 0.91 0.92 0.95 0.87 0.87 0.97 

 

Table 6.5 AVE values 

 

6.1.4.2 Discriminant validity 

The discriminant validity calculation results in Table 6.6 indicated that all values 

are positive, indicating that the independent latent constructs/ variables are 

distinct and do not overlap (measure the same thing), which is vital for the validity 

and allowing the interpretation of the measurement model. 

  
INTER INFLU INCEN PRIV BI 

INTER 
     

INFLU 0.03 
    

INCEN 0.12 0.08 
   

PRIV 0.42 0.33 0.42 
  

BI 0.03 0.05 0.09 0.50 
 

UX 0.26 0.22 0.19 0.52 0.18 

Table 6.6 Discriminant validity values 

 

6.1.5 Reliability 

The calculations for reliability tests consisted of alpha and omega coefficients. All 

coefficients’ values are above the 0.70 threshold for all latent variables (Table 

6.7). These results, especially the coefficient omega, which is more appropriate 
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for latent constructs, signify that the variables effectively capture their intended 

measures. 

 
INTER INFLU INCEN PRIV BI UX 

alpha 0.90 0.94 0.92 0.86 0.96 0.86 

omega 0.88 0.92 0.90 0.88 0.95 0.89 

Table 6.7 Reliability test results 

 

6.1.6 Model fit 

The initial assessment of the SEM model fit involved a Chi-square test, which 

evaluates the model’s fit with the data. The Chi-square value for the user-defined 

model was 291.620, whereas that for the baseline model, which implies no 

relationships between variables, was 310,056. Both models yielded statistically 

significant p-values (0.005), indicating that the models and observed data differ. 

However, it is essential to note that even minor deviations can result in significant 

p-values with large sample sizes. Despite this, the lower Chi-square value in the 

user-defined model indicates a better fit between the model and the data than 

the baseline model. Furthermore, all values of the utilised model fit indices were 

above threshold values, as shown in Table 6.8. 

Fit Index Value Threshold 

CFI 0.999 >0.90 

TLI/ NNFI 0.999 >0.90 

NFI 0.998 >0.90 

IFI 0.999 >0.90 

GFI 0.998 >0.90 

AGFI 0.999 >0.90 

RMSEA 0.026 <0.08 

SRMR 0.038 <0.08 
                                                                   

Table 6.8 Model fit indices 
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6.2 Structural model results 

The structural model employed in this study yields coefficients, as presented in 

Table 6.9. 

Hypothesis Predictor Coef. Est P-value CI_lower CI_upper 

H1 INTER 0.577 0.000 0.465 0.689 

H2 PRIV -0.069 0.027 -0.131 -0.008 

H3 INFLU 0.230 0.001 0.089 0.371 

H4 INCEN 0.222 0.000 0.121 0.323 

H5 UX 0.090 0.018 0.015 0.164 

H7 EDU 0.618 0.000 0.436 0.800 

H8 EXP 0.017 0.047 0.000 0.033 

H9 AGE -0.036 0.000 -0.051 -0.021 

 

Table 6.9 Structural model coefficients 

 

The structural model’s estimated coefficients are in log-odds values. While log-

odds provide a practical mathematical framework for modelling, they can be less 

intuitive than odds ratios or probabilities for interpretation. It is common practice 

to exponentiate the log odds for a more intuitive and meaningful interpretation 

of the results (Gortmaker, Hosmer and Lemeshow, 1994). Therefore, the following 

explanations include odds ratio values resulting from the log-odds exponentiation. 

The initial noteworthy finding is the INTER (interoperability expectations) factor, 

which reveals a statistically significant link with BI, signified by a log-odds 

coefficient of 0.577 (OR (odds ratio) =1.780, p=0.000). This coefficient 

interpretation implies that the behavioural intention to use the dashboard 

increases 78% with each incremental enhancement in interoperability 

expectations. In other words, as users' expectations for the system to work 

seamlessly with other systems improve, their intention to adopt the dashboard 

significantly rises. In practical terms, improving the dashboard's ability to work 

well with other systems can substantially increase its adoption among the target 

users. 
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Conversely, the PRIV (privacy concerns) factor negatively correlates with BI, 

reflected by a coefficient of -0.069 (OR=0.933, p=0.027). This coefficient means 

that with each increase in PC, BI diminishes by 6.6%. In practical terms, as users' 

concerns about privacy increase, their intention to use the dashboard decreases. 

This suggests that addressing and mitigating privacy concerns is crucial for 

encouraging users to adopt the dashboard. 

The INFLU (social influences) construct has a statistically significant predictive 

relationship with BI (behavioural intention). The coefficient’s estimate of 0.230 

(OR= 1.258, p=0.011) indicates that a unit increase in SI corresponds to a 1.26-

fold rise (26%) in BI. In practical terms, this means that as social influences, such 

as peer recommendations or societal norms, become stronger, the intention to 

adopt the dashboard increases by 26%. 

Similarly, the INCEN (social incentives) factor has a significant positive 

relationship with BI (p=0.000). The regression coefficient of 0.222 (OR=1.248) 

signifies that for each incremental rise in IN, the likelihood of BI amplifies by a 

factor of 1.248 (24.8%). Offering social incentives can substantially increase users' 

intention to use the dashboard. For every unit increase in social incentives 

provided, there is a 24.8% increase in the likelihood that users will adopt and use 

the dashboard. 

The UX (user experience) construct also exhibits statistical significance, with a 

coefficient of 0.090 (OR=1.094, p=0.018). This coefficient interpretation suggests 

that for every incremental unit enhancement in UX, the user’s behavioural 

intention to employ the dashboard experiences a proportional escalation of 9.4%. 

In practical terms, this means that improving the user experience of the dashboard 

can lead to a 9.4% increase in the likelihood that users will intend to use it. 

The EDU (education) factor, categorised as binary with “high school” and 

“bachelor+” levels, demonstrates a positive relationship with BI with a coefficient 

estimate of 0.618 (OR=1.855, p=0.001). This outcome indicates that individuals 

with bachelor’s degrees or higher exhibit an 85.5% increased propensity for 

intending to use the dashboard compared to their counterparts with a high school 

degree. In practical terms, higher educational attainment significantly increases 

the likelihood of adopting the dashboard. 
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The EXP (work experience) variable has a 0.017 (OR=1.017) coefficient estimate 

with p value= 0.047. This coefficient suggests that for every additional year in 

EXP, the user’s behavioural intention to employ the dashboard experiences a 

proportional escalation of 1.7%. Practically, this indicates that as users gain more 

work experience, their intention to use the dashboard increases slightly. 

Lastly, the age variable has a negative coefficient estimate of -0.036 (OR=0.965, 

p=0.000). This result shows that for every year of age increase, the behaviour of 

intention to use the dashboard decreases by 3.5%. Practically, this means that 

older individuals are less likely to intend to use the dashboard. 

6.3 Summary of chapter 

The survey’s collected data were analysed using a Structural Equation Modelling 

(SEM) technique. The measurement model’s validity is rigorously tested, with all 

Average Variance Extracted (AVE) values exceeding the recommended threshold 

of 0.5, confirming convergent validity. Discriminant validity is also confirmed, 

showing that latent variables are distinct. Reliability is high, as evidenced by alpha 

and omega coefficients exceeding established thresholds. 

The fit of the measurement model is assessed using various indices, all of which 

surpass the recommended threshold values. The Chi-square test confirms the 

superiority of the user-defined model over the baseline model. Exploratory Factor 

Analysis (EFA) revealed that the innovativeness, leading edge, speed, and 

supportiveness items represent a single User Experience (UX) construct and also 

the interoperability expectations (INTER) construct. Furthermore, Confirmatory 

Factor Analysis (CFA) validates the measurement model, with all items meeting 

the significant factor loading criterion of 0.5 and achieving statistical significance 

at 0.05, reinforcing the strength of the measurement model.  

Finally, the SEM’s structural model discovered the relationships between Jakarta 

traffic police officers’ ICT usage motivation factors and demographic 

characteristics with their behavioural intention to use the dashboard (Table 6.10).  
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No. Relationships 

(e.g. Interoperability expectations 

positively influence behavioural 

intention) 

Estimated effect 

1  Interoperability expectations +78%*** 

2  Privacy concerns  -6.6%* 

3  Social incentives  +24.8%*** 

4  Social influence  +26%** 

5  User experience  +9.4%* 

6  educational level +85.5%*** 

7  Working experience +1.7%* 

8  Age -3.5%*** 

P-value levels: 

***: p<0.001 

** : p<0.01 

*  : p<0.05 

Table 6.10 SEM’s structural model results 

 

The results provided strong support for all the hypotheses. These findings show 

that interoperability expectations, social influence, social incentives, user 

experience, educational background, and working experience positively impact 

individuals’ behavioural intentions. The results also showed that privacy concerns 

and age negatively affect behavioural intention. The next chapter will discuss this 

examination and the previous requirement elicitation results with the broader 

literature. 
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Chapter 7 Discussion 

7.1 Introduction 

This chapter discusses the study findings with the broader related literature, such 

as data-driven decision-making, e-government, smart city governance, technology 

acceptance, user experience, user-centred design, and other relevant fields 

(Figure 7.1). The first phase explores government employees’ decision-making 

processes and participation in ICT development, using the Jakarta traffic police’s 

patrolling allocation and a dashboard as a case study. This phase involves 

understanding the police's decision-making process, developing a dashboard 

prototype to support patrolling allocation, determining the dashboard's content, 

and identifying preferred features. The insights guide the subsequent dashboard 

development and inform the adoption intention examination in the next phase. 

The requirement elicitation phase with Jakarta traffic police leaders, which 

adopted a User-Centred Design (UCD) approach, provides insights regarding 

decision-making and feature preferences of the dashboard for patrolling 

allocations. The application of the UCD approach was intended to make the 

prototype functional, easy to use, and relevant to officers' daily operations. The 

phase is intended to provide insights into government employees’ decision-making 

and participation in ICT development. 

 

Figure 7.1 Current study phase 
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Subsequently, the second phase examines the Jakarta traffic police’s intention to 

adopt the developed dashboard. Rather than directly applying established theories 

like TAM, TPB, and UTAUT, this research develops customised quantitative 

hypotheses by exploring the police’s perceptions of factors that would motivate 

their ICT use, such as the dashboard. This approach seeks to capture contextual 

aspects that existing technology acceptance theories may overlook. The survey 

phase investigated the behavioural intention of urban public servants to adopt ICT 

for decision-making, with Jakarta traffic police officers’ patrolling allocation as 

the use case. The police’s perceived motivation factors for ICT usage and 

demographic data were integrated into a hypothesis development. A structural 

equation modelling (SEM) analysis examined the relationships between these 

original hypotheses and their behavioural intentions to adopt ICT. The 

development and analysis of the model attempted to provide insights into factors 

influencing the intention of ICT adoption for decision-making among urban public 

servants. 

7.2 Data-driven decision-making in public sector: Jakarta 
traffic police’s patrolling allocations  

This section discusses the decision-making of the Jakarta traffic police’s patrolling 

allocation, namely real-time traffic monitoring, blackspot visualisation, roadside 

safety campaign, data simplification, crash predictions, and tacit knowledge 

integration. 

7.2.1 Leveraging real-time data for traffic monitoring 

Mobile applications such as Google Maps and Waze are essential tools for the 

Jakarta traffic police's approach to traffic management, as they mentioned that 

these tools allow them to monitor traffic in real time and make informed decisions 

about where to deploy patrol resources. The Jakarta traffic police's traffic 

monitoring focus aligns with the literature that promotes traffic management 

through proactive traffic management measures (Wu and Lum, 2019; Sieveneck 

and Sutter, 2021) and is often advocated in smart city and e-government literature 

to improve public safety by proactively mitigating risks before they escalate (Ma 

et al., 2018; Yaduvanshi et al., 2019). 
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Jakarta traffic police’s practices of leveraging private-sector data analytics for 

public policy formulation have gained prominence as public-sector agencies 

increasingly draw on commercial insights to develop products and services (Kucera 

and Chlapek, 2014; Choroszewicz and Alastalo, 2021). Private sector data provides 

insights into urban performance, infrastructure optimisation, service efficiency, 

and innovative business models for both public and private sectors (Kim et al., 

2018; Nicolaı̈ and Boennec, 2018). In smart city developments, the increasing 

usage of private-sector data and platforms can enhance public services and 

improve public-sector decision-making (Klievink, Bharosa and Tan, 2016; Cruz and 

Sarmento, 2017; Liu et al., 2020; OECD, 2022). Combining resources from the 

public and private sectors in smart city solutions can enhance efficiency and cost-

effectiveness, benefiting both the public service and the economy (Leu et al., 

2021).  

The use of these mobile applications underscores the importance of integrating 

advanced technology with traditional policing methods. By leveraging real-time 

data from these platforms, the police can optimise their response strategies, 

enabling a more dynamic and flexible approach to managing traffic flows and 

responding to incidents. This technology integration improves operational 

efficiency and enhances the police’s ability to anticipate and address potential 

traffic issues before they become severe (Bedford et al., 2021; Watson, Burtch 

and Greenwood, 2024). This proactive use of technology is consistent with 

predictive policing, where data analytics and real-time monitoring are used to 

foresee and prevent incidents, enhancing overall public safety (Bachner, 2013; 

Hung and Yen, 2021). 

7.2.2 Visualising data to identify crash blackspots 

The Jakarta traffic police leaders’ attempts to identify blackspots—areas with a 

high frequency of crashes—using crash data provide an example of applying data-

driven decision-making strategies in urban governance. These blackspot 

strategies, which are rooted in the principles of evidence-based decision-making, 

advocating for data analysis, information-based decision-making, and data 

visualisation, play a crucial role in comprehending complex datasets (Iqbal et al., 

2020; Wan, He and Zhou, 2021; Cui et al., 2022). Enhancing urban management 

and safety involves integrating various data types, such as geospatial data, to 
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identify and map crash-prone areas to optimise patrol allocation (Mesquitela et 

al., 2022; Sarker, 2022). This strategy is crucial for improving management 

efficiency, enabling swift decision-making, and securing sustained enhancements 

in urban safety (Horng et al., 2021). 

However, the Jakarta traffic police’s desire to visualise traffic crash data can be 

challenging due to its complexity and heterogeneity. Traditional crash data 

sources, like the police’s IRSMS, often have incomplete datasets due to 

underreporting, particularly for minor incidents. This can affect visual analysis 

(Stiles, Li and Miller, 2022). The spatial heterogeneity of the environment is a 

primary challenge for capturing and representing diverse crash conditions (Yu, Xu 

and Gu, 2019). The complexity of traffic data requires appropriate visualisation 

techniques to represent congestion and crash patterns in urban networks (Singh 

and Mohan, 2019).  

Despite the challenges, visualisation can provide a powerful tool for identifying 

crash hotspots and understanding patterns in traffic incidents. The Jakarta police 

underscored the usefulness of using map visualisation to identify blackspots and 

past crash locations, which they perceived as aids in informing patrol deployment 

decisions to mitigate future crash risks. This method exemplifies how integrating 

historical crash data with geospatial technology can lead to more informed 

decision-making and effective public safety management (Miller, 2000; 

Gregoriades and Chrystodoulides, 2018; Liu and Khattak, 2020). By leveraging 

advanced visualisation techniques, the police can gain deeper insights into 

congestion and crash trends, enabling more informed decision-making (Kalamaras 

et al., 2018; Dong et al., 2023).  

Furthermore, even with incomplete datasets, visualisations such as line graphs 

and bar charts, which are used in the developed dashboard prototype in this study, 

can help highlight areas where underreporting occurs, guiding efforts to improve 

data collection and accuracy (Song and Szafir, 2019). Incorporating maps, spatial 

data analytics, and geographic visualisation into geospatial dashboards, along with 

visual analytics techniques, is crucial for practical decision support, real-time 

monitoring, and identifying the movement of blackspot areas over time (Jing et 

al., 2019; Praharaj, Solís and Wentz, 2022). 
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7.2.3 Employing data to promote road safety  

Using data to increase public safety awareness is crucial in the police approach. 

Displaying recent crash statistics on roadside billboards encourages road users to 

drive safely by reaching a broader audience and promoting a road safety culture. 

The Jakarta police’s public awareness campaigns utilise these visible reminders of 

crash statistics to influence driver behaviour. Participants in strategy discussions 

noted that such billboards remind road users to drive safely, as seeing the number 

of crashes and victims can prompt individuals to reconsider their driving habits, 

fostering a safety culture among road users. This data-driven approach leverages 

crash statistics to encourage drivers to be more cautious and responsible, 

demonstrating the potential of data-driven public awareness campaigns in 

enhancing road safety and underscoring the importance of integrating such 

strategies into broader traffic management and safety programs (Oviedo-

Trespalacios et al., 2019; Steinhardt, 2020; Desjardins and Lavallière, 2023). 

By making crash data publicly available, the police aim to raise awareness and 

promote responsible driving. Sharing crash statistics through public displays is 

intended to reach a broader audience and instil a sense of accountability among 

drivers. Visualising crash data is a deterrent and encourages safer driving practices 

(Desjardins and Lavallière, 2023). In low- and middle-income countries, where 

road traffic injuries are disproportionately high, sharing crash statistics through 

billboards could be a vital component of broader road safety programs, which have 

shown promise in reducing fatalities and injuries when evidence-based 

interventions are employed (Oviedo-Trespalacios et al., 2019). Visualisation in 

public spaces can support social and civic purposes, increase social awareness and 

discourse, and influence meaningful participation and behaviour change related 

to traffic safety (Steinhardt, 2020). 

Despite its benefits, Jakarta traffic police’s roadside advertising poses several 

potential risks to road safety, primarily through driver distraction and increased 

cognitive workload. Research indicates that roadside advertising, particularly 

digital billboards, can divert drivers' attention from critical driving tasks, leading 

to impaired driving performance and increased crash risk (Hinton, Watson and 

Oviedo-Trespalacios, 2022). Young drivers, in particular, are more susceptible to 

these distractions due to their lower capacity to discriminate between relevant 
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and irrelevant information, which can result in higher cognitive workload and 

changes in driving behaviour, such as increased speed in billboard-saturated 

environments (Oviedo-Trespalacios et al., 2019). The introduction of digital 

technology in billboards, which often includes changing luminance and interactive 

elements, further exacerbates this issue by capturing attention involuntarily and 

reducing the cognitive capacity available for driving, especially in cognitively 

demanding situations (Mackun and Żukowska, 2017). Additionally, the lack of 

consistent regulations and management criteria for roadside advertising across 

different jurisdictions complicates efforts to mitigate these risks (Young et al., 

2009; Tarnowski, Olejniczak-Serowiec and Marszalec, 2017).  

7.2.4 Simplifying data to enhance accessibility 

The Jakarta police’s engagement with the Integrated Road Safety Management 

System (IRSMS) traffic crash database revealed a fundamental challenge: their 

perceptions about the complexity and granularity of the spreadsheet structured 

data in the IRSMS database. They expressed the need for a simplified overview of 

past crashes for planning patrol routes and timings, guiding the deployment of 

patrol officers by analysing recent crash locations and times. The participants' 

summarisation needs point to a common trend in decision-making: extracting 

actionable insights from large, detailed datasets. Jakarta traffic police’s hesitancy 

in interacting with this extensive database underscores the need for e-government 

initiatives to balance technological sophistication, like IRSMS, with user 

accessibility to ensure effective and widely used services (Alshira’h, 2020; Al-

Rahmi et al., 2022).  

Jakarta traffic police’s intention to transform "Big Data" into "Small Data" is 

essential for making datasets more accessible and informative, particularly in 

fields such as urban planning and transportation, where large datasets are 

abundant (García‐Arteaga and Lotero, 2023). Smart city initiatives focus on 

transforming complex datasets into actionable insights, a trend also underscored 

in urban governance discourse (Townsend, 2013; Castro, 2016; Kitchin and 

McArdle, 2016; Carmichael and Marron, 2018). Summarising large volumes of data 

is crucial for enhancing policy-making, resource allocation, and governance within 

the public sector  (Janssen, Charalabidis and Zuiderwijk, 2012; Benfeldt Nielsen, 

2017). It facilitates more effective decision-making to prevent traffic crashes (Al 
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Najada and Mahgoub, 2016; Elamrani Abou Elassad, Mousannif and Al Moatassime, 

2020).  

However, the Jakarta police’s desire for data summarisation and simplification 

also has potential challenges, such as reducing the richness and scope of the data 

and potentially overlooking crucial details necessary for creating accurate and 

effective interventions (Hogarth and Soyer, 2014; Liu et al., 2018). As a result, 

the data's usefulness in developing focused and effective policy measures may be 

diminished (Janssen, Charalabidis and Zuiderwijk, 2012). This problem highlights 

the necessity of policymakers and data scientists working together to guarantee 

appropriate insights (Verstraete et al., 2021). In smart cities, integrating 

policymakers and data scientists to transform data into actionable insights is 

essential for supporting data-driven policies (Levenson and Fink, 2017; van 

Veenstra and Kotterink, 2017; Verstraete et al., 2021). This collaboration 

positively impacts policy outcomes (Choi et al., 2005), such as effectively 

allocating resources and implementing measures to prevent traffic incidents and 

improve road safety (Machluf et al., 2017).  

The implementation of e-government services, as demonstrated by the Jakarta 

police's use of the IRSMS and their need for simplified data, relies on finding the 

right balance between presenting data in a way that decision-makers can easily 

understand without losing any vital information or insights in the process (Liu et 

al., 2018; Elamrani Abou Elassad, Mousannif and Al Moatassime, 2020). This need 

for balance highlights the importance of initiatives that improve not only 

technological capabilities but also prioritise user-centred design principles 

(Alshira’h, 2020; Al-Rahmi et al., 2022) and the need for collaboration between 

stakeholders and scientists to extract meaningful data insights (Choi et al., 2005; 

Machluf et al., 2017; Verstraete et al., 2021). 

7.2.5 Analysing data for predictive traffic crash prevention 

The participants expressed concerns about the unpredictable nature of traffic 

crashes and their desire for predictive crash analytics. The literature on crash 

prevention supports this anticipatory approach through proactive measures (Wu 

and Lum, 2019; Sieveneck and Sutter, 2021). In smart cities, data analytics are 

leveraged to enhance urban life, including road traffic safety, to identify and 
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reduce traffic safety issues pre-emptively (Prakash, Suresh and Pn, 2019; 

Mehdizadeh et al., 2020; Sieveneck and Sutter, 2021; Ismagilova et al., 2022). 

Predictive analytics can play a significant role in smart city and e-government 

initiatives, using historical data to anticipate future challenges, allowing for 

better resource allocation and proactive measures (Shikhar et al., 2016; Leigh, 

Dunnett and Jackson, 2019) to improve public safety by mitigating risks before 

they escalate (Ma et al., 2018; Yaduvanshi et al., 2019). 

The police’s perceptions of the usefulness of historical crash data to inform patrol 

assignments and monitor high-crash areas align with the literature that 

emphasises the importance of analysing historical crash data alongside real-time 

traffic and environmental information to develop models for traffic crash risk 

prediction and traffic safety improvement (Yu et al., 2016; Chen, Chen and Ma, 

2018; Cheng et al., 2018). The Jakarta traffic police’s request to generate a crash 

prediction from the IRSMS data can be related to the concept of predictive 

policing, which involves developing statistical models for predicting future crashes 

(Wang, Quddus and Ison, 2013; Aggarwal, 2015; Chen, Chen and Ma, 2018; Hamad 

et al., 2020). The participants thought having crash predictions should improve 

traffic safety by enabling them to identify crash-prone locations and deploy patrol 

resources effectively. The literature also suggests that a predictive capability 

could enable the optimal allocation of patrolling resources to address and mitigate 

crash risks pre-emptively (Al-Harthei et al., 2017; Feng, Wang and Quddus, 2020; 

Sieveneck and Sutter, 2021).  

Jakarta traffic police’s desire aligns with studies’ findings that emphasise the 

importance of accurate crash prediction models that use real-time traffic 

information (Lee, Hellinga and Saccomanno, 2006; Hossain et al., 2019). These 

models establish associations between traffic flow characteristics and crash risks, 

enabling proactive measures to prevent crashes (Lee, Hellinga and Saccomanno, 

2006; Dong et al., 2018). Advanced technologies, such as machine learning and 

deep learning models, subsets of artificial intelligence, have improved crash 

prediction accuracy and can effectively extract valuable insights from complex 

datasets that challenge traditional statistical methods or human analysis (Xu et 

al., 2013; Sharmin et al., 2020; Olokun et al., 2022; Paderno et al., 2022). 
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7.2.6 Integrating data and tacit knowledge in decision-making 

The Jakarta police's interactions with the Integrated Road Safety Management 

System (IRSMS) traffic crash database highlight the manifestation of e-

government, where digital tools are employed to streamline government 

operations (Engin and Treleaven, 2019; Mittal, 2020). Their interactions reflect 

the essential role of informed decision-making in public service, where strategic 

decisions are based on accurate and relevant data (Abdulhafedh, 2017; Hamad et 

al., 2020; Hossin et al., 2023). The reliability and accuracy of data sources are 

foundational for effective public sector decision-making (Müller and Steen, 2019).   

The Jakarta police leaders exemplify the essential role of data in enhancing public 

service efficiency and responsiveness. They demonstrate the data-driven decision-

making practice in urban governance,  which integrates empirical data and 

traditional practices to improve urban management and decision-making 

processes (Sun et al., 2014; Kitchin, 2016; Zhang et al., 2016). For instance, 

personal experience plays a crucial role in patrol allocation decisions. Officers rely 

on their experience with past traffic incidents to allocate patrols to locations 

where crashes are more likely to occur. This understanding, developed through 

hands-on experience, helps identify high-risk areas that may not be immediately 

apparent from data alone.  

The police's use of real-time communication to monitor traffic conditions further 

exemplifies this integration. By sharing information about traffic build-ups via 

police radios, officers can quickly deploy resources to manage traffic flow and 

reduce the risk of crashes. By combining real-time data with situational 

awareness, this approach is informed by past experiences and enables officers to 

respond effectively to dynamic traffic situations. It demonstrates the critical role 

of tacit knowledge in anticipating and mitigating potential risks, ensuring that 

technology enhances rather than replaces the human element in public service 

(Meijer and Bolívar, 2016; Kattel, Lember and Tõnurist, 2020). 

Managing and utilising tacit knowledge improves organisational performance and 

contributes to achieving long-term objectives (Pathirage, Amaratunga and Haigh, 

2007; Chen and Mohamed, 2010). The strategic decision-making process heavily 

relies on tacit knowledge based on experience and intuition (Guthrie, 1996; Khatri 
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and Ng, 2000; Brockmann and Anthony, 2002; Richards, 2002). This is particularly 

crucial in unpredictable environments like police work, where preset responses 

are often inadequate, and officers must navigate novel scenarios (Mintzberg, 

Raisinghani and Theoret, 1976; Khatri and Ng, 2000; Lucena and Popadiuk, 2019). 

For example, Jakarta traffic police officers prevent traffic disruptions by waking 

long-haul truck drivers parked on roadsides, urging them to move to safer locations 

before morning traffic builds up. This proactive intervention, informed by the 

police’s experience, mitigates risks that may not be immediately evident from 

available data, thereby preventing crashes and maintaining traffic flow. 

The Jakarta traffic police believe that accurate, data-backed information 

complements their real-world experiences, thus enhancing their ability to make 

informed decisions. The psychological and organisational effects of data-driven 

governance are profound, with access to accurate and comprehensive data 

bolstering decision-makers’ confidence (Meijer and Bolívar, 2016; Brous and 

Janssen, 2020). In fast-paced environments such as police duties, where quick 

decision-making is crucial, having tacit knowledge becomes even more critical for 

strategic positioning and decision-making (Jones and Mahon, 2012). The Jakarta 

police's practices in integrating their experiences with data-driven approaches 

underscore the importance of balancing technological efficiency with a human-

centred approach in public service. This ensures that the police can effectively 

manage and mitigate potential risks, thus enhancing public safety. 

7.2.7 Overarching discussion: enhancing public sector decision-
making through data-driven approaches and tacit 
knowledge integration 

This study of Jakarta traffic police's current practices and aspirations for data-

driven strategies in patrolling allocations offers an insightful use case in the 

broader context of public sector decision-making. This discussion synthesises the 

themes of real-time traffic monitoring, crash blackspot visualisation, data 

simplification, predictive analytics, and integrating tacit knowledge to highlight 

the complexities and benefits of leveraging data in urban governance. 

Using real-time data from mobile applications such as Google Maps and Waze 

illustrates proactive traffic management. These tools enable immediate and 
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informed decisions regarding patrol deployment, aligning with the broader smart 

city and e-government paradigms that emphasize risk mitigation before issues 

escalate (Wu and Lum, 2019; Sieveneck and Sutter, 2021). Integrating private-

sector data into public policy formulation reflects an increasing trend where 

commercial insights enhance urban performance and infrastructure optimization 

(Kucera and Chlapek, 2014; Choroszewicz and Alastalo, 2021). However, this 

practice necessitates a delicate balance between leveraging such data and 

maintaining public service universality and privacy (Tzermias, Prevelakis and 

Ioannidis, 2014). 

Employing data to promote road safety awareness is a critical strategy in police 

efforts, exemplified by displaying the recent crash statistics on roadside billboards 

to encourage safe driving. These billboards aim to foster a road safety culture by 

visually reminding drivers of crash data, potentially prompting safer driving habits 

(Desjardins and Lavallière, 2023). This approach is particularly impactful in low- 

and middle-income countries, where road traffic injuries are high (Oviedo-

Trespalacios et al., 2019). However, despite its benefits, roadside advertising, 

especially digital billboards, poses risks by distracting drivers and increasing 

cognitive workload, particularly among young drivers (Hinton, Watson and Oviedo-

Trespalacios, 2022). The lack of consistent regulations further complicates 

mitigating these risks, highlighting the need for balanced strategies that promote 

safety without compromising driver attention (Young et al., 2009; Tarnowski, 

Olejniczak-Serowiec and Marszalec, 2017). 

Additionally, the Jakarta traffic police aim to implement evidence-based decision-

making using data visualisation to identify crash blackspots. This is a clear 

demonstration of their commitment to making informed choices. By integrating 

geospatial data, they aim to pinpoint high-frequency crash areas, facilitating 

optimized patrol allocations and enhanced urban safety (Iqbal et al., 2020; Wan, 

He and Zhou, 2021). The strategic use of geospatial dashboards underscores the 

importance of visual analytics in transforming complex data into actionable 

insights, thereby supporting more effective public safety management (Jing et al., 

2019; Praharaj, Solís and Wentz, 2022). 

Furthermore, the police’s challenge of interacting with the IRSMS traffic crash 

database highlights the need for data simplification. Simplifying complex datasets 
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is crucial for making information accessible and actionable, particularly in urban 

planning and transportation domains, where large volumes of data are prevalent 

(García‐Arteaga and Lotero, 2023). The transformation of "Big Data", such as the 

IRSMS, into "Small Data", such as the crash summary in the dashboard prototype, 

is essential for effective decision-making, although it must be managed carefully 

to avoid losing critical details necessary for accurate interventions (Hogarth and 

Soyer, 2014; Liu et al., 2018). 

Moreover, predictive analytics represents a forward-looking approach to traffic 

crash prevention, leveraging historical data to anticipate and mitigate future risks 

(Wu and Lum, 2019; Sieveneck and Sutter, 2021). The Jakarta traffic police's 

interest in crash predictions underscores the value of integrating predictive 

models into urban safety strategies. These models, enhanced by advanced 

technologies like machine learning, significantly improve accuracy and 

effectiveness, enabling proactive resource allocation and risk management (Xu et 

al., 2013; Sharmin et al., 2020). 

In addition to these technological advancements, integrating data-driven decision-

making with tacit knowledge underscores the need for a balanced approach to 

urban governance. While empirical data provides a robust foundation for strategic 

decisions, the nuanced understanding derived from on-the-ground experience is 

equally critical (Sun et al., 2014; Kitchin, 2016). This balance ensures that 

technological advancements enhance rather than replace the human element in 

public service, fostering a more holistic decision-making framework (Meijer and 

Bolívar, 2016; Kattel, Lember and Tõnurist, 2020). Addressing the gap between 

data-driven methods and tacit knowledge involves fostering collaboration, 

promoting a culture of information sharing, and providing adequate training to 

integrate these approaches effectively (Bennett, 1998; Brockmann and Anthony, 

2002). 

This study's findings regarding DDDM tools' potential to enhance resource 

allocation and operational efficiency among the Jakarta traffic police must also 

be contextualised within the broader ethical challenges associated with DDDM. 

For instance, while predictive tools and data visualisation can provide valuable 

insights for patrolling allocations, they risk reflecting and perpetuating historical 

inequities embedded in the underlying data (Hadjimatheou and Nathan, 2022; 
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Hiller, 2022). The ethical impact of predictive analytics and data visualisation is 

profound, as their deterministic ‘pre-emptive power’ can shape individual choices 

and opportunities, raising concerns about agency and fairness (Cavallo, 2022). 

Such biases may disproportionately affect specific communities, undermining the 

fairness and inclusivity of decision-making processes (Browning and Arrigo, 2021; 

Alikhademi et al., 2022; Purves, 2022; Montana et al., 2023; Rajiv, Roshan and 

Sankaradass, 2023). 

Additionally, the importance of trust and transparency, highlighted by 

participants, resonates with the need to address the "black box" nature of 

algorithms, which can obscure the rationale behind decisions (Brożek et al., 2024). 

This aligns with concerns in the literature about ensuring that technological tools 

remain explainable and accountable (Samek, Wiegand and Müller, 2017; Chen, 

Chien and Yu, 2023). The lessons from predictive policing systems, which have 

faced criticism for reinforcing systemic biases (Hung and Yen, 2023; Ziosi and 

Pruss, 2024), serve as a cautionary parallel for adopting data-driven approaches 

in traffic management. By embedding ethical safeguards, such as participatory 

design and regular bias audits (D’Ignazio et al., 2020; Dekker et al., 2022), DDDM 

tools can be tailored to promote equity and accountability alongside efficiency. 

The Jakarta traffic police's aspirations for data-driven strategies in patrolling 

allocations exemplify a sophisticated approach to urban governance that seeks to 

leverage real-time data, geospatial visualisation, public safety awareness, data 

simplification, predictive analytics, and integrating tacit knowledge. These 

envisioned practices aim to enhance public safety and management efficiency 

while highlighting the ongoing challenges in balancing technological sophistication 

with human expertise. Addressing these challenges involves fostering 

collaboration, promoting a culture of information sharing, and providing adequate 

training to integrate data-driven methods with tacit knowledge. This study 

underscores the importance of a nuanced approach that values both technological 

advancements and the irreplaceable insights human experience provides, aiming 

to foster more resilient and adaptive public sector decision-making. 
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7.3 Government employees’ participation in ICT 
development: Jakarta traffic police’s dashboard 
feature requirements 

The following sections discuss the Jakarta traffic police’s dashboard feature 

preferences: responsive web design, simple interface, user guidance, and the 

general need for user-friendly ICT. 

7.3.1 Responsive web design: compatible dashboard across 
devices 

The Jakarta traffic police leaders' requirements for the dashboard’s device 

compatibility reveal the essential role of responsive web design in public sector 

ICT. Responsive web design involves using fluid frameworks to craft user interfaces 

that adjust to diverse viewing environments like computers, laptops, and mobile 

devices (Marcotte, 2011; Nebeling and Norrie, 2013; Zanella et al., 2014). 

Participants emphasised the necessity of the dashboard being mobile-friendly and 

expressed a preference for using mobile ICT. This focus on mobile accessibility 

aligns with the growing importance of mobile government (m-government) 

applications (Al-Hubaishi, Ahmad and Hussain, 2017), which have been 

acknowledged as a platform for enhancing government ICT by offering convenient 

access to government resources (Zhu and Hou, 2021). 

Jakarta traffic police’s preference for responsive web design aligns with the 

growing range of devices used by government officials, resulting in the emergence 

of smart governments (Von Lucke, 2016; Engin and Treleaven, 2019). Studies 

emphasise that government platforms need to be user-friendly on all devices 

(Cordella and Bonina, 2012; Efe and Özdamarlar, 2021). The Jakarta traffic 

police's call to prioritise responsive web design for effortless access across devices 

aligns with e-government studies emphasising the accessibility of government 

services, which promotes inclusivity and engagement (Robertson, Buie and 

Murray, 2011; Andreasson and Snaprud, 2014; Akgül, 2016). Research emphasises 

that the usability of government platforms across all devices, coupled with user-

friendly interfaces, is crucial for the effectiveness and adoption of ICT in the 

public sector (Berg, Giest and Kraaij, 2022). 
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While responsive web design enhances flexibility and accessibility across various 

platforms, it also presents drawbacks, particularly in user experience on smaller 

screens, such as smartphones, where navigation difficulties and reduced content 

visibility can degrade usability (Hussain and Mkpojiogu, 2015). Furthermore, it 

faces issues like compatibility with older browsers, longer loading times, and 

challenges in optimising user experience (Almeida and Monteiro, 2017), with 

unresponsive websites negatively impacting user convenience and information 

access (Patel et al., 2015; Zimmermann, Strobbe and Ziegler, 2019; Rehan Anwar, 

Hardini and Anggraeni, 2021). 

In the broader context of smart city governance, the importance of responsive 

web design is reinforced by research integrating it into ICT development and 

innovation to provide diverse viewing options (Khan et al., 2017; Rocha et al., 

2019). This focus also aligns with ICT acceptance research, indicating that users 

are more likely to engage with ICTs accessible through their preferred devices 

(Bröhl et al., 2018; Shimray and Ramaiah, 2019). Moreover, responsive web design 

has been widely applied in desktop-to-mobile adaptation (Laine et al., 2021), 

reflecting the need for adaptability in design and aligning with the inclusive and 

ubiquitous nature of smart city services (Anthopoulos and Reddick, 2016; Berg, 

Giest and Kraaij, 2022). 

7.3.2 Simple interface 

The Jakarta traffic police preferred straightforward, user-friendly interfaces and 

stressed the significance of an accessible and easy-to-understand system. The 

insights regarding a simple interface highlighted the necessity of an interface that 

is easy to understand and navigate, aligning with the broader visualisation trend 

towards intuitive technology designs (Tanahashi et al., 2010; Granic, 2017). The 

significance of presenting comprehensible complex data is supported by literature 

indicating that well-designed dashboards can mitigate information overload, 

especially with large datasets (Anderson et al., 2023), and should minimise 

cognitive load to generate insights (Ahn et al., 2019). 

The police’s preference for a familiar and user-friendly dashboard further 

underscores the importance of intuitive interfaces that leverage users' existing 

knowledge. The participants associated simplicity with increased productivity, 
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echoing research that suggests straightforward interfaces can increase 

performance, satisfaction, and user productivity (Ruijten, Kruyt-Beursken and 

IJsselsteijn, 2018; Anderson et al., 2023). This productivity is crucial in e-

government services and smart city applications where quick and accurate 

decision-making is essential (Mills et al., 2021; Kaluarachchi, 2022). 

The Jakarta police’s recommendation of a simple dashboard interface aligns with 

studies that emphasise the importance of user-friendliness and accessibility in e-

government systems, emphasising the importance of UCD (Norman and Draper, 

1986; Bertot and Jaeger, 2006; Sambasivan, Wemyss and Rose, 2010; 

Twizeyimana, 2017). The literature emphasises the critical feature of 

“information at a glance” for effective dashboard designs (Foth, Choi and Satchell, 

2011; Maheshwari and Janssen, 2014; Foth, 2018; Sarikaya et al., 2019; Islam, 

Bouwman and Islam, 2020). Such designs enable users to comprehend information 

and make decisions quickly, fostering ICT acceptance and user confidence 

(Laugwitz, Held and Schrepp, 2007; Smith, 2013). It is crucial to prioritise a 

human-centred approach when rethinking the implementation of learning 

technologies to ensure that technology adoption is in line with the needs and 

abilities of individuals (Norman and Draper, 1986; Bertot and Jaeger, 2006; Liu, 

2022). 

However, it is also crucial to balance simplicity with functionality to avoid 

oversimplifying complex governmental processes, which could undermine the 

effectiveness of e-government solutions (Goldkuhl and Röstlinger, 2014). 

Integrating technological proficiency with ease of use is necessary to make the 

dashboard practical and accessible for all users (Bertot and Jaeger, 2006; Schall 

et al., 2017). While simplicity is desirable, the design should also consider the 

audience and their specific needs to tailor the dashboard effectively (Schall et 

al., 2017; Magdalena et al., 2019; Vázquez-Ingelmo et al., 2020). 

7.3.3 User guidance 

The Jakarta traffic police leaders' recommendations for including built-in user 

instructions align with the concept of 'onboarding,' which involves guiding users 

through a system's features and functions (Dhanoa et al., 2022). Effective 

onboarding is essential for modern dashboard design, as it facilitates non-expert 
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users' understanding of complex datasets (Dhanoa et al., 2022). During the early 

stages of user engagement, it is crucial to carefully plan the design elements and 

flow to support the engagement of new users (Cascaes Cardoso, 2017). 

Participants’ suggestion of incorporating a simple guidance text box within the 

dashboard reflects this approach.  

The Jakarta police underscored the value of a guidance textbox, stating that it 

would be helpful to ensure everyone can effectively navigate and use the 

dashboard. Including user instructions in the interface of e-government systems 

has been acknowledged as a crucial element in enhancing accessibility and 

usability (Venkatesh, Chan and Thong, 2011; Chillakuri, 2020). This desire for a 

system accessible to all team members, regardless of their familiarity with 

technology, mirrors a user-centric design philosophy essential in public sector 

design (Norman and Draper, 1986; Bertot and Jaeger, 2006; Twizeyimana, 2017).  

The participants’ proposal for a plain, descriptive instruction box in instructional 

design further underscores the importance of creating user-friendly dashboard 

guidance. Onboarding is crucial in modern dashboard design, ensuring users can 

fully leverage the dashboard's capabilities (Chillakuri, 2020). Such guidance should 

cater to users with diverse levels of technological proficiency, aligning with 

practical e-government service design principles that emphasise straightforward 

and clear instructions (Anderson et al., 2023). 

7.3.4 Overarching discussion: The desire for user-friendly ICT 

This study’s requirement elicitation phase implemented a user-centred design 

(UCD) approach to involve the end users. By exploring the users’ decision-making 

practices and feature preferences, the dashboard prototype aimed to be 

functional, user-friendly, and relevant to officers' daily operations, following the 

arguments that an effective e-government system must incorporate user 

participation to meet their needs (Bertot and Jaeger, 2006; Al-Yawer and Ahmad, 

2018). The involvement of users has also been shown to enhance inclusivity and 

effectiveness in smart city governance (Paskaleva et al., 2017). 

A major theme that emerged from the findings is the Jakarta traffic police's desire 

for a user-friendly ICT solution. This is evident in their emphasis on the need for 
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a responsive web design (RWD), which underscores the necessity for adaptable 

and versatile user interfaces in government ICT. RWD's role is pivotal in ensuring 

that public sector platforms are accessible across various devices, including 

desktops, laptops, and mobile devices (Marcotte, 2011; Nebeling and Norrie, 

2013). The emphasis on mobile-friendliness aligns with the broader shift towards 

mobile government (m-government) applications, which enhance accessibility to 

government services (Al-Hubaishi, Ahmad and Hussain, 2017). 

Furthermore, the police department's preference for mobile-friendly solutions 

indicates a movement towards smart governance, where the flexibility of 

accessing services from multiple devices is crucial (Von Lucke, 2016; Engin and 

Treleaven, 2019). Studies confirm that government platforms must be user-

friendly on all devices to promote inclusivity and engagement (Cordella and 

Bonina, 2012; Efe and Özdamarlar, 2021). However, challenges such as navigation 

issues on smaller screens and compatibility with older browsers must be addressed 

to maximise the benefits of RWD (Hussain and Mkpojiogu, 2015; Almeida and 

Monteiro, 2017)). 

In addition to responsive web design, the Jakarta traffic police emphasise the 

importance of a simple and user-friendly interface. Simple interfaces are essential 

for reducing cognitive load and enhancing user productivity, mainly when quick 

decision-making is critical (Ruijten, Kruyt-Beursken and IJsselsteijn, 2018). The 

emphasis on familiar and straightforward interfaces aligns with the broader trend 

towards user-centred design (UCD) in e-government services. It aims to make 

technology accessible to all users regardless of technical proficiency (Norman and 

Draper, 1986; Bertot and Jaeger, 2006). 

However, the challenge lies in balancing simplicity with functionality. 

Oversimplification can undermine the effectiveness of e-government solutions by 

failing to capture the complexity of governmental processes (Goldkuhl and 

Röstlinger, 2014). Therefore, it is crucial to integrate technological proficiency 

with ease of use, ensuring that the dashboard remains practical and accessible for 

all users (Schall et al., 2017). The design should be tailored to meet the specific 

needs of its audience, maintaining a balance between simplicity and 

comprehensive functionality (Magdalena et al., 2019; Vázquez-Ingelmo et al., 

2020). 
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Finally, the recommendation for built-in user guidance reflects the importance of 

onboarding in modern dashboard design. Onboarding helps non-expert users 

navigate complex systems, enhancing their understanding and effective use of the 

technology (Dhanoa et al., 2022). The Jakarta traffic police's suggestion of 

incorporating a simple guidance text box within the dashboard aligns with this 

concept, emphasizing the need for clear and accessible instructions (Cascaes 

Cardoso, 2017). 

Practical user guidance is essential for the accessibility and usability of e-

government systems, particularly for users with varying levels of technological 

proficiency (Venkatesh, Chan and Thong, 2011; Dhanoa et al., 2022). Including 

plain, descriptive instruction boxes can significantly enhance user experience, 

ensuring that all team members can effectively utilise the dashboard (Chillakuri, 

2020). This approach supports a user-centric design philosophy crucial in public 

sector technology, promoting greater adoption and satisfaction (Norman and 

Draper, 1986; Bertot and Jaeger, 2006). 

Considering these findings, the emphasis on creating a user-friendly ICT solution 

is paramount. The Jakarta traffic police's dashboard requirements highlight the 

critical aspects of responsive web design, simple interfaces, and user guidance in 

developing effective ICT solutions for the public sector. These elements 

collectively contribute to the overall goal of creating user-friendly, accessible, 

and efficient government platforms. A user-driven approach enhances employee 

engagement and service delivery and aligns with the broader goals of smart 

governance and effective e-government. Future research should continue to 

explore and validate these design principles across different contexts and user 

groups to refine our understanding of user-centric ICT in the public sector. 

It is worth noting that the survey responses revealed that the Jakarta traffic police 

officers generally intended to use the dashboard, as indicated by the BI variables' 

responses, which were measured using three indicators: the participants' “intend 

to use”, “predict to use”, and “plan to use”. These variables used Likert scales 

and received positive ratings from the participants. The positive responses suggest 

a possible match between the dashboard's content and features and the officers' 

requirements, which indicates that the user-centred design approach in 

developing technology solutions might encourage adoption intention.  
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Past studies have consistently demonstrated the positive impact of UCD on user 

experience in different areas, such as e-government services (Bertot and Jaeger, 

2006; Athmay, Fantazy and Kumar, 2016; Alshira’h, 2020). The importance of 

being informed and involved in ICT has played an essential role in encouraging 

user adoptions in the government-to-business (G2B) and government-to-citizens 

(G2C) fields (Conroy and Evans-Cowley, 2005; Teo, Srivastava and Jiang, 2008), 

and this study result suggested that it also might be the case in the government-

to-employees (G2E). 

7.4 Factors influencing dashboard adoption intention 

The following sections discuss the factors influencing Jakarta traffic police’s 

behavioural intention to use the dashboard: social influence, education, work 

experience, age, privacy concerns, interoperability expectations, social 

incentives, and user experience. 

7.4.1 Social influence 

The concept of social influence plays a pivotal role in the adoption of ICT among 

Jakarta traffic police officers, as identified during the requirement elicitation 

phase. Social influence can be defined as the effect of external factors on 

individuals' inclination to comply and conform, often driven by the need for social 

acceptance or a sense of belonging (Cialdini and Goldstein, 2004). Social influence 

can significantly affect motivation and behaviour, even without explicit rewards 

(Crawford et al., 2020). 

One participant’s comment about using ICT to feel more connected with 

coworkers illustrates the impact of peer behaviour and the need for social 

inclusion on technology usage (Venkatesh et al., 2003; Isaac et al., 2019). 

Similarly, other participants recognised the impact of social influence in fostering 

cooperation and discipline, especially in a hierarchical organisation like their 

police force. Research suggests that within the police force, the sense of belonging 

to a group or team can significantly enhance officers' readiness to work together 

and uphold established norms and standards (Goette, Huffman and Meier, 2006; 

Okimoto, Hornsey and Wenzel, 2019). 
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The study's SEM analysis confirms these interview insights. All three social 

influence indicators showed high factor loadings (influ1= 0.956, influ2= 0.946, 

influ3= 0.969). The structural model revealed a significant predictive relationship 

between social influence (SI) and the dashboard adoption’s behavioural intention 

(BI), showing that increased SI correlates with a 26% increase in BI. This result 

underscores the importance of a supportive social environment in technology 

adoption, particularly in government settings. 

The broader literature establishes the role of social influence in the technology 

adoption field. It describes how individuals' decisions to adopt technology are 

influenced by the behaviours and attitudes of others in their social or professional 

circles (Venkatesh and Bala, 2008; Graf-Vlachy, Buhtz and König, 2018). Social 

influence, driven by peer behaviour and the need for social acceptance, is crucial 

for formulating strategies that acknowledge and leverage social dynamics to 

enhance ICT usage in e-government and smart city governance contexts. 

Acknowledging social influence in promoting cooperation and discipline, 

especially in structured organisations like the police force, significantly impacts 

technology adoption and usage (Alhaderi and Ahmed, 2015; Graf-Vlachy, Buhtz 

and König, 2018; Donne and Fortin, 2020). Understanding and leveraging these 

social dynamics in the public sector is crucial, as they play a vital role in 

determining how technology is adopted and utilised (Alhaderi and Ahmed, 2015; 

Donne and Fortin, 2020).  

7.4.2 Educational level 

The study's quantitative analysis observed a significant relationship between 

education and the behavioural intention (BI) to adopt the dashboard among 

Jakarta traffic police officers. Police officers with a bachelor’s degree or higher 

demonstrated an 85.5% increased likelihood of intending to use the dashboard 

compared to their counterparts with only a high school education. This finding 

underscores the impact of educational background on the propensity of traffic 

police officers to adopt the dashboard. 

Existing literature supports the finding that individuals with higher education 

levels, often more digitally literate and resourceful, show an increased intention 

to adopt ICT (Nikou and Aavakare, 2021). Education predicts technology adoption 
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by influencing an individual's ability and willingness to engage with new 

technologies (Riddell and Song, 2017). Higher education levels increase the 

likelihood of using e-government services owing to increased familiarity and 

comfort with technology (Pérez-Morote, Pontones-Rosa and Núñez-Chicharro, 

2020). 

The observed likelihood of officers with varying education levels adopting the 

dashboard can be attributed to the benefits of higher education, such as enhanced 

critical thinking, problem-solving skills, and the ability to integrate complex 

systems like ICT solutions (Costello, Jackson and Moreton, 2013; Bates et al., 

2015; Biswas et al., 2020). However, formal education might not always directly 

translate into practical skills or readiness for technological changes (Uematsu and 

Mishra, 2010; Riddell and Song, 2017), highlighting the importance of hands-on 

experience and continuous training (Cheney, Mann and Amoroso, 1986; Nelson, 

Kattan and Cheney, 1991). 

Enhancing public servants' engagement with advanced ICT tools requires elevating 

their education level, improving digital literacy, and considering their varying 

technological competencies in e-government system design (Chohan and Hu, 2020; 

Morte-Nadal and Esteban-Navarro, 2022). This approach highlights the need for 

diverse training methods, as formal education and practical training are crucial to 

ensuring the effective use of e-government and smart city technologies. The 

findings reveal the need to consider educational backgrounds in ICT adoption 

strategies and the importance of addressing formal education and practical 

training to ensure the effective use of e-government and smart governance 

technologies. 

7.4.3 Work experience 

The SEM analysis provides significant insights into how the working experience of 

Jakarta's traffic police officers influences their likelihood of adopting dashboard 

technology in patrol allocation duties. The results indicate a positive, albeit slight, 

relationship between an officer's experience and their intention to use the 

dashboard technology. Specifically, with a coefficient estimate of 0.017, an odds 

ratio (OR) of 1.017, and a p-value of 0.047, the analysis suggests that for each 
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additional year of experience, there is a 1.7% increase in the probability of an 

officer using the dashboard for patrol-related decisions. 

This discovered relationship aligns with research findings that more professional 

experience may lead to a higher inclination to adopt new technologies as 

individuals become more familiar with the evolving technological landscape 

(Aggarwal et al., 2015; Goeke et al., 2016). The finding that each additional year 

of experience contributes to a 1.7% increase in the likelihood of adopting the 

dashboard for patrol decisions might suggest familiarity and comfort with 

operational procedures, which grow with experience and can enhance the 

adoption of job-related technologies (Aggarwal et al., 2015; Goeke et al., 2016). 

Public sector research suggests the importance of experience in facilitating 

employees' adeptness at integrating new technologies into their existing practices 

(Smith, Collins and Clark, 2005; Goeke et al., 2016). More experienced employees 

might better understand how technology can streamline operations and enhance 

efficiency and effectiveness in their roles (Weinberg, 2004; Lee and Xia, 2010; 

Mittal, 2020). The SEM finding that links working experience to an increased 

inclination to adopt dashboard technology among Jakarta's traffic police officers 

can help formulate strategies that acknowledge and leverage varying experience 

levels in successfully deploying ICT in e-government and smart governance 

initiatives. 

7.4.4 Age 

The SEM analysis showed a 3.5% decrease in the intention to adopt dashboard 

technology for each additional year of age among Jakarta traffic police officers.  

This trend was observed across the surveyed age range, which spanned from 19 to 

58 years old. However, it is crucial to consider the limitations of interpreting this 

decrease as a strictly linear relationship over the entire age range. The cumulative 

effect of a 3.5% decrease per year, when applied from ages 19 to 58, could 

theoretically result in a substantial reduction in adoption intention. While the 

DWLS method used in the SEM analysis is well-suited for handling the ordinal 

nature of the survey data, the interpretation of a linear decrease across a wide 

age range should be cautiously approached. In practice, the intention to adopt 

technology is unlikely to decrease indefinitely and may plateau or reach a lower 
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limit, particularly among older officers who might already have low levels of 

adoption intention (Mannheim et al., 2023). 

This finding supports research suggesting that younger individuals, often more 

technologically familiar and adaptable, tend to have a higher propensity and a 

more positive attitude towards adopting new technologies (Venkatesh et al., 2003; 

Berkowsky, Sharit and Czaja, 2017; Ginters, 2020). The negative relationship 

between age and the intention to adopt the dashboard also brings to light the 

issue of the digital divide, which encompasses both access to technology and the 

ability and willingness to use it (Van Dijk, 2006, 2017). Age is a crucial factor in 

this divide, with older individuals facing more challenges in adopting new 

technologies (Van Dijk, 2006, 2017; Given, 2008; Bhattacharjee, Baker and 

Waycott, 2020; Pang et al., 2021). 

The results underscore the importance of tailored training and support for 

officers. Specialised training programs and user-centric approaches can mitigate 

the negative impact of age on ICT adoption by accommodating the varied learning 

styles and technology comfort levels of older individuals (Olphert and Damodaran, 

2013; Berkowsky, Sharit and Czaja, 2017). The decreased adoption intention with 

age among Jakarta traffic police officers may reflect generational attitudes 

towards technology, as research indicates that different generations vary in their 

approach to technology use in the workplace (Statnickė, Savanevičienė and Šakys, 

2019). 

Understanding the impact of age on ICT adoption is crucial for e-government and 

smart city initiatives. This understanding can inform the design and marketing of 

initiatives to different age groups, ensuring wider adoption and highlighting the 

necessity of considering demographic factors, including age, in designing and 

implementing e-government services (Budding, Faber and Gradus, 2018). The 

study finding highlights the need to consider age as a significant factor in ICT 

adoption strategies, including the need for tailored training and support 

approaches. 



Chapter 7 193 
 

 

7.4.5 Privacy concerns 

Jakarta traffic police leaders indicated that privacy concerns influence their 

motivation to use ICT. These concerns stem from worries about the security of 

their information, impacting their trust in ICT systems and willingness to share 

data. Participants shared privacy concerns about using applications with non-

disabling continuous location trackers and expressed unease with GPS location-

monitored devices, especially those that cannot be deactivated. These concerns 

reflect a broader issue known as surveillance creep, or function creep, which 

refers to expanding surveillance technologies beyond their original purpose 

(Koops, 2021). This issue is driven by the widespread use of GPS-enabled mobile 

devices and the development of location-based applications (Riaz, Dürr and 

Rothermel, 2015; Bernot, Trauth-Goik and Trevaskes, 2021). 

The participants’ concerns about continuous location tracking and the desire for 

privacy guarantees highlight broader worries about personal data security and user 

autonomy in technological systems. Ensuring strong privacy safeguards is crucial 

for encouraging the use of ICT tools (Clayton and Sibbald, 2020). This stance on 

privacy protection is critical to technology acceptance, especially in professional 

settings like public service (Bhave, Teo and Dalal, 2019; Schomakers, Lidynia and 

Ziefle, 2022). The integration of privacy considerations into the early stages of 

ICT design, known as Privacy by Design (PbD), emphasises the necessity of 

including privacy characteristics in the initial design and implementation of ICT 

systems (Wu, Vitak and Zimmer, 2019; Mavroeidi, Kitsiou and Kalloniatis, 2021). 

According to the PbD method, privacy considerations should always be included in 

the design and implementation process (Wu, Vitak and Zimmer, 2019). 

The quantitative phase supports these insights. The SEM’s measurement model 

revealed that all the indicators for the privacy concerns construct have high factor 

loadings (priv1=0.995, priv2= 0.861). The structural model results showed a 

negative correlation between Privacy Concerns and Behavioural Intention, with a 

coefficient of -0.069 (OR=0.933, p=0.027). This finding indicates that with each 

increase in privacy concerns, behavioural intention diminishes by 6.6%, aligning 

with research that suggests privacy concerns can act as a barrier to adopting new 

technologies (Brous and Janssen, 2020; Chan and Saqib, 2021; Trkman, Popovič 

and Trkman, 2023).  
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The concerns expressed by Jakarta traffic police leaders about privacy, 

particularly regarding continuous location tracking, influence their intention to 

adopt the dashboard, underscoring the need for robust privacy protections and 

trust-building measures in developing and implementing such technologies. This 

significant finding also supports the importance of including negative emotions 

and experiences in models as they are frequently encountered in the real-world 

implementation and utilisation of technology (Hornbæk and Hertzum, 2017). 

7.5 Novel influencing factors 

During the hypothesis development interviews, several Jakarta police officers 

identified interoperability as a crucial ICT feature. Given the emphasis placed on 

this factor, it was included in the survey to examine its potential influence on the 

officers' intention to adopt the dashboard. It is important to note that while the 

dashboard is not yet interoperable, the expectation itself may play a significant 

role in shaping adoption intentions. The rationale is grounded in the theory that 

user expectation could enhance their initial willingness to adopt technology 

despite the current limitations (Davis, 1986; Venkatesh et al., 2003). Therefore, 

this study seeks to determine whether the mere expectation of this feature might 

influence stated intentions to use the dashboard. 

During the development of the hypothesis, no other studies were identified that 

examine interoperability factors, specifically in terms of expectations. Existing 

research primarily focuses on existing interoperability features (e.g., DeNardis, 

2010; Zhan, Wang and Xia, 2011; Santos and Reinhard, 2012; Tripathi, Gupta and 

Bhattacharya, 2012; Dukić, Dukić and Bertović, 2017; Shahzad et al., 2019; 

Albahlal, 2021). There appears to be a notable gap in the literature regarding the 

role of anticipated interoperability in technology adoption. Therefore, the survey 

questions were refined to capture these expectations, which were further 

validated through exploratory factor analysis before inclusion in the SEM analysis, 

as detailed in section 6.1.2. 

In addition, regarding the social incentives factor, existing government ICT 

adoption studies have primarily focused on other incentive forms, such as financial  

(e.g., Gupta, Dasgupta and Gupta, 2008; Wickramasinghe and Wickramasekara, 

2022; Chen, Meng and Yu, 2023), educational (e.g., Gupta, Dasgupta and Gupta, 
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2008), career promotion (e.g., Yap, Thong and Raman, 1994; Chung, Lee and Kuo, 

2016; Camarena and Fusi, 2022), and reward-punishment systems (e.g., Liang, Xue 

and Wu, 2013; Camarena and Fusi, 2022). While one qualitative study examined 

incentives such as recognition, status, and a sense of accomplishment (H. Zhang 

et al., 2022), this current study is, to the best of the researcher's knowledge, the 

first to quantitatively hypothesise recognition and appreciation as a social 

incentive construct and explore their impact on public servants’ ICT adoption 

intention. 

Finally, Jakarta traffic police identified UX-related factors as motivators for ICT 

use. While most UX studies rely on summary statistics to assess user experience 

(Laugwitz, Held and Schrepp, 2008; Forster et al., 2018; Díaz-oreiro et al., 2019; 

Schrepp, 2019), a few have utilised UX as a latent construct in SEM, yielding varied 

factor structures (e.g., Deng et al., 2010; Mlekus et al., 2020; Idkhan and Idris, 

2023). Therefore, this study explores and examines UX factors to contribute to 

understanding UX’s role in ICT adoption. 

7.5.1 Interoperability expectations 

Interoperability is a factor that Jakarta traffic police perceived as motivating 

them to adopt ICT. They highlighted the need for system interoperability in their 

work, exemplifying the integration of traffic crash and civil registry systems for 

better communication. The police described challenges with using separate 

systems for vehicle registration and crash reports, advocating for improved system 

compatibility. Their preference aligns with literature suggesting that 

interoperability can reduce redundancy and enhance the user experience in e-

government services (Luna-Reyes and Gil-Garcia, 2014; Athmay, Fantazy and 

Kumar, 2016).  

The Jakarta traffic police favoured interoperable applications to replace isolated 

systems for vehicle registration and crash reporting, stating that such integration 

would increase efficiency and streamline their tasks. Prioritising interoperability 

in data and communication exchange is acknowledged in smart city and e-

government literature as essential for enhancing operational effectiveness and 

decision-making (Pardo, Nam and Burke, 2012; Wimmer, Boneva and di Giacomo, 

2018). The interoperability feature facilitates smooth communication and data 
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exchange between different systems, devices, or platforms and is essential in 

public sector ICT systems (Whitman, Santanu and Panetto, 2006; Handley, 2013). 

It plays a significant role in the success and utility of ICT in government settings 

(Luna-Reyes and Gil-Garcia, 2014; Athmay, Fantazy and Kumar, 2016). 

The subsequent SEM analysis measures the interoperability expectations factor 

using indicators inter1 (ability to communicate) and inter2 (ability to share data). 

The measurement model showed high factor loadings (ii1=0.914, ii2=0.981). The 

structural model revealed a significant correlation between interoperability 

expectation and behavioural intention, indicating a 78% increase in behavioural 

intention with an additional increase in interoperability expectations. This result 

demonstrates that adoption intention is higher among Jakarta police officers who 

favour an interoperable dashboard.  

Interoperability is crucial in e-government and smart cities, enabling services 

through a unified platform for a convenient experience and integrating diverse 

devices and services to facilitate the digital transformation of urban environments 

(Sharma and Panigrahi, 2015; Weber and Žarko, 2019). Seamless integration of 

systems, data, and applications in smart city designs, involving the effective 

coordination of various technologies and platforms, is crucial for reducing costs 

and improving efficiency by ensuring smooth data flow and interoperability 

(Nuaimi et al., 2015; Albouq et al., 2022). Interoperability can lead to cohesive 

services and increased efficiencies (Pliatsios, Kotis and Goumopoulos, 2023). 

Moreover, developing regulatory frameworks and good practice examples is 

necessary to ensure legal certainty and protect stakeholders' interests, facilitating 

the broader adoption of interoperable smart city services (Santos and Reinhard, 

2012). 

7.5.2 Social Incentives 

Several Jakarta traffic police leaders revealed the impact of social incentives on 

their technology usage. They observed that social incentives like recognition or 

appreciation from commanders influence officers' decisions to use ICTs, indicating 

the crucial role of recognition as a social incentive. Social incentives, defined as 

crucial motivators that drive individuals to adopt behaviours aligned with social 

norms or driven by intrinsic or extrinsic motivations (Nguyen-Van, Stenger and 
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Tiet, 2021), play a significant role in their ICT usage decision-making process. This 

perspective aligns with the concept of social reinforcement in technology adoption 

(Graf-Vlachy, Buhtz and König, 2018; H. Zhang et al., 2022), emphasising the role 

of positive reinforcement in motivating individuals to engage with new 

technologies.  

Participants’ comments on reputation resonate with studies on organisational 

norms influencing technology adoption (Kamal, 2006; Melitski, Gavin and Gavin, 

2010; Talukder, 2012). In the public service sector, the significance of personal 

reputation for an individual's job satisfaction is well-documented. Research 

indicates that a positive personal reputation can increase overall work satisfaction 

(Zinko et al., 2011; Sofyan et al., 2016; H. Zhang et al., 2022). Moreover, personal 

reputation factors include self-esteem, a sense of belonging, and the desire for 

rewards (Zinko and Rubin, 2015). Additionally, there is a correlation between 

employee pride, job satisfaction, and the external reputation of their organisation 

(Helm, 2013; Zhou, Luo and Tang, 2017). This context allows the understanding of 

the reasons behind officers' ICT utilisation. These efforts focus on earning respect 

and are viewed as a way to showcase discipline and obedience, viewed as essential 

for advancing their careers. These findings underscore the need for strategies that 

acknowledge and leverage these incentives in ICT adoption among public servants. 

The quantitative result confirms the hypothesis, where the measurement model 

of social incentives showed high factor loadings on both indicators (incen1= 0.980, 

incen2= 0.963). The SEM's structural model results demonstrated a strong 

correlation between social incentives and the behavioural intention to adopt the 

dashboard. The social incentives construct showed a statistically significant 

predictive relationship with behavioural intention (BI), with a coefficient estimate 

of 0.220 (OR= 1.248, p=0.000), suggesting a 24.8% increase in BI for each unit 

increase in social incentives. Users' inclination to use the dashboard can be 

significantly increased by providing social incentives. The chance that users will 

accept and use the dashboard increases by 24.8% for every unit increase in social 

incentives offered. 

These insights regarding how recognition and appreciation can drive technology 

adoption and usage contribute to the discussion of the role of social incentives in 

encouraging ICT use among government employees. Research indicates that non-
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financial incentives, such as education (e.g., Gupta, Dasgupta and Gupta, 2008), 

career promotion (e.g., Yap, Thong and Raman, 1994; Chung, Lee and Kuo, 2016; 

Camarena and Fusi, 2022), reward-punishment systems (e.g., Liang, Xue and Wu, 

2013; Camarena and Fusi, 2022), recognition, status, and a sense of 

accomplishment (H. Zhang et al., 2022), significantly enhance productivity and 

motivation, which can be extended to adopting ICT in the public sector. 

Recognising and leveraging these dynamics is critical to encouraging ICT tool usage 

in professional settings (Scherer et al., 2018), where technology can significantly 

enhance operational efficiency and decision-making (Pereira et al., 2018; 

Contreras-Figueroa et al., 2021). Addressing social and organisational challenges 

is crucial to fully realise the benefits of ICT, as it can transform government 

operations and improve service delivery (Rehouma and Hofmann, 2018). 

7.5.3 User experience-related factors 

The survey results confirmed that the UX latent variable/ construct influences the 

Jakarta traffic police’s intention to adopt the dashboard. These findings support 

the literature, which has argued that when studying ICT acceptance and adoption, 

it is essential to combine UX factors, which focus on the experiential aspect, with 

technology acceptance factors that prioritise utilitarian aspects (Balaji et al., 

2015; Hornbæk and Hertzum, 2017; Mlekus et al., 2020). The UX construct, 

measured by four indicators (innovativeness, leading edge, speed, and 

supportiveness), has a significant relationship with the BI construct with a 

coefficient of 0.090 (Odds Ratio/OR=1.094, p=0.018). This result suggests that for 

every incremental unit enhancement in UX, the user's behavioural intention to 

employ the dashboard experiences a proportional escalation of 9.4%.  

This finding further validates positive user experience's significant influence on 

user satisfaction and intention to use e-government services (Al-Rahmi et al., 

2022). However, there is inconclusiveness among a few studies that examined the 

influence of User Experience (UX) on ICT adoption. These studies yielded different 

outcomes regarding the factor structures (e.g., Deng et al., 2010; Mlekus et al., 

2020; Idkhan and Idris, 2023). Therefore, the SEM results of each UX indicator will 

be provided in detail in the following sections to contribute to the UX literature.  
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7.5.3.1 Innovativeness 

The hypothesis development interviews showed that the inclination for 

innovativeness drove ICT usage among Jakarta traffic police officers. 

Innovativeness, the readiness to accept new and emerging technologies, reflects 

a desire to remain at the forefront of technological progress (Bibri and Krogstie, 

2017a). Participants expressed a strong interest in exploring and utilising cutting-

edge ICT solutions like virtual and augmented reality, emphasising innovation as 

a defining characteristic of efficient ICT. This perspective reflects the practical 

advantages of keeping up with continuous technological advancements and using 

these innovations effectively. The participants’ view that innovation signifies 

high-quality ICT aligns with the literature emphasising the critical role of creative 

and innovative solutions in enhancing the efficacy of ICT (Pereira et al., 2018). 

The SEM's Confirmatory Factor Analysis (CFA) supports these insights, revealing a 

substantial factor loading of 0.807 for the innovativeness indicator within the User 

Experience (UX) construct. The high factor loading of the CFA highlights the 

importance of innovativeness in enhancing user experience and, as a result, 

increasing the likelihood of Jakarta traffic police officers adopting the dashboard. 

The findings emphasise the desire for innovative features in ICT design among 

Jakarta traffic police officers. The results also support the importance of staying 

current with technological advancements, which are crucial to enhancing the 

adoption and effective use of these technologies in public sector environments, 

balanced with responsible and sustainable approaches. 

The technology acceptance literature identifies innovativeness as a critical trait 

influencing the speed at which an individual or organisation adopts new 

technologies (Dedehayir, Mäkinen and Ortt, 2018). Innovative technologies like 

virtual and augmented reality are increasingly being explored for their potential 

to enhance public services and governance (Komninos, Pallot and Schaffers, 2013; 

Schrom-Feiertag et al., 2018). Furthermore, fostering an innovative culture and 

embracing new technologies can facilitate the adoption of smart governance 

practices, leading to improved decision-making and service delivery (Nam and 

Pardo, 2011; Caird and Hallett, 2018). The importance of innovativeness in the UX 

design of ICT is highlighted, where incorporating innovative elements can 
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significantly enhance the adoption and usage of e-government services (Kilicer, 

Bardakci and Arpaci, 2018). 

However, to ensure responsible and sustainable technological advancement and 

to avoid technocratic governance, innovation in ICT must be responsible by 

considering ethical and social implications (Kitchin, 2015; Stahl and Jirotka, 2017; 

Kummitha, 2020; Tocci, 2020; Sengupta and Sengupta, 2022). Failure to recognise 

the significance of organisational culture, norms, and standards in ICT-driven 

innovations can also result in difficulties and inconsistencies in public 

administration settings (van Duivenboden and Thaens, 2008; Ravishankar, 2013). 

Adopting responsive governance strategies is vital to managing technological risks, 

as these strategies involve regulatory frameworks that adapt swiftly to the rapid 

evolution of digital platforms (Taeihagh and Lim, 2019). There is a delicate 

balance between ensuring safety and fairness through necessary governance and 

avoiding excessive regulation that could potentially stifle innovation in emerging 

or unproven technologies (Perrier, 2022). 

7.5.3.2 Leading edge 

The Jakarta police leaders stated that the leading-edge quality of ICT motivates 

them to use these technologies. "Leading edge" in the ICT context signifies being 

at the forefront of technical innovation (Abdullah, 2023). One participant stressed 

the importance of keeping up with the latest technical advancements, suggesting 

that this benefits the rapidly evolving technological landscape. Studies suggest 

that people with preferences for new technology are committed to staying up-to-

date with ICT by adopting appropriate advancements (Qu and Weston, 2015; 

Taherdoost et al., 2018).  

They discussed Google Workspace for practical examples, highlighting how its 

continuous incorporation of new features streamlines work processes. The 

practical benefits of engaging with leading-edge technologies demonstrate how 

adopting them can streamline work processes and enhance efficiency 

(Anthopoulos and Reddick, 2016; Warner and Wäger, 2019). These technologies 

can enhance service delivery, lower costs, and increase transparency for e-

government solutions (Archmann and Iglesias, 2010; Reddick, Chatfield and 

Jaramillo, 2015; Anthopoulos and Reddick, 2016; Di Giulio and Vecchi, 2023). 
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However, carefully considering elements like the accessibility of information data 

infrastructure and the application of knowledge management systems is necessary 

to implement these technologies successfully (Yang et al., 2006; Onyshchuk et al., 

2020; Di Giulio and Vecchi, 2023). 

The police’s comments align with the principles of smart governance, where 

advanced technologies are vital to enhancing public services and improving 

decision-making processes (Gil-Garcia, Helbig and Ojo, 2014; Pereira et al., 2018). 

Moreover, the CFA’s high factor loading of 0.950 for the leading-edge indicator in 

the UX construct suggests a strong correlation between the perception of 

technology as leading-edge and user experience, aligns with literature highlighting 

the role of advanced features and continuous innovation in enhancing user 

satisfaction and adoption of ICT solutions in e-government (Lee and Xia, 2010; 

Craddock et al., 2012; Gil-Garcia, Helbig and Ojo, 2014; Verkijika, 2018; Choi et 

al., 2021; Neelu and Kavitha, 2021). Combining leading-edge technologies, 

innovation, and principles of good governance is essential for developing smart, 

creative, innovative, and sustainable cities (Lopes, 2017). The significance of 

leading-edge technology in user adoption is also evident in various sectors, 

including e-government, where technological advancements can motivate public 

sectors to adopt new ICT solutions (Mergel, 2016). 

7.5.3.3 Speed 

Jakarta traffic police leaders emphasised 'speed' as a crucial motivator for their 

ICT use, highlighting the importance of quick application loading times for 

practical app usage. The negative impact of slow applications, as discussed by the 

police, aligns with studies that have explored how system performance issues 

affect user perceptions and willingness to use e-government services 

(Papadomichelaki and Mentzas, 2012; Fan and Yang, 2015; Sharma, 2015). The 

police also mentioned the role of speedy ICT in emergencies, which studies found 

particularly relevant in law enforcement and emergency response scenarios 

(Bharosa, Lee and Janssen, 2010; Verhulst and Rutkowski, 2017). 

The police also stated that rapid loading is vital for efficient access to information 

and is essential in utilising technology for daily tasks, stressing the need for ICT 

applications to be fast and responsive. Fast and responsive ICT systems are linked 
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to improved efficiency in government operations and service delivery (Verhulst 

and Rutkowski, 2017; Mergel, Edelmann and Haug, 2019). The Jakarta traffic 

police’s collective viewpoint indicates a strong preference for efficient ICT 

experiences, with participants believing that faster applications enhance 

performance and productivity. Their comments reflect a broader theme in e-

government research, exploring the connection between ICT efficiency, reduced 

downtime, and increased user satisfaction (Mahmoodi and Nojedeh, 2016; Sachan, 

Kumar and Kumar, 2018; Nam et al., 2022). Studies suggest that system response 

time is an ICT-supportive factor influencing user satisfaction (Shaw, DeLone and 

Niederman, 2002; David, Chalon and Delomier, 2013). 

Supporting these qualitative insights, the SEM's CFA for User Experience (UX) 

showed a high factor loading of 0.951 for the speed indicator, suggesting that ICT 

speed significantly impacts the user experience of Jakarta traffic police leaders. 

This finding is consistent with a broader topic in e-government research, which 

suggests the relationship between decreased downtime, ICT efficiency, and 

improved user happiness (Laugwitz, Held and Schrepp, 2007; Mahmoodi and 

Nojedeh, 2016; Sachan, Kumar and Kumar, 2018; Díaz-oreiro et al., 2019). The 

focus on 'speed' by Jakarta traffic police leaders underscores the essential role of 

fast ICT systems in improving operational efficiency and emergency 

responsiveness. These insights suggest the importance of high-speed ICT 

infrastructure in enhancing government service delivery and operational 

productivity. 

7.5.3.4 Supportiveness 

The participants stated that ICT tools should be supportive of their tasks. They 

highlighted the importance of using ICT, like dashboards, to streamline daily tasks, 

primarily visualising and sharing information for better collaboration with 

colleagues. This finding emphasises the need for ICT tools that can help improve 

job efficiency by making information more accessible and facilitating better 

sharing. Participants’ emphasis on ICT tools like dashboards aiding in daily tasks 

resonates with the concept that perceived usefulness is a critical factor 

influencing technology adoption in public service delivery (Weerakkody et al., 

2015; Engin and Treleaven, 2019; Velsberg, Westergren and Jonsson, 2020; Chohan 

et al., 2021; Chohan and Hu, 2022). 
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The role of supportive ICT in decision-making was a recurring theme among 

participants. For example, the participants noted that supportive ICT could 

increase efficiency in identifying potential crash locations and optimising resource 

allocation. Their emphasis on ICT offering valuable insights aligns with the focus 

on data-driven decision-making in e-Government and smart city governance (Wang 

and Feeney, 2016; El‐Haddadeh et al., 2019; Soomro et al., 2019; Choi et al., 

2021; Todisco et al., 2021; Sarker, 2022; Hossin et al., 2023).  

Participants also pointed out the conditional nature of ICT adoption, pointing out 

that they are more inclined to use ICT solutions that genuinely support their work 

by fulfilling specific informational needs. This pragmatic approach, aligning with 

research findings, shows that public officials increasingly recognise the value of 

ICT tailored to their specific needs, resulting in improved efficiency and 

effectiveness in their roles (Dawes, Cresswell and Pardo, 2009; Wang and Feeney, 

2016; Todisco et al., 2021). Studies suggest that individuals' subjective 

perceptions of ICT supportiveness in products or services are shaped by factors 

like system response time, user understanding, effectiveness, effort, and 

performance expectations, which collectively influence user satisfaction (Shaw, 

DeLone and Niederman, 2002; Al-Maskari and Sanderson, 2010; David, Chalon and 

Delomier, 2013; Helin et al., 2018). 

The SEM result reinforces these insights. The CFA showed a high factor loading of 

0.999 for the supportiveness indicator, confirming the contribution of ICT 

supportiveness in the overall user experience of Jakarta traffic police officers. 

This CFA result aligns with literature findings that when ICT solutions actively 

contribute to their work, public officials are more likely to have a positive user 

experience, encouraging adoption (Gupta, Dasgupta and Gupta, 2008; 

Papadomichelaki and Mentzas, 2012; Kant and Jaiswal, 2017). The findings 

demonstrated the importance of supportive ICT in the work of Jakarta traffic 

police officers. The emphasis on ICT tools that assist in task performance, cater 

to specific informational needs, and enhance decision-making processes 

underscores the need to design ICT solutions that are closely aligned with the 

practical and operational requirements of users in the public sector. 
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7.6 Overarching discussion of the influencing factors for 
ICT adoption intention 

This study integrated interview insights to develop quantitative hypotheses to 

examine the factors affecting IT adoption, a key yet understudied part of 

government ICT acceptability (Ives and Olson, 1984; Bano and Zowghi, 2015; 

Raimondo and Newcomer, 2017; Rehouma, 2017, 2020; Rehouma and Hofmann, 

2018). This comprehensive approach aimed to uncover the complex dynamics 

between technology, governance, and human factors, thereby providing a holistic 

view that is important for understanding the influence of government employee 

involvement in IT system adoption and offering contextually rich and generalisable 

insights.  

The Jakarta traffic police’s perceived factors motivating their ICT usage were 

elicited. By directly engaging with officers, the research attempted to capture the 

nuanced experiences, attitudes, and expectations often missed by quantitative 

analyses alone. Utilising these qualitative findings to formulate quantitative 

hypotheses enabled the statistical identification of relationships grounded in the 

experiences of the target users. This approach was intended to make the 

subsequent quantitative analysis more relevant and applicable and ensure the 

findings were statistically robust and contextually meaningful. 

The study’s survey on the factors influencing the behavioural adoption intention 

of a dashboard by traffic police officers in Jakarta has revealed several essential 

drivers. The findings uncover a complex interplay of technological, social, and 

individual determinants. These overarching themes provide a multifaceted 

understanding of ICT adoption in the public sector and highlight the 

interconnectedness of various factors that shape adoption’s behavioural 

intentions. 

A significant focus is placed on the need for technological sophistication, including 

critical aspects such as interoperability, speed, innovativeness, and leading-edge 

technology. This theme emphasises the preference for advanced and user-friendly 

systems that support seamless communication and data exchange, underlining the 

importance of technological capabilities in improving operational efficiency and 

decision-making processes within the public sector. 
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The analysis further reveals the profound impact of social dynamics, including 

social influence and incentives like recognition and appreciation. This aspect 

demonstrates the extent to which ICT adoption is influenced by the broader social 

environment, including peers, superiors, and the prevailing organisational culture, 

underscoring the role of social factors in encouraging or hindering technology 

adoption in professional settings and the public sector (Pereira et al., 2018; 

Scherer et al., 2018; Contreras-Figueroa et al., 2021; H. Zhang et al., 2022). 

The study also highlights how individual characteristics such as educational level, 

work experience, and age significantly affect the inclination toward ICT adoption. 

This insight points to the varied responses to technology based on demographic 

factors, suggesting that a deeper understanding of these characteristics can 

inform strategies to enhance technology uptake (Aggarwal et al., 2015; 

Berkowsky, Sharit and Czaja, 2017; Riddell and Song, 2017; Van Dijk, 2017; 

Ginters, 2020; Nikou and Aavakare, 2021). 

Privacy concerns are pivotal, indicating a critical barrier to ICT adoption. This 

aspect stresses the need for robust privacy measures and transparent data 

handling practices to build trust in ICT systems, signalling the necessity of 

addressing privacy and security from the outset of technology implementation, 

especially in professional environments such as public service (Bhave, Teo and 

Dalal, 2019; Clayton and Sibbald, 2020; Schomakers, Lidynia and Ziefle, 2022). 

Lastly, the importance of user experience, encompassing supportiveness, speed, 

innovativeness, leading edge, and the alignment of ICT tools with users' needs, is 

identified as a critical factor. This theme underlines the necessity of developing 

ICT solutions that are not only technologically advanced but also tailored to fit 

users' work practices and expectations, thereby enhancing satisfaction and 

adoption rates (Balaji et al., 2015; Hornbæk and Hertzum, 2017; Mlekus et al., 

2020; Al-Rahmi et al., 2022). 

These insights suggest that achieving a successful ICT adoption among Jakarta 

traffic police leaders requires a multidimensional approach. This approach must 

simultaneously address the technological capabilities of the dashboard system, 

the social dynamics within the police force, the individual characteristics of the 

officers, privacy considerations, and the overall user experience. By 
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acknowledging the complexity of factors influencing ICT adoption, this analysis 

underscores the need for holistic strategies that consider the technological, 

social, and individual dimensions to effectively enhance the adoption and 

utilisation of ICT tools in public service delivery. 

7.7 Summary of chapter 

This study explores ICT development and examines the behavioural intention to 

adopt it among Jakarta's traffic police officers, adopting User-Centred Design 

(UCD) to meet their decision-making needs. It begins by focusing on eliciting 

requirements for a patrolling allocation dashboard, identifying the police’s 

decision-making practices and feature expectations. These include real-time 

traffic monitoring, crash data visualisation, road safety campaigns, predictive 

analytics for crash locations, and support for tacit knowledge in decision-making, 

reflecting a comprehensive understanding of urban governance and e-government 

applications. 

The study investigates the motivations behind ICT adoption among officers, 

revealing key factors such as system interoperability expectations, privacy 

concerns, social incentives, educational level, age, work experience, and user 

experience. Notably, expectations for interoperability between various 

government systems, social recognition, higher educational levels, and positive 

user experiences emerged as significant motivators. Conversely, privacy concerns 

and older age appeared as deterrents. 

Through its findings, the study contributes to the broader literature on e-

government and smart city governance by highlighting the critical role of user-

centred design in uncovering users’ requirements and promoting ICT adoption 

among public servants. It underscores the need for ICT solutions that are not only 

technologically advanced but also align with users' practical needs and concerns, 

thereby enhancing the effectiveness of urban governance initiatives. 
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Chapter 8 Conclusion 

8.1 Introduction 

This chapter provides the conclusion for this study. The first section is the study 

summary, followed by the findings. The next sections provide theoretical, 

practical, and policy implications. The study limitations and recommendations for 

future research are also described.    

8.2 Study summary 

This section provides a concise overview of the research conducted on ICT 

development participation and adoption intention among Jakarta's traffic police 

officers. The dashboard development phase adopted a User-centred Design (UCD) 

by including Jakarta traffic police as end-users in the design process to ensure 

that the resulting dashboard is practical, relevant, and user-friendly. Interviews 

were conducted to gather requirements from Jakarta traffic police leaders for 

dashboard development. These interviews provided insight into the police’s 

decision-making practices. The police’s participation in the dashboard 

development also revealed their preferences for the dashboard features.  

The subsequent adoption intention examination phase used a multi-method 

approach to understand the factors influencing the intention to adopt the 

developed dashboard for patrolling allocations. This phase developed a set of 

quantitative hypotheses by interviewing the officers regarding the perceived 

factors that motivate their use of ICT. Subsequently, a survey was conducted to 

gather data, which were then quantitatively analysed using an SEM method. This 

research phase revealed the main factors influencing the intention to adopt the 

dashboard among Jakarta traffic police officers. 

8.3 Findings from research questions 

8.3.1 Decision-making in Jakarta traffic police’ patrolling 
allocations 

RQ1: How do government employees conduct decision-making within the 

data-driven decision-making framework? 
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This study provides a comprehensive analysis of the Jakarta traffic police's 

decision-making for patrolling allocations, offering contributions to the empirical 

evidence supporting the practical application of data-driven decision-making 

(DDDM) theories in the public sector. 

The findings contribute to the noted gap in empirical evidence for DDDM by 

illustrating how the Jakarta traffic police effectively utilise real-time traffic 

monitoring tools like Google Maps and Waze. These tools facilitate proactive 

traffic management and illustrate the practical steps in integrating commercial 

data into public sector decision-making. This aligns with the broader smart city 

and e-governance paradigms, emphasising risk mitigation, thus bridging the gap 

between theoretical potential and practical application (Brynjolfsson and 

McElheran, 2016; Dingelstad, Borst and Meijer, 2022). 

Another aspect revealed by this study is the Jakarta traffic police's recognition of 

the need for advanced geospatial data and predictive analytics. Although these 

tools are not yet implemented, there is a clear aspiration to use geospatial data 

to visualise traffic black spots and predictive analytics to forecast traffic crash 

risks. This need highlights the importance of such technologies in optimising patrol 

allocations and enhancing urban safety. The study underscores the potential for 

these tools to transform complex data into actionable insights and proactively 

prevent traffic incidents, contributing to understanding which data types and 

analytics tools function best in specific situations. 

The Jakarta police’s use of data to enhance road safety awareness, particularly 

through displaying recent crash statistics on roadside billboards, can be an 

effective strategy for promoting road safety. The visibility of crash data prevents 

unsafe driving practices and fosters a culture of caution and responsibility among 

road users (Desjardins and Lavallière, 2023). By publicly sharing crash data, the 

police aim to raise awareness and instil accountability, motivating drivers to 

reconsider their habits and ultimately reducing traffic crashes. This data-driven 

approach underscores the potential of public awareness campaigns in improving 

road safety and highlights the importance of integrating such strategies into 

broader traffic management initiatives. 
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The desire to integrate predictive analytics reflects a forward-looking strategy to 

prevent crashes before they occur. By leveraging historical data and advanced 

technologies such as machine learning, the Jakarta traffic police aim to adopt a 

proactive approach to resource allocation. This finding contributes to the 

empirical need to explore the practices of integrating computational models and 

predictive analytics into public sector decision-making. 

Additionally, integrating tacit knowledge with empirical data is emphasised, 

showcasing the need for a balanced approach in urban governance. This blend of 

data-driven methods and on-the-ground experience ensures that technological 

advancements enhance rather than replace the human element in public service. 

This aspect of the study informs practitioners on effectively integrating these 

approaches, promoting a culture of collaboration and information sharing within 

government agencies. 

The findings also stress investing in technology and human resources to create a 

solid foundation for DDDM. Ensuring that all government agencies have the 

necessary infrastructure and trained personnel is crucial for successfully 

implementing data-driven practices. This highlights the need for adequate 

resources and infrastructure to integrate data analytics into public administration 

consistently. 

Overall, this study contributes to the academic understanding of DDDM in the 

public sector and provides practical insights for policymakers and urban planners. 

By illustrating the practical application of data-driven strategies in traffic 

management, the study complements theoretical propositions and offers 

evidence-based recommendations to refine DDDM theories and practices. This 

nuanced approach values both technological advancements and the irreplaceable 

insights human experience provides, aiming to foster more resilient and adaptive 

public sector decision-making. 

8.3.2 Participation in ICT development 

RQ2: "What features do government employees prefer in an ICT for decision-

making, and how does their participatory involvement in its development provide 

insights into user-centred design practices?"  
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This study provides empirical insights into the expectations of Jakarta traffic 

police for features in a patrolling allocation dashboard, underscoring the 

importance of user participation in developing ICT solutions for the public sector. 

The findings address significant gaps in the existing research by highlighting the 

critical role of government employee participation in developing ICT solutions, a 

topic often overlooked in the literature. The results also address the gap in 

policing literature by involving police in the research process and exploring how 

research findings should be disseminated to bridge the gap between research and 

policing practices. 

The research highlights a strong need for user-friendly ICT solutions, as evidenced 

by the traffic police's strong preference for a responsive web design (RWD). This 

preference underscores the necessity for adaptable and versatile user interfaces 

that can be accessed across various devices, including desktops, laptops, and 

mobile devices. The emphasis on mobile-friendliness aligns with broader trends 

towards m-government applications, which enhance accessibility to government 

services and support smart governance initiatives. Studies affirm that user-

friendly government platforms on all devices promote inclusivity and engagement, 

although challenges such as navigation issues on smaller screens and compatibility 

with older browsers must be addressed to realise the full benefits of RWD. 

Moreover, the importance of simple and user-friendly interfaces was a recurring 

theme. Simple interfaces are essential for reducing cognitive load and enhancing 

productivity, especially in high-stakes environments like traffic management, 

where quick decision-making is crucial. This focus aligns with the broader trend 

towards user-centred design (UCD) in e-government services, which aims to make 

technology accessible to all users regardless of their technical proficiency. 

However, balancing simplicity with functionality remains a challenge, as 

oversimplification can undermine the effectiveness of e-government solutions. 

Thus, it is vital to integrate technological proficiency with ease of use to ensure 

that the dashboard is both practical and accessible. 

The recommendation for built-in user guidance underscores the importance of 

onboarding in modern dashboard design. Onboarding helps non-expert users 

navigate complex systems, enhancing their understanding and effective use of the 

technology. The Jakarta traffic police's suggestion to incorporate simple guidance 
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text boxes within the dashboard reflects this need for clear and accessible 

instructions, which can significantly enhance user experience and ensure effective 

dashboard utilisation by all team members. 

The positive survey responses from Jakarta traffic police officers regarding their 

intention to use the dashboard can be seen as validating the user-centred design 

approach. The high ratings on the “intend to use”, “predict to use”, and “plan to 

use” the dashboard indicate that the developed features likely align well with the 

officers' requirements. This suggests that involving end users in the design and 

development process can significantly enhance the likelihood of adopting new 

technology solutions in the public sector. 

Past studies have consistently demonstrated the positive impact of UCD on user 

experience across various domains, including e-government services. The findings 

of this study extend these insights to the government-to-employees (G2E) context, 

suggesting that informed and involved users are more likely to adopt new ICT 

solutions. This reinforces the importance of user participation in developing 

government ICT solutions to meet user needs and encourage their adoption 

effectively. 

By focusing on the perspectives and participatory roles of the Jakarta traffic 

police, this study fills the gap in understanding how employee participation 

influences ICT development in the public sector. The critical role of government 

employee participation in enhancing public sector IT project outcomes is 

acknowledged yet underexplored in existing research. The experiences, 

perceptions, and challenges faced by public servants, who are the primary users 

of ICT in urban governance, are crucial for the effectiveness of e-government 

initiatives. This study addresses these aspects, providing empirical evidence 

highlighting the benefits of engaging employees in the ICT development process. 

Overall, the study contributes to knowledge by offering empirical insights into the 

importance of creating user-friendly, accessible, and efficient government 

platforms by incorporating elements such as responsive web design, simple 

interfaces, and user guidance. This user-driven approach enhances employee 

engagement and service delivery and aligns with the broader goals of smart 

governance and effective e-government.  



Chapter 8 212 
 

 

8.3.3 Influencing factors of ICT adoption intention 

The research questions for the adoption intention examination phase are: 

RQ3: What factors are perceived as motivating government employees' 

adoption of ICT tools, and how can these insights inform the understanding 

of technology acceptance in the public sector?  

RQ4: "What are the relationships between identified motivational factors 

and the behavioural intention of government employees to adopt ICT, and 

how do these findings contribute to the refinement of ICT adoption theories 

in public sector settings?"  

Overall, the research on the factors that influence the intention of Jakarta traffic 

police officers to adopt a dashboard uncovers a landscape of motivations for using 

ICT. This study reveals that interoperability expectations, privacy concerns, social 

incentives, social influence, educational level, work experience, age, and user 

experience influence public servants' decisions to use ICT tools. 

Interoperability became crucial as officers expected smooth communication and 

data exchange between systems. The emphasis on interoperable applications 

highlights the significance of smooth workflows and practical information sharing 

in improving operational effectiveness. 

Privacy concerns were also significant, indicating a sense of unease regarding data 

security and personal privacy. These concerns highlight the importance of strong 

privacy protections in ICT systems, especially in sensitive domains such as public 

service.  

Social incentives and social influence played a substantial role, emphasising the 

importance of recognition, respect, and appreciation in motivating officers to 

embrace ICT tools. The significance of social dynamics in technology adoption 

within hierarchical organisations cannot be overstated. 

The level of education played a significant role in predicting the adoption of 

technology, as officers with higher education levels were more likely to use the 
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dashboard. This discovery highlights the importance of being digitally literate and 

understanding technology when influencing one's adoption intentions. 

Previous work experience demonstrated a connection to adoption intention, 

indicating that familiarity with operational procedures and the ever-changing 

technological landscape increases the likelihood of embracing job-related 

technologies. 

Age negatively correlated with adoption intention, underscoring the importance 

of addressing the digital divide and providing customised training and support for 

older officers to encourage wider adoption. 

Ultimately, the user experience influenced the intention to adopt, which included 

factors such as innovation, leading edge, speed, and support. Officers favoured 

ICT tools that are cutting-edge, technologically advanced, speedy, and helpful for 

their tasks, highlighting the importance of user-focused, efficient, and state-of-

the-art ICT solutions. 

These findings contribute to knowledge by offering insights into the dynamics of 

ICT adoption among public servants. Taking a comprehensive approach when 

designing and implementing ICT tools is crucial. Factors like interoperability, 

privacy, social dynamics, education, experience, age, and user experience should 

be considered to improve adoption and effective use in e-government and smart 

city initiatives. A thorough understanding of these factors is essential to develop 

effective strategies that maximise the use of ICT in professional settings, 

especially in public service delivery. 

8.4 Theoretical implication 

This study offers insights into e-government, smart city governance, public sector 

DDDM, and policing literature. The research enriches the theoretical 

understanding of decision-making and technology integration within public service 

by examining the application of data-driven strategies and ICT tools. 

The study reinforces the significance of tacit knowledge in data-driven decision-

making in public administration, highlighting the role of personal experience in 
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governance processes. This finding aligns with the public sector DDDM theory, 

emphasising the critical role of tacit knowledge of data in the public sector’s 

informed decision-making. 

By involving the police in dashboard development for patrolling allocation, this 

study provides insights into employees’ participation in government ICT 

development, which is the field that has received less focus. The dashboard 

development phase provides empirical insights into developing user-centred 

public sector ICT and the vital need for user-friendly ICT. This finding confirms 

existing literature on the necessity of government technology to focus more on 

the human element, providing valuable insights into the discourse on human-

centric technology development in e-government and smart governance. The 

involvement also contributes to the gap in the policing literature that calls for 

studies into police involvement in the research process and the dissemination of 

research findings between departments, especially in showing how a user-centred 

dashboard can be potentially valuable. 

Exploring interoperability within public sector ICT, the research enhances the 

theoretical grasp by showing that even in the early form of expectation, seamless 

communication and data exchange between different systems can elevate user 

adoption intention for Government ICT. It highlights the necessity of considering 

interoperability early in government ICT development. 

This study also provides new insights into how social incentives positively influence 

behavioural intention to adopt ICT among government employees. It highlights the 

potential impact of well-structured incentive mechanisms, such as appreciation 

and recognition, on accelerating ICT adoption within government sectors. 

Lastly, the research's focus on user experience (UX) in public sector ICT offers 

contributions to theories of UX, drawing attention to the importance of 

innovativeness, leading-edge quality, speed, and supportiveness in fostering 

positive adoption intentions of ICT among public servants. 

Overall, this study provides a multifaceted view of data-driven decision-making, 

development participation, and adoption of ICT in public sector governance, 

offering theoretical and practical insights that advance our understanding of e-
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government, smart city initiatives, and the critical interplay between technology, 

policy, and human factors in public administration. 

8.5 Practical implication 

On a practical level, this study offers insights for public sector IT developers and 

administrators tasked with implementing ICT solutions. The dashboard prototype 

development highlighted critical user needs, such as data accuracy, simplicity, 

device compatibility, and integrated guidance, emphasising the importance of 

aligning technological tools with real-world operational demands and ensuring 

reliable databases like the IRSMS support them. In addition, the findings 

concerning interoperability and user-friendly interfaces suggest that these 

features should be prioritised to mitigate user frustration and enhance system 

integration into daily operations. These results underline the necessity of involving 

end-users in the design process to ensure that the technological tools are robust, 

practical, and tailored to the specific contexts of their use.  These insights can 

guide future refinements of the dashboard and similar ICT solutions. 

Furthermore, the study recommends proactive approaches to privacy concerns 

and suggests incorporating demographic variables such as age and education into 

training programs to improve technology adoption rates. Practically, this means 

developing customised training programs that address the distinct needs of various 

user demographics and embedding robust privacy protections to increase trust and 

user acceptance. 

In summary, the practical implications derived from this study offer a roadmap 

for enhancing urban governance and public service delivery through strategic ICT 

integration, highlighting the importance of user-centric design, predictive 

analytics, interoperability, privacy considerations, and the leveraging of social 

dynamics in the development and deployment of ICT solutions in the public sector. 

8.6 Policy implication 

From a policy perspective, the study advocates for formulating government 

policies that promote extensive user engagement from the early stages of ICT 

project development. Policies should encourage collaborative approaches 
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involving users, developers, and policymakers in co-creating ICT solutions. 

Moreover, such policies should enforce strict privacy measures and maintain 

transparency in managing and using user data to build trust. By implementing 

these recommendations, governments can enhance the effectiveness, 

acceptance, and accountability of e-government services, leading to improved 

public sector performance. 

Collectively, these policy implications offer a roadmap for leveraging ICT to 

enhance smart city governance, improve public service delivery, and foster a more 

engaged, safe, and efficient urban environment. Policymakers play a pivotal role 

in translating these insights into actionable strategies that can transform urban 

governance and elevate the quality of life for citizens. 

8.7 Limitations of the study 

A potential limitation of this study is response bias, as it is possible that individuals 

who are more inclined to use the dashboard technology may have been more 

motivated to respond to the survey. This possibility could result in an 

overrepresentation of positive perceptions and intentions, potentially affecting 

the generalisability of the findings. However, it should be noted that there is no 

clear evidence to confirm this bias.  

Another possible limitation concerns the influence of power relationships, where 

participants may have felt inclined to provide socially desirable responses, 

aligning with perceived expectations from senior management. While measures 

were taken to ensure anonymity and voluntary participation, a potential bias could 

have influenced the results. Nevertheless, no direct evidence suggests that 

affirmation bias significantly impacted the study. 

The study's findings may also have limited applicability due to its narrow focus on 

Jakarta traffic police. The circumstances and challenges public services face in 

other regions may differ significantly. Insights derived from a specific group may 

not fully encompass public servants' diverse perspectives. In addition, the study 

focuses on the design and presentation of a dashboard prototype but does not 

extensively examine its practical use or evaluate its long-term sustainability in 
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operational settings. As a result, there is a limited understanding of how effective 

the dashboard would be in real-world scenarios. 

Highlighting the technological aspects of the dashboard could potentially 

overshadow important non-technical factors like organisational culture, the need 

for training, and user motivation, which are crucial for the successful adoption 

and utilisation of the technology. The demographic characteristics of the study 

participants, such as age, education level, and work experience, could limit the 

applicability of the findings to a broader population beyond the specific group of 

Jakarta traffic police officers involved.  

It is essential to consider a wide range of ICT solutions relevant to governments 

and public service rather than solely focusing on one dashboard technology. The 

interview data heavily depends on personal perceptions, which may not fully 

capture ICT adoption's actual conditions or outcomes. Finally, it is essential to 

note that the study's cross-sectional design may not fully capture the changing 

dynamics of technology use and adoption over time. This limitation highlights the 

importance of conducting longitudinal research to understand these processes, 

especially in public service. 

8.8 Recommendations for future research 

Future studies on ICT in public service should aim to broaden their geographic and 

demographic scope. Research can provide insights with broader applicability by 

incorporating a diverse range of participants from various cities or countries and 

spanning multiple roles and ranks within public service departments. Longitudinal 

research is essential for tracking how the adoption of ICT tools and their impacts 

evolve, particularly in response to changes in technology and urban dynamics. 

Comparative studies across different cities or public service agencies can yield a 

more comprehensive understanding of best practices and challenges in using ICT 

for public service operations. It is also crucial to explore non-technological 

factors, such as organisational culture, leadership styles, and individual attitudes 

of public servants, which significantly influence decision-making processes. 

Research focusing on the user-centric design of ICT tools could provide valuable 

insights for developing more effective and user-friendly systems.  
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Further investigation into predictive analytics in public service management, 

including its effectiveness, challenges, and ethical considerations, would be 

beneficial. Future research may investigate the long-term effects of UCD on 

technology adoption and user satisfaction in similar contexts. Future research 

should continue to explore and validate these design principles across different 

contexts and user groups to refine our understanding of user-centric ICT in the 

public sector.
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Appendix A Research ethics 

A.1 Requirement elicitation phase
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A.1.1 English version 

A.1.1.1 Consent form 
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A.1.1.2 Privacy notice 
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A.1.1.3 Participant Information Sheet 
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A.1.2 Indonesian version 

A.1.2.1 Consent form 
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A.1.2.2 Privacy notice 
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A.1.2.3 Participant information sheet 
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A.2 Adoption intention examination phase
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A.2.1 English version 

A.2.1.1 Consent form 
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A.2.1.2 Privacy notice 
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A.2.1.3 Participant information sheet 
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A.2.2 Indonesian version 

A.2.2.1 Consent form 
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A.2.2.2 Privacy notice 
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A.2.2.3 Participant information sheet 

 

 



233 
 

 

Appendix B Dashboard development 

This chapter describes the development of the dashboard prototype, which was 

led by the results of the requirement elicitation phase. The dashboard is intended 

as a subject to represent ICT in the survey phase. Section B.1 presents the 

development’s platform, tools, and data. Section B.2 explains the development 

approach. Section B.3 describes the validation session. Finally, Section B.4 

presents the prototype.  

B.1 Platform, tools, and data 

The dashboard was developed using the R programming language and its Shiny 

package for creating interactive web applications (R Core Team, 2021; Posit, 

2023). R's open-source environment is widely used for statistical analysis, 

visualisation, and data manipulation. The "shinydashboard" package provides 

additional tools for building dynamic dashboards that update in real-time based 

on user inputs, leveraging server-side R code for interactive work (Chang and 

Borges Ribeiro, 2018). Shiny extends R's functionality, enabling developers to 

construct web-based interfaces that allow users to interact dynamically with data 

and visualisations. The application's logic and interface are designed using R, with 

Shiny facilitating the web interface creation. 

The deployment process for the Shiny app dashboard involved initial setup in R 

and RStudio, followed by coding the application, local testing, and using 

"shinydashboard" for the layout design. For making the dashboard accessible 

online, Shinyapps.io, a cloud-based service by RStudio, offers an efficient solution 

by simplifying the deployment process, eliminating the need for complex server 

setups or specialised hosting knowledge (Posit, 2023). This service provides a 

robust platform for sharing interactive dashboards with a broader audience 

without technical hassles. 

Leveraging the R programming language, the Shiny package, and the 

"shinydashboard" framework, this study produced an interactive dashboard that 

facilitates dynamic user interaction with data. Shinyapps.io was used to deploy 

and share this dashboard online, providing an accessible and efficient avenue for 

reaching a broad audience. This approach also ensures the replicability of the 
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dashboard while streamlining the development process. It also promotes 

consistency and thorough documentation, making it easier for future researchers 

to build upon and expand the work. The utilised Jakarta’s traffic crash data were 

downloaded from IRSMS at www.irsms.korlantas.polri.go.id (Figure 8.1).

http://www.irsms.korlantas.polri.go.id/
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Figure 8.1 IRSMS data structure 
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The downloaded dataset contains 36,414 crashes recorded from January 2015 to 

December 2020 in the greater Jakarta area. The variables included in the 

dashboard development are: 

1. District/area: crash location based on the police station’s jurisdiction area. 

2. Date and time: time of the crash. 

3. Severity: the severity of the crash (minor, severe, fatal). 

4. Coordinates: latitude and longitude of crash location. 

5. Road type: road type based on the number of lanes, directions, and the 

existence of a road separator. 

B.2 Development method 

The dashboard development adopted the Dynamic System Development Method 

(DSDM), introduced by Clegg and Barker in 1994 and refined to advocate for "just 

enough design up front" to ensure projects stay on track and meet deadlines. This 

method addresses software development challenges, such as meeting all 

requirements within constraints like time, scope, and budget, by employing the 

MoSCoW prioritisation technique and timeboxing. These strategies categorise 

requirements into must-haves, should-haves, could-haves, and will-not-haves, 

guiding focused and efficient project management. Due to time constraints, the 

dashboard prototype was limited in that it only incorporated "Must-have" features. 

Suitable visualisations have been employed to enhance the accessibility of the 

traffic crash dataset. Visual representations give users a potent instrument to 

comprehend the data's trends, patterns, and connections, empowering them to 

render well-informed judgements regarding subsequent analyses (Carr and Tufte, 

1987). Through the utilisation of visual representations, anomalies, correlations, 

and trends that might not be readily discernible in unprocessed data can be readily 

identified by users (Vartak et al., 2017). 
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In addition to descriptive statistics and visualisations, a predictive statistical 

approach has been provided using a Random Forest (RF) model for forecasting 

future traffic crashes in Jakarta. The RF was chosen to provide a prediction 

example in the dashboard due to its widespread use in urban road safety studies 

(Ramya et al., 2019; Atumo, Fang and Jiang, 2022). RF leverages a collection of 

multiple decision trees, dividing the data into training and testing datasets. It 

then employs bootstrapping to sample from the dataset, allowing for robust 

predictions repeatedly. Given that the traffic crash dataset contains timestamps 

and location data, the RF model can be extended to provide temporal and 

geographical forecasts, adding a valuable dimension to the analysis. 

The RF model was prepared by first processing and cleaning the collected data. 

Then, a model was created and evaluated to predict crashes based on time and 

location data. The model was trained on 80% of the data and assessed using 

prediction accuracy and log loss metrics. The complete codes for the random 

forest model are provided at:  

https://github.com/taufiqsyahrial/Jakarta_dashboard. 

B.3 Validation 

One standard method to ensure the dashboard is usable for users is by conducting 

a requirement validation session to allow a representative group of users to use 

the interface and analyse their ability to complete specific activities (Anas et al., 

2016; Pastushenko, Hynek and Hruška, 2021). Therefore, the prototype was 

presented to the participants to assess the degree to which the developed 

dashboard meets the information and feature requirements of the police. The 

validation sessions were part of the requirement elicitation phase. The sessions 

comprised presenting the dashboard prototype to fifteen Jakarta police leaders 

on five occasions, one for each station.  

The dashboard prototype was presented to the participants, and a link was 

provided so they could try it. They were informed that the dashboard is in a 

prototype state and can be further modified for future actual usage. The 

participants stated that the dashboard adequately addressed their requirements. 

The feedback received from the participants was that it has a user-friendly 
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interface, is understandable, and provides valuable insights. Only one request was 

received for entirely using the Indonesian language in the dashboard, which was 

implemented afterwards. 

B.4 Dashboard prototype 

 

Figure 8.2 The dashboard full page 
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The dashboard prototype, illustrated in Figure 8.2, comprises twelve visualisation 

components. These components include one message box, two sidebars, and nine 

information boxes about traffic crashes. The ensuing sections provide concise 

descriptions of each of these components. 

B.4.1 Location-tracking permission request 

 

Figure 8.3 Location-tracking option 

 

A pop-up location tracking request appears when the dashboard is accessed, which 

can be allowed or denied. 

B.4.2 “About” pop-up message 

 

Figure 8.4 "About" feature 
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The pop-up box houses a message that conveys the following information: "This 

application is designed for the analysis of traffic crashes in Jakarta, utilising data 

from IRSMS. The left option panel is to alter the location, day, or year. For a 48-

hour crash prediction, scroll down." 

B.4.3 Sidebar picker for area, year, and day of week 

 

Figure 8.5 Area, year, and day of week selections 

 

This sidebar picker provides selectable options for users to change the dashboard 

visualisation contents based on the following: 

a. Area (traffic crash jurisdiction): Bandara Soekarno Hatta, Bekasi 

Kabupaten, Bekasi Kota, Depok Kota, Metro Tangerang, Pelabuhan Tanjong 

Priuk, Tangerang Kabupaten, Tangerang Selatan, Metro Jakarta Barat, 

Pusat, Selatan, Timur, Utara. 

b. Tahun (year): 2015-2020. 

c. Hari (day): Monday-Sunday. 

d. Tingkat Kecelakaan (crash severity): Berat (heavy), Ringan (light), Sedang 

(Medium). 
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B.4.4 Casualty percentages 

 

Figure 8.6 Casualty percentages 

 

This information box displays the percentages of fatal crashes of the selected 

area, year, and day, with three indicators, namely: laka fatal (fatal crashes), laka 

LB-luka berat (heavy injury crashes), and laka ringan/ material (light/non-injury 

crashes). The percentages are calculated by dividing the crashes’ severity types 

by the total number of crashes. 

B.4.5 Hourly crash percentage 

 

Figure 8.7 Crash by hour 
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A dual-line plot visualises the hourly crash percentage. The x-axis symbolises the 

time of day, and the y-axis represents the percentage of crashes, which is 

calculated by dividing the time of crashes by 24 hours. 

B.4.6 Road type 

 

Figure 8.8 Crash by road type 

 

A dual bar chart visualises the road types where the crashes occurred. Due to the 

long names, the road type variable is plotted on the y-axis, whilst the percentage 

is on the x-axis. 
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B.4.7 Monthly crash distribution 

 

Figure 8.9 Crash by month 

 

The “data laka berdasarkan bulan” box can be translated as the distribution of 

crashes across months. It employs a dual-bar chart representing the months on 

the X-axis and the crash percentage on the Y-axis. 

B.4.8 Daily crash distribution 

 

Figure 8.10 Crash by day 
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This bar chart is named "data laka berdasarkan hari", which translates as "crash 

distribution by weekday." The X-axis visualises the day's name, and the Y-axis 

shows the crash percentages. 

B.4.9 Crash locations 

 

Figure 8.11 Crash locations 

 

The crash location box plots with blue nodes (circles) the crash coordinates on an 

OSM license-free map (openstreetmap.org). The X-axis represents latitude, and 

the Y-axis represents longitude. 
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B.4.10 Crash prediction 

 

Figure 8.12 Crash prediction 

 

A dual-line chart visually portrays traffic crash predictions at six-hour intervals, 

generated using a random forest algorithm. The X-axis delineates seven six-hour 

intervals, while the Y-axis quantifies crash probability percentages. To compute 

these predictions, the model incorporates variables encompassing time, day of 

the week, month, and area. Notably, there are a total of 786,744 possible 

permutations for these variables, which are divided into an 80% training dataset 

and a 20% test dataset. The model's outputs are configured as continuous 

variables, facilitating their representation through line chart visualisations.
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Appendix C Survey questionnaires 

Umur anda saat ini (tahun)/ Your current age (years) 
________________________________________________________________ 
 
Berapa lama anda telah bertugas menjadi anggota Polri? (tahun)/ How long 
have you served as a member of the National Police? (year) 
________________________________________________________________ 
Apa pendidikan umum terakhir anda?/ What is your last education? 
o
 1
. SMA sederajat/ highschool  
o
 2
. D4 s.d. S3/ Bachelor +  
 
Mohon pilih sesuai pendapat anda terkait dasbor/ Please choose according 
to your opinion regarding the dashboard: (Seven-point Likert Scale: highly 
agree to highly disagree) 
 
incen1  Jika saya menggunakan dasbor  alokasi patroli, saya akan 
meningkatkan peluang saya untuk mendapatkan apresiasi di tempat kerja/ 
If I use the dashboard, I will increase my chances of being appreciated at 
work  
 
incen2 Jika saya menggunakan dasbor  alokasi patroli, saya akan 
meningkatkan peluang saya untuk mendapatkan pengakuan di tempat 
kerja/ If I use the dashboard, I will increase my chances of being 
recognised at work 
 
influ1 Orang-orang yang penting bagi saya di tempat kerja berpendapat 
bahwa saya sebaiknya menggunakan dasbor alokasi patroli / People who are 
important to me at work think that I should use the dashboard 
 
influ2 Orang-orang yang mempengaruhi perilaku saya di tempat kerja 
berpikir bahwa saya sebaiknya menggunakan dasbor alokasi patroli / People 
who influence my behaviour at work think that I should use the dashboard 
 
influ3 Saya percaya, secara umum, kesatuan saya akan mendukung 
penggunaan dasbor alokasi patroli / In general, my organisation will 
support the use of the dashboard 
 
bi1 saya berniat untuk menggunakan dasbor untuk alokasi patroli / I intend 
to use the dashboard for patrolling allocation  
 
bi2 saya memprediksi saya akan menggunakan dasbor untuk alokasi patroli 
/ I predict I would use the dashboard for patrolling allocation 
 
bi3 saya berencana menggunakan dasbor untuk alokasi patroli / I plan to 
use the dashboard for patrolling allocation 
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priv1 Saya khawatir apabila dasbor alokasi patroli akan terus menerus 
melacak lokasi saya/ I am concerned the dashboard may constantly track 
my location 
 
priv2 Saya khawatir apabila dasbor alokasi patroli tidak menjamin privasi 
saya/ I am concerned the dashboard may not guarantee my privacy  
 
 
inter1  Dasbor alokasi patroli mestinya bisa berkomunikasi dengan teknologi 
lain yang saya gunakan terkait pekerjaan/ The dashboard should be able to 
communicate with other work-related technologies I use  
 
inter2 Dasbor alokasi patroli mestinya bisa berbagi data dengan teknologi 
lain yang saya gunakan terkait pekerjaan/ The dashboard should be able to 
share data with other work-related technologies I use 
 
Mohon anda melakukan evaluasi atas dasbor yang telah anda coba. Silakan 
berikan penilaian secara spontan. Jangan berpikir terlalu lama tentang 
keputusan anda agar kesan yang anda dapat orisinal. Terkadang Anda bisa 
saja tidak terlalu yakin terkait atribut tertentu atau Anda melihat bahwa 
sebuah atribut tidak relevan. Kendatipun demikian, mohon putuskan 
evaluasi Anda atas setiap pertanyaan. Pendapat Anda sangat penting. 
Mohon diperhatikan: tidak ada jawaban salah atau benar! 
 
Please evaluate the dashboard that you have tried. Please give a 
spontaneous assessment. Don't think too long about your decision so that 
the impression you get is genuine. Sometimes you are not very sure about a 
particular attribute or you see that an attribute is not relevant. 
Nevertheless, please decide your evaluation of each question. Your opinion 
is very important. Please note: there are no right or wrong answers! 
 
Menurut saya dasbor adalah/ I think the dashboard is: 
 
cepat/ fast (1)  
lambat/ slow (7) 
 
inovatif/ innovative(1)  
konservatif/ conservative (7) 
 
terdepan/ leading-edge (1)  
lazim/ common (7) 
 
mendukung/ supportive (1)
 
menghalangi/ obstructive (7) 
 



248 
 

 

Appendix D EFA results 

D.1 EFA results 

> print(fit_EFA_1) 
Factor Analysis using method =  wls 
Call: fa(r = polycor_matrix, nfactors = 1, rotate = "promax",  
    fm = "wls") 
Standardized loadings (pattern matrix) based upon correlation matrix 
     WLS1   h2   u2 com 
sp   0.94 0.88 0.12   1 
sup  0.93 0.86 0.14   1 
inov 0.79 0.63 0.37   1 
lead 0.93 0.87 0.13   1 
it1  0.74 0.55 0.45   1 
it2  0.76 0.58 0.42   1 
 
               WLS1 
SS loadings    4.37 
Proportion Var 0.73 
 
Mean item complexity =  1 
Test of the hypothesis that 1 factor is sufficient. 
 
df null model =  15  with the objective function =  8.08 
df of  the model are 9  and the objective function was  2.37  
 
The root mean square of the residuals (RMSR) is  0.13  
The df corrected root mean square of the residuals is  0.17  
 
Fit based upon off diagonal values = 0.97 
Measures of factor score adequacy              
                                                  WLS1 
Correlation of (regression) scores with factors   0.98 
Multiple R square of scores with factors          0.97 
Minimum correlation of possible factor scores     0.93 

 

> print(fit_EFA_2) 
Factor Analysis using method =  wls 
Call: fa(r = polycor_matrix, nfactors = 2, rotate = "promax",  
    fm = "wls") 
Standardized loadings (pattern matrix) based upon correlation matrix 
      WLS1  WLS2   h2    u2 com 
sp    0.86  0.14 0.93 0.072 1.1 
sup   0.89  0.11 0.92 0.078 1.0 
inov  1.04 -0.22 0.83 0.174 1.1 
lead  0.73  0.29 0.89 0.111 1.3 
it1  -0.04  0.93 0.82 0.182 1.0 
it2  -0.01  0.92 0.83 0.168 1.0 
 
                      WLS1 WLS2 
SS loadings           3.24 1.98 
Proportion Var        0.54 0.33 
Cumulative Var        0.54 0.87 
Proportion Explained  0.62 0.38 
Cumulative Proportion 0.62 1.00 
 
 With factor correlations of  
     WLS1 WLS2 
WLS1 1.00 0.65 
WLS2 0.65 1.00 
 
Mean item complexity =  1.1 
Test of the hypothesis that 2 factors are sufficient. 
 
df null model =  15  with the objective function =  8.08 
df of  the model are 4  and the objective function was  0.72  
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The root mean square of the residuals (RMSR) is  0.03  
The df corrected root mean square of the residuals is  0.06  
 
Fit based upon off diagonal values = 1 
Measures of factor score adequacy              
                                                  WLS1 WLS2 
Correlation of (regression) scores with factors   0.99 0.95 
Multiple R square of scores with factors          0.98 0.90 
Minimum correlation of possible factor scores     0.96 0.8
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Appendix E CFA-SEM results 

lavaan 0.6.16 ended normally after 97 iterations 
 
  Estimator                                       DWLS 
  Optimization method                           NLMINB 
  Number of model parameters                        66 
 
  Number of observations                           714 
 
Model Test User Model: 
                                              Standard      Scaled 
  Test Statistic                               497.178     444.116 
  Degrees of freedom                               134         134 
  P-value (Chi-square)                           0.000       0.000 
  Scaling correction factor                                  1.386 
  Shift parameter                                           85.456 
    simple second-order correction                                 
 
Model Test Baseline Model: 
 
  Test statistic                            242854.111   69025.914 
  Degrees of freedom                               120         120 
  P-value                                        0.000       0.000 
  Scaling correction factor                                  3.523 
 
User Model versus Baseline Model: 
 
  Comparative Fit Index (CFI)                    0.999       0.995 
  Tucker-Lewis Index (TLI)                       0.999       0.996 
                                                                   
  Robust Comparative Fit Index (CFI)                            NA 
  Robust Tucker-Lewis Index (TLI)                               NA 
 
Root Mean Square Error of Approximation: 
 
  RMSEA                                          0.062       0.057 
  90 Percent confidence interval - lower         0.056       0.051 
  90 Percent confidence interval - upper         0.067       0.063 
  P-value H_0: RMSEA <= 0.050                    0.000       0.025 
  P-value H_0: RMSEA >= 0.080                    0.000       0.000 
                                                                   
  Robust RMSEA                                                  NA 
  90 Percent confidence interval - lower                        NA 
  90 Percent confidence interval - upper                        NA 
  P-value H_0: Robust RMSEA <= 0.050                            NA 
  P-value H_0: Robust RMSEA >= 0.080                            NA 
 
Standardized Root Mean Square Residual: 
 
  SRMR                                           0.037       0.037 
 
Parameter Estimates: 
 
  Standard errors                           Robust.sem 
  Information                                 Expected 
  Information saturated (h1) model        Unstructured 
 
Latent Variables: 
                   Estimate  Std.Err  z-value  P(>|z|)   Std.lv  Std
.all 
  IT =~                                                                  
    it1               1.000                               0.914    0
.914 
    it2               1.073    0.014   77.302    0.000    0.981    0
.981 
  PC =~                                                                  
    pc1               1.000                               0.995    0
.995 
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    pc2               0.866    0.048   17.973    0.000    0.861    0
.861 
  SI =~                                                                  
    si1               1.000                               0.959    0
.959 
    si2               0.987    0.010   95.476    0.000    0.946    0
.946 
    si3               1.011    0.009  112.613    0.000    0.969    0
.969 
  IN =~                                                                  
    in1               1.000                               0.980    0
.980 
    in2               0.983    0.011   86.620    0.000    0.963    0
.963 
  UX =~                                                                  
    sp                1.000                               0.951    0
.951 
    sup               1.054    0.032   33.226    0.000    1.002    1
.002 
    inov              0.849    0.030   28.650    0.000    0.807    0
.807 
    lead              0.999    0.033   29.926    0.000    0.950    0
.950 
  BI =~                                                                  
    bi1               1.000                               1.063    0
.990 
    bi2               0.999    0.006  162.043    0.000    1.061    0
.988 
    bi3               0.982    0.006  169.208    0.000    1.043    0
.974 
 
Regressions: 
                   Estimate  Std.Err  z-value  P(>|z|)   Std.lv  Std
.all 
  BI ~                                                                   
    IT                0.577    0.057   10.094    0.000    0.496    0
.496 
    PC               -0.069    0.032   -2.205    0.027   -0.065   -0
.065 
    SI                0.230    0.072    3.191    0.001    0.207    0
.207 
    IN                0.222    0.051    4.315    0.000    0.205    0
.205 
    UX                0.090    0.038    2.368    0.018    0.080    0
.080 
    edu               0.618    0.093    6.655    0.000    0.582    0
.291 
    trf_exp           0.017    0.008    1.988    0.047    0.016    0
.119 
    age              -0.036    0.008   -4.624    0.000   -0.034   -0
.281 
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Appendix F Researcher’s professional 
background 

The researcher has over 15 years of experience working within the Indonesian 

National Traffic Police (INTP), specifically in traffic management and road safety 

operations. As a police commissioner in the Traffic Security and Safety 

Directorate, the researcher has supported policy implementation and operational 

planning, including using ICT tools to improve traffic management. This 

experience has given the researcher a practical understanding of the challenges 

and opportunities of adopting ICT in public sector contexts. 

The researcher has had the opportunity to work with ICT systems designed to 

support traffic crash investigations. In their professional role, the researcher has 

collaborated with colleagues and external partners to explore how data can be 

used effectively in operational contexts. These experiences have helped the 

researcher better understand how technology can address real-world needs while 

recognising the barriers to successful implementation. 

Through their role within the INTP, the researcher has developed working 

relationships with colleagues and stakeholders across different levels of the 

organisation. These relationships have made it possible to engage meaningfully 

with participants during the research process, ensuring open and candid 

discussions. Familiarity with organisational practices has also allowed the 

researcher to contextualise the data collected to reflect the realities of public 

sector operations. 

The researcher’s professional background has helped inform the study’s approach, 

particularly ensuring the findings are grounded in practical realities. By drawing 

on their knowledge of the organisational context, the researcher has sought to 

align the study with the needs and challenges faced by government employees. 

This perspective has contributed to the study’s aim of providing actionable insights 

for ICT adoption in the public sector. 
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