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Abstract

Shoulder surfing, the act of looking at the screen of someone’s device without their consent, is
a ubiquitous threat when accessing information on personal devices like smartphones. With the
rapid increase in the use of smartphones, the threat of shoulder surfing is also increasing. This
thesis first contributes a systematic literature analysis that focuses on the resources required
for targeted attacks against mobile devices and finds that shoulder surfing, which belongs to
the novice attacks category, is one of the most accessible attacks. This is because it requires no
sophisticated setup. An attacker must only be near a user to observe the device’s screen. Consid-
ering the ease of execution of shoulder surfing, we investigated shoulder surfing more in-depth
through two studies, which are this thesis’s second and third contributions. First, we conducted a
one-month diary study to understand how shoulder surfing happens in the real world. We found
that shoulder surfing can happen anywhere, anytime, without the users realising it. Further, our
results showed that content such as text and photos are shoulder surfed more frequently than au-
thentication credentials. Second, to examine the impact and importance of addressing shoulder
surfing, we conducted an online survey asking participants how it impacted their social lives,
perceptions of privacy, and interactions with their mobile devices. We discovered that shoulder
surfing is a deep concern among users, affecting their perception of privacy. It was seen as the
gateway to threats like identity or device theft. Based on the empirical discoveries around how
shoulder surfing happens and impacts users’ privacy perceptions, the fourth contribution of this
thesis looks into uncovering a user-centred approach to designing protection mechanisms. For
this, we designed and validated a scientific instrument, the Out-of-Device Privacy Scale (ODPS),
to measure users’ privacy regarding threats in the physical world. ODPS fills the gap between
protection mechanisms and users’ perceptions of privacy. The fifth contribution presents an
exploratory study to explore correlations between personal attributes such as ODPS and user
preferences for privacy mechanisms extracted from the literature. The results proved that user
preferences for protection mechanisms highly correlate with ODPS. Overall, the results help un-
derstand the relationship between a user’s perception of privacy against device-external threats
and the design of protection mechanisms. We conclude by discussing design recommendations
to assist in developing novel protection mechanisms. Based on a series of empirical investiga-
tions, this thesis presents a user-tailored privacy investigation of shoulder surfing and informs
the design of protection mechanisms.
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Chapter 1

Introduction

"The real voyage of discovery consists not in seeking new landscapes, but in having new eyes."

— Marcel Proust

1.1 Motivation

The rising ubiquity of smartphones has increased privacy violations. Everyday life scenarios –
such as checking emails on a smartphone while having coffee at a cafe, making online payments
at a workplace, or commuting on a bus and using a smartphone to navigate the way – are all
susceptible to privacy and security attacks such as shoulder surfing.

Shoulder surfing refers to observing someone’s device screen without consent. To make
successful observations, an attacker needs to be in close vicinity of the user, which is the only
requirement for this kind of attack [85, 89]. The threat of shoulder surfing escalates with the
rising ubiquity of technological devices. With devices being used anywhere and anytime, the
threat of shoulder surfing is always present. It exists in high and as well as in low-socioeconomic
countries [85, 252] and is globally recognised [131]. Prior work has provided evidence that
shoulder surfing is experienced in public and private environments and is reported by known
and unknown observers [85]. Shoulder surfing can leak authentication and personal information
such as text messages or photos [85].

Acknowledging the threat of shoulder surfing, researchers have investigated occurrences of
shoulder surfing through various methods such as surveys [85, 93], interviews [91] or Virtual
Reality studies [5, 248]. Yet, the studies presented in the literature have the following limita-
tions: they were done retrospectively or were limited to a specific location. Second, to address
shoulder surfing, researchers have proposed several mitigation strategies, such as lowering the
screen brightness [187,316,320] or replacing the content displayed on the screen with randomly
generated content [156, 211]. Researchers have also explored haptic-based mechanisms such as
device vibrations to alert the user for shoulder surfing [246]. Alert icons or a live camera feed in-
dicating bystanders have also been explored to alert the user about being shoulder surfed [246].

2
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Related work pins down several similar mechanisms that offer content-specific protection, such
as for photos or text [292] or full-screen protection regardless of content [156]. While these
works present interesting insights into occurrences of shoulder surfing and novel and promising
protection against shoulder surfing, there are several gaps in this research, which we present
below:

1. Retrospect Gap: Prior work lists user stories of shoulder surfing in a one-time survey or
at a location-specific investigation. This makes it hard to understand if shoulder surfing
is a repeated experience or a one-time experience. The frequency of shoulder surfing
would determine the severity of the issue. Shoulder surfing can happen anywhere; it is not
location-specific and, therefore, requires comprehensive investigation.

2. Impact Gap: While literature presents evidence on the occurrence of shoulder surfing, it
minimally highlights what happens after the shoulder surfing incident, i.e., the impact of
shoulder surfing. Furthermore, it does not distinguish between the perspectives of users
and observers, which makes it challenging to see shoulder surfing from the victim’s lens.
Understanding the impact of shoulder surfing on the victims is important as it establishes
the motivation and urgency to address shoulder surfing.

3. Protection Gap: There is a lack of understanding of what protection mechanisms users
will prefer, e.g., if users prefer alerting mechanisms only or mitigation mechanisms that
hide the screen’s content in some way. Exploring user preferences assists in providing
personalised privacy protection to users against shoulder surfing.

This thesis bridges the above-mentioned gaps by conducting (i) an in-depth study into the
anatomy and occurrences of shoulder surfing (chapter 2 and 3), (ii) the impact of shoulder surfing
on victim users (chapter 4), and (iii) presenting a user-centred method for assigning privacy
protection mechanisms to users based on their privacy profiles (chapter 5 and 6).

1.2 Shoulder Surfing: Threat Model

Privacy refers to an individual’s right to protect their personal information’s access and use,
while security refers to safeguarding against unauthorized access [224]. While privacy empha-
sises the control of information, security refers to the mechanisms implemented to practice this
control. Shoulder surfing refers to the act of observing someone’s device screen without per-
mission. Shoulder surfing can be recognized as a privacy and security attack. It’s a violation
of privacy that uncovers personal information such as text messages or photos, and its security
bypasses reveal authentication credentials such as PINs or passwords. While shoulder surfing
has the dual characteristics of being a privacy and security attack, in this thesis, we focus on the
privacy aspect of shoulder surfing.
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A threat model explains the exploitation points of a system and how an attack is performed [45].
In this thesis, we follow the threat model frequently used in existing research on shoulder surf-
ing [86, 162, 174]. The threat model is as follows: we assume that a user is accessing personal
information, such as text or photos, on a mobile device in a public or private setting; another
person, known or unknown to the user, is sitting or standing close to the first user and has the de-
vice in line with his sight; there are no reflections or shadows, so the screen observation perfectly
aligns with the second user’s sight.

1.3 Thesis Walk-through & Research Questions

This thesis uses a range of methodologies to address the five RQs by collecting data from 2632
participants. Methodologies ranged from conducting a systematic literature review, longitudinal
diary study, exploratory surveys and psychometric scale development. This thesis is organised
in the following way:

• Chapter 2 Systematic Literature Review: This thesis presents a review of related work
in Chapter 2. Additionally, each chapter presents its own related work section that synthe-
sizes the literature from the lens of the paper topic. Finally, a recent review of literature is
included as part of Chapter 6.
A review of existing literature on social engineering and side channel attacks was the start-
ing point of this thesis. A critical review of existing knowledge covering the top 10 venues
in HCI and Computer Security provided an in-depth awareness of research challenges,
gaps, and future work research directions. By systematically categorising the information
gained from a sample of 65 scientific papers, we discovered that shoulder surfing is one of
the "Novice Attacks" that do not require a sophisticated setup or expertise of an attacker
but only require making observations in the close vicinity of the user. This property of
shoulder surfing makes it easier to perform.
This work package assisted in answering RQ 1:

RQ 1: Where does shoulder surfing fit in the ecosystem of social engineering and side
channel attacks?

• Chapter 3 Holistic Diary Study: After discovering that shoulder surfing is one of the
Novice Attacks that does not require a sophisticated setup, our next step looked into inves-
tigating the occurrences of shoulder surfing in the daily life of users, specifically focusing
on how, when, and where it happens. For this, we conducted a longitudinal diary study
with 23 participants and found out that shoulder surfing happens frequently in users’ daily
lives. Users reported experiencing it in public and private environments by known and
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unknown people. Interestingly, content-based shoulder surfing (such as text messages and
photos) was more frequently shoulder surfed than authentication-based shoulder surfing
(such as PINs and passwords). This study helped in answering RQ 2:

RQ 2: How is a user’s privacy violated through shoulder surfing in the real world?

• Chapter 4 Assessment of Impact of Shoulder Surfing through the Eyes of the Victims:
In the previous stage, we learned that content-based shoulder surfing is more prevalent
and can happen anywhere at any time. In this chapter, we look into how this impacts
victims of shoulder surfing in their daily social and device interactions. We also assess
how experiencing shoulder surfing impacts users’ perceptions of privacy. To uncover this
information, we conducted an online survey with 91 users in the UK. We learned that
the impact of shoulder surfing is highly individual and was seen as unavoidable and fre-
quently occurring. Shoulder surfing led to perceived increased time for task completion,
made participants rethink accessing data and made users concerned about their privacy
and other people’s privacy. It was further perceived as a privacy threat, leading to more
serious threats like identity or device theft. This chapter answered RQ 3:

RQ 3: How does shoulder surfing impact victims’ social and device interaction?

• Chapter 5 Psychometric Scale Instrument: Categorising users based on their privacy
profiles has been a conventional method for clustering users and has been proven use-
ful for understanding the needs of specific user groups. In this chapter, we propose and
develop a scientific instrument - a psychometric scale - to measure the importance users
attribute towards protecting their data from out-of-device threats such as shoulder surfing.
The scale assists in designing user-centred protection mechanisms offering personalized
and holistic protection. This chapter answers RQ 4:

RQ 4: How can we measure users’ privacy perceptions in the context of shoulder surfing?

• Chapter 6 Exploring Correlations: We next explore how different user groups, based
on their privacy profiles, have different (or the same) preferences for protection mech-
anisms. To answer this, we conducted an online survey with 192 participants in the UK
and discovered that user preferences for protection mechanisms highly correlate with their
Out-of-Device Privacy Scale. Based on the results, we derive design recommendations to
assist the design of novel mechanisms. This chapter answered RQ 5:
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Figure 1.1: An Overview of Thesis. (This figure was created using CANVA under a free content
license [43].

RQ 5: How can the design of technical protections against shoulder surfing be informed
to reflect users’ privacy profiles?

1.4 Key Contributions

This thesis investigates and mitigates privacy issues in users’ daily lives. We address the RQs in
five stages: a systematic literature review, a holistic diary study, an assessment of the impact of
privacy violations, psychometric scale development, and lastly, exploring correlations between
personal attributes and preferences for protection mechanisms to inform the design of protection
mechanisms. We make the following primary contributions.

1. Categorisation of Attacks on Mobile Devices: This thesis proposes a novel categori-
sation of social engineering and side-channel attacks on mobile devices based on the re-
quired resources for performing these attacks. The categorisation consists of four levels:
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(1) Novice Attacks, (2) Intermediate Attacks, (3) Proficient Attacks, and (4) Expert At-
tacks. Each level indicates resource complexity defined by ISO/IEC metrics. The categori-
sation assists in the assessment of attacks and in determining accessibility vs scalability.
This contribution provides a micro-view of attacks, and especially shoulder surfing, from
the lens of existing knowledge. (Chapter 2)

2. Occurrences & Impact of Shoulder Surfing: This thesis provides empirical evidence
and confirms prior work findings around the occurrences of shoulder surfing. Then, this
thesis presents the first exploration of the impact of shoulder surfing on the daily lives
of users. The results highlight that shoulder surfing is independent of location, time and
relationship with the observer. Its impact varies from user to user. This contribution
bridges the "retrospect and impact gap". (Chapter 3 and 4)

3. Psychometric Scale Instrument: We next present a validated and reliable psychometric
scale instrument to measure users’ importance of privacy towards threats in the physical
world, such as shoulder surfing. The scale is a novel user profiler method to help group
users based on their privacy profiles. This contribution helps to cover "protection gap".
(Chapter 5)

4. Preferences for Protection Mechanisms: Lastly, this thesis puts forward the first evi-
dence of the relationship between personal attributes and preferences for protection meth-
ods against shoulder surfing. It introduces novel design guidelines considering personal
attributes of users. This contribution assists in covering "protection gap".
(Chapter 6)

1.5 Thesis Statement

This thesis develops an understanding of shoulder surfing - an everyday life privacy violation
and presents a user-centred approach to safeguard users’ privacy from shoulder surfing. Cate-
gorising users to offer personalised experiences while understanding the needs of specific user
groups is a well-established approach in literature. This thesis presents a novel psychometric
scale instrument to cluster users based on their privacy profiles and the importance of protection
against out-of-device threats. It first categorises social engineering and side channel attacks on
mobile devices based on attack resources. Using the categorisation, it identifies shoulder surfing
as a novice attack that exclusively relies on human capabilities, manual tools, and basic hard-
ware tools. Then, an exploration study of shoulder surfing in users’ daily lives is conducted. It
then highlights the need to address shoulder surfing by conducting an assessment of the impact
of shoulder surfing through the eyes of the victims. This thesis proposes and develops a scien-
tific instrument based on empirical investigations to cluster users based on their privacy profiles.
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This thesis concludes with investigations on exploring correlations between users’ personal at-
tributes and preferences for privacy protections against shoulder surfing, exploring correlations
to inform the design of protection mechanisms.

1.6 Research Methods

This thesis makes use of five research methods from the domain of Human-Computer Interac-
tion: (1) systematic literature review, (2) diary studies, (3) qualitative surveys, (4) psychometric
scale development, and (5) descriptive research.

1.6.1 Systematic Literature Review

Systematic literature review refers to conducting literature reviews using a keyword-focused
search query followed by inclusion and exclusion criteria. A systematic literature review assists
in getting an overview of the latest research published. This thesis performed a systematic liter-
ature review to identify existing social engineering and side channel attacks on mobile devices
and categorised them based on attack resources for attack assessments. Chapter 2

1.6.2 Diary Studies

A diary study is a qualitative and longitudinal research method that captures participants’ expe-
riences over time [32, 245]. They fill the gaps between one-time survey responses and observa-
tions in a naturalistic and controlled environment [140]. One of the categories of diary studies
is feedback-styled diary studies [44]. They are based on prompt questions that participants re-
spond to when they experience something. Due to this quality of responding to questions as soon
as participants experience something, diary studies do not suffer from recall biases or memory
decay [244]. In this thesis, we used diary studies to explore occurrences of shoulder surfing in
users’ daily lives. Chapter 3

1.6.3 Qualitative Surveys

Qualitative surveys with open-ended questions assist in capturing data from a large and diverse
sample. They help mitigate the impact of the researcher’s presence when asking questions on
sensitive topics such as personal experiences. In this thesis, we deployed qualitative surveys to
elicit the impact of shoulder surfing from the eyes of the victims. Chapter 4

1.6.4 Scale Development

Psychometric scale development is a process of developing a scientific instrument that captures
granular concepts such as privacy attitude or behaviour by asking a series of questions. The
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captured construct is then used as a user profiling method. The scale development process
follows rigorous dimensionality, reliability, and validity tests. In this thesis, we developed a
psychometric scale instrument to capture users’ importance for out-of-device privacy.
Chapter 5

1.6.5 Descriptive Research

Descriptive research refers to research that provides information on a population sample [79,
279]. This thesis uses descriptive research to uncover user preferences for privacy protection
mechanisms against shoulder surfing based on their privacy profiles. Chapter 6

1.7 Publications & Declaration of Co-Authorship

This thesis presents five papers; three out of five are published at top peer-reviewed security and
HCI venues, while two are currently under review at IEEE Security & Privacy.

Chapter 2 constitutes the following paper and represents the background chapter of the thesis:

Habiba Farzand, Melvin Abraham, Stephen Brewster, Mohamed Khamis, & Karola Marky.
A Systematic Deconstruction of Human-Centric Privacy & Security Threats on Mobile Phones.
International Journal Human-Computer Interaction (2024): 1-24. [89]

The idea was initiated by my supervisor, Karola Marky. I conducted the systematic review under
the guidance of my supervisors, Karola Marky and Mohamed Khamis. My colleague, Melvin
Abraham, assisted in the extraction of information about the resources of attacks from a subset
of papers that I selected and reviewed selected sections of the paper. The work was regularly
discussed with my supervisors, Karola Marky and Mohamed Khamis. I wrote the initial draft
of the paper and made the subsequent corrections after receiving feedback from my supervisors:
Stephen Brewster, Karola Marky, and Mohamed Khamis.

Chapter 3 constitutes of the following paper:

Habiba Farzand, Karola Marky, and Mohamed Khamis. "Shoulder surfing through the
social lens: A longitudinal investigation & insights from an exploratory diary study." In Pro-
ceedings of the 2022 European Symposium on Usable Security, pp. 85-97. 2022. [94]

I initiated, designed, and ran the study. I conducted the data analysis with assistance from
my supervisor, Karola Marky, who assisted in resolving coding disagreements. I reported and
interpreted the data. The work was regularly discussed with my supervisors, Karola Marky
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and Mohamed Khamis. I wrote the initial draft of the paper and made the subsequent correc-
tions after receiving feedback from my supervisors, Karola Marky and Mohamed Khamis. This
work has also been published at SOUPS 2023 as a poster and received "Distinguished Poster
Award" [95].

Chapter 4 constitutes of the following paper:

Habiba Farzand, Shaun Macdonald, Karola Marky, & Mohamed Khamis (2025, May).
"What you think is private is no longer" - Investigating the Aftermath of Shoulder Surfing on
Smartphones in Everyday Life through the Eyes of the Victims. Under review at IEEE Security
& Privacy 2025 [92].

I initiated, designed, and ran the study. I conducted the data analysis with assistance from my
colleague, Shaun Macdonald, who assisted in resolving coding disagreements and helped gen-
erate Figure 4.3. I reported and interpreted the data. The work was regularly discussed with my
supervisors, Karola Marky and Mohamed Khamis. I wrote the initial draft of the paper and made
the subsequent corrections after receiving feedback from my colleagues, Shaun Macdonald, and
supervisors Karola Marky and Mohamed Khamis.

Chapter 5 constitutes of the following paper:

Habiba Farzand, Karola Marky, & Mohamed Khamis (2024, May). Out-of-Device Privacy
Unveiled: Designing and validating the out-of-device privacy scale (ODPS). In Proceedings of
the CHI Conference on Human Factors in Computing Systems, pp. 1-15. 2024. [96]

I initiated, designed, and ran the study. I conducted the data analysis, reporting and interpre-
tation of the data. The work was regularly discussed with my supervisors, Karola Marky and
Mohamed Khamis. I wrote the initial draft of the paper and made the subsequent corrections
after receiving feedback from my supervisors, Karola Marky and Mohamed Khamis.

Chapter 6 constitutes of the following paper:

Habiba Farzand, Karola Marky, & Mohamed Khamis (2025, May). SoK: Privacy Per-
sonalised - Mapping Personal Attributes & Preferences of Privacy Mechanisms for Shoulder
Surfing. Under review at IEEE Security & Privacy 2025 [97].

I initiated, designed, and ran the study. I conducted the data analysis, reporting and interpretation
of the data. The work was regularly discussed with my supervisors, Karola Marky and Mohamed
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Khamis. I wrote the initial draft of the paper and made the subsequent corrections after receiving
feedback from my supervisors, Karola Marky and Mohamed Khamis.
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Chapter 2

A Systematic Deconstruction of
Human-Centric Privacy & Security
Threats on Mobile Phones

Abstract: Mobile phones are most likely the subject of targeted attacks, such as software ex-
ploits. The resources needed to carry out such attacks are becoming increasingly available and,
hence, easily executable, putting users’ privacy at risk. We conducted a systematic literature
analysis to understand the relationship between resources and attack feasibility and present a
categorisation of social engineering and side-channel attacks on mobile phones focusing on the
resources attackers require. Our proposed categorisation levels facilitate an in-depth understand-
ing of how mobile phone attacks can be executed using different combinations of partly simple
resources. The analysis reveals that discrete protection mechanisms are insufficient to provide
all-inclusive protection. The proposed categorisation assists in building novel solutions for safe-
guarding users’ privacy from diverse attacks by carefully considering the potential misuse of
resources. We conclude by outlining future research directions highlighting the urgent need for
a holistic user defense.

Publication 1

Farzand, H., Abraham, M., Brewster, S., Khamis, M., &
Marky, K. (2024). A Systematic Deconstruction of Human-
Centric Privacy & Security Threats on Mobile Phones. Inter-
national Journal of Human–Computer Interaction, 1-24.
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2.1 Introduction

Social engineering and side-channel attacks are two commonly explored attack categories [10,
76, 144, 149, 173, 273]. Social engineering attacks refers to manipulating humans into reveal-
ing information or carrying out the attacks by influencing them [141]. Whereas, side-channel
attacks exploit the leakage of devices to reveal information such as power consumption or elec-
tromagnetic emanation [258]. While any technological device could be a target of such attacks,
handheld mobile devices are an attractive target for attackers, due to the rich data they can col-
lect or data entered by users which could include personal information [135], health-related
data [132], voice interactions [15, 20, 114] or emotional states [117, 188].

Methods to attack mobile devices are manifold [60, 178]. Yet, attackers mostly require spe-
cific resources to attack mobile users, such as a malicious app installed on the user’s device or
external requisites, like a video recording device, to capture the user’s input. Prior work has
proposed several taxonomies around social engineering or side-channel attacks [10, 144, 148].
Yet, the ease of attack execution based on required resources has not received in-depth attention
from the research community. For this, we investigate the following research question:

RQ1: What resources are required to perform privacy and security attacks on mobile
devices, such as social engineering and side channel attacks?

This paper addresses this gap by investigating the resources attackers need for successful
attacks. To achieve this, we performed a systematic literature review on social engineering and
side-channel attacks by selecting the top 10 publication venues in “Human Computer Interac-
tion” and the top 10 publication venues in “Computers Security & Cryptography” according
to the Google Scholar ranking system. Additionally, we checked papers published at SOUPS
(i.e., the Symposium on Usable Security and Privacy, co-located with the USENIX Security
Symposium) since it covers the intersection research of HCI and security. We extracted attack
requirements from the systematic literature review, including resources (e.g., specific hardware,
software or knowledge) from the resulting papers from the systematic literature review.

The resources required to perform a specific attack are quite versatile, making it challenging
to compare different attacks to assess their likelihood or severity. Without categorisation, it is
difficult to understand which attack is easier to perform than another. This directs us towards
our second research question:

RQ2: How can privacy and security attacks be methodically categorized to reflect the
ease of execution?

Using the extracted list of resources, we developed a categorisation that establishes a hierar-
chy of security and privacy attacks on mobile devices based on their required resources, indicat-
ing their ease of execution. Our proposed categorisation is four-layered: (1) Novice Attacks, (2)
Intermediate Attacks, (3) Proficient Attacks, and (4) Expert Attacks.
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Our investigation shows that possible attacks on mobile devices have become quite ubiqui-
tous. They are no longer limited to the physical location of users. Furthermore, the barriers
for laypeople without specific knowledge to becoming attackers are low due to recent advances
in attack tools. Based on that, we can conclude that one does not even have to be a so-called
"script kiddie" anymore because human capabilities (e.g., observation by looking at a device)
and manual tools (e.g., paper and pen) are already sufficient to invade the privacy of mobile
users. Our proposed categorisation assists researchers and practitioners in classifying (existing
and future) attacks based on attack requirements. This knowledge helps estimate the scalability
and frequency of privacy attacks and provides new perspectives in designing novel and compre-
hensive privacy-preserving mechanisms. Our categorisation further enhances the development
of social engineering and side channel attack mitigation mechanisms and measures.

Research Contribution. The contribution of this paper is manifold:

1) In-depth literature review: We present an in-depth literature review about resources that
attackers need to carry out attacks on handheld mobile devices.

2) Categorisation based on requirements: We systematically investigate the resources and or-
ganize them into a four-layered categorisation of (1) Novice Attacks, (2) Intermediate
Attacks, (3) Proficient Attacks, and (4) Expert Attacks. Our categorisation provides an
in-depth overview of attack resources.

3) Highlighting the ease of attacks: Our work shows that any individual can easily become an
attacker, for example, by using human capabilities and manual tools. More sophisticated
attacks can become more accessible for individuals due to the easily available resources
such as malware. Finally, our research highlights the urgent need for a better defence of
users on a more holistic level rather than placing an additional burden on users to opt for
individual countermeasures for individual attacks or overloading them with the need to be
aware of attacks 24-7.

2.2 Related Work

The first group of taxonomies focuses on one particular category of social engineering attacks.
Among them, the taxonomy from Heartfield and Loukas specifically considers semantic social
engineering attacks [130]. Semantic attacks are a category of social engineering attacks that
perform an attack by manipulating object characteristics, such as system applications, with the
purpose of deceiving as opposed to directly attacking the user. Heartfield and Loukas propose
a baseline for classifying semantic attacks by breaking them down into their components and
surveying the applicable defences. However, related work has shown that other categories of so-
cial engineering attacks can be carried out without interfering with the user-computer interface,
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Figure 2.1: The figure shows the step-wise systematic literature review methodology we fol-
lowed to develop the categorisation of Social Engineering and Side-Channel Attacks on Mobile
Phones.

such as thermal attacks [12]. Other work focuses on hardware-based side-channel attacks and
analyses the types, mitigation methods, targets, techniques, and methods [148].

The second group of prior work consists of surveys focusing on one particular type of social
engineering attack, such as phishing [124]. In this context, Gupta et al. [124] discuss various
methods to perform phishing attacks, their prevention, detection, and their role in the daily lives
of people [124]. Gupta et al. reported that phishing is typically carried out on email spoofing or
instant messaging and targets users with little or no knowledge of social engineering attacks or
internet security. Gupta et al. further discuss various types of phishing attacks and prevention
techniques. Prior work also presented surveys on side-channel attacks in the Internet of Things
(IoT) and discussed several significant areas for research and improvement in security [76] while
other researchers have also investigated side-channel attacks on critical infrastructures and rel-
evant systems [289]. Recent work on security attacks on graphical passwords has explored
various attacks for graphical passwords and their countermeasures through literature investiga-
tion [233].

While all these taxonomies and categorisations deliver valuable insights, they either con-
sider one particular category of social engineering attacks or one specific attack type. This
paper bridges this gap by presenting the first comprehensive evaluation of social engineering
and side-channel attacks considering the resource-oriented nature of attacks from an attacker’s
perspective. In doing so, different attack types can be compared to each other and evaluated for
their ubiquity, frequency, and feasibility, which is important for designing adequate and com-
prehensive countermeasures.
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2.3 Methodology

This section describes the steps of our systematic literature review on human-centred social en-
gineering and side channel attacks on handheld mobile devices. The adopted methodology is
illustrated in Figure 2.1.

Step 1: Key Words & Search Space: First, we identified keywords iteratively through dis-
cussions among three experts from the field. Our search query reflects our research focus on
side-channel and social engineering attacks on mobile devices: (social engineering attack* OR
side channel attack*) AND (mobile* OR mobile device* OR mobile phone* OR phone* OR
smartphone* OR personal device* OR handheld device*). We carefully tested the keywords the
experts discussed to overcome the keyword selection bias and made a pre-search to ensure our
keywords were not too limited in the search space.

As search space, we selected the top 10 publication venues in “Human-Computer Interac-
tion” and the top 10 in “Computers Security & Cryptography” according to the Google Scholar
ranking system (date accessed: May 06, 2021) and set the time of publication from 1999–May
2021 as 1999 is the year when one of the most influential human-centred security papers was
published that strongly advocated considering human factors in the design of security mecha-
nisms [6]. Since this paper marked the beginning of usable security and privacy research, we
selected papers published after this year. We also checked papers published at SOUPS since this
is a top venue for usable security and privacy research [79].

Step 2: Screening: The search results from Step 1 were then manually inspected for the location
of the keywords within the full text. We further screened the papers, based on our inclusion crite-
ria of having a threat, adversary or adversarial model. A threat model explains the vulnerabilities
of a system [111] and details how an attack is performed against a target and which resources
are needed by the attacker [243] from the perspective of an attacker or a defender [193, 215].
Threat models differ from adversary models because adversary models refer to goals, assump-
tions, and capabilities [262] representing a general approach to executing attacks. However, as
noted by other researchers [80], threat and adversary models have been used interchangeably
in the literature. To provide maximum coverage of relevant papers, we additionally included
papers that provided an adversary model, an adversarial model, an attack model, or an attack
overview. Each paper had to provide an attack overview, including a threat model, so that we
can extract a complete list of resources the attacker needs without making any assumptions.

Step 3: Backward & Forward Search: For each paper identified in Step 2, we performed a
backward and forward search using the same keywords to include any relevant papers published
elsewhere other than the selected publication venues. We re-applied the exclusion and inclusion
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criteria to the papers resulting from Step 3. The complete list of included papers included in the
categorisation can be found in Appendix A.1.

Exclusion Criteria: Papers that included the keywords in references, paper classification, or
author’s biography were removed from the analysis. We excluded papers that focused on de-
vices other than mobile phones. Further, we excluded papers that were not peer-reviewed, such
as papers on ArXiv, bachelor/master’s theses, and doctoral theses. For the doctoral theses, we
checked the list of references for the same set of keywords and exclusion and inclusion criteria.
A paper was excluded if the model description was incomplete and required subjective interpre-
tation. We only included papers written in English. Lastly, we excluded papers with a model
that just relied on coercing the victim, e.g., by using physical violence [49], because our research
focuses on the resources and skills of attackers rather than coercion.

Step 4: Extraction of Resources: For each paper, one researcher extracted a list of require-
ments by copying the information given in the paper. Another researcher verified the resulting
list. Next, we followed an inductive categorisation approach to cluster the requirements into
groups until categorisation was no longer meaningful [208]. This resulted in seven clusters.
Two researchers validated the clusters. We refer to the clusters of resources as requirements.
The coding sheet for requirements can be found in Appendix A.2.

Step 5: Building the Categorisation: We used the seven clusters of requirements from the
previous step to describe each attack identified in the papers. During this analysis, four levels of
requirements that build our categorisation emerged: (1) Novice, (2) Intermediate, (3) Proficient,
and (4) Expert.

To estimate the resource complexity of an attack in each category, we considered the se-

curity levels defined by the ISO/IEC Security metrics [1, 11, 63]. The ISO/IEC Security met-
rics are international standards that address cybersecurity used in many research papers such
as [207]. The security levels in particular describe the measure of confidence that the System

Under Consideration, Zone, or Conduit is free from vulnerabilities and functions in an intended

manner” [11, p.8]. More specifically, the ISO/IEC Security metrics describe the level of protec-
tion from the system view, considering different types of attackers based on the resources needed
to attack a system. These levels are quite generic yet provide a way to protect a system. By map-
ping the resulting categories of attack resources, we show how easy or difficult an attacker can
attack a mobile device. The ISO/IEC 62443 security levels [1, 11, 63] are as follows1:

SL0 “No special requirement or protection required”

SL1 “Protection against unintentional or accidental misuse”

1Please note, that we only consider the attack perspective in terms of requirements and not the protection of the
attacked system.



CHAPTER 2. SYSTEMATIC DECONSTRUCTION OF ATTACKS 20

SL2 “Protection against intentional misuse by simple means with few resources, general skills
and low motivation”

SL3 “Protection against intentional misuse by sophisticated means with moderate resources,
(IACS-specific) knowledge and moderate motivation”

SL4 “Protection against intentional misuse using sophisticated means with extensive resources,
(IACS-specific) knowledge and high motivation”

Limitations: Like most literature reviews, our work has several limitations. First, our literature
review was conducted in May 2021. Papers published after this time are not considered. We
selected “social engineering attacks” and “side channel attacks” as search keywords based on an
expert discussion and keywords from relevant papers to focus our search. However, there might
be further papers published on these topics that do not include our selected keywords in the full
text. Papers that did not match the screening criteria were excluded from the analysis. While
this might have shrunk the space of outcome, it produced a final list of papers focused on the
criteria mentioned above. Papers that provided fuzzy information about attacks left too much
room for subjective interpretation, which would have threatened the validity and reproducibility
of our work. Lastly, some of the publication venues did not offer a search function, such as the
USENIX Security Symposium. For this, we used Google Scholar to elicit relevant papers. Some
papers may have been dropped due to the limitations of Google Scholar as the search engine.

2.4 Requirements of Human Centred Attacks on Mobile Phones

In this section, we detail the requirement categories that we extracted from the literature. From
the final set of papers, we extracted seven categories of requirements. We detail them below
with explanations and examples that an attacker may utilise to perform social engineering or
side-channel attacks.

1) Software Tools: Refers to benign programs that make use of sophisticated algorithms but are
not specifically designed for malicious use. Examples include a remote server, software that
implements an n-gram Markov Model, or software that collects fine-grained accelerometer data.
2) Mobile Phone App: A specific app that needs to be installed on the victim’s device that is
specifically designed for malicious use. Examples include spyware and phishing apps.
3) Advanced Programming: Advanced programming expertise from specialized fields of pro-
gramming. Examples include knowledge of implementing and executing deep learning, or im-
age processing algorithms.
4) User Phone Permissions: Access to specific sensors and resources that are guided by permis-
sions on the victim’s device is required to execute the attack, such as access to WiFi.
5) Hardware Tools: External electronic hardware tools are required in the attack setup. Exam-
ples include charging cables and wireless routers.
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Figure 2.2: The figure shows the categorisation of Human Centred Social Engineering and Side
Channel Attacks on Mobile Phones from the Perspective of an Attacker. We developed this
categorisation based on the resources extracted from the papers resulting from the systematic
literature review.

6) Human Capabilities: Resources that fall within the physical and personal abilities of humans,
such as physical access to the device, close proximity in distance, knowledge about the victim,
and target observation.
7) Manual Tools: Refers to non-electronic/non-powered devices or tools. Examples include
pens and pencils.
A visual representation of the categorisation can be found in Figure 2.3.

2.5 Glossary of Attacks

We propose four categories: (1) Novice, (2) Advanced Beginner, (3) Proficient and (4) Expert
(see also Figure 2.3). When detailing each layer, we also map it to the ISO/IEC Security met-
rics [1, 63] and present options to counter specific attacks. The following sections detail each
of the categories and respective subcategories. Figure 2.3 shows the visual representation of the
categorisation.

2.6 Level 1: Novice Attacks

All attacks at this level exclusively rely on human capabilities, manual tools, and basic hardware
tools. Human capabilities, such as making observations through human sight, do not require the
attacker to acquire special expertise in using specific equipment since the requirements needed to
perform the attack are within the capabilities of a human. Manual tools like pens and pencils are
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Figure 2.3: The figure shows the categorisation of attacks in four levels from an attacker’s per-
spective. The expertise required to perform an attacker increases as we progress in categorisation
levels.
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Figure 2.4: The figure shows a thermal image of smartphone authentication captured using a
thermal camera, i.e. a Flir camera. The authentication information can be easily observed by
observing the heat traces. This is a typical scenario of Thermal Attacks that belongs to the
category of Novice Attacks.

readily available and accessible. Basic hardware tools, such as specific cameras, are easy to buy
and use. It does not require training or a special setup to use. Given this, the attacks with such
requirements can be labelled as “novice attacks”. Considering ISO-IEC Security standards [63],
this attack category corresponds to SL0 and SL1 because no special requirements are needed.
The following clusters of requirement categories fall under Novice Attacks.

2.6.1 Human Capabilities

By utilizing the human capability of making observations through sight or using personal in-
formation about the victim, an attacker can uncover the victim’s mobile device content, replay
the gained knowledge to gain unauthorized access to the user’s device or transfer SIM contract
details to another SIM card number. Attacks such as zero effort, replay, and mimicry [306]
can only be efficiently performed using human capabilities. No external resources are required.
Similarly, a SIM swap attack [183] can be performed by convincing the carrier to update the SIM
card linked to the victim’s phone. For this, the attacker only needs to know the victim’s name and
phone number and have access to auto-refill interfaces. Shoulder surfing (traditional) [82,211] -
also referred to as one of the out-of-device threats [96], is another attack that can be performed
by making observations of the victim’s device screen. The attacker can uncover confidential
and private information by observing the screen as the victim interacts with the device. Though
shoulder surfing is mostly reported on smartphones [85, 94], its evidence is found in interaction
with multiple tech devices such as Virtual Reality, and researchers have proposed numerous
mechanisms to combat it [139, 298].
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Figure 2.5: The figure showcases one of the common scenarios of shoulder surfing - a type of
Novice Attack - in the daily lives of users where the bystander uses direct observation to make
observations of the screen and is able to retrieve personal information about the user.

2.6.2 Human Capabilities & Manual Tools

By utilizing the human capability of making observations through sight with some manual tools,
an attacker can uncover the victim’s mobile device content with which the victim interacts.
Adding manual tools to human capabilities contributes to the attack’s success. An example of
such an attack is shoulder surfing (advanced). The traditional shoulder surfing attack is advanced
by adding manual tools for note-taking, such as a pen or pencil. The attacker aims to capture the
victim’s device authentication pattern (such as Pass sketches [311]) by observing their input.

2.6.3 Human Capabilities & Hardware Tools

Utilising human capabilities and some basic hardware tools, such as a recording device, can as-
sist an attacker in performing several attacks, especially authentication-based attacks. Examples
of such attacks include pattern lock attacks [175], smudge attacks (traditional) [18], microscope
attacks [18], and thermal attacks [18]. In the case of a pattern lock attack, the attacker is close
to the victim and uses a recording device (for example, a smartphone’s camera) to record au-
thentication steps, including input patterns and gestures. Then, the attacker gets physical access
to the victim’s device to unlock it. Similarly, to perform smudge attacks, an attacker inspects
smudge residue left by the victim’s fingers on the device to reconstruct credentials. For this,
the attackers need physical access to the device and some hardware tools, such as a compact
camera to capture the smudges on the screen and a hard light source to get the edged shadows.
By manually inspecting the image, the attacker can reconstruct the credential.

Authentication information a user enters can be uncovered by utilizing a microscope attack.
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For this, the attacker has to be in close proximity to the target device and then use a high-
definition camera to capture an image of authentication while it is being performed. The attacker
can then utilise a microscopic device, such as a USB microscope with 400x magnification, to
deduce the entered information. Like a microscope attack, authentication information can be
uncovered using a thermal camera. When using a thermal camera, the attacker needs a thermal
camera and should be close to the user or have physical access to the device. The attacker
can then capture a thermal image of the screen right after the authentication information has
been entered, and then, by manual inspection, the attacker can unveil the entered information.
Figure 2.4 and 2.5 shows an examplary scenario of thermal attacks and shoulder surfing.

2.7 Level 2: Intermediate Attacks

Attacks belonging to this category require limited effort for practical implementation, namely, a
combination of mobile apps, hardware, and manual tools, as well as human capabilities. Hard-
ware tools are easily accessible and offered at cheap prices by various vendors. Hence, access to
hardware tools is no longer a difficult task to accomplish. Manual tools and human capabilities
also come at a minimal price and effort. Hence, the only arrangement the attacker needs to make
is to prepare a mobile application. With a combination of a mobile app with hardware tools, hu-
man capabilities, and manual tools, various attacks could be performed. Considering ISO-IEC
standards [1, 11, 63], this attack corresponds to SL2. The following lists the combinations of
requirements that attackers can utilise to compromise a victim user’s privacy and security.

2.7.1 Mobile Apps

A mobile app can be used in a malicious way to learn sensitive information about users. A
classic example is clickjacking [234], where by clicking on an overlay created over the victim
app, an attacker tricks the user to, e.g., grant permission. The overlay is created by a malicious
app, which is opaque in the foreground. While thinking about performing a legitimate action,
the user only visually sees the victim app while running in the background while interacting
with the malicious app. This way, only through developing a mobile app and tricking the user
into installing it on his device the attacker learns the sensitive information. Indistinguisly, a
cache-based timing attack [315] also requires only a mobile app. The mobile app is used to
extract sensitive information by exploiting the cache contention between the normal world and
the secure world.

2.7.2 Mobile Apps & User Phone Permissions

A mobile app with few permissions can perform a resource race attack [38]. The race between
mobile apps to access resources can be exploited to steal sensitive information. For example, a
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malicious app can steal sensitive information from a legitimate app that captures it, e.g., photos.

2.7.3 Mobile Apps, Hardware Tools & Phone Permissions

With the addition of hardware tools to a mobile app with access to some target phone permis-
sions, an attacker can perform an activity interface inference attack [308]. The goal of this attack
is to uncover the user’s app activity. The attacker makes use of the shared memory side-channel
information. The attacker develops a malicious app with access to the Internet as well as the
device storage and installs it on the victim’s device. The app continuously collects informa-
tion about the foreground application processes and uses it in a training data phase to build an
activity signature database. Then, in the attack phase, the malicious app sends the collected
characteristic data to a server for calculations. It then uses the signature database to uncover the
activity.

2.8 Level 3: Proficient Attacks

The attacks falling in this category require increased effort, resources, and capabilities. The
development of a mobile app along with software tools is necessary to perform the attacks.
Phone permissions are not difficult to access. Most attacks require Internet permission only,
which is marked as a "PROTECTION_NORMAL" by Android [103,259]. Moreover, it has been
observed that users do not pay attention to the permissions being granted to apps [99]. Hence,
it has become easy for an app to get access to permissions. The complex part of this category
is that the attacker must have software skills and must know how to develop malicious apps.
There are multiple ways to manipulate the user to install malicious apps without realizing the
malicious intent behind them (cf. [112]). Considering ISO-IEC standards, this attack category
corresponds to SL3.

2.8.1 Software Tools & Human Capabilities

Pattern-based authentication systems could be attacked and leaked while using software tools
along with human capabilities. Dictionary-based pattern guessing attacks [58] are a blueprint of
such attack categories. A Pattern Dictionary-Based attack requires physical access to the target
device and trying the most probable unlock patterns to access the phone. The goal is to unlock
the phone in less than 20 trials because mobile OSes lock the phone and require their users to
log in through their mobile OS account after 20 failed attempts. To unlock the phone in 20
attempts or less, the attacker uses a probabilistic password model, such as the n-gram Markov
model [196]. This model could be trained using real-world data of unlock patterns. While this
attack is easy to carry out, this attack methodology cannot be applied to every mobile OS.
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2.8.2 Software & Hardware Tools

Adding hardware tools to software tools can assist an attacker in performing channel state
information-based attacks [313]. In such an attack scenario, the adversary aims to access sensi-
tive information entered on the victim’s device. To make this attack possible, at least one or two
wireless devices, such as a wireless router, a laptop, or a smartphone, must be placed within 0.5-
5 meters distance from the target device in a static setting. The wireless devices must support
ICMP protocol and communicate CSI readings.

2.8.3 Software, Hardware & Manual Tools

A new kind of charging attack called juice filming attacks [147, 210] can be performed using
software tools with the assistance of hardware and manual tools. In a typical juice filming
attack, the attacker records user inputs, e.g., by a VGA/USB interface that is connected to the
smartphone via a malicious charger [210]. The VGA/USB interface is concealed in the user’s
environment. No app needs to be installed on the target smartphone, and no user permission is
required.

2.8.4 Software Tools & Mobile Apps

GUI-based [29, 101], memory footprint [145] and cross-app side-channel attacks [317] can be
executed when software tools are combined with a mobile app.

With the goal of performing a GUI-based attack, which is sometimes also referred to as
Pixel Perfect Phishing Attack [101], the attacker makes use of a malicious app installed on the
victim’s phone. The app has the ability to merge multiple attack vectors, such as UI-intercepting
draw-overs [100, 220], toast messages [220], non-UI-intercepting draw-overs [100, 194, 220]
and enhancing techniques, such as app repackaging [126, 321, 322], accessing the proc file sys-
tem [145] to perform attacks. The malicious app presents itself as a benign app, e.g., as a utility.
When the malicious app is launched, it monitors other apps on the victim’s phone and waits until
a target app is launched. The malicious app can be a look-alike version of the target app that
discloses any information entered into a remote server.

Similarly, in a memory footprint attack, again, a mobile app with some software tools is
sufficient to bypass user privacy. In a memory footprint attack, two processes (victim and attack
process) running in parallel on the same host can learn the secrets of web browser processes
by tracking the changes in the app’s memory footprint. As a first step, the attacker profiles the
target program and creates an attack signature database through a malicious app. Next, the attack
process measures the memory footprint of the victim process. The attacker can download the
activity signature database or send the attack memory footprints to a remote server for matching.

Using the same set of resources as required to perform a memory footprint attack, an attacker
is capable of performing cross-app side-channel attacks. This attack exploits side-channel infor-



CHAPTER 2. SYSTEMATIC DECONSTRUCTION OF ATTACKS 28

mation leakage on the OS level. A malicious app is installed on the victim’s device, runs in the
background and collects traces for each event of interest. For each time series, the difference be-
tween two consecutive points is noted, and then SAX transformation and BOP construction are
performed. Next, the attacker converts BOP into LibSVM and uses LibSVM to perform classi-
fication. RBF kernel could be used for SVM classification and a probability model to perform
cross-validation.

2.8.5 Software Tools, Hardware Tools & User Phone Permissions

When user phone permissions are complemented by software tools with the addition of some
hardware tools, attacks like keystroke inference can be easily implemented. CSI-based keystroke
inference attack [185] is a classic example of such attack resources. Users who use public WiFi
can be victims of CSI-based keystroke inference attacks. To perform this attack, the attacker
requires the victim’s device to be connected to public WiFi. This is commonly seen in public
spaces such as restaurants, shopping malls, airports and alike. The WiFi hotspot usually has
an application layer security (HTTPS) that helps in gaining user trust that the connection is
safe. Upon getting the device connected, the WiFi hotspot collects CSI from the victim’s device
through ICMP protocol/ Further, through a directional antenna, the noise in CSI is eliminated.
Li [185] proposed an algorithm for keystroke recognition. They adopted a low pass filter to
remove high-frequency noises and Principal Component Analysis to reduce the dimensionality
of the feature vectors. They also proposed a context-oriented CSI-collected method to recognize
the PIN input.

2.8.6 Software Tools, Mobile Apps & User Phone Permissions

A combination of software tools and mobile applications with access to permissions can assist
in performing fingerprinting and performance degradation attacks such as Quality of Service
(QoS) attack [142] and sensitive apps fingerprinting attack [231]. To perform a QoS attack, a
malicious app on the victim’s device creates a sticky background service. The malicious app
only requires permission to use stats from the user. A cache profiling tool is then run to obtain
spanning addresses to perform the exotic atomic operations. Upon detecting the victim app, the
Exotic Atomic operations start and degrade the QoS of the victim’s app. This loop keeps on
running until the app is not in the foreground. Then, the QoS degradation attack is stopped, and
the system bottleneck is released as soon as the user quits the victim app. This procedure keeps
on repeating until the app is removed from the phone. Sensitive app fingerprinting attack [231]
also works in a similar fashion to QoS attacks. In a sensitive app fingerprinting attack, There
are multiple ways in which a malicious app, depending on its permissions and privileges, can
uncover what other app installed on a victim’s device. For example, a malicious app can easily
check if a specific target app is installed on the victim’s device by using specific API calls,
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access to the device storage or a VPN service. With some special permissions, a malicious app
can get the list of running processes or infer the UI states. With debugging privilege, the app can
retrieve the list of package names and learn the path to the installation file of a specific target
app. Further, a curious app can also achieve this by using multiple API calls.

2.8.7 Software & Hardware Tools, Mobile Apps, Permissions & Human
Capabilities

Interfaces, e.g., for financial transactions, can be maliciously targeted when software tools are
used in addition to a mobile app with access to permissions and hardware tools and human
capabilities such as UPI-based attacks [176]. Multiple attacks could be performed on payment
interfaces, such as unauthorized registration by using a user’s phone number, unauthorized bank
transactions using the victim’s phone number, and partial debit card number, and unauthorized
transactions without the debit card number. To perform these attacks, the attacker uses a rooted
phone and reverse engineers the payment apps. Debug statements are then added and repackaged
with signature statements from the attacker. The attacker then releases the repackaged version
as a malicious app that requests Internet access and access to SMSes and the phone state. The
victim downloads the app and grants the permissions. Then, by following the standard procedure
of signing up and granting permissions, the attacker reveals sensitive information and is able to
perform malicious activities.

2.9 Level 4: Expert Attacks

The attacker in this category is a resource-rich adversary that makes use of various combinations
of resources, such as mobile phone apps, software tools, advanced programming, hardware
tools, and access to phone permissions. In some cases, manual tools and human capabilities are
also required. The requirements make the attacks sophisticated and require expert knowledge to
implement them. Hence, such attacks can be labelled as "Expert Attacks". Considering ISO-IEC
standards, this attack corresponds to SL4.

2.9.1 Advanced Programming

Only through advanced programming expertise, an attacker is well-equipped to perform an at-
tribute inference attack [146]. To perform an attribute inference attack, the attacker uses public
data (such as review data) and a machine learning classifier to get a victim user’s private at-
tributes, such as location. The machine learning classifier is a multi-class classifier that takes
review data as input, and by using a training dataset gets the city lives of the victim. The public
data is easy to collect and can be found on public profiles, such as social network profiles.
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2.9.2 Advanced Programming & Mobile Apps

Equipping a mobile application with advanced programming can result in inference attacks and
microarchitectural attacks [106]. In an inference attack [276,277], there are two phases; training
and attack. In a training phase, the attacker builds templates for information leaks, e.g., by
collecting API calls and dynamic time warping. In the attack phase, the attacker distributes a
malicious app that does not require any permission. The app observes identified information
leaks and infers corresponding events. This type of attack is similar to the activity interface
inference attack [308] detailed above, yet requires different resources and reveals other kinds of
information. Likewise, microarchitectural attacks [106] steal data using a diverse range of side
channels or corrupt data using hardware vulnerabilities. The attacker has access to an integrated
GPU either by deploying a malicious app or directly through malicious scripts when a user visits
a website. The attacker only makes use of primitives of the GPU.

2.9.3 Advanced Programming, Hardware Tools & Human Capabilities

Reflections of a virtual keyboard can be compromised to leak sensitive information with the aid
of advanced programming, hardware tools, and human capabilities. Such attacks are referred to
as reflection-based attacks [240]. In this attack, not just capturing a video of the virtual keyboard
of the victim’s phone but also the reflection of the virtual keyboard on reflective screens, such as
the victim’s sunglasses, could reveal what the victim typed. This attack requires the attacker to
be somewhere near the victim and video-record the user interaction through a video recording
device either by directly observing the screen or by observing the reflections of the screen in
nearby objects. The attacker can also install a video recording device in the victim’s environ-
ment to minimize the attacker’s noticeability. After the video recording, the attacker works on
acquiring stable frames of the video sequence which are then used for stabilizing image trans-
formations. Next, the video frames are aligned against a reference image of the victim’s phone.
The attacker then trains the classifiers to detect the keypresses made by the victim. The output
is refined by building a language model that also serves the purpose of filling in the missed
detections.

2.9.4 Advanced Programming, Mobile Apps & Hardware Tools

The timing of sensitive user interfaces can be leaked to perform a power analysis attack. To
perform such an attack, the attacker requires advanced programming, a mobile app, and hard-
ware tools. An example of such an attack is the power analysis attack [122]. A power analysis
attack requires a malicious app to be installed in the OS environment in which the victim’s app
is running. The goal of the attack is to know the timing of the sensitive UIs as they appear on
the smartphone screen. The attacker then performs the next steps to disclose the confidential
information. When the malicious app is in the process of misusing the power side channel, it
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functions in the background and records the power data while the target app is running in the
foreground. The malicious app tries to infer the sensitive UI of the victim app based on the
collected power traces. After the identification of the target UI, further attacks can be carried
out.

2.9.5 Advanced Programming & Software Tools

A combination of advanced programming and software tools can be used to perform severe
attacks such as a memory disclosure attack [118]. Unlike most attacks, this attack does not
require the installation of a malicious app on the victim’s device. All it requires is for the victim
user to visit a website that contains the attacker’s malicious code. Through this, the attacker can
uncover which apps run on the victim’s device, user activities, and the specific web pages open
on the victim’s device. This attack has one condition to be successful, i.e. page deduplication
should be enabled on the smartphone. It then exploits page deduplication to perform a memory
disclosure attack. This attack has 3 steps: 1) filling a page with expected data to be found on the
victim system through malloc implementation, 2) waiting for the operating system or hypervisor
to deduplicate the attack arrays, 3) and lastly measuring the write-access time to know whether
a page has been deduplicated.

2.9.6 Advanced Programming, Software Tools & Hardware Tools

An amalgamation of software and hardware tools with advanced programming can be leveraged
by an attacker to perform attacks like a remote screen attack [186] or mobile social network
attack [225]. Through a remote screen attack, it is possible to exploit the screen display. The
victim merely needs to have a website containing a malicious script. This attack works by
exploiting the display mechanism using liquid crystal (LC) elements that act as a passive signal
modulator and LCS response that contains screen information. An RF signal processing scheme,
including a deep learning model, assists in the wavelet analysis, which is then followed by the
spectrogram feature augmentation. Based on this concept, Li et al. [186] modelled a proof-of-
concept by developing "WaveSpy" - a remote screen inference system that uses mmWave-based
LCS response to get real-time sensitive information without any knowledge of the screen and
that too through the wall.

Along the same lines, a mobile social network attack aims to get user traces from a smart-
phone with the use of an external sound card. To perform this attack, devices such as Alcatel
POP3 are needed. In the training phase, a clean run utilizing sandbox proposed by [225] is exe-
cuted. Then, the traces are analysed. The next step involves raw data pre-processing and is done
for the subsequent neural network analysis. Following this, trace synchronization is achieved.
The attackers are then able to detect crypto computation signals.
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2.9.7 Advanced Programming, Software Tools, Hardware Tools & Hu-
man Capabilities

When advanced programming, software and hardware tools are merged together with human
capabilities, attacks like advanced smudge attacks [47,263], and website fingerprinting [275] or
video-based attacks [264, 309, 309, 312] can be easily done to invade users’ privacy and bypass
security.

Advanced smudge attack requires examination of smudges left on the device screen after it
has been used by the victim. This requires physical access to the victim’s device. To analyze
the smudges, attackers can use (1) image processing to infer possible patterns from the smudges
by pre-processing [42, 205], e.g., by OpenCV [227], and (2) sorting patterns based on the oc-
currence probabilities computed using n-gram Markov model which is built using real-world
pattern data-sets or using deep learning. Similarly, website fingerprinting attacks could be per-
formed with the help of a malicious app running in unprivileged mode and monitoring incoming
and outgoing traffic statistics from tcp_rcv and tcp_snd of a target app. This data acts as training
data. After collecting the data, the malicious app looks for relaunching of the target app. It then
gathers traffic data from tcp_rcv and tcp_snd again and matches the collected data with previous
training data to infer the sensitive information. The collected data could also be sent to a remote
server for analysis and for matching the device name of the attacked device with the training
devices available

Another way to steal authentication credentials using the same set of resources is to observe
and video capture the hand movements of the victim when they are typing the password [264] or
unlock pattern [309]. The video could be captured using any video recording device, such as a
smartphone, a camcorder, or through surveillance camera footage. The resulting footage can be
analyzed by different means, including TLD Tracking Tool [151] for tracking the anchor hand
point and the anchor point on the apparent side of the mobile device, edge detection [293], and
further computer vision tools, to reconstruct the user input. For example, the attacker can build a
probability-based password model using two large data sets: 1) UNIQPASS v15 Password Data
set [260], and 2) Video data set for computer vision analysis.

2.9.8 Advanced Programming, Software Tools & Mobile App

Treacherous attacks such as cross-cache [191] or flush-reload side-channel attacks [318] can be
performed by combining advanced programming with software tools and a mobile app. Cross-
cache attacks require a malicious app that does not prompt any permission. This attack can
monitor the activity of the GPS sensor, camera or Bluetooth. This information leak can help the
attacker to know details about the victim. In a learning phase, a template matrix is computed to
see how many cache hits occur on a specific address. Then, in the attack phase, this matrix is
used to infer events from the cache hits. The events could be stimulated via the android-debug
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bridge (adb shell).
Using the same resources as required by cross-cache, flush-reload side-channel attacks make

use of a malicious app packaged together with a native component that is compiled with Android
NDK. The attacker is equipped with the knowledge of C and C++ programming languages.

2.9.9 Advanced Programming, Software Tools & Permissions

The inviolability of user’s privacy can be bypassed by exploiting AdSDKs attack [272], which
is a fusion of advanced programming, software tools and phone permissions. Not just malicious
apps but also malicious ads displayed can infer sensitive information about users by accessing
external storage. The most important asset in this attack is an ad-supported app that runs on the
target user’s device and shows malicious ads in a confined WebView instance. For instance, the
attacker can trick the victim into downloading an HTML page that holds a malicious payload.
After the payload page is presented to the user, the attacker’s ad calls the payload by opening
this page within the same WebView where the ad is running.

2.9.10 Advanced Programming, Software Tools, Hardware Tools & Mo-
bile Apps

Combining advanced programming with software and hardware tools and mobile apps can en-
able complex attacks, such as power analysis or inference attacks on processors.

An inference attack [121] on the processor requires a permission-less malicious app to be
installed on the victim’s device. The attacker can acquire knowledge of running apps, launching
websites, and streaming videos. In the training phase, the attacker builds a machine learn-
ing/deep learning model on a training device similar to the victim device by recording the raw
LLC profiles of target apps, websites, and videos. The trained models are then integrated into the
app and published on the app store. In the second phase, the malicious app prepares eviction sets
for profiling the LLC on the target device, followed by extracting vector features. They are then
classified with already trained models to infer sensitive content, including opened applications,
websites, and streaming videos.

Parallel to inference attack on the processor, power analysis side-channel attack [307] uses
the unprivileged power consumption traces, to infer sensitive UIs, guess password lengths, and
also estimate geolocations. A malicious app running in the background collects power traces
continuously. The power patterns can be collected either through hardware-based methods (e.g.,
a Monson Power Monitor) attached to the target smartphone or through software-based methods
(e.g., directly polling voltage and current readings within the mobile system). The collected
power traces can then be analysed to infer confidential data. A malicious app’s key role in this
scenario of exploiting PSCs is to achieve automatic detection of pre-learned power patterns.
This can be achieved by pattern matching or machine learning algorithms, e.g., dynamic time
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warping (DTW).

2.9.11 Advanced Programming, Software Tools, Hardware Tools, & Per-
missions

Signal reflection information can be targeted with the help of advanced programming, software
and hardware tools, and permissions. A wireless transmitter-based attack [314] collects signal
reflection information before the user starts to unlock a device until the user ends up unlocking
the device. In [314], researchers proposed an approach to performing this attack called; WiPass.
They collected CSI data and used discrete wavelet decomposition to remove noise from obtained
signals. (1) WiPass removes the noise from collected signals using a two-level Symlet filter, (2)
uses the DCASW to extract the features to build the finger motion profiles and finally as the
last step, (3) uses a hierarchical dynamic time warping (DTW) approach to recognize the unlock
passwords.

2.9.12 Advanced Programming, Software Tools, Mobile Apps & Permis-
sions

Attacks similar to GUI squatting [55], gesture typing [266], and keystroke attacks [230] are fea-
sible to perform if a mobile app and permissions are complemented with advanced programming
and software tools.

In a gesture typing inference attack [266], gesture typing keyboards are the target. It involves
a malicious app running with Internet access. The malicious app observes and records publicly
available events from the system while the user enters text in the victim app. The malicious
app can only record the signals, i.e. the counters, but not the words themselves. For each word
entered by the user, a series of events is observed in the system that can be used as a fingerprint
to recognize the word entered. Supervised machine learning (Recurrent Neural Network (RNN))
is used to remove noise from the data. The fingerprint is constructed from the training data and
is used to infer sentences entered later in the victim app. The RNN outputs for each word signal
in a sentence signal a probability that the word signal corresponds to a particular word in the
dictionary. The data is sent to remote attackers.

GUI squatting attack [55] refers to automatically generating phishing apps using image pro-
cessing and deep learning techniques. The automatically generated phishing apps have the abil-
ity to steal sensitive information by taking screenshots of login screens. The generated apps
require Internet permission to upload the collected sensitive information to a remote server. To
generate phishing apps, image processing techniques, such as canny edge detection [228] and
edge dilation [226] are used. The GUI components are classified with a deep learning algorithm,
i.e. a CNN. Then, these components are arranged to generate layout code matching the XML
file for the imitation of the original apps. Then, the deception code is designed for the interactive
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components, and a response is assigned to each interactive component. Chen et al [55] imple-
mented this approach using Python and several open-source libraries, such as OPENCV [227]
and OCR techniques [223].

Keystroke attacks through accelerometer readings [230] involve a malicious app running in
the background collecting accelerometer readings. By using machine learning (e.g., Random
Forest Algorithm [134]), the text entered on a device is extracted from accelerometer readings.
The app requires network access for uploading the collected data and access to fine-grained
accelerometer data. This attack involves keypress segmentation, probabilistic keypress classifi-
cation and sorting keystroke sequences by maximum likelihood. A probabilistic error model is
constructed for sorting keystroke sequences by maximum likelihood.

In a Pin Skimmer attack [265], the user installs a malicious app and has root access to the
device. This attack requires access to the camera and microphone. A smartphone with two oper-
ating systems (e.g., Android and TrustZone OS) that operate in parallel are required to perform
this attack. The malicious app cannot access sensitive information available on the TrustZone
OS, even with root access on Android OS. The sensitive information apps are launched in the
Trusted OS. The rootkit retains access to certain shared resources like an accelerometer, camera,
GPS, microphone, and like. Using the front video camera and the microphone, the Pin Skimmer
attack collects all user-pressed events entered into the sensitive app and records them using the
front camera in a video file with audio. It saves the image to disk, and the attacker then uploads
the collected data to a remote server where, through image processing skills, the exact PIN is
retrieved. Support Vector Machine (SVM) [323] was implemented as a learning algorithm with
open source libraries LibSVM [50] and Weka [21].

A user’s metro location can be inferred through a malicious app that reads accelerometer
and orientation sensor data and uploads the readings to a remote server [138]. This location
inference attack aims to reveal what a target user’s metro ride trace is. It accomplishes its
mission by noting the differences between distinct station interims leading to distinct macro
motion characteristics that are captured by the motion sensors of the victim’s smartphone. The
readings are then analysed, and machine learning algorithms are used to identify the victim’s
ride intervals.

Recording tap sounds and vibrations while an application is running from the stereo-microphones
and gyroscopes of a smartphone, can be maliciously used to perform a keystroke inference at-
tack [216]. To perform this attack, a malicious application like a custom keyboard is presented
to the user to collect typing behaviour for the purpose of training a model. The microphone
requires permission during installation, but this permission can be justified with the aid of any
feature offered by the malicious application. After monitoring the victim’s behaviour, the ma-
licious application uploads the collected data to a remote server. After training, it listens to
the keypresses in the background from the sensitive Android applications. Then the application
detects the point of interest location of the victim using GPS or cellular or wireless networks,
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then the malicious application collects gyroscope and microphone data. A fast Fourier transform
filter could be used to detect frequencies corresponding to the sample tap values.

Ambient light sensors could also be exploited to perform attacks on user input such as
PINs [274]. They can be accessed via the Android Sensor API. To perform such an attack,
a malicious application is used to collect the light-sensor information while the user is interact-
ing with the device. The malicious application tricks the user into the application in a manner
similar to inputting PINs. It then uses this data as the training data. Malicious applications
also require an internet connection to have powerful servers for machine learning algorithms.
After collecting sufficient samples, the malicious application again tricks the victim user into
restarting the device or the victim application. This is done to capture the ambient-light sensor
information during PIN input of the victim application. Then by means of machine learning, the
PIN input is retrieved. Matlab statistics toolbox can be used to determine the PIN entered.

App fingerprint attacks [206] could be performed by exploiting magnetic sensor measure-
ments to infer current activities on the smartphone. Therefore, fingerprint browsing and app ac-
tivity are possible. For this, a malicious app with Internet access and access to zero-permission
sensor information is required. To fingerprint the browser, the victim opens a webpage that is
controlled by the attacker. The webpage has at least some malicious component belonging to
the attacker, such as ads. Magnetometer readings are collected continuously and the attacker
attempts to identify the launched apps or websites with the help of a supervised learning ap-
proach. The malicious app gathers the labelled traces for all websites and apps. The learning
could be performed on numerous devices that the attacker holds or accessed using cloud test-
ing platforms. In the case of website fingerprinting, the learning phase could also be done on
the victim’s phone. Principal component analysis is performed on the magnetometer data, and
random forest is used to classify the traces.

An inference attack through interrupt timing attack aims to discover the unlock pattern or
sensitive information entered by the target user [77]. Diao et al. [77] proposed a novel way of
doing this by tricking the target user into installing a malicious app. The malicious app requires
no permission from the user as it works by reading interrupt statistics which are public to any
process and contain information about all running devices. This information is used to infer
sensitive information passing through the running devices. This attack can collect two types of
sensitive information, unlock pattern and UI information. After collecting the unlock pattern
information, it could be uploaded to a remote server for which INTERNET permission will be
required. The UI information could be used for further malicious attacks such as phishing. In
Diao et al.’s implementation of the attack, they used native C and Java with Android NDK [19]
to write the interrupt modules for the malicious app. They then trained a Gaussian model using
data from 5 participants to infer the sequence.

Textual content can be easily leaked through a malicious application [17]. The malicious ap-
plication can compromise the OS and achieve root or kernel privileges. A malicious application
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such as malware can use various methods to achieve root privilege, such as a rowhammer attack.
For kernel privileges, malicious applications can make use of code injection or return-oriented
programming. The malicious applications can then use ADB capability to store screenshots.
Wei et al. [17] presented SchrodinText as a solution to protect specific textual content decided
by the application developer.

User input inference attack [290] requires a malicious app that runs in the background and
records all hover inputs of all apps. The malicious app has access to SYSTEM_ALERT_WINDOW
and the Internet. The data collected is uploaded to a remote server for analysing the data.

A UI state inference attack requires an app running in the background and access to the
Internet [53]. The attack first detects the activity transition event, which is known by the shared-
memory side channel. After the detection, the identity of the new activity is achieved using the
Activity signature and Activity transition graph. In a training phase, an automated tool is built
to generate Activity transitions in an app and collect feature data to build the activity signature
and the activity transition graph. In the attack phase, the app collects feature data during activity
transitions. It then leverages the activity signature and a transition model based on the activity
transition graph to execute the attack.

Train routes can be identified by exploiting device sensors, such as accelerometer, magne-
tometer, and gyroscope. Such attacks can be classified as sensor-based positioning attacks [299].
As a first step, a machine learning algorithm is applied to the sensor data, and then the activity
of the user is detected. Next, the departure and arrival times of vehicles from the sequence of
human activities are detected. Finally, by correlating the detected departure and arrival time of
the train with the aid of timetables and route maps, the potential route of the journey is identified.
This whole process primarily requires a malicious app with internet access on the victim’s de-
vice. The malicious app continuously collects sensor data and sends them to the adversary who
then estimates the route of travel by analysing the sequences. The attacker holds information on
the list of public transport systems that are likely to be used by the victim. Machine learning,
specifically random forest, is used to process the sensor information.

A digital password inference attack [284] leverages an accelerometer to reveal passwords on
smartphones by exploiting the user-independent features of the movement of tapping buttons.
Angle features are extracted to reflect changing trends and a multicategory classifier by com-
bining the dynamic time-warping algorithm to get the probability of each movement. Then, by
using a Markov model, the unlock process is modelled, and the sequences with the highest prob-
ability are used as the attack candidates. The data is sent to a server, which cleans it from noise
and segment movements. Then, the data is used to train a classifier. It is then combined with
the dynamic time-warping (DTW) algorithm to reveal the possibility and probability of each
movement of a password sequence. The Markov model is then used in the unlocking process
with multiple movements.

User-typed text can be extracted by recording the sound of the in-built microphones of a
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smartphone through an acoustic emanation attack [123]. Signal processing techniques assist in
extracting a probable set of characters per tap, and then by using natural language processing
algorithms, most probable words and sentences are constructed. From the recorded audio sig-
nals, the first step is to detect tap instants which can be done by using the Detect Peak Intervals
algorithm. It takes audio as input and returns a set of time intervals as the output. A malicious
application installed on the victim’s device can easily record the audio and later send it to a
remote server for processing. The malicious application only needs permission to access the
internet and a microphone.

2.9.13 Advanced Programming, Software & Hardware Tools, Mobile App,
& Human Capabilities

An attacker can learn about the victim’s path using advanced programming with software tools,
a mobile application, hardware tools, and human capabilities. In a user path identification at-
tack [179], the attacker identifies the walking path of a user by connecting the real-world identity
to the network identity of the devices. To practically implement this attack, the attacker uses a
low-cost software-defined radio device, such as USRP [88] with open-source cellular projects,
such as srs LTE [278]. This attack requires two mandatory steps: (1) the attacker has to be
located within 0.4-2 kilometres of the victim, and (2) the user must carry out a mobile downlink
activity while walking, e.g., streaming a video. The adversary must have some basic knowledge
about when the victim is walking, and that is when the attacker performs the path identification.
As the victim accesses mobile downlink activity, the attacker captures the number of secondary
cells at each location.

2.9.14 Advanced Programming, Software Tools, Mobile App, Hardware
Tools & Permissions

A fusion of advanced programming, software, hardware tools, and phone permissions can lead
to keystroke inference [232], a smartphone speech inference [116], and sensor-based location
tracking attacks [217].

A keystroke inference attack [232] considers short inputs by the users, such as PINs or pass-
words and long inputs, such as emails or text messages. To perform this attack, a malicious app
must be installed on the target user’s device. Data from acceleration and gyroscopes are col-
lected and used as training data. All collected data is temporarily stored on the SD card of the
mobile device and is transferred to a remote server as soon as the phone is connected to the WiFi.
The app only requires access to four user permissions: INTERNET, READ_PHONE_STATE
permission, WRITE_EXTERNAL_STORAGE, and GET_TASKS permission. This attack as-
sumes that the target user is using the standard QWERTY soft keyboard in a vertical orientation
on his device.
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The smartphone speech inference attack [116] is performed during a phone conversation
by a malicious app having access to the motion sensor with the aim of making inferences on
the voice content of the phone conversation. To conduct classifier training for speech inference
attacks, the attacker can use a target-agnostic (TAG) or target-aware (TAW) approach. In TAG,
the attacker collects training data from the accomplice who speaks words of interest on the phone
while collecting the accelerometer and gyroscope data. In TAW, the training set would include
data collected from the target. To discover the hardware used by the victim, the attacker may use
surveillance in person or use recorded video that reveals how the victim holds the phone. This
information trains the deep neural network for the speech inference attack.

Sensor-based location tracking attack [217] is performed when a victim user is driving a car
with a smartphone. This attack uses smartphone sensors and tracks the victim user’s location.
To perform this attack, an app must be installed on the user’s device that collects sensor data:
accelerometer, gyroscope, and magnetometer. The recorded sensor data is uploaded to a remote
server and processed. Turn angles, route curvatures, accelerations, headings and timestamps data
are combined with public geographic area information to infer the user’s route. This process is
facilitated by graph construction and a search algorithm.

2.9.15 Advanced Programming, Software Tools, Mobile Application, Hard-
ware Tools, Permissions, Human Capabilities

Not just outdoor location but the indoor location could also be inferred when advanced program-
ming and software tools are added to a mobile application along with permissions, hardware
tools, and human capabilities. An indoor location inference attack [319] includes a malicious
app that secretly collects sensory data, including accelerometer, gyroscope, and magnetic field
sensors and, in return, eavesdrops on the location. The app requires access to a network, either
WiFi or cellular, to upload the location information to the attacker’s remote server. In a training
stage, the attacker walks through the targeted indoor location while carrying a number of mobile
devices. This way, they collect the sensor readings as they pass through the targeted location
track. To improve the accuracy, Bluetooth Low Energy (BLE) beacons are used in each sensi-
tive location to activate sensor readings automatically as the attacker passes through it. Then,
segmentation is performed on the large length of the data stream to get the desired specific part
of the data stream, known as the exemplar. Further, noise reduction is performed. After the ex-
emplars are ready, a robust supervised learning scheme using an anomaly calibration technique
is used to construct a classifier to recognize the sensor pattern for each sensitive location. In the
attack phase, the attacker adds the classifier to a malicious app, which then collects the sensor
readings in the background and sensitive indoor locations.
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2.10 Discussion

In this paper, we propose categorising social engineering and side channel attacks based on the
resource-oriented nature of attacks. While several vectors could indicate the feasibility of an
attack, such as the cost of resources, this is easily overcome due to the availability of multiple
vendors where an attacker can get access at a low or cheaper price. For example, a thermal
camera can be brought from Amazon at a price like £155 [16] but can also be bought cheaper
from places like eBay or Facebook Marketplace. This makes the cost of resources slightly less
attention grabber, and access to resources is the top priority for the investigation to determine
the feasibility of attacks.

2.10.1 Using the categorisation

The proposed categorisation presented in this paper can be used in multiple ways. Below, we
discuss a few usage directions and research questions that the categorisation can assist in an-
swering.

1) Attack Assessment: Our categorisation can be used as an assessment method to ease the
carrying out of specific attacks. In doing so, we can estimate the share of the population capable
of executing a particular attack, which would indicate the ubiquity of the attack. For example,
carrying out a novice attack, such as a traditional shoulder surfing attack, would only require
the attacker to be in close proximity to the victim and make close observations. In contrast,
performing an expert attack, such as a GUI squatting attack, requires more sophisticated tools
and skills, such as image processing and deep learning. Comparing the resources required for
these two attacks shows that anyone, regardless of background and expertise, could be a shoul-
der surfer as seen in prior work as well [85, 94], but to make an expert attack such as a GUI
squatting attack, one has to be well-equipped with tech and security knowledge and tools. In
sum, the low barriers to invading someone’s privacy make it possible for a more significant pro-
portion of the population to become attackers with little to no training. This also points out that
similar attacks could occur anywhere at any time, heightening the need for adequate mitigation.
Our categorisation would help organizations and individuals to set defence priorities and make
informed decisions when using smartphones in different environments, such as private or pub-
lic. Furthermore, the proposed categorisation can also assist organizations in making informed
decisions about resource allocation when developing policies and methods to mitigate specific
attacks. It can also be used to classify the severity of new emerging attacks. First, a list of
requirements is required to carry out the attack. Based on the requirements, the attack can be
linked to one of the four categorisation layers (see Section 2.4). We now present an exemplary
thought to showcase how the categorisation can assist individuals, researchers, and organiza-
tions in conducting attack assessments using the proposed categorisation.
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Example 1: Utilising Individual of Categorisation Novice attacks are at the centre of atten-
tion as they require minimal resources that anyone can easily acquire. Using categorisation to
understand the attack requirements sets the focus on limiting access to resources or prohibiting
their use in unavoidable circumstances. For example, shoulder surfing is a type of novice attack
that only requires one to be in close proximity to the user and make careful observations. This
property of shoulder surfing attacks makes them practical at any place around anyone. From the
perspective of an individual, the individual knows that the attack is performed through direct
observation of the screen, so the individual will be careful when accessing personal information
in the vicinity of others in public and private environments. This behaviour could vary among
users as they vary in their perception of the importance of privacy [96]. From the perspective
of researchers, they can investigate the core requirement of the practicality of the attack, i.e.,
screen observation. For example, the details on the angle or duration of observation and dis-
tance between attacker and victim could assist in designing adequate countermeasures [5, 248].
Furthermore, organizations could propose policies that prohibit access to sensitive information
in public environments or set conditions for access.

Example 2: Utilising Layers of the Categorisation Focusing on specific layers of the cate-
gorisation could help researchers in designing holistic protection methods. By inspecting the
common requirements in each layer of the categorisation, common resources can be extracted,
and then countermeasures specifically targeting the availability and use of those resources could
be limited or prohibited as per the scenario. This would help in providing holistic protection
against a group of attacks.

2) Accessibility versus Scalability: As we move horizontally across the categorisation levels,
the feasibility of an attack decreases as the complexity of resources required increases. For ex-
ample, to perform Expert Attacks, attackers must have advanced programming knowledge, soft-
ware tools, mobile applications, access to user phone permissions, and hardware tools. However,
the attacks at the Novice Level require human capabilities and easily available hardware tools,
which can be performed more easily. This introduces interesting scalability aspects: the more
difficult it is to execute an attack, which makes it less accessible, the more potential victims can
be targeted.

While Novice Attacks that don’t require technical skills or special equipment or setup, are
easily accessible to anyone, executing the attack does not scale well because one attacker can
only target a small number of victims at a given instance, mostly only one. For example, in
the case of a shoulder surfing attack that requires observing someone’s device screen without
permission, an observer can only observe one screen at a time. Similarly, thermal attacks, which
are another example of Novice Attacks, can be done on one user’s device at a given instance. On
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the other hand, more sophisticated attacks scale better since one attacker can target many users.
For example, juice filming attacks, which are examples of proficient attacks, require a one-time
setup, and then multiple users could be the target. One might argue that this is an advantage
because there are hurdles to overcome in order to become a large-scale attacker. Yet, research
also hints at another issue: easily available attacks might not be well-known by potential victims,
and hence, they may be more susceptible to suffering the attack’s consequences. For example, in
a study by Jiang et al., [147] 74.5% of participants did not know about charging attacks, but only
14.1% of participants did not know about malware-based threats. Therefore, charging attacks
might become more prevalent than malware-based attacks because of 1) the easy setup and 2)
the lack of user awareness. This might be similar to other attacks that can be easily executed.

2.10.2 Key Takeaways & Future Research Directions

1) Anyone can easily become an attacker. Our categorisation has four different layers on how
difficult it is for attackers to execute the attacks, which indicates the attack’s scalability. Attacks
in the "expert" layer require sophisticated knowledge and resources. Even though these attacks
can scale well, they are unlikely to become ubiquitous because the hurdle for attackers is too
high. "Proficient" attacks are on the verge of being script kiddies by using malware available
online and programming skills. What is more concerning, though, are the lower two layers,
"novice" and "intermediate." Attacks in the layer "intermediate attacks" require less expertise,
some hardware tools that can be bought easily, and a mobile application that can be available
online. Each requirement is benign and, hence, easy to get (e.g., video editing software). Con-
sequently, this level can be reached by individuals with low knowledge, drastically reducing the
hurdle to becoming an attacker. Finally, "novice" attacks like shoulder surfing do not require
technical expertise and setup. Anyone can become a shoulder surfer spontaneously, and proba-
bly most individuals have already shoulder-surfing someone even without intention [85, 91, 94].
Consequently, carrying out "Novice" attacks is no longer restricted to highly motivated crimi-
nals with specific resources, anyone can now become an attacker.

2) Individual mechanisms are insufficient. Many attacks exist to target various attributes of
mobile user privacy and security; the literature also underpins numerous mitigation or protection
methods. For example, for protection against shoulder surfing attacks, a user can utilise mitiga-
tion methods, such as EyeSpot [156]. Similarly, for protection against thermal attacks [12,200],
mechanisms such as PIN scrambler [166] can be used. The problem with using such individ-
ual mechanisms is that they require extra effort from the users and more time, rendering them
ineffective [?, 120, 127, 154, 174]. Individual mechanisms also need memory allocation on the
devices and have specific device model requirements to fulfil for the user to use the mechanism.
In such a situation, what matters the most is how non-expert users can protect themselves and
minimize the possibility of being attacked without additional protection mechanisms that require



CHAPTER 2. SYSTEMATIC DECONSTRUCTION OF ATTACKS 43

much effort. This demands a more holistic understanding of user protection focused on an entire
attack ecosystem rather than patching devices to resist single attacks. Further, mobile devices
combine more and more functions ranging from shopping to banking that users want to perform
on the go. As these devices can be attacked more and more easily, they result in a single point
of failure that is not well enough protected.

Future Research Direction #1

Q1: How can users be ubiquitously defended against groups of attacks rather than patch-
ing against individual attacks?

Future Research Direction #2

Q2: How can we improve security and privacy mechanisms on mobile devices to safe-
guard them better?

3) User awareness alone is insufficient. Attacks can happen anywhere in the physical and dig-
ital world without time constraints. Awareness of the user’s surroundings has repeatedly been
proposed as a possible solution to protect users against multiple attacks without the need to have
an additional mechanism in practice [47, 85, 210, 240, 311, 313]. While this might be a viable
solution in some situations, (e.g., using a public WiFi), we cannot expect users to be aware of all
possible attacks whenever they use a mobile device. Further, monitoring surroundings requires
much too much effort from the user and could result in a waste of interaction time with the de-
vice. Furthermore, much of the surrounding awareness goes unnoticed because of the cognitive
load caused by the task the user is performing on the device, for example, in the case of shoulder
surfing [115]. Because of that, we need viable alternatives to defend users who do not rely on
users to pay attention and defend themselves.

Future Research Direction #3

Q3: How can we effectively defend mobile users in their daily lives without relying on
their awareness of their surroundings?

4) Rethinking the app developer’s role in providing protection. While the non-expert and
expert users play their part in protecting the privacy and security of their mobile phones, app
developers can contribute by making app-level improvements. For example, changing the grid
pattern location can assist against smudge attacks [47]. Adding body noise while using pub-
lic WiFis can help with location-based attacks [313], restricting access to certain proc files can
safeguard against UI state inference attacks [53], forcing apps to declare the purpose for access-
ing mobile phone sensors and adding noise to the sensor data can protect against sensor-based
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attacks. However, most attacks require access to the Internet only to implement an attack suc-
cessfully. The INTERNET permission is marked as safe permission by Android [103, 259] and
is granted to apps without asking the user. Attackers can exploit this privilege to upload the
collected sensitive information to a remote server for processing using advanced programming
skills, such as machine learning. Second, most attacks target user location. While the location
is extremely important information that enables users to accomplish various tasks, it is most
compromised. Location data can be preserved by anonymization, but attacks on anonymization
have also been witnessed [113]. The security incidents of location leakage might be one reason
users are reluctant to adopt COVID-19 Contact Tracing Apps [98].

Future Research Direction #4

Q4: How can the developers be helped to configure Internet access to make it hard to
exploit for performing attacks?

Future Research Direction #5

Q5: How can location privacy be better preserved?

2.11 Conclusion

With the increasing ease of access to resources to perform attacks, the security and privacy
of mobile phone users are at risk. This paper explores the resources required for an attacker
to carry out an attack. Based on the latest literature and a sample of 65 papers, we present a
multi-layered categorisation of social engineering and side-channel attacks on mobile phones.
The categorisation provides evidence for how user privacy can be violated with as little effort
as direct observation through using human capabilities and as enormous effort as combining
installing a malicious app with advanced programming skills, hardware tools, and much more.
By analysing the work surveyed, we conclude with future research directions to better protect
the privacy and security of mobile phone users.



 
III 



Chapter 3

Shoulder Surfing through the Social Lens:
A Longitudinal Investigation & Insights
from an Exploratory Diary Study

Abstract: Shoulder surfing is a prevailing threat when accessing information on personal de-
vices like smartphones. Adequate mitigation requires studying shoulder surfing occurrences in
people’s daily lives. In this paper, we confirm and extend previous research findings on shoulder
surfing occurrences using a new method; a one-month diary study (N=23). Our results pro-
vide evidence of shoulder surfing in public and private environments. Content-based shoulder
surfing happens more frequently than authentication-based shoulder surfing. Participants ex-
perienced shoulder surfing at least twice during the study period and considered the closeness
of relationships with the shoulder surfers when deciding how to respond to shoulder surfing
incidents. Participants preferred unobtrusive alerting mechanisms over mitigation mechanisms
for protection against shoulder surfing. Our work advocates moving away from one-size-fits-all
privacy solutions and supports the design of user-centred shoulder surfing mitigation methods
that consider social aspects. We conclude with directions for future research to assist security
researchers and practitioners.
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Publication 2 (Full Paper Publication)

Farzand, H., Marky, K., & Khamis, M. (2022, September).
Shoulder surfing through the social lens: A longitudinal in-
vestigation & insights from an exploratory diary study. In Pro-
ceedings of the 2022 European Symposium on Usable Security
(pp. 85-97).
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Figure 3.1: The figure shows some commonly occurring scenarios of shoulder surfing in ev-
eryday life of users resulting from the findings of the diary study. The diary study showed that
user’s privacy is compromised in the naturalistic settings. Content-based shoulder surfing is
more frequent than authentication-based shoulder surfing. In the scenarios shown in the figure,
the shoulder surfer (the person in the red shirt) is invading the user’s privacy by observing the
user’s screen without their consent. Shoulder surfing can happen in private and/or public en-
vironments such as an individual’s home, office, or shopping mall. Further, anyone could be a
shoulder surfer; related or unrelated to the user, as it only requires observing someone’s screen
close in distance. Different observations are perceived differently by users, and users prefer
different mechanisms in different contexts of shoulder surfing. (The figure was created using
Canva [43] under Free Content License.)

3.1 Introduction

"Privacy isn’t about something to hide. Privacy is about something to protect. And that’s who

you are. That’s what you believe in. That’s who you want to become. Privacy is the right to the

self. Privacy is what gives you the ability to share with the world who you are on your own

terms." - Edward Snowden, 2016

Shoulder surfing refers to the action of gaining private information by looking at the de-
vice screen of a user [173]. While shoulder surfing can also be done using cameras, binoculars,
or mirrors, direct observation is the most frequently used method [127, 311]. Shoulder surfing
through direct observation does not require special knowledge, since it is only a gaze at a per-
son’s device. Furthermore, shoulder surfers could be anyone, such as strangers, family members,
friends, colleagues, or even intimate partners [85, 203, 214]. The ease of executing this attack
and the fact that anyone could be a shoulder surfer makes shoulder surfing an ubiquitous threat.
Several investigations in the literature underpin the existence of shoulder surfing in people’s
daily lives [85, 214, 248].

Related work proposed several mitigation methods aiming to protect users from shoulder
surfing [239, 248, 295]. While such mechanisms deliver effectiveness, when and what mecha-
nism is perceived suitable with respect to shoulder surfing incidents is not explored. Thus, in-
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forming the design and use of shoulder surfing mitigation mechanisms require a holistic knowl-
edge of shoulder surfing incidents in people’s daily lives.

In this paper, we contribute detailed shoulder surfing incidents through a one-month diary
study with 23 participants. Through diary logging, we also captured methods that participants
perceived to be appropriate for protecting the observed content based on their relationship to
the observer. The results provided a comprehensive breakdown of the details of day-to-day inci-
dents of shoulder surfing. For instance, we learned that our participants, on average, experienced
shoulder surfing at least twice during the study period while the highest number of shoulder surf-
ing incidents experienced is 8 per day during the study period. Our analysis of diaries confirms
that shoulder surfing is mostly carried out by strangers in public spaces on smartphones during
nighttime. Participants preferred privacy-oriented and interruption-free mitigation mechanisms
and different mechanisms for different related shoulder surfers.

This paper aims to address the following research questions:

RQ1: What social contexts account for shoulder surfing incidents in the daily lives of people?

RQ2: What shoulder surfing protection mechanisms are preferred by users and why?

RQ3: What are the implications of shoulder surfing?

3.2 Background & Related Work

Previous research related to our can be summarized based on: 1) reported shoulder surfing
stories, and 2) shoulder surfing mitigation methods.

3.2.1 Shoulder Surfing Stories

Muslukhov et al. [214] studied shoulder surfing through interviews and online surveys to under-
stand users’ concerns about unauthorized access to their devices. They found that many users
are concerned about unauthorized access by friends and other “insiders”. More generically,
and most relevant to our work, is a shoulder surfing investigation by Eiband et al. [85] which
provided the first evidence of shoulder surfing incidents in the real world. The study collected
174 shoulder surfing stories through a one-time online survey. Participants shared their expe-
riences based on their perspectives as observers, observees, and as third persons, i.e., people
that observed a shoulder surfing situation while not being involved. Out of 174 stories, 84 were
reported by observers, 58 by users and 22 by third persons. Strangers were found to be the most
frequently reported observer (N=126 stories). The majority of these experiences were reported
in public areas, such as public transport, or public buildings.

The most commonly reported activity during the shoulder surfing incident was being on
the way, followed by commuting and working/studying. Smartphones are the most shoulder
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surfed devices. Other devices included handheld mobile devices and laptops. Texts and pictures
accounted for most of the shoulder surfed content. The main motivations for shoulder surfing
were curiosity, boredom and inadvertently. Despite this, shoulder surfing led to negative feelings
on the users’ side. Not only users, but the observers also experienced negative feelings.

The work by Saad et al. [248] documented triggers of shoulder surfing using 360-degree
videos in virtual reality. The study focused on public transport and found that on average each
participant glances on the screen’s device on average 6.73 times. The study also found that
sitting participants are more likely to gaze at a standing person’s smartphone than vice versa.
Regarding shoulder surfed content, 87.5% participants reported at least one out of four appli-
cations; WhatsApp, Facebook, Gallery, and games. Gallery and WhatsApp were among the
most shoulder surfed content. Some participants also provided detailed information of the con-
tent, such as pictures found in the photo gallery, details of games, and WhatsApp messages.
Moreover, all participants admitted that they have been shoulder surfers at least once. The re-
sults imply that shoulder surfing is not restricted to a particular group, hence, anyone can be a
shoulder surfer.

Another stream of research investigated the vulnerability of authentication patterns and PIN
entry methods to shoulder surfing. Many of these works involve participants watching videos of
users as they authenticate [22]. In a study by Aviv et al. [22], they found PINs are less vulnerable
to attacks than unlock patterns. They also found that observation angles and distances impact
the effectiveness of shoulder surfing.

In summary, related work that investigated shoulder surfing stories revealed specific scenar-
ios in which shoulder surfing is more likely to occur compared to others. Either the related work
was focused on one specific location in which shoulder surfing could occur, or collected expe-
riences in a one-time survey. This paper uses the information gained by related work to design
a diary study that is conducted over a period of one month. This allows us to extend the results
from related work to develop a more coherent understanding of what social contexts account for
shoulder surfing incidents in the daily lives of people.

3.2.2 Shoulder Surfing Mitigation Methods

Over the past years, security and HCI researchers have proposed numerous shoulder surfing
mitigation mechanisms. These mechanisms can be classified as "alerting" or as "mitigating"
mechanisms. Alerting mechanisms only alert the user about shoulder surfing and lets the user
decide what to do next. Whereas, a mitigation mechanism protects privacy by hiding the con-
tent [91].

Examples of mitigation mechanisms offering protection from shoulder surfing of personal
photos can be based on graphic filters that distort the pictures in galleries [295]. To protect tex-
tual content, researchers proposed using customized fonts to copy users’ handwriting to make
the text more difficult to read for observers [86]. Following a similar direction, EyeSpot [156]
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and PrivateReader [239] track the user’s eyes to hide content that is not being looked at. Fur-
ther methods for safeguarding include selective showing [320], selective hiding [320], fake text
filters [156], grayscale filter [320], lowering brightness [246], showing alert icon [246, 320],
crystallize filters [156], dimming filters [156], showing a front camera preview [246], flashing
the front LED [246], flashing borders [35], showing the shoulder surfer’s silhouette [35], show-
ing the shoulder surfer’s gaze direction with a silhouette [35], and hiding content using a white
screen [136]. In sum, a variety of mitigating mechanisms has been proposed and investigated
in the literature. The mechanisms differ based on the protected content. However, it is yet to
be discovered what mechanism is socially acceptable in the context of each shoulder surfing
incident occurring in the daily lives of people. Social acceptability of shoulder surfing mecha-
nisms is crucial because it has been shown that the appropriateness and choice of a mechanism
are dependent on the relationship with the observer [91]. It is also crucial because low social
acceptability also poses an effect on the user’s self and external image [163] with further impact
on the user experience as well [302].

Contribution Statement: The contribution of this work is threefold: 1) We confirm and extend
research on occurrences of shoulder surfing reported in prior work and provide evidence for
scenarios in which user privacy is likely to be violated through direct observation based on real-
world data, 2) we advocate and provide evidence for the need of context-aware and configurable
protection against shoulder surfing, and 3) we propose research questions for content-based
shoulder surfing based on stories from users. Our work can be leveraged to inform the design of
configurable and context-aware shoulder surfing mitigation mechanisms.

3.3 Methodology

In our study, we investigate the occurrences of shoulder surfing in people’s daily lives through
a one-month diary study. Diary studies are more precise than other research methods [8]. They
complete the missing pieces in the research methods between observation in a naturalistic envi-
ronment, observation in a fixed lab, and surveys [140]. Moreover, diaries are increasingly gain-
ing attention in HCI research [59, 87, 270] and are frequently used by social researchers [245].
To collect a rich corpus of shoulder surfing episodes, we used a qualitative approach; the diary
method places minimal limits on the richness of what can be captured, allowing participants to
record and reflect on meaningful events.

3.3.1 Study Design

Diary Design: We used the survey provider Qualtrics [237] to build the questionnaire and as a
medium to log diary entries. The questions for the diary study were informed by prior work on
shoulder surfing occurrences such as time, location, activity, and alike [85]. We asked partici-
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pants to report the incidents of shoulder surfing from the perspectives of observers, observees,
and third persons. We opted for collecting free-text responses to avoid biasing the participants.
The diary format can be found in the Appendix B.1.

Relationship Classification: Personal relationships and shoulder surfing share a two-sided
connection [91]. Hence, it is important to understand how the choice of protection mechanism
forms and changes with respect to changes in the level of relationship. For this purpose, we used
the 12-item relationship closeness scale [78].

Selected Combating Mechanisms & Methods: Images showcasing mitigation methods
were included in the diary logging format to gain insight on which method is preferred and
socially acceptable with respect to the closeness of relationship and appropriateness of the social
context. We selected 15 mechanisms which can be found in the Appendix B.1.

3.3.2 Recruitment & Participants

We recruited 23 participants (N=20 from Australia, N=3 from New Zealand) through social
media channels and SIGCHI mailing lists. This number of participants was chosen as prior work
has reported rich data collection with either 23 participants or less using diary studies [87, 270].
19 participants self-identified as male, two as female, and two as non-binary/third gender. The
participants were on average 26 years old (SD=4.37, Min=20, Max=35). Thirteen participants
were employed, six were students, and four participants reported to be unemployed.

3.3.3 Procedure

The study was approved by the Ethics committee at our institute. The study commenced with
an information page followed by a consent form. At this point in the study, participants were
informed that the study aims to explore how unnoticed technological interactions are shaping
relationships and personal sentiments. After expressing their consent, participants were then
presented with a short questionnaire that inquired about their basic demographic details. Fol-
lowing this, the participants were emailed a link to the diary study. They were asked to log
incidents whenever they found someone looking over their devices’ screen without their con-
sent. Phrases like "shoulder surfing", "attacker" were avoided to offset the social desirability
biases [287]. The diary study lasted over a period of 29 days starting from 8th May 2021 to 5th
June 2021. Diary logging reminders were sent to participants every three days. After 29 days,
participants were thanked and reimbursed with $7 (Australian $) Amazon vouchers.

3.3.4 Data Analysis

Overall, the participants reported N=62 stories. Out of the N=62 stories, N=11 stories indicated
that on that specific day there was "Nothing to report", because participants did not experience
shoulder surfing. These stories were removed from the analysis. Nine (N=9) responses were
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further removed as they did not provide any meaningful data, for example, "I don’t know" and
alike. For the remaining N=42 stories, we performed inductive coding [208].

To determine whether further data collection is required, we calculated information satura-
tion using the method proposed by Guest et al. [119] that sets the information threshold at <=5%.
Following the proposed approach, we first checked the distinct themes for the base which in our
case was 54. A codebook was formulated after the first round of revisions and then filtered until
no further adjustments were required to be made. We then calculated the saturation ratio by di-
viding the new themes in the second run (0) by the number of distinctive themes in the base set
(54). The quotient exhibited 0% new information. This falls under the <=5% threshold, there-
fore, we stopped collecting further data. Validity of the results was verified through discussions
among the two researchers during the coding process and by steps taken to iteratively refine the
codebook. Due to the qualitative and exploratory nature of the study, we intentionally do not
report measures of inter-rater agreement [209]. This resulted in the refinement of the codebook.
The codebook that denotes the categories can be found in the Appendix B.2.

We report the number of times a code occurred to give the readers the impression of how of-
ten the particular category appeared. However, we do not quantify the frequency of the category
reported and hence, it should be not considered as quantitative analysis.

3.4 Limitations & Future Work

In this paper, we include user quotes from the diary to support enhanced understanding and
improved clarity. However, there is no traceability to the participants’ identities. Our study
followed the guidelines provided by the Ethics Committee at our institute. Second, while we
recruited an adequate number of participants for our study and ensured information saturation,
participants may not be representative of the entire population. Our recruited sample was slightly
biased towards males. Further, participants of our studies belonged to technologically advanced
countries where privacy and security knowledge is more common and accessible as compared
to developing countries. Moreover, the privacy perception varies as we move across different
socioeconomic and cultural groups [252]. It will be interesting to investigate how the reporting
of shoulder surfing and its implications vary between different cultures. In future work, we
propose to build user-centred shoulder surfing mitigation mechanisms that are context-aware,
configurable, and are considerate of social aspects.

3.5 Findings

In our study, participants reported N=42 stories of shoulder surfing. Out of these, N=23
(54.76%) were observer stories, N=13 (30.95%) were observee stories, and N=6 (14.29%) were
third person stories (i.e., story by those who saw a shoulder surfing situation). Fig 3.2 showcases



CHAPTER 3. EXPLORATORY DIARY STUDY 54

the time and location reported in the diary log of shoulder surfing incidents.

Figure 3.2: Location (left) and time (right) of shoulder surfing incidents experienced by partici-
pants of diary study either as observer, observee, or as third person.

3.5.1 The Observer’s Side of the Story

Out of the N=42 stories logged, N=23 storied were reported by observers. In the observers’
opinion, the user noticed the unconsented observation of the screen in almost half of the times
(N=12), remained unnoticed in a few stories (N=9), but they were also unsure in some incidents
(N=2). The observers explained that the reason for observing the screens was mainly curiosity
(N=7), boredom (N=4), common interest (N=1), relevancy to the conversation with the user
(N=1). It was also because the screen was in the line of sight of the observer (N=5). Further, the
observers reported that they mainly shoulder surfed smartphones of friends (N=14), strangers
(N=4), and family members (N=2). Observers noticed that the user was scrolling through the
smartphone (N=8), reading text (N=5), or playing a game on the smartphone (N=5). Further,
other activities such as watching videos (N=1) and performing web search (N=1) were also
reported as shoulder surfed activities. Notes of the specific applications that the users interacted
were also taken and consisted of mainly messaging (N=9), game (N=5), social media (N=4), and
emails (N=3). Based on the observed content, the observers estimated the importance of the task
the user was performing. The task was perceived as important in one third of stories (N=7). The
same importance of the task might not be reflected from the user’s perspective but this shows
the interest of the observer conveying what content is most likely to be shoulder surfed. During
the shoulder surfing situations, the observer and user were found to be chatting (N=8), having
food (N=3), or riding transport (N=2). In some situations, they were also playing games (N=2),
watching television (N=1), and casually checking their phones (N=1). This shows that shoulder
surfing occurs in the naturalistic settings and does not account for an attack setup.

Public transport was the most reported location for shoulder surfing incidents (N=9) fol-
lowed by public locations for dining and drinking (N=7), work (N=4), and private environments
(N=3). Nighttime was when most of the shoulder surfing incidents took place (N=11), followed
by afternoon (N=6), evening (N=3), and morning (N=2). A single person was reported to be
involved as an observer in N=10 stories, whereas two people were involved as observers in five
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stories and three people in four stories. This provides evidence that shoulder surfing through
multiple observers is experienced by users [155]. These findings assist in answering RQ 3.1.
Key Take Away #1: According to observer stories collected, anyone (related or unrelated) could
be a shoulder surfer at any time of the day, but it occurs mostly at the nighttime. Public transport
is the highlighted red zone for shoulder surfing. In most cases, shoulder surfing is done by one
observer but sometimes shoulder surfing can also be done by multiple observers.

3.5.2 The User’s Side of the Story

Shoulder Surfing Experiences:

Out of N=42 stories logged, N=13 stories were reported by participants who experienced shoul-
der surfing by someone. Smartphones were reported as the most shoulder surfed device (N=12)
followed by Tablet-PCs (N=1). This shows mobile devices are the most shoulder surfed devices.
The pervasiveness and the ability to collect data about users such as personal information [135],
makes mobile phones most vulnerable to privacy and security invasions. Users experienced
shoulder surfing incidents in the evening (N=5). Other times reported include mornings (N=3),
afternoons (N=2), and at night (N=1). Similar to observer stories, participants experienced
shoulder surfing mostly in public transport (N=8), followed by workplaces (N=3), homes (N=1),
and narrow/crowded places (N=1). Friends and strangers were the most frequently mentioned
shoulder surfers (N=6 each) and family was reported in the N=1 story. The reason for observ-
ing was mainly curiosity (N=6) followed by boredom (N=3) and common interest (N=2). The
incident of shoulder surfing was reported when the participant was either on their way (N=3),
checking phones (N=3), working (N=1) or waiting (N=1). Reading was the main activity be-
ing carried out on the device (N=5). Texting (N=3) was the second most reported followed by
scrolling (N=1), and video calling (N=1). The apps being used on the device were messaging
apps (N=4), email apps (N=4), and video calling apps (N=1). 66% of participants agreed that
the task carried out on the device during the shoulder surfing incident was "important" to them.
25% of participants reported having time lost due to the privacy intervention. The users’ side of
stories contributed to addressing RQ 3.1.

Choice for Shoulder Surfing Protection Mechanisms:

50% of participants expressed willingness to have a mechanism while 41.66% of participants
were found to be neutral. Participants mentioned that they would like the mechanism to alert
(N=3), remind (N=2), automatically lock the screen (N=1), or blurry the screen from side angles
(N=1). Participants were then presented with the mechanisms from related work along with
a short description, and asked to choose the most suitable according to the situation and the
observer. According to our participants, flashing borders [246] were seen as the most appropri-
ate mechanism (27.27%). The second most voted choices include blank screens and selective
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showing (18.18% each). This was followed by dimming filters, front camera previews, selec-
tive hiding, and low brightness (9.1% each). Participants also proposed modifications to the
mechanisms, including blurring of faces in photos [157, 180] and reduced notifications.

Using a mechanism may impact the relationship between the user and the observer [91].
Considering this, participants were asked if they think having a mechanism will impact their
relationship with the observer. 63.63% of participants voiced that they consider the mechanism
will not impact their relationship in any way. While the remaining 36.36% neither agreed nor
disagreed. Fig 3.3 shows the results for preference of mechanism, mechanism impact on the
relationship, time wastage due to privacy invasion, and importance of task during the situation
of shoulder surfing.

For strangers, participants reflected values between 1.00 to 4.08 (Mean=2.42, SD=1.56) on
the relationship closeness scale [78] showing low - medium relationship closeness. Mechanisms
preferred for observers belonging to this range of closeness included dimming filters (N=1),
flashing borders (N=1), selective showing (N=1), and low brightness (N=1). Dimming filters
were preferred they prevent from "peeking" (P11). Flashing borders were chosen as it "doesn’t

interrupt flow of activity" (P4). Selective showing was regarded as "maintaining privacy" (P4,
P5) as well as letting the user continue the main task. Low brightness was favoured as it helps in
making the people in the pictures unidentifiable. Overall, participants preferred privacy main-
taining and interruption-free mechanisms.

For friends, the relationship closeness scale [78] reported values between 4.00 to 6.58 (Mean
= 5.33, SD=0.97). Mechanisms preferred for observers belonging to this range of closeness
of relationship included flashing borders (N=2), selective hiding (N=1), front camera preview
(N=1), selective showing filter (N=1), and blank screen (N=1). Overall, the mechanisms were
preferred based on their ability to "maintain privacy" (P5). For family members (relationship
closeness scale: Mean=3.58, SD=), blank screen was favoured as it was seen "..safer" (P6).
The selected method for the reported stories was found to be adequate by 63.63% of observees.
63.63% disagreed that having a mechanism will impact the relationship with the observer. Sug-
gestions to improve selected mechanisms included fewer notifications and blurring of faces
found in photos [157]. Overall, 36.36% of participants voiced to have the user interface as
the controller of the mechanisms while 36.36% of participants wished to control the mechanism
themselves. However, 27.27% of participants favoured that both should have control over the
mechanism. These findings contributed towards RQ 2.
Key Take Away #2: In the light of observee stories, users experience shoulder surfing mostly
in the evening and when using public transport. Shoulder surfing exists in public and as well
as in private environments such as an individual’s accommodation. Smartphones are the most
shoulder surfed device, hence, demands the most protection against visual privacy invasions.
Visual privacy invasions such as shoulder surfing are not just invading the user’s privacy but
also result in user device interaction time wastage. Participants prefer different mechanisms for
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Figure 3.3: The responses received on a 5-point Likert scale for the impact of shoulder surfing
on interaction time wastage, the importance of the task, preference for mechanisms, the impact
of mechanism on relationship perceived by observees of the diary study.

different levels of the closeness of the relationship with the observer. Hence, one protection
mechanism cannot offer a "one-size-fits-all" solution.

3.5.3 Stories from 3rd Persons

Six stories of shoulder surfing were reported by third persons, i.e. they witnessed someone ob-
serving the screen of another person without consent. Afternoon (N=3) was the most reported
time of the day of shoulder surfing incidents followed by mornings (N=2) and evenings (N=1).
Public transport (N=5) was once again mentioned as the shoulder surfing location incident fol-
lowed by workplaces (N=1). Participants described the act of observing as "peeking at CAS’s

cellphone" (P3) or as "..looking at someone else’s device ..." (P7) (N=5). Participants reported
that the users of the devices did not notice being observed in 83.33% of stories. Participants
considered curiosity (N=3) and boredom (N=3) as the reasons for observation. Smartphones
were once again found to be the most shoulder surfed devices (N=5) followed by tablet-PCs
(N=1). Participants mentioned that the relations between users and observers were observed to
be strangers in four stories, friends in one story, and colleagues in one story. Further, participants
were inquired to report on how many people were involved in the situation. Two people were
reported to be involved in five stories and three people in one story. Stories from 3rd person
perspectives further contributed to the exploration around RQ 3.1.
Key Take Away #3: Our results indicated that shoulder surfing often goes unnoticed by the
victim user. It mostly happens in public transport followed by workplaces. Smartphones are
the most commonly observed devices. Observers’ way of observing is similar to peeking at
someone’s device i.e. a quick look.
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3.6 Discussion

In this section, we discuss the results of the diary study with 23 participants that guide us towards
context-aware and configurable content-based shoulder surfing protection. Based on the results,
we discuss possible future research directions.

3.6.1 Shoulder Surfing in Everyday Life - An Overview

The diaries showed that participants experienced shoulder surfing at least twice during the study
period. The highest reported number of shoulder surfing stories was 8 in a day with 13 being the
highest reported incidents by single participant during the study period. Based on the results of
the diary study, shoulder surfing in everyday life can be summarized as below:

Who is the shoulder surfer? Strangers may observe a user’s screen in public places, such as
public transport. Friends or colleagues may observe a user’s screen in social gatherings. Family
members may observe the screen in private environments.

What does the shoulder surfer benefit from? Strangers may observe the user’s screen as
it appears to be in their line of sight or due to boredom. Friends and colleagues may observe
due to curiosity or common interests. Family members may also observe due to curiosity. The
shoulder surfer may try to obtain personal and sensitive information through observation.

What capabilities does the shoulder surfer have? The shoulder surfer is close to the user
and is often found as "looking over" "staring", or "peeking" at mostly smartphones. The shoulder
surfer may try to obtain personal and sensitive information by observing the screen content,
such as photos, messages, emails, video calls, games, or social media content. A more powerful
shoulder surfer may try to carry out the observation for a longer period or may join hands with
other shoulder surfers to carry out the observation attack, making it a multiple observation.

3.6.2 The Prevalence of Content-Based Shoulder Surfing

Shoulder surfing is a threat targeting two aspects; 1) security, and 2) privacy. While the security
attack utilizing shoulder surfing is frequently investigated in security literature [159, 238, 239],
privacy attacks resulting from shoulder surfing are less investigated but more frequently expe-
rienced by users [85, 91]. The security aspects of shoulder surfing look into protecting authen-
tication information such as PINs and passwords [22]. With the advancement in technology,
we have biometric systems such as fingerprint authentication [28] or EOG-based authentica-
tion [238] that offer protection against shoulder surfing while maintaining system usability and
requiring less user effort. On the other hand, privacy aspects of shoulder surfing look into pro-
tecting the visual privacy of the content found on devices such as gallery photos. While multiple
mechanisms have been proposed for content-based shoulder surfing, which mechanism is most
suitable and socially acceptable is unexplored. Hence, the issue of content-based shoulder surf-
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ing remains unsolved. During our study period, participants only experienced content-based
shoulder surfing, and each participant experienced it at least twice. Further, the highest num-
ber of reported shoulder surfing incidents in a single day was 8. Previous work also recorded
content-based shoulder surfing incidents more than authentication-based shoulder surfing inci-
dents [85]. Privacy aspects of shoulder surfing are crucial to address as privacy is for everyone
and a right of every user. Privacy is the liberty to share what the users wish and with whom the
users prefer in different situations [68, 301]. Privacy provides a personal space that is vital for
human growth [61]. The following user quotes from the diaries explain the user perception of
content-based shoulder surfing:

"... It felt very awkward and then I just lowered my phone’s brightness and stopped texting."

(P5)
"... the people next to me keep staring at my mobile phone, which makes me uncomfortable."

(P3)
"... It’s very unacceptable for someone to peek into your privacy." (P2)

"... I cover it with my hand and probably walk away." (P18)

The liberty of privacy is the supreme reason for investigating shoulder surfing and designing
user-centred solutions to combat shoulder surfing. Similar to authentication scenarios, content-
based shoulder surfing is also a breach of users’ privacy as highlighted by our participants and
is a cause of discomfort. This discussion addresses RQ 3.

Q. What shoulder surfing protection mechanisms are socially acceptable by users?

3.6.3 Principal Lesson Learned

Shoulder surfing is not only limited to public environments [85, 248] but its evidence is also
found in private environments as seen in the results of the diary study and prior literature [127].
However, most shoulder surfing takes place on public transport. Shoulder surfing is mostly done
by friends followed by strangers and during nighttime.

Smartphones, due to their ubiquity, are the most shoulder surfed device [85]. The content
found to be most shoulder surfed is dominated by messaging (N=13), games (N=8), emails
(N=7), social media (N=4), and video calls (N=1). Shoulder surfing stories captured in our study
inferred various content types. To offer protection against the shoulder surfed content, social
aspects need to be considered such as the user-observer relationship. As shown in the results,
users prefer different mechanisms for different user-observer relationships. This is because the
need to protect shoulder surfed content varies with the relationship between the observer and
the user [91]. The design of future shoulder surfing protection mechanisms should consider the
relationship with the observer and the content types.



CHAPTER 3. EXPLORATORY DIARY STUDY 60

The diaries reveal that it is during casual activities when shoulder surfing mostly happens
such as "having lunch", "watching TV" and alike. Due to casual activities, shoulder surfing is
commonly due to common interest, curiosity, or boredom. Despite this, it is still not preferred
by the users as it is similar to invading the personal space [85]. Our diary study participants held
the view that the task being carried out on the device was important. Some participants also
mentioned the loss of device interaction time due to the privacy invasion.

The diaries also provide evidence of multiple people being involved in shoulder surfing in-
cidents. For example, two people were reported to be involved in N=5 stories and three people
were involved in N=4 stories. This directs us to include observations not only by a single ob-
server but also by multiple observers. Shoulder surfing by multiple observers has been studied
in prior work and it was found that multiple observers are better at guessing passwords as com-
pared to a single observer [155]. However, that study was only limited to passwords rather than
device content.

The "Nothing to report Stories" direct us in two directions: (1) shoulder surfing did not
happen, (2) it happened but the participant did not notice. The higher number of stories from
observers suggests that shoulder surfing is often unnoticed and thus more attacker than user
stories are reported. Similar observation can be made from previously reported logs of shoulder
surfing [85]. Goucher et al. [115] suggest that shoulder surfing often goes unnoticed due to the
user’s involvement with the task being carried out on the device. Overall, it should be noted that
we collected shoulder surfing stories from western culture. The perception of shoulder surfing
may vary as we move across different cultures. Our study provided a holistic view of everyday
occurrences of shoulder surfing. The results can be seen as the current situation around shoulder
surfing. The next step involves looking into the future of shoulder surfing i.e. what happens
after shoulder surfing - the aftereffects of shoulder surfing.

Q. Does realizing being shoulder surfed impact the user’s device interaction and task

completion?

Q. Why does shoulder surfing often go unnoticed?

3.6.4 Single or Multiple Mechanisms for Content-Based Shoulder Surf-
ing?

A huge range of content is found on smartphones that is prone to shoulder surfing. For example,
in our study, participants reported photos, emails, games, social media, and messages amongst
the numerous shoulder surfed content. Our study also showed that participants prefer mecha-
nisms to protect their privacy. On the other side, content requiring protection against shoulder
surfing needs to be prioritized since there exists so many content types, having a mechanism ap-
plied on all content types may hinder user experience [182] and system usability [34]. Farzand
et al. [93] developed a typology of perceived privacy sensitive content in shoulder surfing sce-
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narios highlighting what content needs to be protected most. The next step in this direction is
to discover if the same mechanism can be used across all content types or if preference for a
mechanism varies with the content type.

Q. Does different content require different types of protection mechanisms?

3.6.5 Context-Aware & Configurable Shoulder Surfing Protection Mech-
anisms

The relationship closeness scale helped in grouping various shoulder surfers based on their
closeness of relationship with the user. Relationship with the observer appeared to be an im-
portant aspect of selecting protection mechanisms as shoulder surfing can give rise to awkward
situations and impact close relationships [85,91]. The observers were grouped into three groups;
1. strangers (not at all close), 2. friends (moderately close), and 3. family (very close). While
users’ preference for mechanisms varied for strangers, it shows that any mechanism delivering
protection is suitable in the case of a stranger shoulder surfer. However, since anyone can be
the shoulder surfer, the mechanism for protection against friends and family is selective and
highly dependent on the user. Overall, unobtrusive mechanisms that do not interrupt the device
interaction were favoured by the participants. When it comes to context-aware and configurable
shoulder surfing protection, here arises another important research question:

Q. How can the user-observer relationship information be used to inform the design of

shoulder surfing protection mechanisms?

3.6.6 Detecting Shoulder Surfing

Mitigating shoulder surfing requires successful detection of shoulder surfing as the first step.
Bâce et al. [23] recently proposed a novel mechanism to detect shoulder surfing, PrivacyScout,
that uses visual features from the face detected by the front camera of smartphones. However,
this approach was evaluated in lab-based settings. It is yet to be explored how well this approach
can work in the wild. On a general level, shoulder surfers can be detected in two ways; using
face detection [75] and through gaze estimation [247]. Face detection works on the principle
of notifying the user of shoulder surfing as soon as an extra face is detected. This approach
is ineffective as it is not always true that the extra face detected is a shoulder surfer. On the
other side, gaze estimation is a promising approach [247] but brings along the challenge of
bystander gaze privacy issues [152]. This challenge is currently under exploration and needs to
be addressed for successful mitigation of shoulder surfing. We re-emphasize the importance of
research on the detection of shoulder surfing.

Q. When detecting bystanders, how can we preserve the gaze privacy of the bystander?
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3.7 Conclusion

Privacy preferences vary from user to user which makes it difficult to achieve standard privacy
protection for all users. To offer personalized privacy protection against shoulder surfing, we
revisited the important line of research and conducted a diary study (N=23) to explore in-depth
the day-to-day shoulder surfing incidents. Our results say that content-based shoulder surfing
is more frequent than authentication-based shoulder surfing and it mostly happens in public en-
vironments and is also reported in private environments. Users wish to opt for a mechanism
that is tailored to their needs and preferences for hiding the content. By analysing the results,
we presented an overview of everyday shoulder surfing. We argue that social aspects and per-
sonal privacy preferences should be considered when designing effective and usable mechanisms
against shoulder surfing. Based on the findings, we present research directions to be investigated
to protect user privacy from everyday visual privacy invasions.
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Chapter 4

"What you think is private is no longer" -
Investigating the Aftermath of Shoulder
Surfing on Smartphones in Everyday Life
through the Eyes of the Victims

Abstract: Shoulder surfing has been studied extensively; however, it remains unexplored whether
and how it impacts users. Understanding this is important as it determines whether shoulder
surfing poses a significant concern and, if so, how best to address it. By surveying smartphone
users in the UK, we explore how shoulder surfing impacts a) the privacy perceptions of victim
users and b) their interaction with smartphones. We found that the impact of being shoulder-
surfed is highly individual. It is perceived as unavoidable and frequently occurring, leading to
increased time for task completion. Individuals are concerned for their own and other people’s
privacy, seeing shoulder surfing as a gateway to more serious threats like identity or device theft.
Participants expressed a willingness to alter their behaviour and use software-based protective
measures to prevent shoulder surfing; yet, this comes with a set of user-defined criteria, such
as effectiveness, affordability, reliability, and availability. We discuss future work directions for
user-centred shoulder surfing mitigation.

Publication 3

Farzand, H., Macdonald, S., Marky, K., & Khamis, M. (2025,
May). "What you think is private is no longer" - Investigating
the Impact of Shoulder Surfing on Smartphones in Everyday
Life through the Eyes of the Victims. Under review at IEEE
Security and Privacy 2025. https://arxiv.org/abs/2411.18265

64



CHAPTER 4. IMPACT OF SHOULDER SURFING ON SMARTPHONES 65

Figure 4.1: Shoulder surfing can happen anywhere at any time by anyone. In this paper, we
investigate the impact of shoulder surfing on user’s social lives and interaction with their de-
vices. For this, we surveyed N=91 participants from the UK and inquired about their privacy
perception, device interaction, and awareness and training around shoulder surfing. (The image
uses figures by Deivid Saenz and Sofia Salazar [250, 251].

4.1 Introduction

Everyday life scenarios – such as using a smartphone on a bus to navigate or to respond
to messages while enjoying a cup of coffee in a cafe – are susceptible to shoulder surfing
(cf. [85, 89, 93–95]). In such scenarios, the observer takes advantage of the user’s unaware-
ness to observe and uncover information displayed on the smartphone. Anyone surrounding the
user could shoulder surf without being noticed by the user. Consequently, such scenarios can in-
voke the user’s privacy, potentially resulting in uncomfortable feelings between the user and the
observer [85]. Even worse, they could even impact them personally or professionally [104]. For
example, a senior UK civil servant lost their position because someone photographed their lap-
top screen [69]. Further, the confidential details of US customers of a Bank of America branch
office in downtown St. Petersburg were visible to people on the street outside the office [104].
In the law firm Ernst & Young (EY), a call centre provided screenshots of internal systems to
fraudsters [104]. Shoulder surfing does not need to be done only through direct observation; it
can also be done by other means, such as a camera. The examples above clearly highlight the
consequences shoulder surfing can lead to.

Research on shoulder surfing has provided in-depth insights into the anatomy of shoul-
der surfing, revealing how, when, and where it happens using multiple methods such as sur-
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veys [85, 93, 127, 203], diary studies [94], interviews [91], focus groups [253] and even virtual
reality [4, 5]. Users also physically manipulate their devices, e.g., by tilting [162], switching it
off [85], or using a privacy screen [235] when they realized being shoulder surfed. Similarly,
privacy and HCI researchers have proposed numerous software-based mechanisms to combat
the risk of shoulder surfing through alerting the user using icons [246] or by mitigating the risk
using overlay filters [156], greyscaling [320], lowering screen brightness [246] or gaze-based
mechanisms that limit the observer’s view [35]. This paper continues this line of research by
exploring the impact of shoulder surfing on the daily lives of victims of shoulder surfing and
their interactions with smartphones, specifically investigating the following research questions:

RQ 1: How does shoulder surfing impact the perception of victims of shoulder surfing
towards protecting their device information?

RQ 2: How does shoulder surfing impact victims’ willingness to use smartphones and
their social interaction?

To address these research questions, we surveyed 91 victims of smartphone shoulder surfing
in the UK. We gathered their experiences around how their encounters with shoulder surfing have
impacted their social and device interaction. We asked participants about their past experiences,
present knowledge, and future willingness to use protection measures against shoulder surfing.
We also asked participants if they had received any training or education on protecting their
privacy against shoulder surfing.

To answer RQ1, participants held diverse perspectives on the impact of shoulder surfing. On
the one hand, we collected evidence that shoulder surfing multiplied the situational awareness
of participants, making them pay continuous attention to the changes in their surroundings. On
the other hand, shoulder surfing by anyone was a concern for almost all participants; a few par-
ticipants were even concerned about being shoulder surfed by children, as the participants felt
that the potential harm was greater for the child, as the observer, rather than for themselves as
the victim. Shoulder surfing was seen as unavoidable, frequent, and always prevalent. The pri-
vacy concerns led participants to adopt available privacy tools such as privacy screens - screen
protectors that prevent viewing from certain angles. Additional mechanisms were seen as giv-
ing participants a sense of safety and security. However, their adoption depended on factors
including effectiveness, ease of use, level of interruption during the device interaction, and fi-
nancial cost of the mechanism. Overall, the main concern around shoulder surfing was privacy.
Shoulder surfing was seen as giving rise to more serious concerns, such as the risk of a potential
stalker, unauthorized access, identity theft, device theft, and blackmail. Participants were also
concerned about other people’s privacy, such as those whose data was seen while being shoulder
surfed.

To answer RQ2, participants could not always avoid using their smartphones in the setting
in which they were previously shoulder surfed. This was so because the setting was essential
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to their daily life, such as public transport or workspaces. However, they took actions like re-
stricting access to sensitive information in public or waiting for a private environment to access
information to avoid potential loss of privacy due to shoulder surfing. Others made adjustments
in their physical settings, such as selecting a seat on the bus which was not lower than the seat
behind it or switching to non-sensitive apps when under the threat of shoulder surfing. Shoulder
surfing distracted participants and slowed down the participants from interacting with their de-
vices. Participants had to pay increased attention, which resulted in increased time to complete
what they were doing on their phones. Due to the threat of shoulder surfing, participants reduced
their usage of their phones. Our participants held no training or education on protecting their
privacy from shoulder surfing but shared user-level measures that they have been practising for
protection such as repositioning themselves, lowering screen brightness, and alike.

While shoulder surfing was seen as impacting the privacy perception of victims of shoulder
surfing, another perspective of shoulder surfing included not perceiving it as a threat. Some
participants considered shoulder surfing as harmless, so additional mechanisms to protect pri-
vacy were seen as unneeded. This perception was mainly held by a set of participants who had
fewer shoulder surfing incidents and generally avoided accessing sensitive information in public.

Research Contribution.

1. We present in-depth insights into the impact of everyday life shoulder surfing on the social
and device interactions of victims of shoulder surfing, explaining why and how shoulder
surfing impacts users,

2. Our research bridges the gap between investigations of episodes of shoulder surfing in the
wild and the need for privacy protection methods. We discuss and provide recommenda-
tions to address the challenges in mitigating the negative impact of shoulder surfing on
diverse users, including vulnerable user groups such as children.

4.2 Background

4.2.1 The Prevalence of Shoulder Surfing

In 2016, at least 4640 publications were indexed on Google Scholar that were linked to shoulder
surfing [85]. Eight years later today, in 2024, the research on shoulder surfing has increased to
more than double, counting to at least 10,700 publications [257]. The massive increase in the
research on shoulder surfing shows the prevalence of shoulder surfing. One of the underlying
reasons for the intensive and continued research on understanding and mitigation of shoulder
surfing is the widespread usage of smartphones. Due to their ubiquity, they are the devices that
are most shoulder-surfed [85, 93]. It is forecasted that by the next five years, the smartphone
user base will reach 9.72 million in the UK with a 4.92% increase [282]. A study by Marques et



CHAPTER 4. IMPACT OF SHOULDER SURFING ON SMARTPHONES 68

al. [204] presents evidence that people who own a smartphone are more likely to shoulder surf
others. This shows that as the number of smartphone users is increasing, the threat of shoulder
surfing is also increasing. Shoulder surfing, sometimes also referred to as "snooping on other
people’s phones", has been reported to be done by 1 in every 5 adults in the US and is most
prevalent among young users [204].

Shoulder surfing requires only being in close proximity to make observations, meaning any-
one can become a shoulder surfer [89]. Shoulder surfing can reveal two categories of informa-
tion: (1) security-critical information (such as PINs and passwords) and (2) content information
(such as text and photos). Most research focused on security-critical information leaked through
shoulder surfing [14,37,72,120,294] and has proposed multiple mechanisms that overcome the
risk of shoulder surfing. Some examples include fingerprint authentication [28] or EOG-based
authentication [238]. Addressing security-critical shoulder surfing is important as it could lead
to unauthorized device access; however, protecting from content shoulder surfing is also criti-
cal as it violates user privacy, leaks personal information and can lead to serious consequences
such as potential stalking [85]. In contrast, content shoulder surfing is more frequently expe-
rienced and reported in comparison to security-critical shoulder surfing further motivating the
investigation of content shoulder surfing [85, 94].

Among the plethora of shoulder-surfed content, text, photos, and games form the most
shoulder-surfed content [85]. Within the text category, messages were mostly reported, fol-
lowed by social media, email, and news. Similar findings were also reported in a diary study [94]
where victim users reported using messengers, email apps, and video calling apps when being
shoulder-surfed and observers reported having observed messaging, games, social media, and
emails. In a study by Saad et al. [249], four apps of varied content types, including Facebook,
WhatsApp, games, and photo galleries, were compared and reported that following authenti-
cation, WhatsApp was the most observed app while photo gallery remained the second most
observed. In the same line of research, Abdrabou et al. [5] reported that games and videos are
more often shoulder-surfed in comparison to text. Considering the work around the content
being shoulder surfed, every content type appears susceptible to shoulder surfing.

Shoulder surfing is not only done by outsiders (such as strangers); it can be done by anyone.
Prior work presents a list of user-observer relationships that have either shoulder-surfed someone
or were observed while interacting with their devices. The user-observer relationship spectrum
includes strangers, acquaintances, friends, colleagues, family members, and partners [85,91,94].
Similar to the variety in user-observer relationships, shoulder surfing can happen anywhere, in-
cluding in public (e.g., workspace, educational institutes, restaurants) and private environments
(e.g., at home) [85, 91, 94, 127]. Despite the broad list of locations, public transport is one of
the most shoulder-surfed locations and strangers are the most common user-observer relation-
ship [85].

Overviewing the continued line of research on shoulder surfing, alongside the diversity of
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content, location, and user-observer relationships involved, highlights that the risk of shoulder
surfing can occur in a wide range of contexts. Further, the threat of shoulder surfing is globally
recognized [131]. This broadly highlights the need to investigate how shoulder surfing impacts
users’ social interactions and device use, motivating the focus of our study.

4.2.2 Users Responses to Privacy Violations & Shoulder Surfing

One of the main risks of privacy violations is the leakage of personal data, especially Personally
Identifiable Information (PII), a significant concern among users [195]. To keep personal items
and identities containing PII safe, users hold their belongings close to them or restrict access,
especially for electronic devices by using various authentication systems, such as biometrics or
pattern locks [28, 195]. Users have even reported using outdated mobile phones to protect their
devices from threats, such as device theft, making them less appealing to thieves [195]. Further-
more, users have reported not storing any financial information, such as credit card information,
on their devices to prevent any misuse of information [195].

Similar to protecting the information from threats (e.g., device theft), users adopt several
measures to protect their information from shoulder surfing. These include putting the device
down, turning it off, or hiding the screen using hands [85, 91, 94]. Alongside the physical re-
sponses to shoulder surfing, users have also voiced emotional reactions to shoulder surfing,
such as causing an angry look or initiating a conversation with the observer with a negative in-
tent [85]. Users also reported using a privacy screen that hides content from certain angles as
a way to protect from unconsented observations [91]. Tilting of the device to hide content has
also been reported as a measure to protect privacy [162].

Shoulder surfing has led to negative feelings between users and observers, such as uneasi-
ness, embarrassment, harassment, anger, and spying [85]. Cross-cultural examinations have
provided evidence that shoulder surfing can have more serious negative consequences for low
socio-economic groups in comparison to high socio-economic groups due to the exaggerated
fears of one’s own privacy and fragile trust among users [252]. To sum up, shoulder surfing
is a concern among users, as are other privacy violations. Prior work has touched upon users’
response to shoulder surfing by capturing real-world stories [85, 94]; they provide limited in-
sight into how the users’ response affects users’ perception of protecting their information from
shoulder surfing and how it impacts their device and social interaction. As evident from related
work, users employ various strategies to mitigate and combat shoulder surfing. However, the
emotional and behavioural responses reveal deeper concerns about its impact on daily device
interactions. Thus, understanding how these emotional and behavioural responses affect user
behaviour is important for developing effective mitigation strategies.
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4.2.3 Existing Software-based Mitigations to Shoulder Surfing

In response to shoulder surfing, researchers have developed several software-based mechanisms
to offer privacy protection to users. For instance, Zhou et al. presented four screen filter-like
mechanisms that included grayscale, dim, selective viewing and selective hiding [320]. The
mechanisms provided users with awareness of shoulder surfer through glyph notifications and
response through visual protections. Zezschwitz et al. resented three image distortion tech-
niques that included crystallisation, pixelation, and oil painting [295]. These mechanisms were
specifically tested for the privacy of photos, and the results showed high usability for all filters.
Following a similar approach, Tang et al. presented a combination of blurry and pixelation tech-
niques, "EyeShield", for protection against shoulder surfing [285]. The proposed system would
blur out text and mobile UIs while the images would be protected through pixelation. Blurring
was also studied by Li et al. in combination with blocking to obfuscate faces in photos [292].
Zhang et al. proposed a coarse-grained and fine-grained masking technique that adjusted the spa-
tial frequency and luminance contrast of coloured visualizations to protect data visualizations
on mobile devices from shoulder surfing [316]. Similar to these works, many other research
works have also focused on proposing solutions for mitigating shoulder surfing [187, 246, 283].
In reviewing these mechanisms, it’s clear that many focus on technical solutions without fully
considering how shoulder surfing affects users’ interactions with their devices, their social be-
haviour, or their perceptions of privacy. Understanding these broader impacts is essential for
designing more effective and user-friendly mitigation strategies. Our research addresses this
gap by exploring how users experience and respond to shoulder surfing in everyday contexts,
informing the development of more holistic protection methods.

Research Gap

Despite the growing body of research on understanding shoulder surfing and users’ response to
it, there is a notable gap in the understanding of the impact of shoulder surfing on the victim
users’ interaction with devices and their general social interactions. Understanding the impact is
crucial as it lays the foundation for the need to mitigate shoulder surfing. Our research aims to fill
this gap by exploring how and when victim users are impacted by shoulder surfing. Furthermore,
we explore the situation around training and education of users on protection against shoulder
surfing.

4.3 Methodology

To investigate the device and social impact on users caused by shoulder surfing, we conducted
an online survey study with N=91 participants from the UK via Prolific [236].
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4.3.1 Questionnaire Design

Our goal was to formulate questions that focused on the impact of shoulder surfing. We wanted
to capture data from a diverse pool of users in terms of gender and professional status, and
therefore, opted to design an online questionnaire. Questions were formulated about what and
how shoulder surfing impacts device usage and users’ social interaction. Along with open-ended
questions, Likert items capturing the users’ agreement or disagreement were also included. The
questions were trialed by two researchers with expertise in human aspects of social engineering
and side-channel attacks to ensure broad and accurate coverage of the goal. The questionnaire
was improved based on the researchers’ feedback. We used Qualtrics - an online survey builder
platform, to build the survey questionnaire [237].

4.3.2 Study Procedure

Our study procedure was divided into two stages:

Stage 1: Screening Victims of Shoulder Surfing: In this study part, we recruited participants
who have experienced shoulder surfing on a smartphone as victims. For this, we first ran a short-
listing study on Prolific (N=180) and asked participants if they had experienced shoulder surfing
on smartphones as a victim. Participants were presented with the definition of shoulder surfing
to help them understand the term and respond accordingly. Participants who responded as be-
ing victims of shoulder surfing were invited for Stage 2 of the study. At this stage, participants
were not informed about the invite to the second study. All participants from both stages were
compensated as per Prolific’s compensation policy.

Stage 2: Questionnaire: The study procedure of our online survey study was as follows:

1. Step 1: Information & Consent Signing: Participants were welcomed to the study and
were explained the aim of the study, i.e. to capture their experiences and concerns about
shoulder surfing on smartphones. Participants were then presented with the consent form
and asked to accept it if they wished to proceed with the study.

2. Step 2: Setting the Scene: Next, we presented participants with the definition of shoulder
surfing and then asked them to recall their most recent experience of shoulder surfing on
a smartphone as a victim. This question served multiple purposes, such as checking the
understanding and attention of participants and setting up the context.

3. Step 3: Eliciting Details: In this part, we asked participants about the impact of shoulder
surfing. We focused the questions on how shoulder surfing has (or has not) impacted
them socially or their interaction with the device. To avoid biasing the participants, we
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presented them with a series of Likert items, and each one was followed by a question that
asked for an explanation of their choice.

4. Step 4: Demographics: We concluded the survey by asking demographic questions on
age, gender, and employment status and redirecting participants back to the recruitment
platform for reimbursement.

4.3.3 Pilot Testing

We pilot-tested our questionnaire internally with two Usable Security and Privacy researchers at
our institute, and based on their feedback, we refined the wording of the questions. Researchers
also gave us feedback on the overall goal of the questionnaire and the questions asked. This
helped ensure that the formulated questions adequately answered the research questions.

4.3.4 Ethical Considerations

The Ethics Committee at our institute approved the study. The study presented in this paper
was conducted in line with the ethics guidelines provided by our institute. Before beginning the
study, the participants were presented with an information sheet and a consent form detailing
the goal of the survey, the tasks required to complete the study, and how the survey results will
be used. Data collection and storage were aligned with the GDPR guidelines.

4.3.5 Recruitment & Participants

The sample consisted of N=100 participants residing in the UK. We recruited participants via
Prolific and reimbursed them via Prolific set standards for participant compensation. Participants
took 11.34 minutes on average to complete the questionnaire (std=7.39). Checking completion
time is a well-established strategy to check for participants’ attentiveness and has been used in
multiple research papers such as [73]. For our analysis, we excluded 8 participants’ data as
they filled the questionnaire in less than half the average time to complete the questionnaire.
To check the participants’ attentiveness and understanding of the goal of the study, we asked
them to describe their latest experience of shoulder surfing. We further removed the data of one
participant as they had responded from the perspective of observers and not victims. The final
sample included N=91 participants. Out of N=91 participants, 47.25% self-identified as a man,
and 52.74% self-identified as a woman. Participants aged between 22 and 73 years (µ=38.23, σ

=10.15). A majority of the participants (65.93%) were employed full-time, 24.17% employed
part-time, 3.30% students, 3.30% homemakers, 2.20% unemployed and 1.10% retired.
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4.3.6 Limitations

In this section, we acknowledge the study’s limitations. The participants were located in the
UK - a Western country - where shoulder surfing is reported to have less severe consequences
than Eastern countries [252]. This might have impacted participants’ responses and opinions on
shoulder surfing. However, our study serves as the first step towards investigating the impact
of shoulder surfing. Since shoulder surfing is a global threat that exists regardless of culture,
we suggest future work to replicate the study in different cultures to capture a holistic view of
the impact of shoulder surfing. In our study, participants relied on their memory to report how
their shoulder surfing experiences have impacted them. This may have introduced recall bias
as participants may not accurately remember the details [288]. Accordingly, more ecological
studies focusing on in-the-wild investigations should look into verifying the results reported in
the paper. Lastly, we recruited participants from an online platform where users self-nominate
themselves to take part; we found our sample to be balanced in terms of gender and diversity
in employment status, with a majority being employed full-time and a few with student status.
This distribution of demographics addresses the limitations of many studies where the sample
mainly consisted of students such as [39, 85].

4.3.7 Data Analysis

As a first step, one researcher familiarised themselves with the data and applied open coding
to the data. To increase the reliability of the coding, another researcher verified the coding by
independently coding a subset of the data (25%). Both researchers then discussed the codes,
and any coding disagreements were resolved during a meeting session. After this, the codes
were grouped into main themes until no meaningful grouping was possible [208]. Following
the guidelines of previous work, we refrain from reporting inter-rater reliability [33,209,300] to
support a qualitative coding approach based on discussion and merging of results. We present
the results based on the themes derived. We report the number of times a code occurred using
the guidelines presented in Figure 4.2 to offer an improved readability experience and to give
an impression of how often a particular code appeared in the respective category. However, we
do not quantify the frequency of the category reported, and hence, it should not be considered
a quantitative analysis. Where necessary, we use participants’ quotes to provide better context
and explanation.

Prior research has provided evidence that shoulder surfing impacts victim users differently
based on their cultural ecosystem [252]. In line with this research, we specifically focus on the
users in the UK. Drawing comparisons based on gender, age, education or geographical location
is out of the scope of this paper.
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Figure 4.2: The Figure shows the overview of the qualifiers and respective frequencies of codes
throughout our results. All occurrences of the respective qualifiers always refer to the same
portion of the number of times codes.

4.4 Results

4.4.1 Setting the Narrative of Shoulder Surfing:

To set the focus of the study, we asked participants to describe their latest shoulder surfing
experience. 17.58% experienced it “a few months ago”, 40.66% of participants recalled experi-
encing the latest shoulder surfing incident “less than a month ago”, 37.36% “a few days ago”,
and 4.40% of participants experienced shoulder surfing either “the day before” or “on the day” of
participating in the study. Participants were then asked if they experience shoulder surfing daily
on a 5-point Likert scale (1=strongly disagree; 5=strongly agree), to which 20.88% somewhat
agreed or strongly agreed, while 68.13% somewhat disagreed or strongly disagreed (Median=2,
Mean=2.36, SD=1.12).

Further, participants were asked to describe their shoulder surfing experience in an open-
ended question. Participants mentioned their most recent shoulder surfing experience, including
details like relationship with the observer, shoulder-surfed content, and feelings associated with
it.

About half of the participants mentioned being shoulder-surfed by “strangers”, and a few
mentioned being shoulder-surfed by “partners”, “colleagues”, “parents”, “friends”, “family mem-
bers”, and “children”. A few participants specifically mentioned being shoulder-surfed “at the
office”. Participants expressed feelings of "privacy invasion" and being "paranoid" to be linked
with their experience of shoulder surfing. Some participants mentioned “messages” as shoulder-
surfed content, while a few participants mentioned “videos”, “social media”, “news”, “music
players”, and “internet browsers”.

P41: I have a young child. I was reading work email and I observed that my child is reading

the message. They have also been caught doing this with WhatsApp.

P44: My child was reading my messages over my shoulder as I was typing them to a friend. I

told him it’s rude to and he pretended to look away but I could see he was still watching me.
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Figure 4.3: The Figure shows the boxplots for the responses of participants to the questions
centred around the impact of shoulder surfing.
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4.4.2 Privacy Perceptions

In this section, we present the results of the impact of shoulder surfing on the privacy perceptions
of users and the openness towards using additional mechanisms in the future to protect personal
information from shoulder surfing.

Personal Privacy Perceptions

When asked if shoulder surfing affected their perceptions of privacy; more than half of the
participants (58.24%) somewhat or strongly agreed, while only 16.49% somewhat or strongly
disagreed (mean=3.58, SD=1.05, median=4). Shoulder surfing was perceived to be affecting the
perception of privacy of participants in multiple ways, which we detail below:

Situational Awareness: A few participants mentioned that experiencing shoulder surfing raised
their awareness about their surroundings. They had to check their surroundings before engaging
in a task that required accessing sensitive information so that no sensitive information could
be leaked. They were more aware of “who” was around them while they accessed information
on their devices. Shoulder surfing made a few participants rethink about accessing sensitive
information around others, such as banking information.

Privacy Concerns: Shoulder surfing was seen as a privacy invasion by some participants,
and a few felt that it gave rise to negative feelings, such as “discomfort”, “disrespect”, “un-
trustworthiness”, and “annoyance”. A few participants felt that privacy was needed and voiced
location-specific protection, such as in public locations, especially public transport. Context-
specific concerns were also mentioned by a few participants; for example, what they do on the
phone and who they are with, and similar factors would determine if participants are concerned
about being shoulder surfed. Concerns about shoulder surfing by “children” were also raised,
with a few participants reporting they had to stop interacting with their devices to prevent it.
A few participants were inclined to use protective measures to protect their privacy, such as a
privacy screen. The following quotes from participants reflect their privacy concerns:

P100: " ...it did shock me a bit that someone could be so blatant in staring at someone’s

potentially private information."

P41: "I thought I was reading something on my own. In this case it was not age appropriate. I

stopped to educate my child."

P69: "What I do on my phone is my business and my business alone. I should be the one to

decide who sees what’s on my phone screen."

Prevalence of Shoulder Surfing Some participants voiced that shoulder surfing is unavoid-
able and shoulder surfers will always be there. The participants believed they were aware of
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shoulder surfing, which has happened multiple times. Participants also commented that they,
being the victims in our case, had overlooked other people’s screens and were surprised to find
the specific content. The following quote from the participant shows the perspective on the
prevalence of shoulder surfing.

P14: "What you think is private is no longer"

P22: "I was already pretty aware that we now live in a society with significantly less privacy

that we used to enjoy"

On the contrary, a few participants reported that shoulder surfing did not affect them. This
was usually the case because participants perceived shoulder surfing as harmless and were casu-
ally interacting with the device while being shoulder-surfed, such as playing a game or watching
a sports match. In such cases, they did not mind being shoulder-surfed.

Openness to Using Protection Measures

We asked participants if they would like to use additional measures or tools to prevent shoulder
surfing. More than half of them (61.96%) somewhat or strongly agreed. Participants voiced
existing measures that were practised to safeguard against shoulder surfing and favoured con-
tinuing to use them. A few participants mentioned that they either already had a privacy screen
or considered having one in the future. In the case of the need for privacy, a few participants
considered repositioning themselves or their phones or looking for a less busy place. Locking
the screen upon realising shoulder surfing was also mentioned by a few participants as a way to
protect their information.

A few participants mentioned having a sense of security through additional protection mech-
anisms. The use of additional measures was favoured by a few participants as they assisted in
the prevention of shoulder surfing. Some participants believed extra measures would offer them
privacy and protect their data. While other participants acknowledged the security and privacy
brought about by the additional measures, they also voiced several preconditions to be consid-
ered before adopting any protection measure. We detail the preconditions below:

Conditions for Use: Easy availability of the protection measure, awareness of such measures,
and context-dependence (for example, who the participants are with during the shoulder surfing
event and alike) were among the other preconditions mentioned by a few participants. A few
participants preferred additional protection measures for application-specific use only, such as
online banking apps.

Design of Tools: When it comes to the design of tools, a few participants mentioned specific
attributes of protection measures that are to be considered when using them in the future, such
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as ease of use, level of interruption while interacting with the device, and the financial cost
of the measure. A few participants also mentioned that using additional measures will depend
on the tool, for example, whether it has been proven effective, how it works, and its reliability.
These aspects would determine whether the participants will use the specific tool. The following
quotes further highlight the perspectives of participants on using protection mechanisms in the
future.

P31: "If something was proven effective"

P35: "I would need to feel confident they help"

P39: "I value my privacy very highly it would depend on what those measures were and if they

cost/how much they cost"

P94: "Not aware or thought of any additional privacy methods other than putting a shield

around my head"

P33: "Whether or not I use additional privacy measures or tools may depend on the burden it

might cause (e.g. bloatware, additional costs, installing dodgy software on devices). "

P67: "It has definitely made me more conscious of my privacy, and made me wary of the person

who shoulder surfed me."

Perceived Redundancy of Privacy Protection Measures: Participants mentioned existing
privacy-preserving tools that were used, such as privacy screens, While participants expressed
willingness to use additional protection measures in future, some marked it as unnecessary. This
was due to multiple reasons; for example, people did not see shoulder surfing as an issue, gen-
erally avoided accessing sensitive information in public spaces, such as public transport, had
infrequent incidents of shoulder surfing or were not much concerned about it.

Summary: As seen in prior work, shoulder surfing was perceived as violating
privacy and evoked negative feelings [85]. Conversely, a few participants were not
impacted by shoulder surfing [127] as they had experienced it a few times only,
did not access sensitive information in public and perceived it to be harmless. Par-
ticipants expressed willingness to use additional measures against shoulder surfing
as shown previously [91]. Novel findings included that shoulder surfing gave rise
to situational awareness, and participants were actively checking their surround-
ings when interacting with their devices. Participants viewed shoulder surfing as
unavoidable and acknowledged that it had happened multiple times. One of the
major concerns around shoulder surfing was shoulder surfing by children. While
participants were willing to use mechanisms to protect their privacy, it was seen as
depending on a range of factors like availability, effectiveness, reliability, financial
cost, and the design of tools.
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4.4.3 Device Usage After Shoulder Surfing

We assessed the device usage by asking questions about using the device in the same setting
as the one they were shoulder-surfed in, general device usage after shoulder surfing, and task
completion.

Using the Device in the Same Setting as the Previously Shoulder Surfed Setting

Using the device in the same setting as the shoulder surfed setting can be challenging for users,
as it can result in another shoulder surfing incident. A large majority of participants (67.39%)
voiced that they continue using the device in the same setting in which they were shoulder-surfed
for a number of reasons; for example, a few participants mentioned that the setting of shoulder
surfing is unavoidable for them (like public transport, office or one’s home), which they have to
use for various purposes.

However, they are more aware of the people around them. Participants could not avoid using
smartphones in the shoulder-surfed settings, but they took action to protect their privacy. For
example, they would not access sensitive information when around people and wait for a more
private environment to access sensitive information. Since the participants avoided accessing
sensitive information in the same setting as the one previously shoulder surfed in, they no longer
minded others taking a look over their screen. Therefore, there was no need to change or avoid
the setting. A few participants mentioned using quick scrolling, tilting the device, or switching
off the device in the shoulder surfing setting to protect their screen from being observed. Re-
lationship dynamics also played a role in determining if the participant felt the need to change
the setting For example, a few participants were also not much concerned about changing their
setting as they were shoulder-surfed by their partner, which they did not perceive as concerning.
The following quotes from participants represent their perspectives on using smartphones in the
shoulder surfing setting:

P42: "...for the most part if its not urgent I refrain until I am out of that setting."

P8: "I have to be there regularly and I use my phone during my waiting time. I make sure I

don’t access any sensitive information"

P55: "As I said, I ended up putting my phone away as I didn’t like the feeling of being watched

at all. It made me feel paranoid and wondering whether anyone else had been looking at my

phone beforehand. It really affected me in that regard."

Participants who disagreed with the statement on continuing to access smartphones in the
same setting also held similar perspectives. Participants adjusted their behaviour in the setting
where they were shoulder surfed to prevent shoulder surfing. For example, they changed their
seating location on the bus and preferred a seat that was not lower than the one behind it. Fur-
thermore, they also restricted access to applications that contain sensitive information in three
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ways: (1) shifted to using non-sensitive apps such as a music player, (2) put the phone away,
or (3) waited to get out of that setting and then accessed their phones. Participants also used
other activities to avoid using the phone, such as reading a book. Overall, participants perceived
shoulder surfing as an invasion of privacy, making them uncomfortable and worried about what
other people could see on their smartphones.

Impact on Task Completion

More than half of the participants (62.63%) somewhat or strongly agreed that experiencing
shoulder surfing prevented or slowed them down from completing the task. It took longer for
participants to complete the task they were doing because of the (1) changes in the way they
interacted with their devices, (2) concerns about bystanders, and (3) changes participants had to
make in the physical settings.

Device Interaction: Participants had to stop the task they were doing or turn off their devices
to stop being shoulder-surfed. A few participants mentioned interacting and performing tasks
with their devices more discreetly and scrolling through quickly, which they would have spent
more time on otherwise. Participants had to change apps to protect information from being
leaked through shoulder surfing. The selective use of apps resulted in the prevention of accessing
information and also slowed down the participants while interacting and completing their tasks
with their devices, which in turn slowed the rate at which they were completing their tasks. For
a few participants, realising being shoulder surfing distracted them from interacting with their
devices.

Concern about Bystanders: Shoulder surfing evoked negative feelings like discomfort, an-
noyance and frustration in a few participants. Participants kept thinking about the bystander,
which prevented them from completing the task they were doing on their smartphones. Shoulder
surfing made a few participants think twice before accessing information, and a few participants
specifically avoided accessing sensitive information apps such as banking apps. Precisely, they
would avoid accessing any information that they do not prefer others to see.

Physical Setting: A few participants mentioned that they had to look for a more private or less
busy space to continue using their phone: for example, waiting until they got off public transport
or using the phone in the bathroom to avoid shoulder surfing at workspace. Since the participants
did not access their phones while under the threat of shoulder surfing, they experienced boredom
as a result. In cases where waiting for a private space was not an option, participants had to look
around to ensure no one was looking at their screen or cover the screen from observations in
parallel to completing the task on devices. Interacting with the device while looking out for
bystanders and protecting the screen from observations resulted in increased time to complete
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their tasks. Shoulder surfing raised awareness of the surroundings among a few participants
and, as a result, were more cautious about accessing their devices. The following quotes from
participants narrate their experiences of completing the task in the presence of shoulder surfing.

P39: " ....I will use my phone in the bathroom so nobody can see my screen"

P51: "When I notice I stop doing what I’m doing and become very annoyed and frustrated"

P57: "Yeah because that is an invasion of your privacy & things that you need to be could be

confidential"

On the contrary, some participants were unaffected by shoulder surfing, not preventing or slow-
ing them down from accomplishing the tasks they were performing on their devices. This was
due to multiple reasons, such as the participants were not doing anything sensitive on their
smartphones, like watching videos, so they continued doing it without letting shoulder surfing
impact their interaction with the device. Other reasons included that participants accessed pri-
vate information in private settings only and not in public settings when others surrounded them
and therefore shoulder surfing did not affect what they were doing on their smartphones. A few
participants just moved their smartphones away from the bystander and continued using their
devices. In a few cases, the shoulder surfer was someone known to the participant, and this was
a reason for the participant to be less concerned about it. Participants also shared that the shoul-
der surfing stopped when they caught the shoulder surfer and that helped them to continue back
their task without interruption. The impact on task completion was also seen as dependent on
the general perception of shoulder surfing by participants, for example, a few participants were
seen as not concerned about shoulder surfing in general and therefore continued doing what they
were doing. Shoulder surfing made a few participants complete their tasks quickly, forcing them
to complete their tasks in less time.

Impact on Device Usage

The impact of shoulder surfing on device usage was perceived from multiple perspectives.
Shoulder surfing negatively impacted many participants and raised situational awareness. Some
participants were concerned and took protective measures to protect their privacy. For a few
participants, shoulder surfing made them reduce their usage, consider the setting of device use,
change the physical settings, or avoid using the devices due to privacy and security reasons. It
was also dependent on the context of how much shoulder surfing impacted a few participants,
such as location. On the contrary, it did not impact many participants. We detail the reasoning
for both perspectives below:

For the statement, "experiencing shoulder surfing negatively impacted the way I use my de-
vice", 39.56% somewhat or strongly agreed. Shoulder surfing had a negative impact on how
users used their devices due to (1) concerns around privacy, (2) taking measures to protect pri-
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vacy, and (3) restricted access to information and devices.

Triggering of thoughts on Privacy Concerns before the Reuse of the Device: Before using
the device again after experiencing shoulder surfing, participants had a series of thoughts and
reflections on privacy concerns. Participants felt their privacy was not respected and the infor-
mation on their smartphones should be personal to them only. Participants were also concerned
that someone could steal their sensitive information. Shoulder surfing made them aware of the
potential risks of using the phone in public. Some participants were more aware and cautious of
their surroundings and felt unsafe due to who was around them and who possibly was watching
them. They had to check their surroundings constantly to avoid being spied on. Participants
expressed the realisation that nothing is private anymore. Participants mentioned being care-
free in using their devices earlier when they did not have any experience with shoulder surfing;
however, now they constantly worry about shoulder surfing. Shoulder surfing made participants
self-conscious, apprehensive, and cautious of how they used their device and raised the negative
feeling of being embarrassed due to being shoulder surfed. It was considered an invasion of
privacy, a rude and intrusive act that made them feel awkward. Participants felt disrespected and
distracted and were concerned about being targeted for other threats due to shoulder surfing.

Restricted Access to Device & Information: A few participants voiced that shoulder surfing
made them avoid using the device, which negatively impacted the quality of their time, such as
commuting time. Participants also voiced that they avoid accessing sensitive information un-
til they are in a private environment, such as one’s home. Shoulder surfing made participants
hesitant to access data in public. They also believed that they could use their phones in lim-
ited spaces only. Shoulder surfing slowed the participants from interacting with the devices and
distracted them, making them concentrate less on their tasks. A few participants had to pay in-
creased attention to what they were doing on their phones. Due to the threat of shoulder surfing,
participants reduced their usage of their phones.

Protecting Privacy: The negative impact of shoulder surfing on the device resulted in par-
ticipants trying to adopt measures to protect their privacy. For example, participants tried to
keep their screens angled away to hide them from unconsented observations. Participants had
to move their positions, shift their whole body to a different angle or lower the brightness of
their devices. They had to be more discreet in how they used their devices. One participant got
a private screen, making it harder for surrounding people to observe the screen content. A few
participants mentioned that the negative impact was due to security reasons.
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P72: "It has made me think a bit more negatively about using my device. I used to be very

carefree using my phone, now I always have a worry about being shoulder surfed."

P97: "It does make me more aware of strangers and the environment such as a pub after being

shoulder surfed in this way. The experience was a negative one and I felt almost embarrassed."

Perceived Positive Impact A small percentage of participants (12.09%) somewhat or strongly
agreed that shoulder surfing positively impacted their device usage. Participants mentioned that
they had learnt their lesson and, therefore, the impact of shoulder surfing was perceived to be
positive. The lessons shoulder surfing taught them were about awareness of their surroundings
and device use, i.e., who was watching them, what they could be sharing unintentionally, and
what notifications they wanted to appear on their phones. The experience of shoulder surf-
ing nudged participants to stay more alert and safe and quickly complete their tasks. It made
them cautious and careful, and a few acted to protect their privacy, such as repositioning them-
selves, readjusting the phone at their workplaces or discontinuing using the phone. The threat of
shoulder surfing made them thoughtful about accessing specific apps that could contain sensitive
information. These actions helped them to stop their information from being further leaked. One
of the participants got a privacy screen to help against shoulder surfing. Participants also men-
tioned that they avoided using smartphones, especially in public transport, opted for restricted
use, and only accessed sensitive information in private spaces. These measures helped them to
avoid potential shoulder surfing. A few participants were slightly annoyed because of the overall
situation, but they were able to get over it quickly. Participants mentioned that the negative im-
pact was a short-lived experience and was forgotten easily and quickly. The experience of being
shoulder surfed was also looked at as a positive one as due to shoulder surfing, participants had
to put their phones down, but this was good as they should not be constantly looking at their
phones. The following quotes from participants reflect the positive perspective on the impact of
shoulder surfing on device usage:

P93: "I have learnt my lesson"

P94: "It makes me work quicker to avoid a ‘shoulder surfing‘ "

P44: "I need to use my phone less around my children so it was a good thing I stopped and also

it meant my messages to my friend stayed private."

Neutral Responses to Shoulder Surfing Participants who were found to be neutral on the
negative impact of shoulder surfing on device usage felt that they were now just more aware
of where to sit in public transport or to be more careful about the general surroundings, which
could be perceived as positive or negative. Shoulder surfing did not change how they use their
devices; it was a frustrating experience, but participants made arrangements such as being more
cautious about accessing private information in public, avoiding accessing private information
(such as banking information or messages) or not using the device in the same setting until later
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to avoid the side effects of accessing them in public. More than the experience itself, participants
were focused on the bystander. One of the participants communicated with the bystander on the
content being observed, which in this case was the score of a sports match, and everything went
smoothly. A few participants referred to themselves as generally complacent and lackadaisical;
thus, shoulder surfing did not affect their device use.

Summary: Participants perceived shoulder surfing negatively and positively
impacting their device usage for similar reasons, such as taking measures to protect
privacy and restricting access to information and devices. However, the difference
lies in the perception of users. While some participants felt that shoulder surfing
made them aware of their surroundings and, because of this, they knew how to
avoid similar situations, some participants reported being constantly worried about
potential shoulder surfing. For some participants, the negative impact was long-
lived, making them concerned about their privacy and information leakage, while
for some, the negative impact was short-lived and forgotten quickly.

4.4.4 User Concerns around Shoulder Surfing

We assessed user concerns around shoulder surfing by asking participants to express their top
three concerns around shoulder surfing and their concern for other people’s privacy.

Top User Concerns around Shoulder Surfing

When asked about the top three concerns around shoulder surfing, about half of the participants
explicitly mentioned privacy, and many mentioned personal information, as well as content-
specific concerns (such as banking, biological information, and photos). The remainder gave
explanations about privacy-related aspects. For example, some mentioned shoulder surfing be-
ing unethical, and a few mentioned misuse of information and perception of self in the eyes
of others. Furthermore, a few also mentioned identity theft, data insecurity, information theft,
other people’s privacy, revealing of inappropriate content, invasion of personal space, risk of a
potential stalker, unauthorized access and blackmailing. The following quotes from participants
reflect the concerns. The following quotes from participants narrate the concerns of participants:

P66: "Violation of privacy which is not a personable thing to do."

P72: "I worry about my friends/relatives privacy."

P22: "loss of data that could lead to theft/hacking/identity theft etc"
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Other People’s Privacy

When asked how participants felt about breaches of trust in keeping other people’s information
safe, they held diverse perspectives on violating trust in other people’s privacy. About half of
the participants were concerned about other people’s privacy, especially for content like photos
or messages. It was seen as letting the other person down as the sent message was for only the
intended person and not for anyone else. The observed information could be a private inside
joke or personal advice for the participant and the sender; however, it may look inappropriate
for any other person. Participants voiced that they hold expectations from their friends to keep
their content safe with them, which also applies to the participants. If they cannot do so, it
breaches privacy and trust. Invasion of other people’s privacy was seen as worse than the inva-
sion of personal privacy as it was their responsibility, and they failed to keep the content private.
Though the observer and the friend did not know each other, it was still perceived as worrying.
Participants also mentioned accessing content in a setting where no one could see it apart from
themselves. They also said that they would try not to let similar incidents happen. The following
quotes from participants reflect on their perspective on other people’s privacy:

P9: "I feel that I have let that person down."

P13: "It would be a breach of trust for their information to be shared unbeknownst to them"

P19: "I would keep my friends and family privacy to be safe. They are my most dear relations

and I want to keep their information safe. They have immense trust on me and i want to think of

their safety first."

Some participants mentioned that it depends on the type of content that is viewed by a
bystander, which would determine if they have violated the trust of the person whose content was
viewed. Content such as messages and photos were frequently mentioned concerning content
types compared to social media posts. Posts made on social media were not seen as sensitive
content and, therefore, not seen as concerning as they were posted on social media and could be
viewed by the public. Participants also held the opinion that it depends on the attitude of their
friends if they perceive shoulder surfing of their content as concerning or not.

A few participants were more concerned about their personal privacy. Despite whose con-
tent was viewed, it was still seen as an invasion of personal privacy. They did not like others
knowing what was happening on their phones, as it revealed their lives. It was seen as a personal
preference of the participant more than their preference not to let anyone know about the content
of their device. Participants mentioned that the smartphone was a personal device to them, and
they did not intend to broadcast its information.

P41: "It’s a personal device. If I want to broadcast something then will do it voluntarily."
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A few participants did not mark shoulder surfing as a breach of trust of their friends as it was
unintentional and not their fault. The observer invaded the personal space of participants without
consent; therefore, participants did not mark the incident as a breach of the trust of their friends.
They voiced that they can not have complete control over their surrounding environment but can
expect other people to respect their privacy.

On the contrary, some participants were seen as less concerned about other people’s privacy.
This was due to multiple reasons, including the fact that the bystander does not know the friends
of the participants and, therefore, makes no difference if the bystander views the information.
Due to the anonymity of the friends, participants felt that there were no real consequences as-
sociated with non-permitted viewing of the content of their friends. For anything posted online,
having it viewed by the public is an expectation, and this should be understood when posting
content online; therefore, anything important or private should not be posted online. They also
voiced that a passing glimpse is unavoidable, and their friends should understand this. Partici-
pants regarded shoulder surfing as a minor breach which happens all the time.

P65: "People know that what you share on your phone may not stay private."

P84: "It is a small breach but it happens all the time"

Summary: As seen in prior work, the main concern around shoulder surfing is
the privacy of users [85]. However, we also found new discoveries around shoulder
surfing in our study, which includes that shoulder surfing is also perceived as a risk
leading to more serious threats such as identity or device theft. The concern for
other people’s privacy varies from one user to another. Due to the differences in the
levels of user concern, users can be clustered into different groups based on their
concerns and requirements for protection.

4.4.5 Training & Education on Shoulder Surfing

We asked participants if they had received any education or training on protecting their informa-
tion from shoulder surfing. To further explore participants’ perspectives on protection against
shoulder surfing, we also asked about their past experiences using any protection method and
their willingness to use protection mechanisms in the future.

Awareness, Training & Education on Technology for Assistance in Mitigating Shoulder
Surfing

Participants were asked to report if they knew of any technology or security feature that helps
mitigate shoulder surfing. About half of the participants were not aware of any technology; many
mentioned using a privacy screen, such as a screen protector that hides the display from certain
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angles, and a few mentioned turning off the device, lowering screen brightness, changing the
font size of the device, using automatic screen lock, and fingerprint scanner. A few participants
specifically mentioned banking apps where the user has to long-press a button to reveal the PIN
code, which is not visible otherwise. Almost all participants stated they had not received any
education or training on protecting their data from shoulder surfing. A few mentioned sitting
beside a wall so that no person could make observations behind them, using selective access to
apps when in public, and learning about shoulder surfing and protection against it through the
internet.

P78: "Other than making sure nobody can see your screen, I’m not aware of anything."

P65: "...when working in public place sit with back to a wall."

Previously Used Protection Measures

Next, participants were asked if they had used any additional protection measures in the past.
The majority of the participants mentioned using none. A few further mentioned using biomet-
rics such as fingerprint scanners so they do not have to type in their passwords, changing their
position, updating the lock screen timing, lowering screen brightness, and using privacy screen
protectors. Other user-adopted measures included relying on surrounding awareness, avoiding
using phones or having selective access to apps and using their hands to cover the screen from
potential observations.

P36: "i just try and make sure anyone around me isnt in eyeline with my screen and cant see"

P35: "Not really. I turn the brightness down on my phone when on the bus and hold it close to

me to reduce the chances of someone being able to look at the content."

P72: "I use my hand as a cover to protect the privacy on my phone."

Summary: Participants had no prior education or training on protecting their
information from shoulder surfing. Participants relied on non-technical user-level
protection measures, such as lowering the screen brightness or covering the screen
using their hands, to protect privacy and information leakage.

4.5 Discussion & Directions for Future Work

4.5.1 Shoulder Surfing as the Stepping Stone to Other Serious Threats

Shoulder surfing is not just about observing someone’s device screen but also about giving the
observer the opportunity to misuse the information in any possible way. In our study, partici-
pants were concerned about shoulder surfing leading to other threats such as identity or device
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Figure 4.4: High-level summary of the key findings of the impact of shoulder surfing. (The
image uses figures by Deivid Saenz and Sofia Salazar [250,251]. The overall figure was created
using CANVA under free license [43]).
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theft [324], potential stalking or blackmailing. Previous work has also provided some evidence
in this direction where they reported device theft as one of the design factors of solutions for
authentication-based shoulder surfing [72]. Another research focused on collecting shoulder
surfing experiences reported a story of a participant who expressed concerns about being fol-
lowed by a bystander who had looked at her Google map address [85]. This shows that there is
some real concern involved in shoulder surfing leading to some serious threats. However, due to
limited evidence, future work must look into verifying these concerns.

Future Research Direction: To what extent is shoulder surfing responsible
for leading to other threats like device or identity theft?

4.5.2 Shoulder Surfing by Children Puts Them at Risk

One of the novel concerns raised in the study is when children shoulder surf, as they might see
something inappropriate that they may or may not fully understand. Shoulder surfing by children
is concerning as it could negatively impact children’s perspectives, views, or behaviour. Further,
children might shoulder surf authentication credentials, such as PINs, to gain access to their
parents’ devices. Observing such information can not only give unauthorized access to their
parents’ devices, but they could also share it with others either involuntarily or through social
engineering or exploitation, which would bring even more harm to the parties involved. When
having access to parents’ devices, children can be manipulated to access and share sensitive
information with others. A series of negative events happening one after another can be seen as
a consequence of shoulder surfing by children.

Previous work has explored safeguarding children from the harms of technology, focusing
on various aspects, such as risks involved in the adoption of online services [296], privacy and
security challenges with educational technologies [48], children’s AI systems [297], parental
concerns around social Virtual Reality [102] and much more. However, shoulder surfing is
another concern associated with the use of technology for children, which has not yet been in-
vestigated. One way to mitigate shoulder surfing by children is using gaze data to detect the
observer’s age, as recent research shows age can be inferred from eye movements [172]. This
appears to be a promising direction to protect children from unwanted device observations. It
must be noted that this approach comes with the challenge of safeguarding bystander’s pri-
vacy [152]. Therefore, an approach that detects the age of the bystander without compromising
the privacy of the bystander should be explored and evaluated.

Future Research Direction: How can we safeguard children from the poten-
tial harms of shoulder surfing as a bystander?
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4.5.3 Self-Equipping Users for Protection Against Shoulder Surfing

In our study, participants voiced that they had no training or education on protecting their infor-
mation from shoulder surfing. This finding is similar to many other related works where par-
ticipants have voiced that they had received no training or education on protecting their visual
privacy. For example, a white paper on visual data security revealed that 98% of respondents
agreed that they had no knowledge or training on protecting their visual privacy. This white
paper was published in 2012, and our study conducted in 2024 provides the same results. This
shows a continuous trend of the lack of education and training on protecting users’ privacy.
Related work on educating and teaching users has shown promising results in enabling users
to be more aware and informed about privacy practices. For example, Khan et al. [164] evalu-
ated the course outcome of privacy threats of Tracking and Pervasive Personalisation in school
classrooms, and the results showed students developed transferable knowledge of the privacy
implications. Similarly, Smith et al. [268] tested the efficacy of short videos for educating users
about targeted advertising on Facebook and showed videos significantly increased user engage-
ment with Facebook advertising preferences. Albayram et al. [9] found that videos conveying
risk communication and self-efficacy impact people’s intention to use multi-factor authentica-
tion. In line with this research, a plethora of other research focuses on educating users using
educational video interventions for secure behaviour [30, 71]. Considering the workaround and
the success of training and educating users for various security and privacy issues, training and
educating users on shoulder surfing looks like a promising solution to help users mitigate the
risk. It will be interesting to explore how training through different forms such as posters on
public transport, training videos and alike on protection from shoulder surfing could help in
protecting the privacy of users.

Future Research Direction: How can training and education on shoulder
surfing equip users to safeguard their privacy against shoulder surfing?

4.5.4 User Awareness Alone Won’t Prevent Shoulder Surfing Risks

Participants frequently mentioned awareness of their surroundings in various instances. Partici-
pants paid more attention to who was around them and what information they accessed on their
smartphones. User awareness appears to be a promising solution to mitigate shoulder surfing as
it gives control to the user to decide when the protection is needed and when it is not needed.
Prior work also suggests user awareness as the solution for a range of other threats that exist in
the surrounding of the user as well such as charging attacks, reflection-based attacks or smudge
attacks [47, 210, 240, 313]. However, relying on user awareness may still not be a viable solu-
tion for a number of reasons, including that shoulder surfing often goes unnoticed because of
the cognitive load induced by the task the user is performing [115]. Therefore, the user can-
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not be relied on to be constantly aware of the surroundings. The constant awareness of one’s
surroundings can also negatively impact the productivity of the user. A constant lookout on the
surroundings may lead to user frustration and fatigue. More importantly, shoulder surfing is
not the only threat that exploits user unawareness for privacy invasion; there exist many other
threats that could be performed by exploiting the unawareness of users, such as reflection-based
attacks [240], smudge attack [47] or thermal attacks [2, 25]. Considering the limitations of re-
lying on the users’ awareness of the surroundings, it can not be used to solve multiple attacks.
Reliance on consistent, secure user behaviour has been criticised in prior work as the unreliable
solution for mitigating threats [89, 198]. This instead motivates viable solutions that are not
reliant on constant user awareness.

Future Research Direction: How can users be offered effective protection
against shoulder surfing without relying on their awareness of the changes in the
surroundings?

4.6 Conclusion

In this paper, we investigated the aftermath of shoulder surfing with N=91 participants who have
experienced the threat. We focused the questions around (1) privacy perceptions, (2) interaction
with the device after shoulder surfing, (3) user concerns around shoulder surfing, and (4) training
and education on shoulder surfing. Our results show that shoulder surfing is a high privacy risk
that violates the user’s and other people’s privacy when data is being observed. Shoulder surfing
was perceived as a privacy threat that led to more serious threats, such as identity or device
theft. We also found that users received no training or education about protecting their data from
shoulder surfing and protection. This work motivates investigating and mitigating everyday life
shoulder surfing by following a user-centred design approach. It paves the way to exploring the
consequences of shoulder surfing with specific user groups for more ethical and safer technology
use.
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Chapter 5

Out-of-Device Privacy Unveiled: Designing
and Validating the Out-of-Device Privacy
Scale (ODPS)

Abstract: This paper proposes an Out-of-Device Privacy Scale (ODPS) - a reliable, validated
psychometric privacy scale that measures users’ importance of out-of-device privacy. In contrast
to existing scales, ODPS is designed to capture the importance individuals attribute to protecting
personal information from out-of-device threats in the physical world, which is essential when
designing privacy protection mechanisms. We iteratively developed and refined ODPS in three
high-level steps: item development, scale development, and scale validation, with a total of
N=1378 participants. Our methodology included ensuring content validity by following various
approaches to generate items. We collected insights from experts and target audiences to un-
derstand response variability. Next, we explored the underlying factor structure using multiple
methods and performed dimensionality, reliability, and validity tests to finalise the scale. We
discuss how ODPS can support future work predicting user behaviours and designing protection
methods to mitigate privacy risks.

Publication 4

Farzand, H., Marky, K., & Khamis, M. (2024, May). Out-of-
Device Privacy Unveiled: Designing and validating the out-of-
device privacy scale (ODPS). In Proceedings of the CHI Con-
ference on Human Factors in Computing Systems (pp. 1-15).
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Figure 5.1: The figure shows daily life scenarios when out-of-device privacy threats in the physi-
cal world, such as shoulder surfing, take advantage of the user’s physical surroundings to invade
data privacy without the user realizing it. (The image was created using Canva under free li-
cense [43].)

5.1 Introduction

“There are things known, and there are things unknown, and in between are the doors of

perception.”

Aldous Huxley, 1954

Threats to information privacy are not only restricted to device use, such as GUI confusion
attacks [29] since the technology surrounding us continuously collects sensitive information and
can be used maliciously. Everyday scenarios, such as withdrawing cash at an ATM and being
recorded by CCTV [51, 267] or travelling on a bus and being shoulder surfed [85, 94, 95] - all
these scenarios make the user’s data susceptible to attacks in the physical world. As we transition
into a society increasingly reliant on technology, privacy concerns are becoming more pervasive.

While some attacks on user privacy require the advanced, sophisticated expertise of the at-
tacker, the increased usage of (mobile) devices and tools has enabled such attacks with only
little expertise. For example, shoulder surfing can be done through direct observation [85] or
recording videos [309]. Moreover, user privacy can be violated simply by using technology gad-
gets, such as a thermal camera [16] that can infer sensitive input entered on keyboards [2, 12].
The combination of little required expertise for attack execution and increased availability of re-
sources amplifies the vulnerability to privacy attacks. Due to this, anyone could invade anyone’s
privacy, putting everyone’s privacy at risk. Privacy researchers have proposed numerous mech-
anisms to mitigate the out-of-device privacy threats in the physical world. Such mechanisms
include visual filters, generating fake text, icon overlaying and vibratory alerts [156, 246, 320].
However, the one-size-fits-all approach cannot be applied. For example, shoulder surfing - a
privacy threat that exists out of the device is perceived as concerning by some people, whereas
some people do not consider shoulder surfing a risk [85, 127]. In contrast, others switch off or
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cover the device with their hand when suspecting a shoulder surfing attack [85, 94, 127]. The
differences in reaction towards out-of-device privacy invasions reflect the differences in users’
out-of-device privacy profiles. Therefore, precisely mapping mechanisms to user profiles is
challenging without knowing users’ privacy profiles. Safeguarding privacy from out-of-device
threats requires investigating how much importance users prescribe to such threats defined by
how users use tech and respond to privacy violations. We propose utilising the notion of "out-

of-device privacy" to capture this.
While literature lists several privacy-related measures like IUIPC [199], they are limited to

specific scopes; for example, the IUIPC precisely measures online information privacy concerns.
To date, there is no standard scale to measure users’ associated importance towards threats in
the physical world. To explore users’ importance towards protecting personal information from
threats in the physical world, we first propose a definition for "out-of-device privacy" and second
present an 18-item psychometric scale instrument to measure the importance a person attributes
to protecting personal information from out-of-device threats in the physical world. Our scale
development process involved three steps: (1) item development, (2) scale development, and
(3) scale validation. In the item development phase, we aimed for content validity by following
deductive and inductive approaches to collect an initial item pool from literature and experts
(N=13). Next, we pre-tested the items with experts and the target audience (N=48), which
assisted in refining the wording and provided initial insights into the variability of responses.
Finally, we deployed the survey online (N=382) in the scale development phase and used the
data to extract underlying factors. Lastly, we performed dimensionality, reliability, and validity
tests on a dataset of N=935 participants in the scale validation phase. The scale was iteratively
developed and refined throughout all stages in multiple studies involving N=1378 participants.
Finally, we confirmed the scale structure and presented the 18-item Out of Device Privacy Scale
(ODPS).

Our scale establishes a foundation for assessing out-of-device privacy, facilitating systematic
analysis and comparison. The scale provides a lightweight method for security and privacy
researchers and technology developers to evaluate and predict users’ behaviour to protect the
users’ data from out-of-device privacy threats in the physical world.

5.2 Background

This section overviews existing privacy scales and discusses the research gap.

5.2.1 Measures of Privacy

Information privacy refers to one’s desire to control data related to access, use, and sharing [26].
Privacy has been thoroughly investigated in the psychology literature, and numerous attempts
have been made to define and measure it. Questionnaires such as IUIPC [199], Privacy Attitude
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Questionnaire (PAQ) [57], Westin’s Privacy Segmentation Index [143], Concern for Informa-
tion Privacy (CIFP) [269], Global Information Privacy Concern (GIPC) [199], Online Privacy
Concern [36] are among the popular privacy scales in the literature.

Internet Users’ Information Privacy Concern (IUIPC) [199] measures the information con-
cern of internet users. While this is a reliable and valid instrument, it is limited to internet
users only. However, non-internet applications also require consideration of user privacy, such
as photos in the phone gallery app. Alan Westin presented Westin’s Privacy Segmentation Index
to measure privacy perspectives over time; however, the scale only focuses on the organisation’s
collection and handling of information. Similarly, the Global Information Privacy Concern Scale
covers privacy issues related to online companies but lacks evidence of how the statements com-
prising the scale were selected. The Concern for Information Privacy (CFIP) [269] scale consid-
ers consumer online privacy but it lacks the definition of concern. However, it is a well-validated
instrument that can only be used in consumer online privacy contexts. Further, the Privacy At-
titude Questionnaire (PAQ) [57] considers the privacy concept as a whole and is unsuitable for
measuring a specific attribute of privacy. Most importantly, the scale questionnaires mentioned
above only consider online information privacy, not privacy in the physical world.

To sum up, the scales detailed above either focus on a specific attribute or capture the concept
of privacy as a whole. Moreover, there is a lack of definitional clarity regarding the objectives
of some scales. Finally, these scales only focus on internet use and do not consider privacy in
the physical world. Regarding privacy invasions in the physical world, physical world elements,
such as awareness, influence the user preferences for protection [91, 93, 94]. There is a need,
therefore, for a validated psychometric instrument to measure and capture people’s out-of-device
privacy.

5.2.2 Out-of-Device Privacy in the Literature

Oates et al. [222] conducted a study to explore differences between the privacy mental models
of experts and laypersons by asking an open-ended question to express what privacy means to
them. Most participants expressed opinions about privacy in the physical world. This indicates
that while protecting user’s privacy online is essential, protecting it in the physical world is
equally important. Further, in a related research study by Gerber et al. [110], they found that
most participants are unaware of the effects of privacy violations and that the users perceive
most privacy protections as too fatiguing and complicated. This might be due to the differences
in individual perceptions and needs. This highlights the need for user’s personalized privacy
protection measures. To offer customised privacy protection to users, we must first understand
their expectations and preferences for privacy.

Further, assessments of individual attacks have shown that users are impacted negatively
due to privacy violations in the physical world. For example, Eiband et al. [85] reported that
shoulder surfing gave rise to awkward situations among users. Similarly, further studies have
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shown that shoulder surfing causes awkwardness and discomfort and has resulted in interaction
time wastage with the device and provided evidence that users are likely to adopt a privacy safe-
guarding mechanism [94,95]. Following the same line of research, Farzand et al. [93] proposed
a typology of perceived sensitive content in response to the users’ accounts of shoulder surfing.
However, it only provides a list of content types that require protection in different locations
but does not consider the user’s privacy profile. Cross-culture examinations of privacy concerns
have revealed that privacy violations such as observing someone’s screen without permission can
have severe impacts on the social lives of users in the Eastern world compared to the Western
world, such as defamation and spying [252]. Muslukhov et al. [214] investigated users’ concerns
about unauthorized access and reported that participants were highly concerned about insiders
(e.g. friends) having unauthorized access to their devices. This shows that privacy violations
and concerns are found in public places and private environments, such as one’s home. The
work mentioned above illustrates the significance of addressing privacy threats in the physical
world and designing countermeasures that suit individual needs and requirements.

Apart from designing countermeasures, one way of mitigating privacy risks is through user
awareness. Users’ awareness and knowledge of privacy threats assist them in better protecting
and handling their data. With the spread of awareness information about protecting data from
online threats, users have become more conscious of how they handle the information. For
example, in a study by Jiang et al. [147], only 14.1% were unaware of malware-based threats. On
the contrary, out-of-device privacy threats, such as shoulder surfing, often go unnoticed [115],
and users remain unaware of the privacy invasion. Likewise, while people are aware of emerging
technologies such as thermal cameras, they don’t always envisage these technologies in the
context of privacy bypasses [25]. To improve the awareness of privacy threats in the physical
world, there is a need to systematically capture users’ out-of-device privacy so that adequate
awareness plans and evaluations can be conducted.

A reliable and standardized method is needed to capture users’ out-of-device privacy infor-
mation. Such an instrument would measure the out-of-device privacy perception of users that
will assist in the design of personalized privacy settings, which would offer an appreciable user
experience while maintaining user privacy from privacy threats in the physical world. The scale
would also benefit developers in developing privacy-aware technologies, attracting more users
to adopt technology as they adopt technologies devoted to protecting their privacy [81].

5.3 Stage 1: Item Development

This section describes our iterative approach to developing and refining the items to be included
in the out-of-device privacy scale.



CHAPTER 5. OUT-OF-DEVICE PRIVACY 98

Figure 5.2: We followed three high-level stages to develop the scale: 1) item development, 2)
scale development, and 3) scale validation. At each stage, we followed the recommendations
from the literature to refine and develop the scale iteratively. The figure shows the breakdown
of the high-level phases carried out in the development of Out-of-Device Privacy Scale (ODPS)
along with the sample sizes in each phase.

5.3.1 Identification of Construct

Our goal was to develop a scale that assesses out-of-device privacy. Towards developing the
scale, our first step was to identify the construct and develop a precise definition using simplistic
terms. For creating a construct definition, it is essential to consider that it reflects a measurable
concept and is sufficiently distinct from other definitions of related constructs. For this, one
researcher defined out-of-device privacy. Next, two researchers discussed the definition and
iteratively refined it in multiple rounds. This refinement process resulted in the basic definition
of out-of-device privacy that we define as follows:

"the importance a person attributes to protecting personal information from out-of-device

threats in the physical world"

5.3.2 Initial Item Pool Generation

After establishing the construct definition, our next step in scale development was to create
an initial pool of items. There are two commonly adopted approaches for generating an item
pool: (1) deductive and (2) inductive. The deductive approach implies extracting items from
a theoretical perspective based on, for example, a literature review. In contrast, the inductive
approach suggests creating items by asking people’s viewpoints on a particular subject [133].
Following a mixed process of deductive and inductive approaches has been recommended as a
better alternative than using either method in isolation [31, 212] as it overcomes the limitations
of using each method independently. Therefore, we used both ways to derive an initial item
pool.
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To generate an initial pool of items, we performed the following steps:

1. Reviewing Existing Literature: We reviewed existing literature to understand people’s
experiences and concerns regarding out-of-device threats in the physical world. To the best
of our knowledge, we looked for published work where users have reported their concerns
or privacy protection practices towards out-of-device threats that match the construct defi-
nition, such as shoulder surfing, thermal attacks, smudge attacks and unauthorized access
to their device. The reviewed literature included [25, 85, 91, 94, 213, 256]. A total of 20
statements were derived using this approach;

2. Item Generation by Researchers: Two authors (N=2) individually created new items
related to the construct definition. A total of 24 statements were developed using this
approach;

3. Item Generation by a Larger Group of Researchers: Fellow researchers (N=11) at
our institute with expertise in security and privacy and human-computer interaction par-
ticipated in a short survey. The survey inquired how they would ask people about out-of-
device threats in the physical world. A total of 23 statements were constructed using this
approach; (Note: A similar item generation approach has been followed by [128, 199].)

This procedure of item generation ensured a broad coverage of the construct. The total
number of items generated at this point was 67 (the reader is referred to Appendix D.1 for the
complete list of items constructed using the various approaches detailed above). This number of
items is more than twice the number in the final set (presented in section 5.5), which fulfils the
recommendation by Kline and Schinka et al. [31, 167, 255].

5.3.3 Refining Items & Assessing Content Validity

Refining items and assessing content validity are crucial in the scale development process and
were the next steps after generating an initial pool of items. Moreover, prior work has shown
a gap between what privacy scales measure and how they are understood by the general pub-
lic [62]. Therefore, items should be formulated to exhibit minimal subjective interpretation and
be easily understandable by the general public and precise wording [31].

To refine the items and assess content validity, we asked a fellow human-computer inter-
action (HCI) researcher with a psychology background and English as the native language to
review the items and check for four main aspects to account for content validity [305]:

1. Identification of duplicates or similar worded items,

2. Verification of item relevance to the construct definition,

3. Checking of subjective interpretation, and
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4. Inspection of linguistic accuracy.

Out of 67 items, 32 were marked as duplicates, and four were marked as irrelevant to the
construct definition. The remaining items were checked and rewritten (if needed) for linguistic
accuracy and to minimise subjective interpretation. After the items were reviewed by an HCI
expert with a psychology background, two researchers rechecked them and refined them based
on the feedback. The items list was reduced to 31 items (see Appendix D.2).

Pilot Testing

Pilot testing is an essential step before running a study as it helps ensure the smooth running
of the study and produces results per the researcher’s expectations. Before proceeding with our
questionnaire study, we pilot-tested the items from the previous step to check for two things:

1. Understanding of Statements: if the items produced valid measurements based on how
easily the public can understand them.

2. Variability in Responses: if the items show wide variability across responses.

The Ethics Committee approved the study at our institute. We deployed the items in an online
survey using Qualtrics [237] and advertised it through Prolific [236]. We collected data from
50 participants from the UK. Participants were directed to review item statements concerning
privacy and to rate the statements on a 7-point Likert scale based on to what extent they agreed
or disagreed with the statement. Additionally, the participants were instructed to identify and
report any problems they faced while answering the questions concerning understanding and
linguistic accuracy. Keywords, such as "privacy", are often linked to bringing social desirability
bias. Researchers warn against the use of such words [84], and the most popular approach to
avoid this bias is to use the social desirability scale [67]. However, recent research indicates that
the social desirability bias scale does not measure the intended construct [181, 291]. Therefore,
we refrained from using the social desirability bias scale. As an alternative, we checked for
data skewness and looked for ways to increase data variability by revising the wording of items,
which is explained below.

We used attention checks to ensure response accuracy [229] and removed the data of two
participants who failed these checks. Among the remaining 48 participants, 13 identified as
male, 34 as female, and one as non-binary/third gender. Twenty-nine participants were em-
ployed full-time, and eight were employed part-time. Four participants were unemployed, three
were retired, two were homemakers, and two were students. Participants aged between 21 years
and 68 years (M=37.89, SD=13.56). The median time to complete the questionnaire was 6.32
minutes. Participants were compensated with 1.10 USD, following the set standard by Prolific
for their time.
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Most of the statements were easily understood by participants, and participants did not report
any significant issues. Participants mentioned a few problems regarding some item statements;
for example, "I use biometric authentication to avoid someone observing my password and/or
to avoid any oily or heat residues on the screen." was not clear as to which biometric authenti-
cation is being referred. Based on the feedback from the participants, we revised the wording
of several item statements. Next, we checked for variability by observing descriptive statistics
and noted that wide variability was found across most items. No items were removed based on
their variability. Finally, two researchers reviewed the complete statements again and inspected
for issues or similar wording. A few item statements were removed as they were very similarly
worded to other statements. After this step, 26 item statements were retained for further analysis
(see Appendix D.3).

5.4 Stage 2: Towards Developing the Scale

Towards developing our out-of-device privacy scale, the next step after item generation was
developing the scale. This section explains the data collection process, the participants’ details,
our data checks, and the results of the exploratory factor analysis.

5.4.1 Initial Data Analysis

A sample of N=400 participants was recruited on Prolific to investigate our 26-item question-
naire from the previous step. The sample size was determined following recommendations
Nunnally [221], which shows there should be at least ten responses per statement. Further, ten
responses per item are among the best practices for scale development [310]. Participants who
participated in the pilot study were excluded from taking part in this study. All questions were
randomized to avoid order effects.

Eighteen participants were removed from the analysis as they failed the attention check.
Out of the remaining N=382 participants, N=135 identified as male, N=242 as female, N=3
preferred not to disclose, and N=2 self-described as third gender/non-binary. Participants were,
on average, 41.16 years old (SD=13.5, Min=18, Max=83). N=214 participants were full-time
employed, whereas N=86 were part-time employed. Twenty participants were unemployed,
N=14 students, N=17 homemakers, and N=31 retired. All participants were based in the UK
and were compensated for participation by the Prolific recommendation.

Before proceeding with the factor analysis, we checked the data for variability, which in-
cluded checking for descriptive statistics. The means of the statements were between 3.5 and
5.9, except for two items, 2.13 and 2.104. The SDs were between 1 and 2. Medians ranged
from 3.5 to 6 except for two items: (1) "To avoid people nearby from looking at my smartphone

screen, I specifically use a privacy-protecting screen cover (e.g., tampered glass protector)", and
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(2) "I press extra keys after I have entered my PIN at the atm to avoid anyone taking a heat-trace

picture of my PIN". No items were removed based on their response distribution.
Next, we calculated the item-total correlation of items and four items were removed as their

item-total correlation was less than 0.30 [31]. We then checked for internal consistency amongst
the remaining 22 items using Cronbach’s alpha [66]. The items exhibited high internal consis-
tency (α=0.884).

5.4.2 Exploratory Factor Analysis

As a pre-requisite to establishing the number of factors and their structure, we first evaluated
the suitability of our dataset, whether it measured common factors, and whether they were cor-
related. We checked this by performing the Kaiser-Meyer-Olkin (KMO) Measures of Sampling
Adequacy (MSA) test [46]. KMO indicates how much a correlation matrix contains factors
or simple chance correlations. A KMO value of 0.60 or higher is appropriate for factor anal-
ysis [305]. In our case, the entire dataset had a KMO value of 0.914, considered "marvel-
lous" [150] and thus well within the bounds of adequacy. None of the items had a lower KMO
(i.e., less than 0.5). Bartlett’s test of sphericity (x2 = 2561.179, ρ<.001) further confirmed that
the set of items was suitable for factor analysis [271, 310].

Next, the visual inspection of the scree plot revealed that the kink was between two and
three factors, as seen in Figure 5.3. The "kink" in the scree plot indicates the number of factors
we should be looking for [40]. Using the elbow method, the scree plot suggested a single-
factor solution. To confirm the interpretation, we explored two and three-factor solutions. We
performed principal axis factoring with varimax rotation using a loading cut-off of 0.35, the
recommended threshold [31, 125]. The three-factor solution did not give a meaningful output,
and two of the factors had a conceptual overlap. Therefore, we next explored a two-factor
solution. The two-factor solution produced a simple structure. To decide between the two-factor
solution and a single single-factor solution, we checked for correlations between the factors in
the 2-factor solution and calculated the Pearson correlation.

For this purpose, scores of each factor were calculated by averaging the constituent items.
There was a statistically significant positive correlation between the two factors (r=0.635, p<.001).
The high correlation between the factors, the scree plot interpretation and the above discussion
suggested a single-factor solution would be suitable. To further confirm this, we explored multi-
factor solutions using an oblique rotation (i.e. direct oblimin) as detailed in Appendix D.5. This
further analysis confirmed that a single-factor solution is more suitable.

After deciding on the single-factor solution, we proceeded with further analysis. Four items
loaded below 0.40, the recommended minimum threshold of loading [305]. We removed three
out of four items for this reason. Still, we kept the item (item 5) with a loading of 0.371 as
we felt this item represented a particular attribute of out-of-device privacy, i.e. concern for
other people’s privacy, and was not captured elsewhere in the set of item statements. Further,



CHAPTER 5. OUT-OF-DEVICE PRIVACY 103

Figure 5.3: The figure shows the scree plot produced using the data for Exploratory Factor
Analysis to determine the appropriate number of factors.

the loading of this particular item was not lower than 0.35 (unlike the remaining), which is the
minimum threshold and was close to 0.4. For this reason, item 5 was included in the scale
questionnaire. The three removed items are marked in red in Table 5.1. Next, we checked for
Cronbach’s alpha after removing the three items: (α=0.888). The 19 items from this step were
retained for further analysis in the following steps.

5.5 Stage 3: Final Scale Validation

We performed a confirmatory factor analysis to confirm the previous section’s explored factor
structure. For this, we deployed the 19-item questionnaire using Qualtrics as an online question-
naire on Prolific. Participants from previous studies (pilot test and study 1) were excluded from
participation, ensuring a new independent sample [31].

5.5.1 Study Design

The online questionnaire included the 19 items shortlisted from the previous section. In the
questionnaire, we also had the items from the IUIPC [199] and CFIP [269], which measure on-
line privacy concerns to investigate how closely our proposed scale is related to other privacy
constructs1 All items from IUIPC and CFIP used a 7-point Likert scale, and responses ranged
from "strongly disagree" to "strongly agree". All questions were randomized to avoid sequence

1Please, note: We are aware that the CFIP "collection" subscale is repeated in the 10-item IUIPC scale, but we
included it anyway and made the comparison as both subscales differ slightly in items’ wording. We report the
results with both subscale "collection" versions.
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IN Item Statement FL

21 It is important for me to protect my screen content from people around me on public transport 0.77
25 I am worried that someone might access my information by spying on what I am doing on my smartphone 0.684
26 I get anxious when someone from my surroundings invades my privacy by looking at the screen 0.711
24 I am a privacy-centred person 0.643
17 I consider my data to be a target for external threats to my device such as shoulder surfing 0.609
18 I believe my data is worth protecting from external threats to my device 0.452
20 It is not fine for me to have my smartphone screen visible to the public 0.591
23 I mind if a stranger sitting next to me takes a look at my smartphone while I am watching a private video 0.512
19 Privacy invasion by people surrounding us is effective in leaking information 0.513
14 The increasing availability and affordability of audio, video and photo recording devices are a threat to everyone’s privacy 0.449
9 I feel concerned when using ATMs that use cameras for recording purposes 0.456

15 I would like my device to do something to alert me every time someone looks at it without my permission 0.429
8 I would change all of my passwords immediately if my smartphone was lost 0.451
5 If someone sees my friend’s content on my screen, it feels like a breach of my friend’s trust in me to keep their content private 0.371

12 Among the reasons I use auto-fill for passwords on my smartphone, is to avoid anyone overseeing what I enter 0.477
16 I scroll quickly when I sense someone is looking at my smartphone’s screen 0.606
1 I try to adjust my hand position when using my smartphone so that no one can see the information shown on it 0.557

13 I check for any surrounding people when I am doing something on my smartphone in public places 0.644
2 If anyone looks at my screen without permission, I tend to put my smartphone away 0.576
4 I lower my screen brightness so that no one around me can take a look at what is shown on it 0.337
3 To avoid people nearby from looking at my smartphone screen, I specifically use a privacy-protecting screen cover (e.g. tampered glass protector) 0.306
6 I use fingerprint (or other biometric methods) mainly to avoid someone observing my password 0.306

Table 5.1: The Table shows the results of Exploratory Factor Analysis. The items marked in red
(last three items) were removed from further analysis as they did not load sufficiently high. IN
= Item Number; FL = Factor Loading.

effects [242]. We also used attention check questions for participants’ attention and responsive-
ness towards the study [229].

5.5.2 Participants

We collected data from 1,000 participants, out of which N=65 failed the attention check, and
therefore, their data was excluded from the analysis. From the remaining N=935, N=554 self-
identified as females, N=371 as males, N=8 as non-binary/third gender, and N=2 preferred not
to say. Participants were aged between 19 and 90 (Mean=43.39, SD=13.81). Most participants
were employed full-time (N=515), while N=179 were employed part-time. N=83 participants
were retired, N=68 were unemployed, N=52 were homemakers, and N=38 were students. All
participants were based in the UK and were compensated for their time per the Prolific’s recom-
mended rate.

5.5.3 Initial Data Analysis

Before proceeding with the confirmatory factor analysis, we checked the data’s suitability by
computing the Kaiser-Meyer-Olkin (KMO) Measures of Sampling Adequacy (MSA) test. The
full dataset has KMO = 0.956, and none of the items had a lower KMO than 0.907 [310].
Bartlett’s test of sphericity (x2 = 7562.784, ρ<.0005) further confirmed that the set of items was
suitable for factor analysis [271].
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5.5.4 Confirmatory Factor Analysis

We performed a confirmatory factor analysis to provide statistical support to the explored factor
structure in the previous section. We calculated the following fit indices: the Root Mean Square
Error of Approximation (RMSEA), the Comparative Fit Index (CFI), and the Tucker-Lewis
Index (TLI) [31]. We intentionally did not consider chi-square goodness-of-fit as it is reported
to be unreliable for large data samples [137, 261]. The results revealed that CFI = 0.911, TLI =
0.889, and RMSEA = 0.068. While RMSEA and CFI indicated acceptable fit, TLI was slightly
lower than the recommendation (i.e. should be greater than 0.9) [219].

We followed a step-wise model selection procedure with backward elimination to improve
TLI by checking for item loadings. The item with the lowest loading was removed to see if it
improved TLI. The item with the least loading was item 9. We found that by eliminating item 9,
all indices resulted in a good model fit (i.e. CFI=0.923, TLI= 0.903, RMSEA=0.066) [27, 165,
197, 219]. We assume that this may be because only item 9 related to using ATMs. In contrast,
no other items were associated with or about ATMs. Thus, our final scale contains 18 items, as
shown in Table 5.3.

5.5.5 Tests of Reliability

Reliability is the internal consistency commonly measured using Cronbach’s alpha [40, 66]. A
coefficient of 0.70 or higher is considered acceptable. For the 18 items, Cronbach’s alpha was
0.917, well above the recommendation of 0.70 [31]. Next, we computed the composite reliability
score [241], which turned out to be 0.922, high above the recommended threshold of 0.60 [24].

5.5.6 Construct Validity

Scale validity refers to whether the measured concept fully corresponds to the construct it aims to
measure [40]. This defines construct validity, which is the foundation of any questionnaire [41].
We performed a convergent validity analysis to assess the construct validity of ODPS.

We compared ODPS with the 10-item IUIPC and CFIP to assess convergent validity. We
hypothesized a positive relation between the subscales of IUIPC and CFIP overall, as all three
scales relate to privacy but capture different dimensions of privacy. Table 5.2 shows the results
of the correlations and percentage variability along with the reliability score calculated using
Cronbach’s alpha [66] for each of the subscales of IUIPC and CFIP. Our scale demonstrated
positive correlations with all subscales of IUIPC and CFIP (p<0.001). However, none of the
correlations exceeds 14.44% variability, showing a maximum of 14.44% conceptual overlap of
ODPS with the compared subscales. This much overlap is expected as online privacy and out-of-
device privacy, both fall under the privacy umbrella. However, 85.56% total variability cannot be
explained by concerns about how organizations handle data privacy or online privacy concerns.
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τ Variability % α

IUIPC
Control 0.368 13.54 0.727

Awareness 0.38 14.22 0.732
Collection 0.359 12.89 0.904

CFIP

Errors 0.303 9.18 0.86
Unauthorized Use 0.222 4.93 0.827
Improper Access 0.304 9.24 0.804

Collection 0.327 10.69 0.93
Overall CFIP 0.377 14.21 0.898

Table 5.2: The Table shows (1) the correlation (Kendall’s Tau) between ODPS and IUIPC &
CFIP and (2) the reliability score of each of the subscales in our dataset of the second study.

Therefore, we conclude that our scale (ODPS), which measures out-of-device privacy, differs
from how organizations collect, process, store, and use information (i.e. IUIPC and CFIP).

5.6 Discussion

In this paper, we contribute a reliable and valid psychometric instrument to measure the out-of-
device privacy of users that describes the importance a person attributes to protecting personal
information from threats out of the device in the physical world. We detail the rigorous method-
ology adapted to develop and refine the scale questionnaire. The 18-item scale fills the gap in
protecting against out-of-device threats in the physical world.

5.6.1 Obstructions in Scale Development Studies

Prior work has identified two key obstructions in scale development studies: 1) understanding of
scale statements by the general public and 2) verifying if the scale measures the construct it aims
to measure [62]. Assessing and ensuring these two key points are crucial in the scale develop-
ment study as they provide accurate measurements. In our research, we took extra care to ensure
both key points were accessed and checkmarked. For example, before beginning the factor anal-
ysis, we confirmed whether the general public understood the scale statements accurately. For
this, the statements were checked and revised by an HCI expert with a psychology background
for relevancy to the construct definition and subjective interpretation. Two researchers then
rechecked the items to double-ensure the results. The items were then pilot-tested with a small
sample from the general public to check for understanding (see Section 5.3.3). Further, after
finalising the scale statements through factor analysis and confirmatory factor analysis, we per-
formed tests for convergent validity to ensure that the scale fully corresponds to the construct it
aims to measure (see Section 5.5.6). Therefore, we conclude that we have confidently assessed
and ensured high-quality scale development while eliminating the obstacles.
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5.6.2 Using ODPS to Measure Out-of-Device Privacy

ODPS will be helpful to researchers who aim to mitigate privacy threats in the physical world.
It can be easily deployed in an online questionnaire format and distributed on a large scale.
ODPS would provide insights into the user privacy profile, which could then be used to inform
the design of protection mechanisms. Further, researchers can utilize it to measure the privacy
behaviour of a user group. The scale can help explore how privacy perception changes over
time and across different user groups. ODPS can offer to answer research questions like: To

what degree are users concerned about protecting their information from privacy threats in the

physical world? or What is the users’ level of awareness of privacy threats in the physical

world? or How much users are willing to do to protect their privacy from threats in the physical

world?.

5.6.3 Using ODPS to design Protection Mechanisms

ODPS will be advantageous in designing protection methods against threats in the physical
world, such as shoulder surfing. For example, a low ODPS score would indicate that the user
prefers a light protection method. In contrast, a high ODPS score would mean the user is highly
concerned about privacy and prefers a strong protection method. In the same way, the ODPS
score could reflect user awareness of privacy threats in the physical world. This could empower
users to defend their privacy with and without a device-based mechanism. Researchers could
develop awareness strategies based on the scores to educate users on privacy violations.

Further, ODPS could also be used to enhance the design of protection mechanisms by con-
trolling participants’ out-of-device privacy attitudes. For example, in a usability or user expe-
rience evaluation study of a protection mechanism, ODPS could serve as a covariate to ensure
that the participant’s experience outcome is the result of the change in the design of the pro-
tection mechanism and not due to the differences in their out-of-device privacy. In summary,
ODPS could offer to investigate research questions like: What is users’ level of awareness of

privacy threats in the physical world? or How can the design of protection mechanisms improve

to reflect the user’s out-of-device privacy perception better?.

5.6.4 Using ODPS to measure Privacy Culture

The perception of privacy changes as we move across cultures [252]. For example, shoulder
surfing can have severe consequences in some cultures like the Middle East, whereas it is some-
times ignored in Western cultures [85, 252]. ODPS would help measure the privacy culture,
which could be incorporated into the tech devices. Based on this, users can be offered personal-
ized protection based on their cultural setting.
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Item Statement

1 It is important for me to protect my screen content from people around me on public transport
2 I am worried that someone might access my information by spying on what I am doing on my smartphone
3 I get anxious when someone from my surroundings invades my privacy by looking at the screen
4 I am a privacy-centred person
5 I consider my data to be a target for external threats to my device such as shoulder surfing
6 I believe my data is worth protecting from external threats to my device
7 It is not fine for me to have my smartphone screen visible to the public
8 I mind if a stranger sitting next to me takes a look at my smartphone while I am watching a private video
9 Privacy invasion by people surrounding us is effective in leaking information
10 The increasing availability and affordability of audio, video and photo recording devices are a threat to everyone’s privacy
11 I would like my device to do something to alert me every time someone looks at it without my permission
12 I would change all of my passwords immediately if my smartphone was lost
13 If someone sees my friend’s content on my screen, it feels like a breach of my friend’s trust in me to keep their content private
14 Among the reasons I use auto-fill for passwords on my smartphone, is to avoid anyone overseeing what I enter
15 I scroll quickly when I sense someone is looking at my smartphone’s screen
16 I try to adjust my hand position when using my smartphone so that no one can see the information shown on it
17 I check for any surrounding people when I am doing something on my smartphone in public places
18 If anyone looks at my screen without permission, I tend to put my smartphone away

Table 5.3: The table shows the final look of the 18-item Out-of-Device Privacy Scale (ODPS)

5.6.5 Using ODPS in Combination with Other Privacy Scales

ODPS, in combination with other privacy scales such as IUIPC [199], can help construct a
privacy profile of users which would explain users’ perceptions of privacy in the online and
physical world, summing up as a complete privacy profile. This privacy profile could then be
used to provide holistic protection to user’s information online and in the physical world.

5.6.6 Instructions for Scoring

ODPS is a psychometric instrument developed to measure the out-of-device privacy of users.
To use the scale questionnaire, the statements should be presented using a Likert scale with 7
points, starting from strongly disagree to strongly agree. All items are mandatory to answer,
and no item requires reverse scoring. The scale statements should be randomized to avoid order
effects. The scale score can be calculated by averaging the components’ scores.

5.6.7 Limitations & Future Work

Scale validation is a continuous process. While we followed the best practices from the literature
in iteratively developing and refining the scale, further studies must be conducted to provide
statistical strength to ODPS. Second, while we recruited a large number of participants, all
participants were based in the United Kingdom. This might have introduced selection bias.
Further studies with participants from different geographic locations should be conducted to
strengthen the validation of the scale. Third, while we followed the most recommended approach
for item generation and item elimination, it may be possible that some possible factors were not
captured during our process. Although our items produce reliable and valid results, future work
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should expand on the findings. Lastly, we propose that in future studies, the scale should be
administered in mechanisms developer studies to investigate ODPS’s impact on the design of
privacy protection mechanisms.

5.7 Conclusion

In this paper, we present a reliable and valid 18-item psychometric scale, the "out-of-device
Privacy Scale (ODPS)", to capture the out-of-device privacy of users. We followed the best
scale development practices from the literature, ensuring a rigorous methodology. We present
a detailed description of each step of the development and validation of the scale. With the aid
of ODPS, privacy and security researchers will be assisted in designing user-centred protection
mechanisms offering personalized and holistic protection against out-of-device threats in the
physical world.
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Chapter 6

SoK: Privacy Personalised - Mapping
Personal Attributes & Preferences of
Privacy Mechanisms for Shoulder Surfing

Abstract: Shoulder surfing is a byproduct of smartphone use that enables bystanders to access
personal information (such as text and photos) by making screen observations without consent.
To mitigate this, several protection mechanisms have been proposed to protect user privacy.
However, the mechanisms that users prefer remain unexplored. This paper explores correlations
between personal attributes and properties of shoulder surfing protection mechanisms. For this,
we first conducted a structured literature review and identified ten protection mechanism cat-
egories against content-based shoulder surfing. We then surveyed N=192 users and explored
correlations between personal attributes and properties of shoulder surfing protection mecha-
nisms. Our results show that users agreed that the presented mechanisms assisted in protecting
their privacy, but they preferred non-digital alternatives. Among the mechanisms, participants
mainly preferred an icon overlay mechanism followed by a tangible mechanism. We also found
that users who prioritized out-of-device privacy and a high tendency to interact with technology
favoured the personalisation of protection mechanisms. On the contrary, age and smartphone
OS did not impact users’ preference for perceived usefulness and personalisation of mecha-
nisms. Based on the results, we present key takeaways to support the design of future protection
mechanisms.
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6.1 Introduction

By the end of 2023, 70% of the world’s population was using smartphones [280]. Smartphone
users are increasing every day and are expected to reach 62.53 million users alone in the UK
by 2029 [281]. Smartphones are no longer just phones but the interfaces to users’ personal
lives. With the use of smartphones comes the threat of privacy invasions, with shoulder surfing
being one of the most frequently reported privacy threats [94]. Shoulder surfing - belonging
to the novice attack category in the ecosystem of social engineering and side-channel attacks,
refers to observing someone’s device screen without permission [?, 85]. Possibly, the reason
behind the existence of shoulder surfing lies in its ease of execution. For example, shoulder
surfing only requires an observer to be close to the victim user and carefully observe the device
content [89]. Shoulder surfed content can be classified into two categories: authentication,
such as passwords or PINs [158], and content, such as photos or text [85, 93, 94]. While both
categories of shoulder surfing have been reported by users, content-based shoulder surfing is
more frequently reported by users [85, 91, 93, 94]. To protect users’ privacy from content-based
shoulder surfing, researchers have proposed several device-based mechanisms that range from
applying a filter over the full screen, such as grayscale [320], to customized content hiding, such
as blackout or crystallise filter [156, 295].

The device-based mechanisms may deliver effectiveness in terms of security and usability,
but they may not be ideal for every user group as every user has their own preferences and needs.
Therefore, applying a one-size-fits-all approach to all users is challenging. This is also evident
from research on user interface design that a one-size-fits-all solution rarely meets the demand
for appreciable user experiences [65]. This signifies the importance of designing mechanisms
that tailor every user group’s needs and preferences. Providing a personalized user experience
while considering users’ personal attributes advocates for users’ tailored privacy. Further, the
literature presents several such examples that provide evidence that personal attributes such as
age, gender, and technical affinity impact users’ privacy-related behaviors [13, 192].

However, the present research lacks an understanding of how personal attributes shape a
user’s preference for protection mechanisms against shoulder surfing which is a frequently oc-
curring incident. Knowing how to build user-centred privacy protection mechanisms targeted at
specific user groups is important to offer adequate protection to users against shoulder surfing.
To address this missing puzzle piece, our first research question is:

RQ1: Protection Mechanisms: What are the existing protection mechanisms against shoulder
surfing?

Following the exploration of available protection mechanisms, the next step is to inform the
design of protection mechanisms. For this, the first step is to understand what properties of
protection mechanisms are important to users. For example, in an interview study, users re-
ported having a mechanism that communicates irrelevant information to the observers so that
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the observer knows that they have been caught shoulder surfing by the user [91]. Therefore, we
assess the properties of mechanisms: ability to alert the user, ability to mitigate the observation,
conveying irrelevant information to the bystander, conveying bystander information, and unno-
ticeable (non-visual) mechanisms. This is important to know for future researchers focusing on
the design of protection mechanisms. This motivates our next research question:

RQ2: Perception of Privacy Protection Mechanisms Against Shoulder Surfing: How do
users perceive different privacy protection mechanisms developed for protection against
shoulder surfing?

The next step towards designing user-centred protection mechanisms is to look into how
users’ personal attributes correlate with their perceptions of specific properties of protection
mechanisms. To this end, our final research question in this investigation is:

RQ3: Personal Attributes & Properties for Protection Mechanisms: Which personal at-
tributes (for example, age, gender, importance for out-of-device privacy) correlate with
properties of protection mechanisms?

To answer the above-listed research questions, we opted for descriptive research that focuses
on already existing protection mechanisms [79, 279]. We conducted a survey of the literature to
answer RQ1 and narrowed down protection mechanisms against content-based shoulder surfing
for smartphones. We then conducted an online survey with a sample from the UK (N=192) to
answer RQ2,3. The questionnaire focused on exploring people’s general perception of those
protection mechanisms and capturing personal attributes that describe our participants, such as
age, gender, importance for out-of-device privacy or affinity for technology.

We found that participants agreed that the presented mechanisms offered privacy protection.
However, they preferred non-digital alternatives, such as covering the screen using their hands,
to device-level protection mechanisms, such as screen visibility filters. Moreover, participants
expressed that they would not go out of their way to install the mechanisms on their devices
if they were not installed by default (sec 6.6.3). Among all mechanism categories, the icon
overlay, which shows an alerting icon on the top of the screen to indicate bystanders, was most
favoured by participants, followed by haptic feedback, physical tangible objects, and adjusting
screen brightness to protect privacy (sec 6.6.4). Further, we found that the general perception of
mechanisms can be categorised into two components: perceived usefulness and personalisation
of privacy protection mechanisms (sec 6.6.5). Participants who viewed out-of-device privacy
as highly important were more likely to prefer and personalise protection mechanisms. Partic-
ipants with a high tendency to engage with technology scored low on the perceived usefulness
of mechanisms but preferred personalisation more. Our findings also showed that there are no
differences in preferences for perceived usefulness and personalisation of mechanisms between
iOS and Android users. Our research presents evidence of how personal attributes such as age
and preferences for privacy play a role in shaping preferences for protection against shoulder



CHAPTER 6. EXPLORING USER PREFERENCES FOR PROTECTION MECHANISMS115

surfing. For example, participants who viewed out-of-device privacy as highly important were
more likely to favour the usefulness and personalisation of protection mechanisms. Moreover,
age did not impact users’ preference and personalisation of mechanisms (sec 6.6.6).Based on the
results, we present design guidelines for developing protection mechanisms to assist developers
and researchers (see section 6.7.2.

Contribution Statement:

1. Literature Survey: We present the results of a survey that narrows down the list of
content-based protection mechanisms against shoulder surfing.

2. User Perception Investigation: We evaluate the users’ perception of protection mecha-
nisms extracted from the literature review to identify the influence of personal attributes
towards preference and design of protection mechanisms.

3. Key Takeaways: Based on the results, we present key takeaways useful for designers and
researchers for building novel mechanisms.

6.2 Background & Related Work

This section synthesises existing research around protection mechanisms for content-based shoul-
der surfing and presents an overview of the role of personal attributes in shaping privacy prefer-
ences.

6.2.1 User-Level & Device-Level Protection Mechanisms

Numerous studies focusing on shoulder surfing have provided evidence for users’ concerns
around shoulder surfing [85, 91, 93, 94]. Studies report that users are concerned about their
and other people’s privacy who’s data is viewed [85]. Users also reported that shoulder surfing
is not just a breach of privacy but also creates negative feelings between the user and the ob-
server [85, 91, 94]. Due to privacy and social concerns arising from shoulder surfing, users opt
for various user-level i.e. manual protection measures such as tilting the device, switching be-
tween apps, or turning off the phone [85,91,94]. Users have also reported using a privacy screen
as a protective measure to safeguard their devices from shoulder surfing [85]. Use of these mea-
sures has been shown as dependent on the relationship between the observer and the user [91].
While these measures provide some basic protection against shoulder surfing, they are limited in
their efficacy as they can only hide the screen content from specific angles [162]. Moreover, the
user also needs to always remain alert to spot potential shoulder surfers and use user-level man-
ual protection measures, which may not always be feasible. Researchers have proposed several
device-level i.e., software-based mechanisms to overcome the limitations of user-level manual
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protection measures and provide an enhanced privacy experience. Such mechanisms include
lowering the screen brightness [320] or replacing the content displayed on the screen with ran-
domly generated content [211]. Researchers have also explored haptic-based mechanisms, such
as device vibrations as a way to alert the user for shoulder surfing [246]. Related work pins down
several similar mechanisms that offer content-specific protection, such as for photos or text [292]
or full-screen protection regardless of content [156]. Despite the huge effort of researchers in
developing novel ways to mitigate shoulder surfing and protect the privacy of users, a holis-
tic list of the proposed protection mechanisms remains unexplored. This is important to know
as it provides evidence of what protection ideas have been developed and evaluated and also
paves the way for further improvement and refinement of those protection mechanisms. Having
this knowledge allows researchers to expand on the existing ideas and research on undiscovered
aspects of mitigating shoulder surfing.

6.2.2 Personal Attributes & Privacy Preferences

Users vary in their needs and preferences for privacy and, therefore, need to be clustered based
on their privacy profiles. One commonly used user profiling method is Westin’s three cate-
gories: unconcerned, fundamentalists, and pragmatists [177]. However, recent work has argued
that Westin’s three categories might not be related to users’ corresponding behaviour [64, 304].
In response to this criticism, Dupree et al. suggested five privacy personas (fundamentalists, lazy
experts, technicians, amateurs, and marginally concerned) [83]. While the method of Dupree et
al. provided an overall picture of user profiles, researchers have also looked at profiling users for
specific topics. For example, for smartphone privacy settings [107], app permissions [189,192],
location sharing [64], or social media privacy behavior [303]. In addition to profiling methods,
researchers have also proposed various scales to capture granular concepts such as preferences
or concerns to improve users’ experience with technology. For example, Internet Users Infor-
mation Privacy Concerns was proposed by Malhotra et al. to capture the privacy concerns of
internet users [199]. Hasan et al. proposed a psychometric scale to capture the importance of
other people’s privacy [128]. For threats that exist outside the device, such as shoulder surfing,
Farzand et al. proposed an out-of-device privacy scale to measure the importance users attribute
towards protecting their information from out-of-device threats [96]. While literature presents
an enormous collection of profiling users based on their privacy preferences, expectations, and
concerns, it remains unclear how these measurements correlate with users’ preferences for pri-
vacy mechanisms.

6.2.3 Research Gap

Extensive research has been carried out exploring ways to mitigate shoulder surfing in the daily
lives of users [156, 211, 320]. However, the one-size-fits-all approach cannot be applied due to
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individual differences. To this end, we explore how personal attributes shape a user’s preference
for protection mechanisms against shoulder surfing.

6.3 Stage 1: Collecting Content-Based Protection Mechanisms
against Shoulder Surfing

This section describes conducting the systematic literature review to answer RQ1. Our search
methodology was as follows:

1) Keywords and Search Space: Two researchers from the field of Usable Security & Privacy
discussed the keywords to perform the search and finalized the search query: [All: "shoulder
surfing"] OR [All: "shoulder surfing attack*"] OR [All: "shoulder-surfing attack*"] AND [E-
Publication Date: (01/01/1999 TO *)]. For the search space, we selected the top 10 venues in
"Human-Computer Interaction" and the top 10 in "Computers Security & Cryptography" ac-
cording to Google Scholar’s ranking system (date assessed: July 2024). We selected the time
frame of research publication after 1999 as 1999 is the year when one of the most influential
human-centred security papers was published [6].

2) Exclusion Criteria: From the search results, we excluded a paper if it did not include the key-
words in the full text. We also excluded a paper if it was a poster, a survey or a literature review
paper. Further, we excluded a paper that presented an authentication-based mechanism as this
paper focuses on mechanisms for content (such as text or photos) or targets a device other than
a smartphone or a tablet. We included tablets as smartphones and tablets follow similar design
principles. The main search resulted in five papers.

3) Forward and Backward Search: For each paper identified in Step 2, we performed a back-
wards and forward search to identify relevant papers published elsewhere. This was done to
ensure a broad coverage of research contributions in content-based shoulder surfing protection
mechanisms. We then reapplied the exclusion criteria to the papers from the forward and back-
ward search. Nine papers were identified through forward and backward search. Table 6.1
presents an overview of the search results.

4) Extraction of Mechanisms: For each of the papers identified from the main search and
extended search, we extracted the protection mechanisms. A total of 27 mechanisms were ex-
tracted.
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Computers & Security Top 10 Venues

Venue Resulted Papers Selected Papers
1 IEEE Symposium on Security and Privacy 30 0
2 USENIX Security Symposium 35 2
3 IEEE Transactions on Information Forensics and Security 30 0
4 Computers & Security 48 0
5 ACM Symposium on Computer and Communications Security 32 0
6 Network and Distributed System Security Symposium (NDSS) 4 0
7 IEEE Transactions on Dependable and Secure Computing 18 0
8 Journal of Information Security and Applications 22 0
9 International Conference on Theory and Applications of Cryptographic Techniques (EUROCRYPT) 0 0

10 international Cryptology Conference (CRYPTO) 0 0

Total 219 2

HCI Top 10 Venues

Venue Resulted Papers Selected Papers
1 Computer Human Interaction (CHI) 102 2
2 Proceedings of the ACM on Human-Computer Interaction 9 0
3 International Journal of Human-Computer Studies 10 0
4 International Journal of Human-Computer Interaction 12 0
5 IEEE Transactions on Affective Computing 0 0
6 Behaviour & Information Technology 7 0
7 Virtual Reality 18 0
8 Proceedings of the ACM on Interactive, Mobile, Wearable and Ubiquitous Technologies 20 0
9 International Journal of Interactive Mobile Technologies 26 1

10 ACM/IEEE International Conference on Human Robot Interaction 0 0

Total 204 3

Forward & Backward Search (N=5) 262 9

Table 6.1: The Table shows the results of the systematic literature review conducted on the top
10 venues in HCI and Computer Security according to Google Scholar (accessed: July 2024).
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6.4 Stage 2: Categorisation of Mechanisms

After identifying the mechanisms against shoulder surfing in the literature, the next step was
categorising them into groups. This section explains our rationale and categorisation strategy
for the mechanisms.

6.4.1 Categorisation Strategy

In this stage, we categorised the mechanisms resulting from Stage 6.3 based on how the infor-
mation is displayed on the screen. For this, one researcher extracted all mechanisms proposed
in each of the papers along with their pictorial representations and descriptions. Then, the re-
searcher identified commonalities in the design of information presentation in the presence of
a shoulder surfer. Mechanisms with similar designs were grouped under one category. This
resulted in a total of ten mechanism categories. Table 6.2 presents each mechanism’s categorisa-
tion and source. A group description for each of the mechanism categories was then formulated.
Next, two researchers reviewed the categorisation and the group descriptions, and any disagree-
ments were resolved in a meeting. The categorisation and descriptions were revised based on
the discussion. Next, we created videos of all mechanisms showcasing their functionality and
included them as a group mechanism in the survey. To ensure an accurate reflection of each
mechanism, we first checked for if a video representation of the mechanism had been made
available by the researchers. If it was available, we used the respective mechanism video. In
case a video was not available, we relied on the information available in the paper to develop
a video prototype. This ensured that participants received a complete and accurate idea of all
mechanisms in each category.

6.5 Stage 3: Data Collection

After identifying and categorising the protection mechanisms in the literature, our next step
was to develop a questionnaire and collect data. This section details our methodology and data
analysis and presents the questionnaire’s results.

6.5.1 Questionnaire Design

Our goal was to collect user preferences for protection mechanisms against content-based shoul-
der surfing. To collect data from a large and diverse population, we developed an online ques-
tionnaire on Qualtrics [237]. The questionnaire comprised of the following components:

1. Information Sheet & Consent: Before beginning the questionnaire, we presented partic-
ipants with an information sheet detailing the aim and required tasks for the completion
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Mechanism Category Description Source

Display Color Change a mechanism that changes the display into a monochrome combi-
nation of black and white upon the detection of bystanders

[320]

Screen Brightness a mechanism that lowers the screen brightness to make the content
less visible from a distance

[52, 187, 316, 320]

Selective Visibility a mechanism that offers a selective viewing experience by making
the part the user gazes at visible while making the rest invisible to
the human eye

[156, 295, 320]

Distortion a mechanism that obfuscates the image into small pixels [156, 283, 285, 292, 320]
Blurry a mechanism that makes the device screen unclear, reducing the

sharpness of the display
[70, 285, 292]

Replacement by Protective Text A mechanism that replaces the content of the device screen by ran-
domly generated unmeaningful text is activated.

[211]

Replacement by Meaningful Text a mechanism replaces the content of the device screen with ran-
domly generated meaningful text

[156]

Physical Tangible Component a mechanism that relies on physical components, i.e. external to
the device screen itself, not involving rendering on display - is acti-
vated, such as an LED light, which is an external part of the device
but not the screen display.

[246]

Icon Overlay an icon-like mechanism that is placed on the top of the screen to
indicate bystanders

[246]

Haptic A mechanism that relates to the sense of touch is activated. In the
case of shoulder surfing, the user will be alerted through phone
vibrations

[246]

Combination A mechanism that combines multiple features into one mechanism
is activated upon the detection of a shoulder surfer. For example, it
adjusts font size, color scheme, and screen brightness - all of them
together.

[184, 239]

Table 6.2: The Table shows an overview of the ten mechanism categories derived from literature.

of the study. We presented the participants with information on shoulder surfing with
a detailed description and pictorial representation. The participants were then asked to
electronically sign the consent form and confirm they were aged 18+ if they wished to
proceed.

2. Demographics: We asked our participants to indicate their age, gender, education, em-
ployment status, daily usage of smartphones (in hours), and the smartphone OS they used.

3. Importance for Privacy: Privacy preferences were captured through collecting impor-
tance for out-of-device privacy [96]. The out-of-device privacy scale captures the im-
portance an individual attributes towards protecting their information from out-of-device
threats. This contrasts online information privacy concerns captured through scales such
as IUIPC [199], which specifically focus on online information. Since shoulder surfing
is one of the out-of-device threats, we selected ODPS to capture users’ importance of
privacy.

4. Familiarisation with Technology: To assess users’ tendency to actively engage in or
avoid intensive technology interaction, we used Affinity for Technology Scale [105].

5. Mechanism-Related Questions: Each mechanism category was first introduced with a
description and video representation of all mechanisms that fall under the mechanism
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category. Participants were asked to focus on the presentation of the information in the
presence of a shoulder surfer and then answer the follow-up questions. In the follow-up
questions, we asked participants questions around (1) use, (2) importance, (3) protection,
(4) preference for the mechanism or similar digital alternative, and (5) preference for a
non-digital alternative in comparison to the presented mechanism. Each question was
presented on a 7-point Likert scale (1=strongly disagree to 7=strongly agree).

6. General Items: In addition to mechanism-specific questions, we also asked participants
questions about (1) perceived usefulness and (2) trust in privacy protection mechanisms.
Each question was presented on a 7-point Likert scale (1=strongly disagree to 7=strongly
agree).

6.5.2 Pilot Study

The questionnaire was first internally tested by N=7 experts with expertise in different domains
under human-computer interaction. Experts provided feedback mainly around the wording of
questions. Following the feedback from experts, it was then tested externally with N=10 partic-
ipants recruited through Prolific. Participants were asked to report any issues related to under-
standing the questions or playing the videos in an open-ended question. They were also asked
to indicate their browser-in-use to understand if playing the videos was an issue specific to a
browser. Participants did not experience any issues in playing the videos. However, a few par-
ticipants mentioned some ambiguities in the checks we had placed to ensure video watching.
The questions were improved based on participants’ feedback. All participants were compen-
sated as per Prolific’s recommendation. Overall, pilot testing with experts and with the target
audience ensured that our study was focused on the research questions and was precisely under-
stood by the general audience.

6.5.3 Ethical Considerations

Our study was approved by the Ethics Committee at our institute. The study started with pre-
senting an information sheet to participants detailing the study’s aim, data collection, data usage,
and data protection. We then presented them with a consent form to electronically sign if they
wished to proceed. Participants had to be above the age of 18 to be eligible to participate in the
study. We also turned off recording all respondents’ IP addresses and location data collected
through Qualtrics. To preserve anonymity, we deleted the Prolific’s IDs after compensating all
participants. Participants were compensated £8.08 per hour for their time and participation.
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6.5.4 Data Quality Checks

Online data collection brings the advantage of collecting data from a large and diverse sample.
However, it also brings the challenge of ensuring good-quality data collection. For this purpose,
we undertook various measures such as (1) multiple attention checks in the questionnaire to
check if participants were paying attention. We used the following attention check:

Research shows that some participants in online studies do not pay attention. Please help us

monitoring the quality of our study results by answering this question with somewhat disagree.

(2) We used comprehension checks to ensure that the participant had correctly understood
the terminology and topic under investigation. In case of incorrect answers, participants were
allowed to reread the information provided and then answer the questions again. As part of
comprehension checks, participants were asked to indicate if the following statements were true
or false:

(a) Shoulder surfing refers to observing someone’s device screen without permission. Please

indicate if this statement is true or false. (b) To perform a shoulder surfing attack, one must be

close to the device screen being observed. Please indicate if this statement is true or false.

(3) To ensure that participants viewed all videos in each mechanism category, we asked an
additional question after the videos were showcased related to the content shown in the videos.
If participants answered incorrectly, they were not allowed to proceed but were asked to rewatch
the videos and re-answer the questions. An example of such a question is

The above videos show examples of screen brightness for ....

Participants could then choose between (i) text messages only, (ii) text messages, chart vi-
sualisation, and photos, and (iii) text messages and photos based on the content shown in the
videos. (4) Finally, we utilised the feature of bot detection provided by Qualtrics to avoid
unwanted submissions.

6.6 Results

The goal of this study is to understand user Personalisation mechanisms against shoulder surfing.
In this section, we present the results of user preferences for ten protection mechanism categories
evaluated with a UK-based population.
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6.6.1 Recruitment & Participants

We recruited N=226 participants from the UK through Prolific. Twenty-five participants’ data
was removed as they failed to pass the attention checks. On average, participants took 25 minutes
to complete the questionnaire (sd=11.20). Participants who took less than half the average time
were removed from the analysis (N=9). No submission was marked as a bot submission. Out of
the remaining N=192 participants, N=93 self-identified as man, N=95 as woman, N=3 as non-
binary, and one participant preferred not to say. Participants’ mean age was 42.78 (sd=13.94,
min=18, max=78). More than half of the participants were employed full-time (N=103), N=34
were employed part-time, and N=20 were unemployed. Fourteen participants were retired, N=9
homemakers, and N=8 were students. Most participants held a 4-year degree (N=61) or a pro-
fessional degree (N=42), followed by some college (N=40). Twenty-nine participants were high
school graduates, N=10 held two-year degrees, and a few (N=5) had doctorates or had education
less than high school. Most participants (N=96) reported to spend between 2 and 5 hours per day
interacting with smartphones. A majority of participants (N=44) spent less than 2 hours, N=33
spent between 5 and 7 and a small group (N=19) spent more than 7 hours per day interacting
with smartphones. A vast majority of participants were Android smartphone users (N=113),
while N=79 participants were iOS users.

6.6.2 Experience with Shoulder Surfing

More than half of the participants agreed that they had been shoulder surfed (N=113), while
a large group of participants could not recall (N=57), and a small group of participants dis-
agreed (N=22). When eliciting the specific role in a shoulder surfing situation, almost half of
the participants agreed that they experienced shoulder surfing as a victim and also as an ob-
server (N=80). Some participants shared they had shoulder-surfed someone (N=44), they were
shoulder-surfed by someone (N=39), and a few participants preferred not to answer (N=29).
Thirty-six participants recalled having the latest experience of shoulder surfing in the last six
months, N=35 participants never had an experience, N=30 experienced in the last few days,
followed by more than a year ago (N=27) and in the last three months (N=26). Twenty-three
participants experienced it last month, and N=15 experienced it a few weeks ago. Almost all
participants (N=175) held the opinion that they are responsible for protection against shoulder
surfing, and a few (N=13) expressed that both the manufacturer and the user are responsible for
protecting against it. Only a few participants felt that the device manufacturer was responsible
for protection against shoulder surfing (N=3).

6.6.3 Perceptions of Protection Mechanisms

Overall Perception: Overall, our participants slightly agreed that the mechanisms would help
in protecting their privacy (protection.median= 5, st dev=1.66, mean=4.34), but they also held



CHAPTER 6. EXPLORING USER PREFERENCES FOR PROTECTION MECHANISMS124

the opinion that they would prefer having non-digital alternatives than the presented mechanisms
(alternate.median= 5, st dev=1.64, mean=4.76). When enquired about if participants would use
the mechanism, would like to have it installed on their phone, or if not installed, then they would
install it or look for an alternate, participants slightly disagreed (availability.median = 3, st dev
=1.78, mean=3.26). Participants held similar views regarding whether they would like to use the
protection mechanisms (use.median=3, st dev=1.82, mean=3.5) and if it’s important for them to
have the mechanism installed on their devices (own.median=3, st dev=1.74, mean=3.35).

When comparing individual mechanisms, our participants somewhat agreed that they would
prefer non-digital alternatives to all the presented mechanisms, such as covering the screen
using their hands (alternate.median= 5). Participants disagreed or somewhat agreed with in-
stalling the mechanism on their phones if not installed by default for all mechanisms except
haptic and icon overlay, where participants were found to be neutral (availability.median = 4).
Similar views were seen when asked if participants would prefer installing the mechanism and
working on their devices. Most mechanisms were not favoured, and participants disagreed or
somewhat disagreed except for icon overlay and haptic, where participants were found to be
neutral (own.median = 4). Participants expressed agreement for using icon overlay to protect
their privacy (use.median=5), whereas they were found to be neutral for tangible and haptic
(own.median=4) and disagreed for all the rest of the mechanisms (use.median=3-2).

Similarities & Differences between Mechanisms: We next analysed the distance between
mechanisms to see if mechanisms were perceived as similar or different. For this, we calcu-
lated Euclidean distance (d) between all mechanisms’ mean responses. The smallest distance
(d=11.221) was seen between replacement by meaningful text and combination mechanisms.
Similarly, smaller distances were observed between distortion, selective visibility, replacement
by meaningful text, replacement by protective text, and combination (12.207 < d < 12.787). On
the contrary, the largest distance was observed between display colour change and icon overlay
(d=22.631). Distances close to each other indicate that mechanisms were perceived similarly,
whereas larger distances indicate that the perception of mechanisms differed greatly. Table 6.4
presents the detailed results.

6.6.4 Ranking of Mechanisms

Figure 6.2 shows participants’ ranking of the ten mechanism categories. Icon overlay was
most favoured (median=4), followed by haptic, physical tangible, and screen brightness (me-
dian=5). All remaining mechanisms, including baseline (i.e. no protection mechanisms), were
least preferred by participants ( 6 < median < 7 ). A Friedman test found significant differences
between the ranking of mechanisms (x2 (10) =102.063, p < 0.001). Pairwise comparisons were
performed with a Bonferroni correction for multiple comparisons. Rankings were statistically
significant between different mechanisms. Post hoc analysis revealed significant differences be-
tween (1) icon overlay and distortion, selective visibility, combination, display color change, re-
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Figure 6.1: The Figure shows participants’ feedback on each protection mechanism category.
Participants could select from a 7-point Likert scale ranging from strongly disagree (1) to
strongly agree (7).
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Figure 6.2: The figure shows the ranking of protection mechanism categories.

placement by protective text, replacement by meaningful text, and baseline (no protection), (2)
physical tangible and replacement by meaningful text and baseline (no protection), (3) haptic
and combination, display colour change, replacement by protective text, replacement by mean-
ingful text and baseline (no protection), and (4) icon overlay and distortion, selective visibility,
combination, display color change, replacement by protective text, replacement by meaningful
text and baseline (no protection).

6.6.5 General Perception of Mechanisms

After assessing the presented mechanisms, we looked into the overall perception of protection
mechanisms by asking questions about (1) Personalisation and (2) Perceived Usefulness.

Participants agreed that an understanding of these mechanisms to protect their privacy was
easy (median=6). Participants also somewhat agreed (median =5) that protecting text and photos
from shoulder surfing was important to them. They also felt that they would be more comfort-
able using their smartphones in public if the mechanisms were installed on their phones, which
would help safeguard their privacy (median =5). Participants also expressed trust in mechanisms
for protecting their privacy, and having access to mechanisms would make them consider more
about their privacy and be aware of their surroundings (median =5). They would prefer having
mechanisms on their phone rather than none, and the presented mechanisms better protect their
privacy than purely non-digital alternatives such as covering my hands (median =5). Partici-
pants also felt that having a mechanism that only alerts them about shoulder surfing is sufficient
for them (median =5). Participants were found to be neutral that the mechanism must convey
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Statements Median Mean Standard Deviation

Protecting text and photos from shoulder surfing is important to me. 5 4.62 1.63
I would feel more comfortable using my smartphone in public if it
has privacy protection mechanisms.

5 4.61 1.62

Having protection mechanisms will safeguard my privacy. 5 5.20 1.32
Understanding how these mechanisms protect my privacy is easy. 6 5.53 1.28
I trust the presented mechanisms to protect my privacy from shoul-
der surfing.

5 4.55 1.43

Having these mechanisms makes me aware of my surroundings 5 5.11 1.26
Having access to the mechanisms described above makes me con-
sider using them to protect my privacy.

5 4.62 1.68

I prefer using the presented mechanisms rather than having none to
protect my device from shoulder surfing.

5 4.37 1.73

The presented privacy mechanisms better protect my privacy from
shoulder surfing than non-digital alternatives, such as covering the
screen using my hands or screen cover.

5 4.51 1.57

Having a mechanism that only alerts me about shoulder surfing is
sufficient for me.

5 4.89 1.38

The protection mechanism must convey irrelevant information
(such as random unmeaningful text) to the observer to let them
know they have invaded my personal space.

4 3.91 1.62

A protection mechanism that covers the entire display is suitable
for me.

4 4.09 1.61

The protection mechanism should tell about who the observer is as
well.

4 3.80 1.50

The observer should not know that I have a protection mechanism. 4 4.29 1.68

Table 6.3: The Table shows the overall perception of protection mechanisms (general)

irrelevant information to the observer to let them know they have invaded their personal space
(median =4). Furthermore, they also held a neutral opinion that the protection mechanism should
tell about who the observer is, but simultaneously, the mechanism should not let the observer
know that the user has a mechanism activated on their phones (median =4). Lastly, participants
were also neutral on having a mechanism that covers the entire display (median =4). Table 6.3
shows the descriptive results for participants’ perspectives on general mechanisms.

We then conducted a principal component analysis to determine if multiple privacy items
are related to the same factors. A principle component analysis with oblique promax rotation
resulted in three factors, one of which had only two items loaded onto it. A visual inspection

Selective Visibility Screen Brightness Display Color Change Distortion Haptic Icon Overlay Tangible Rep. by Protective Text Rep. by Meaningful Text

Screen Brightness 14.78
Display Color
Change

15.949 16.664

Distortion 12.787 14.72 16.773
Haptic 16.506 19.256 20.254 15.729
Icon Overlay 17.084 18.753 22.631 16.465 14.319
Tangible 16.302 18.654 19.406 17.128 15.191 14.564
Rep. by Protec-
tive Text

15.039 17.678 19.507 14.165 16.034 16.2 17.401

Rep. by Meaning-
ful Text

14.22 16.072 15.687 12.549 16.08 16.62 15.78 12.311

Combination 13.022 14.969 16.731 12.207 15.623 16.204 15.473 13.492 11.221

Table 6.4: Distances between Mechanisms indicating similarities and differences
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of the scree plot also suggested factors between two or three. Before finalising the solution, we
calculated reliability using Cronbach’s alpha, which resulted in poor reliability for the third fac-
tor (which had only two items). Further, considering the best principles and recommendations
around dimension reduction, we explored two-factor solutions. The two-factor solution resulted
in an improved, simple solution. We then again checked for reliability, and in the case of a
two-factor solution, appreciable reliability was achieved for both factors (> 0.70). We named
the factors "Perceived Usefulness" (α = 0.797) and "Personalisation" (α = 0.876). Perceived
usefulness represents if users do prefer having the mechanism to protect from shoulder surfing.
Next to determining if the participants want a mechanism, the component "Personalisation" cap-
tures how the user wants the mechanism to be that is tailored to their preferred personalisation.

Table 6.5 presents the results of the two-factor solution of principle component analysis.

6.6.6 Correlation between Personal Attributes & Perception of Protection
Mechanisms

Out-of-Device Privacy Scale: First, we analysed the reliability of Out-of-Device Privacy Scale
which resulted in optimum reliability (α = 0.918). Next, we analysed the link between ODPS
and components of protection mechanisms. There was a strong positive association between
ODPS and Personalisation, which was statistically significant (τ = 0.549, p < 0.001). ODPS
had a weak positive association with Perceived Usefulness, which was statistically significant (τ
= 0.300, = p < 0.001).

Affinity for Technology Interaction: Acceptable internal consistency was observed across
the dataset of Affinity for Technology Interaction scale (α = 0.891). There was a strong positive
correlation between Personalisation and ATI (τ =0.105, p = 0.037), but a weak association was
observed with Perceived Usefulness which was not found to be statistically significant (τ =
.109, p = 0.032). This shows that users with high ATI scores prefer mechanisms that raise
Personalisation, but the ATI score does not impact Perceived Usefulness.

Age: All participants shared a similar out-of-device privacy scale (ODPS) score regardless
of the age group. Participants between the ages of 18 and 30 had a median score of 5.11 for
Out-of-Device Privacy; participants between the ages of 31 and 60 also had a median score
of 5.11, and participants between the ages of 61 and 78 had a median score of 5.17. Next,
we calculated Kendall’s tau correlation to test the relationship between ODPS and age. The
results showed a weak correlation (τ =0.028) but were not found to be significant (p=0.566).
We next compared age with Personalisation (τ=0.030, p=0.545) and Perceived Usefulness (τ=-
0.037, p=0.457) but did not observe significant differences. This shows that age does not play
a part in forming preferences for protection mechanisms and neither in the level of concern for
out-of-device privacy.

Gender: Table 6.6 presents a descriptive summary of participants’ perceptions of general
privacy mechanisms. The mean responses for both components of general privacy mechanisms
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Loadings

Having a mechanism that only alerts me about shoulder
surfing is sufficient for me

-0.708 0.847

Having protection mechanisms will safeguard my privacy 0.809
Understanding how these mechanisms protect my privacy
is easy

0.78

I trust the presented mechanisms to protect my privacy
from shoulder surfing

0.717

Having these mechanisms makes me aware of my sur-
roundings

0.609
Percieved Usefulness

The presented privacy mechanisms better protect my pri-
vacy from shoulder surfing than non-digital alternatives,
such as covering the screen using my hands or screen
cover

0.415 0.426

The protection mechanism must convey irrelevant infor-
mation (such as random unmeaningful text) to the ob-
server to let them know they have invaded my personal
space.

0.763

Protecting text and photos from shoulder surfing is impor-
tant to me.

0.711

A protection mechanism that covers the entire display is
suitable for me.

0.709

I prefer using the presented mechanisms rather than hav-
ing none to protect my device from shoulder surfing.

0.681

I would feel more comfortable using my smartphone in
public if it has privacy protection mechanisms.

0.678

The protection mechanism should tell about who the ob-
server is as well.

0.617
Personalisation

Having access to the mechanisms described above makes
me consider using them to protect my privacy.

0.549 0.431

The observer should not know that I have a protection
mechanism.

Table 6.5: The Table shows the result of the Principle Component Analysis representing com-
ponents structure. The statement highlighted in red was removed as it did not load sufficiently
high (> 0.30).
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Personalisation Perceived Usefulness

gender n mean st dev median mean st dev median
man 93 4.16 1.27 4.14 4.94 1.01 5.17
woman 95 4.43 1.19 4.43 4.99 0.94 5
prefer not to
say

1 4.71 - - 5.5 - -

non-binary 3 3.38 1.39 3.71 4.78 1.17 4.67

Table 6.6: The Table shows Participants’ perception of general privacy mechanisms in relation
to their gender.

were found to be close between male and female subsets. We compared the subset of male and
female responses for the two components of general privacy mechanisms. We found Kendal
Tau’s correlation for Personalisation (τ = 0.020, p = 0.782) and for Perceived Usefulness (τ =
0.036, p = 0.630). None of the correlations was found to be significant. This shows that there
are no differences in preferences among users based on gender.

Device Operating System: Among our sample, N=79 participants were iOS users, while
most were Android users (N=113). We then assessed the relationship between the use of smart-
phone OS and components of general privacy protection mechanisms. We observed a negative
association between iOS and Android users for Personalisation, but it was not found to be sig-
nificant (τ = -0.030, p =.702). On the contrary, no correlation was found between Android and
iOS users for Perceived Usefulness (τ = 0, p=.997).

6.7 Discussion

Our goal was to assess the role of personal attributes in forming preferences for privacy protec-
tion mechanisms against shoulder surfing. In this section, we discuss key takeaways based on
the results and propose future work directions.

6.7.1 Privacy Mechanisms for General Population

Overall, our participants agreed that the presented mechanisms would offer protection, but they
also expressed that they would prefer non-digital alternatives as opposed to device-based mech-
anisms. Participants also shared that they would not go out of their way to have the mecha-
nism installed on their devices except for icon overlay or haptics. This shows that mechanisms
should be available by default, and the user should not have to search or install mechanisms.
Holistically, users perceived the understanding of how the protection mechanisms functioned
as easy. Despite the easy understanding of the mechanisms’ functionality, participants gener-
ally favoured icon overlay, haptic, and tangible mechanisms among all mechanisms. Echoing
previous work, this finding shows that participants are more inclined towards alerting and un-
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obtrusive mechanisms than mitigation mechanisms [91, 94]. This indicates that future design of
protection mechanisms should consider mechanisms similar to icon overlay, haptics, or tangible
mechanisms.

6.7.2 Key Takeaways

• Design Equity regardless of Smartphone OS: Android and iOS are the two popular
operating systems with different ecosystems. Research on privacy concerns of iOS and
Android users reveals that none of the architectures is a winner regarding privacy [171].
Similar to other privacy concerns, we did not observe differences between iOS and An-
droid users for perceived usefulness and personalisation of protection mechanisms against
shoulder surfing. Based on this, designers can develop mechanisms without considering
the smartphone OS specifications or target audience.

• Age-Independent Mechanisms: Level of privacy concerns change as we move
across different age groups, for example, young adults are often seen as engaging more in
privacy-protective behaviours while older adults are seen as concerned for other individ-
uals [153]. However, in our study, we observed that age does not play a part in forming
preferences for perceived usefulness and personalisation of mechanisms. This shows that
while designing mechanisms, age does not play the role of a confounding variable.

• User-Tailored Privacy: Our results showed a positive and significant correlation
between the Out-of-Device Privacy score and perceived usefulness and personalisation.
This shows that researchers should incorporate user-tailored privacy, which recommends
analysing user privacy profiles and then recommending privacy solutions. This finding
echoes prior work that advocates for user-tailored privacy [168, 169].

• Increased Personalisation with Increased Affinity for Technology Interaction:
In our study, users that had a high tendency to engage with technology-preferred mech-
anisms preferred personalization of mechanisms [105]. This shows that tech-savvy users
prefer mechanisms that they can adjust and modify according to their preferences. This
trend is also seen in tangible privacy research that provides evidence that users with a high
affinity for technology interaction prefer tangible mechanisms [73].

• Importance of the Out-of-Device Privacy: Users with high ODPS scores preferred
usefulness and personalisation of privacy protection and vice versa. This shows that peo-
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ple who are highly concerned about their out-of-device privacy would need privacy pro-
tection more than people with low importance for out-of-device privacy [96]. This finding
resonates with profiling users based on their privacy profiles [202].

• Designing Discrete Mechanisms: Among all mechanism categories presented to
participants, participants favoured discreet mechanisms the most especially icon overlay
followed by haptic and tangible. This aligns with previous work that reported that users
prefer unobtrusive and alerting mechanisms [91, 94].

6.7.3 Future Work

In this paper, we explored how personal attributes such as gender, affinity for technology, or
importance for out-of-device threats impact user preferences for protection mechanisms against
shoulder surfing. The next step in this direction invites researchers to validate the relationship
findings by running studies in the wild. Running studies in the wild would also help to over-
come the potential presence of privacy paradox in users’ responses. Further, the results of our
study showed that overall, participants mainly preferred icon overlay, haptic, and tangible mech-
anisms. Considering users’ preferences, another future research direction is to explore how the
current design of icon overlay, haptic, and tangible can be improved to offer an improved pri-
vacy experience. Some interesting research directions to explore include what information can
be conveyed to the user about the bystander through these mechanisms and how these mecha-
nisms impact user experience. For example, in the case of haptics, the vibration pattern has to
be different from the standard vibration pattern so that the user can distinguish between gen-
eral notifications and bystander alert notifications. This becomes more complicated when users
have customised vibrations for different notification types. In such cases, it can be hard for the
user to keep track and remain aware of which vibration format conveys that information. In the
case of tangible mechanisms, this mechanism category can be further expanded by including
phone accessories (for example, phone covers) as bystander alert mechanisms. Prior work has
investigated using tangible items for authentication and shown promising results [201]; explor-
ing phone accessories as tangible mechanisms for communicating with bystanders might reveal
interesting results as well.

6.8 Conclusion

In this paper, we aimed to explore correlations between personal attributes and preferences for
protection mechanisms against content-based shoulder surfing. For this, we first identified ex-
isting protection mechanisms through a systematic literature review. We then categorised them
based on design similarities. We then presented the mechanism categories to 192 participants
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and inquired about their preferences. Our results showed that users agree that the presented
mechanisms assist in protecting their privacy but they would prefer using non-digital alterna-
tives such as using the hand to cover the screen. Moreover, among the mechanisms, participants
mainly preferred icon overlay. We also found that no significant differences exist in prefer-
ences between male and female iOS and Android users. Based on the results, we present design
guidelines to support the design of future protection mechanisms.



 
VII 



Chapter 7

Final Reflections

"Great things are not done by impulse, but by a series of small things brought together."

— Vincent Van Gogh

This thesis made the following statement at the beginning of Chapter 1:

This thesis develops an understanding of shoulder surfing - an everyday life privacy violation

and presents a user-centred approach to safeguard users’ privacy from shoulder surfing. Cate-

gorising users to offer personalised experiences while understanding the needs of specific user

groups is a well-established approach in the literature. This thesis presents a novel psycho-

metric scale instrument to cluster users based on their privacy profiles and the importance of

protection against out-of-device threats. It first categorises social engineering and side chan-

nel attacks on mobile devices based on attack resources. Using the categorisation, it identifies

shoulder surfing as a novice attack that exclusively relies on human capabilities, manual tools,

and basic hardware tools. Then, an exploration study of shoulder surfing in users’ daily lives is

conducted. It then highlights the need to address shoulder surfing by conducting an assessment

of the impact of shoulder surfing through the eyes of the victims. This thesis proposes and de-

velops a scientific instrument based on empirical investigations to cluster users based on their

privacy profiles. This thesis concludes with investigations on exploring correlations between

users’ personal attributes and preferences for privacy protections against shoulder surfing, ex-

ploring correlations to inform the design of protection mechanisms.

In the previous chapters (Chapters 2-6), research work was presented to answer the five
Research Questions. Each of the research questions was answered in the individual chapters.
Table 7.1 provides an overview of where each RQ is answered.
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RQ # Research Question Statement Chapter # Thesis Section Publication #

RQ1 Where does shoulder surfing fit in the ecosystem of so-
cial engineering and side channel attacks?

2 Section 2.6 1

RQ2 How is a user’s privacy violated through shoulder surf-
ing in the real world on a day-to-day basis?

3 Section 3.5 2

RQ3 How does shoulder surfing impact victims’ social and
device interaction?

4 Section 4.4 3

RQ4 How can we measure users’ privacy perceptions in the
context of shoulder surfing?

5 Section 5.5 4

RQ5 How can the design of technical protections against
shoulder surfing be informed to reflect users’ privacy
profiles?

6 Section 6.7.2 5

Table 7.1: An Overview of Research Questions answered individually in each chapter.

7.1 Reflecting on the Findings

Among the plethora of social engineering and side-channel attacks, shoulder surfing is a " novice
attack " that does not require sophisticated setup or expert resources to invade a user’s privacy.
Shoulder surfing only requires being close in distance to the victim user and utilising the human
capability of making observations to uncover the device content. Due to the low-effort require-
ment of shoulder surfing, it can be easily executed on a large scale. Further, because shoulder
surfing does not require any sophisticated setup and expertise, it can happen anywhere – public
or private environments – by anyone – known or unknown. However, shoulder surfing is fre-
quently experienced in public transport, and smartphones are the most shoulder-surfed devices.
It can reveal authentication-based information (such as PINs or passwords) and content-based
information (such as text messages or photos), while content-based shoulder surfing is more fre-
quently reported. While we have advanced mechanisms for protecting PINs and passwords, such
as biometrics, device content, such as text and photos, are still vulnerable to shoulder surfing.

The findings of this thesis present evidence that shoulder surfing impacts different victim
users differently and is seen as unavoidable and frequently occurring. Moreover, shoulder surf-
ing is seen as the stepping stone to other threats, such as identity or device theft. This makes
shoulder surfing a further serious concern as it does not stop the harm on one level, but is also
seen as leading to more harm. This makes addressing and mitigating shoulder surfing highly
critical. To protect privacy against shoulder surfing, users are willing to use software-based
mechanisms; however, the pre-conditions such as effectiveness, reliability, availability, and fi-
nancial cost are among the various consideration factors voiced by users. These factors show
that designing a mechanism alone is insufficient; researchers should also consider other factors
that may impact users’ willingness to use a protection mechanism. Along with the mechanism,
researchers must also think about communicating its efficacy, reliability, and financial cost to
users. Consideration of these factors also means that users may again be divided into different
groups based on what they perceive as acceptable vs not.
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Since the impact and perception of shoulder surfing are highly individual, a psychometric
scale instrument is a valuable contribution to scientific knowledge that helps to group users based
on their privacy profiles. This is necessary to offer users a personalised, privacy-protected expe-
rience against shoulder surfing. Using the scale in combination with users’ personal attributes
such as age, we explore correlations between personal attributes of users and preferences for
protection mechanisms to assist in uncovering how user’s personal profile, which includes age,
smartphone OS, privacy preferences, affinity with technology and similar can reflect and inform
the design of protection mechanisms. Such guidelines help to design mechanisms that would
suit the needs and preferences of specific user groups.

7.2 Contributions

This thesis makes five fundamental contributions: (1) conceptual, (2) empirical, (3) theoretical,
(4) methodological, and (5) design guidelines. We discuss the contributions below:

7.2.1 Conceptual Contributions:

We present a categorisation of social engineering and side channel attacks based on the attack
resources (chapter 2). The categorisation guide can be used to evaluate novel attacks, and in
doing so, we can estimate the share of the population capable of executing a particular attack,
which would indicate the ubiquity of the attack. The categorisation is an evaluation tool for

existing and novel attacks to help researchers develop effective protection solutions.

7.2.2 Empirical Contributions:

This thesis contributes an in-depth investigation of shoulder surfing in the daily lives of users
(chapter 3). Through a month-long diary study with 23 participants, we present evidence that
content-based shoulder surfing, i.e. text and photos, happens more frequently than authentication-
based information such as PINs or passwords. Users experience shoulder surfing in public and
private environments. It most frequently occurs in public transport and during evening and
nighttime. Anyone, related or unrelated, could be a shoulder surfer. Smartphones are the most
shoulder-surfed devices. Moreover, shoulder surfing is not only seen as a privacy invasion but
is also perceived as wasting the victim’s device interaction time. On the whole, empirical find-

ings inform security and privacy researchers of the potential frequently occurring locations and

contexts of shoulder surfing where users’ privacy is likely to be violated.

7.2.3 Theoretical Contributions:

After discovering the occurrences of shoulder surfing, in Chapter 4, we present a microscopic
view of the impact of shoulder surfing on victims of shoulder surfing towards privacy perceptions
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and willingness to use smartphones and their social interaction. The research bridges the gap
between investigations of episodes of shoulder surfing in the wild and the need for privacy
protection methods. Our findings show that the perception of shoulder surfing differs from
one user to another. Moreover, shoulder surfing is seen as unavoidable and frequently occurring,
leading to increased time for task completion. Users are concerned not only for their own privacy
but also for other people’s privacy, whose content is seen by the shoulder surfers. Shoulder
surfing is not only seen as revealing personal information to others without consent, but it is also
seen as leading to other more serious threats, such as identity or device theft. While users are
willing to use software-based protection mechanisms for protection against shoulder surfing, this
comes with user-defined criteria, such as effectiveness, affordability, reliability, and availability.
Overall, the results make a theoretical contribution by providing evidence on how users differ in

their perception towards shoulder surfing. Based on the findings, we reflect and provide future
work directions to address the challenges in mitigating the negative impact of shoulder surfing
on diverse users, including vulnerable user groups such as children.

7.2.4 Methodological Contributions:

In Chapter 5, we first identify and highlight the need for a method to cluster users based on their
privacy profiles concerning out-of-device threats. To this end, based on multiple studies, we
propose an Out-of-Device Privacy Scale (ODPS) to capture users’ importance in protecting their
information from out-of-device threats such as shoulder surfing. The Out-of-Device Privacy

scale provides a methodology for clustering users based on their privacy profiles.

7.2.5 Design Guidelines Contributions:

In Chapter 6, we present design guidelines for developing protection mechanisms against shoul-
der surfing following users’ personal attributes. The design guidelines assist researchers and
developers in paving the way towards offering a personalised privacy experience to users against
shoulder surfing.

7.3 Pathways for Continued Exploration

Research is a journey that always continues. In this thesis, we present (1) a thorough investiga-
tion of shoulder surfing from literature and users’ daily lives, (2) explore the impact of shoulder
surfing, (3) propose a user-centred method for mitigating shoulder surfing, and (5) recommend
design guidelines for developing protection mechanisms based on users’ personal attributes. The
succeeding steps in advancing the knowledge around shoulder surfing are:
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7.3.1 Beyond W.E.I.R.D. Populations

The research presented in this thesis collected data from participants residing in the W.E.I.R.D.
(Western, Educated, Industrialized, Rich and Democratic) contexts [129, 190]. For example, in
Chapter 2, we collected data from Australia, New Zealand, and the UK in Chapters 3, 4, and 5.
Prior work has also primarily focused on the investigation of shoulder surfing in W.E.I.R.D.
contexts, for example, Marques et al. [203], and Muslukhov et al. [214] conducted studies on
unauthorized access of devices, which is a vector of shoulder surfing, and had participants from
Europe, the US, and Canada. Saad et al. [249] investigated shoulder surfing in public transport
and had participants from Germany. Eiband et al. [85] investigated Germany, the US, and Egypt,
but only 16% of the participants belonged to Egypt. Only the work by Saleh et al. [252] looked
into occurrences of shoulder surfing with participants from Saudi Arabia, Egypt, and Germany
and provided evidence that shoulder surfing can have far more serious consequences in low
socio-economic groups, potentially leading to defamation and severely compromising familial
reputation. An overview of the investigations around shoulder surfing shows that most work has
been focused on W.E.I.R.D. countries. However, there are differences between literacy rates,
mobile users, and income as we move from W.E.I.R.D. to non-W.E.I.R.D. countries, which may
bring differences in privacy perceptions and attitudes. Cultural, religious, and familial differ-
ences may impact how shoulder surfing is seen and impacted, like other privacy perceptions,
behaviours, and beliefs [218]. Furthermore, mobile ownership has increased significantly in the
last few years in the global South [54], making addressing shoulder surfing even more crucial.

Future Research Direction

How do users experience, perceive, and are impacted by shoulder surfing
across different cultures?

7.3.2 Inclusive Security & Privacy Practices

Developing equitable and privacy-protection technology has acquired urgency in HCI. The needs
of marginalised groups, such as victims of intimate partner abuse or people with disabilities, are
often ignored in the process of designing technology due to the social and privacy concerns of
such groups [254]. Shoulder surfing is a concern which can escalate to huge problems, espe-
cially for marginalised groups. For example, victims of intimate partner abuse can face serious
consequences if their partner’s shoulder surfs them. Therefore, the needs of such groups must
be considered and addressed to move forward and acquire equitable privacy for all.
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Future Research Direction

How does shoulder surfing impact marginalised groups?

7.3.3 Evaluation of Protection Mechanisms & Need for Vigilance

Security and usability evaluations are commonly conducted when a new mechanism is pro-
posed, as seen in the work of shoulder surfing mechanisms proposed [3, 161]. In this thesis,
we found additional factors that should be evaluated to understand the willingness of users to
use a mechanism. For example, in Chapter 3, participants voiced that they were interested in
knowing how effective a mechanism was before using it, echoing recent work which found that
the verifiability of security mechanisms is key to user sentiment [200]. This can be explored,
and evidence can be provided through security evaluations. Next, participants also voiced that
they would like to know how easy it is to use a mechanism and how much the mechanism
interferes with the device’s interaction. This is similar to the findings reported in Chapter 3,
where participants were presented with various mechanisms and were asked to select the most
appropriate one. Participants were seen as inclined towards unobtrusive alerting mechanisms
instead of mitigating mechanisms. One of the probable reasons for the preference could be that
alerting mechanisms are unobtrusive, do not cover the whole screen, and only occupy a small
space on the screen display. The preconditions listed by participants show that they would like
to be given a choice to select the most appropriate mechanism to use for them. This can be due
to varied user preferences, which indicates that no one-size-fits-all approach can be applied. It
is also recognised in prior work on interface design that the one-size-fits-all approach hardly
leads to an appreciable user experience [65]. Interestingly, participants also mentioned "finan-
cial cost" and "availability" as the determining factors for using a mechanism. However, these
may not apply to all mechanism types, such as device-level mechanisms like visual filters like
grayscale [320] or low brightness [187, 320]. Since some of our participants were aware of
privacy screen protectors, they may be referring to the availability and financial cost of tangible
privacy mechanisms [7,74,286]. This leads to exploring tangible solutions for protection against
shoulder surfing or a combination of tangible solutions with software-based solutions, as they
would provide users with increased feasibility of using them as required.

Future Research Direction

How can we develop a framework for evaluating protection mechanisms?
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7.3.4 Unconcerned Users or Vulnerable Users?

In Chapter 3, we observed that a small group of participants were unconcerned and not impacted
by shoulder surfing. This is similar to the findings by Harbach et al. [127] that reported that users
are aware of shoulder surfing as a privacy threat but are not much bothered. However, just be-
cause users do not perceive shoulder surfing as a threat, it does not qualify as a non-threat. The
differences in opinions on perceiving shoulder surfing reflect the differences in users’ profiles
in the same way that users vary in general privacy profiles. On the contrary, this also invites
investigation into whether unconcerned users are the most vulnerable.

Future Research Direction

To what extent does being unconcerned put the user on the edge of attack
vulnerability?

7.3.5 Roleplay of Privacy Paradox

In this thesis, we collected data from participants through self-reporting. For example, in Chap-
ter 3, we asked participants to report their experiences of shoulder surfing through a diary
study. Then, in Chapter 4, we asked participants for their perspectives and opinions on the
impact of shoulder surfing. Similarly, in Chapter 5 and 6, we collected data where participants
self-expressed their perspectives, preferences, and behaviours. Through the user reports, we
extracted meaningful data and translated it into research findings. However, the privacy para-
dox [109,170] might come into play when users practically use mechanisms in their daily lives.
Therefore, we propose future work to look into navigating through the privacy paradox.

Future Research Direction

What role does privacy paradox play in the reporting and adoption of shoulder
surfing protection mechanisms?

7.3.6 Creating Contextual Privacy Settings

As seen in Chapter 3, shoulder surfing happens in public and private environments, and the
dynamics of relationships and content type under observation play a role in establishing if and
what sort of protection mechanism users prefer. Prior work also presents evidence that users
consider their relationship with the observer when determining the type of mechanism [91], and
the perceived privacy for each content type is different [93]. While these findings imply that the
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user-observer relationship and content type play a role, they also imply that the overall context
plays a role. Therefore, future work on developing protection mechanisms must look into sup-
porting the multidimensional nature of privacy.

Future Research Direction

How can contextual privacy settings be included in the design of protection
mechanisms?

7.3.7 Remote vs In-Person Data Collection

In this thesis, the data was collected remotely and advertised through Prolific or social me-
dia platforms. While in-person studies can elicit more details and present the opportunity for
follow-up questions, remote data collection allowed us to reach a broader group of participants
with diverse demographics. Furthermore, the users recruited through online methods are accus-
tomed to working with tech and are better informed than the average user. This puts them in a
better position to be aware of potential threats and possible countermeasures.

Future Research Direction

How do the empirical findings collected through remote methods translate
into empirical findings collected through in-person methods?
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Chapter 8

Conclusion

"We are all apprentices in a craft where no one ever becomes a master."

— Ernest Hemingway

Research evolves with time, and there is always more to do. In this thesis, we look into ev-
eryday life privacy violations, specifically shoulder surfing. We first developed an understanding
of shoulder surfing through literature-based evidence and user experiences in the wild. Based on
the understanding of shoulder surfing, we then propose and present a user-centred methodology
to inform the design of protection mechanisms. Overall, based on data collected from N=2632
participants, this thesis develops an in-depth understanding of shoulder surfing and proposes a
user-centred methodology to inform the design of protection mechanisms. This thesis concludes
by drawing a discussion on future work directions.
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A.1 Papers Included in the Systematic Literature Review
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Table A.1: The Table shows the list of papers extracted from the selected publication venues
which are included in the systematic literature review.

Papers Included in the Categorisation (I) Reference
Main Search List

Undermining User Privacy on Mobile Devices Using AI [121]
Charging Me and I Know Your Secrets!: Towards Juice Filming Attacks on Smartphones [210]
Boosting the Guessing Attack Performance on Android Lock Patterns with Smudge Attacks [47]
Find me a safe zone: A countermeasure for channel state information based attacks [313]
EvoPass: Evolvable graphical password against shoulder-surfing attacks [311]
Smartphone speech privacy concerns from side-channel attacks on facial biomechanics [116]
Inferring User Routes and Locations Using Zero-Permission Mobile Sensors [217]
MISSILE: A System of Mobile Inertial Sensor-Based Sensitive Indoor Location Eavesdropping [319]
Stealing Passwords by Observing Hands Movement [264]
We Can Track You if You Take the Metro: Tracking Metro Riders Using Accelerometers on Smartphones [138]
Peeking into your app without actually seeing it:{UI} state inference and novel android attacks [53]
Armageddon: Cache attacks on mobile devices [191]
Security analysis of Unified Payments Interface and payment apps in India [176]
A Stealthy Location Identification Attack Exploiting Carrier Aggregation in Cellular Networks [179]
Cashtags: Prevent leaking sensitive information through screen display [211]
A closer look at recognition-based graphical passwords on mobile devices [82]
An empirical study of wireless carrier authentication for SIM swaps [183]
Hit by the Bus: QoS Degradation Attack on Android [142]
ProcHarvester: Fully Automated Analysis of Procfs Side-Channel Leaks on Android [276]
WaveSpy: Remote and Through-wall Screen Attack via mmWave Sensing [186]

Table A.2: The Table shows the list of papers extracted by performing Backward Search which
are included in the systematic literature review.

Papers Included in the Categorisation (II) Reference
Backward Search List

Practical memory deduplication attacks in sandboxed javascript [118]
Memento: Learning secrets from process footprints [145]
Scandroid: Automated side-channel analysis of android apis [277]
Os-level side channels without procfs: Exploring cross-app information leakage on ios [317]
Accessory: password inference using accelerometers on smartphones [230]
A pilot study on the security of pattern screen-lock methods and soft side channel attacks [18]
When CSI meets public wifi: Inferring your mobile phone password via wifi signals [185]
Cracking android pattern lock in five attempts [309]
Blind recognition of touched keys on mobile devices [312]
Privacy leakage in mobile sensing: your unlock passwords can be leaked through wireless hotspot functionality [314]
Routedetector: Sensor-based positioning system that exploits spatio-temporal regularity of human mobility [299]
Mobile social networking under side-channel attacks: Practical security challenges [225]
Smartphone passcode prediction [56]
iSpy: Automatic reconstruction of typed input from compromising reflections [240]
Pin skimmer: Inferring pins through the camera and microphone [265]
Niffler: A contextaware and user-independent side-channel attack system for password inference [284]
Single-stroke language-agnostic keylogging using stereo-microphones and domain specific machine learning [216]
PIN Skimming: Exploiting the Ambient-Light Sensor in Mobile Devices [274]
What the App is That? Deception and Countermeasures in the Android User Interface [29]
Don’t Interrupt Me While I Type: Inferring Text Entered Through Gesture Typing on Android Keyboards [266]
Exploiting Data-Usage Statistics for Website Fingerprinting Attacks on Android [275]
A Study on Power Side Channels on Mobile Devices [307]
Return-Oriented Flush- Reload Side Channels on ARM and Their Implications for Android Devices [318]
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Table A.3: The Table shows the list of papers extracted by performing Forward Search which
are included in the systematic literature review.

Papers Included in the Categorisation (III) Reference
Forward Search List

Deciphering text from touchscreen key taps [123]
Exploring energy consumption of juice filming charging attack on smartphones: a pilot study [147]
Draw it as shown: Behavioral pattern lock for mobile user authentication [175]
Syspal: System-guided pattern locks for android [58]
A new smart smudge attack using CNN [263]
Inference attack in android activity based on program fingerprint [308]
Inferring UI States of Mobile Applications Through Power Side Channel Exploitation [122]
No pardon for the interruption: New inference attacks on android through interrupt timing analysis [77]
MagneticSpy: Exploiting Magnetometer in Mobile Devices for Website and Application Fingerprinting [206]
Using hover to compromise the confidentiality of user input on Android [290]
Textlogger: inferring longer inputs on touch screen using motion sensors [232]
Clickshield: Are you hiding something? Towards eradicating clickjacking on Android [234]
Hidemyapp: Hiding the presence of sensitive apps on android [231]
Gui-squatting attack: Automated generation of android phishing apps [55]
{AttriGuard}: A practical defense against attribute inference attacks via adversarial machine learning [146]
Resource Race Attacks on Android [38]
What Mobile Ads Know About Mobile Users. [272]
Grand pwning unit: Accelerating microarchitectural attacks with the GPU [106]
Truspy: Cache side-channel information leakage from the secure world on arm devices [315]
Schrodintext: Strong protection of sensitive textual content of mobile applications [17]
ICAUTH: Implicit and continuous authentication when the screen is awake [306]
Tivos: Trusted visual i/o paths for android [101]
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A.2 Codebook Used for Coding the Attack Requirements
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Table A.4: The Table shows the codebook for Attack Infrastructure Requirement Categories

Category Description Examples
Manual
Tools

Refers to non-
electronic/non-
powered devices
or tools

Pen, box, papers, sealed box

Software
Tools

programs that
make use of
sophisticated
algorithms

Smug attack tool, n-gram Markov Model, image matching algorithm, Probabilistic Hough Trans-
formation, Android Background Service, CSI Measurement Tool, Voice Training Data from
the accomplice, VGA2USB driver, Remote Server, Probabilistic Password Model (eg n-gram
Markov Model), Supervised Machine Learning Model, Model Classifier Configurations, Android
Framework Services, Edge Detection Algorithm, Edge dilation, CV algorithm, open-source cel-
lular projects. Edge Detection Algorithm, Tracking Learning Detection, Dynamic Time Wrap-
ping, Video Editing Tool, Fine-Grained Accelerometer Data, Keypress segmentation, Probabilistic
Keypress Classification, Probabilistic Error Model, Search Algorithm, Graph construction, An-
droid NDK, ADB, CSI Measurement Tool, discrete wavelet decomposition, Threshold Quantifi-
cation, Random Forest, Skin Detection Algorithm, Inverse Wavelet Transform, Dynamic Time
Warping, AdSDK, Symbolic Aggregate approXimation (SAX), LibSVM, exotic atomic oper-
ation loop, cache profiling tool, sticky background service, LibSVM, malloc implementation
(GNU C Library), signal processing scheme, wavelet-based response analysis, Support Vector
Machine (SVM), K-Nearest Neighbor (KNN), standard Android Framework services, alternate
soft-keyboards, deformable part-based model (DPM), k-means clustering algorithm, APK tool,
Homography, Keras, ADB shell, Tensorflow, AdSDK.

Mobile
Phone Ap-
plication

An application
that needs to be
installed on the
target’s mobile
device

Malicious application, legitimate spyware, privileged application, Trojan application, phishing ap-
plication, malware, non-malicious application

Advanced
Program-
ming

Advanced pro-
gramming ex-
pertise from
specialized fields
of programming

Image Processing, Perspective Transform Technique, Canny Edge Detection, Hough Circle Trans-
form, Deep Neural Network, C++/Java, Hidden Markov Model, Machine Learning, Supervised
Learning Scheme, Genetic and Detection Algorithm, Pattern Matching Algorithm, Recurrent Neu-
ral Network, Neural Network Processes, Deep Learning, Weka Toolkit, Convolutional Neural
Network, Python, OCR Techniques, Matlab LTE Toolkit, Computer Vision, Skin Segmentation
Techniques, finger detection classifier, Supervised Learning Scheme, Support Vector Machine,
OpenCV, Classifier, Language Model, regression model, classifier, Javascript, C/C++, genetic
and detection algorithm, Gaussian filter, pattern matching algorithm, Recurrent neural network
(RNN), Java/C language, Java-ML Library, matlab LTE toolbox, cascade classifier training, Mat-
lab’s Statistics Toolbox, sandbox app, Symlet Filter, natural language processing algorithms, signal
processing techniques, scikit-learn library, kernel privileges, Return-Oriented Programming, code
injection

Hardware
Tools

External elec-
tronic tools
required to be
connected with
the attack setup

VGA/USB interface, Micro USB connector, Mobile High Definition Link (MHL) standard, com-
puter, Rasberry Pi, High-resolution camera, flash lightning system, wireless router, video recorder,
Bluetooth Low Energy Beacon (BLE), Low Power Microcontroller, EspressifESP32 chip, a dual-
core Tensilica Extensa LX6 processor, High Frequency Analog to Digital Converter, smartphone,
USB outlet, charging cable, power bank, voltage monitor, SD card, software-defined radio device,
camcorder, surveillance camera, public geographical data, a similar device as victim’s, FMCW
mmWave probe, frequency-modulated continuous-wave (FMCW) radar, Panasonic Lumix DMC-
TZ5 compact camera, Gorilla Glass screen, USB microscope with 400x magnification, FLIR E30,
hard light source, Digital Single-Lens Reflex (DSLR), laptop with Intel 5300 NIC, smart de-
vice with hotspot functionality, external sound card,Monsoon Power Monitor , smart device with
hotspot functionality, Freescale i.MX53 development board running CortexA-8 processor

User Phone
Permissions

Permissions
requested by the
attacker to access
different services
or sensors on the
mobile device

Access to camera, microphone, accelerometer sensor, orientation sensor, internet, external storage,
get_tasks, system_alert, gyroscope, magnetometer, Bluetooth, WRITE_EXTERNAL_STATE, Re-
ceive SMS, Read Phone State, GET_TASKS permissions, motion sensor

Human
Capabilities

Resources within
the scope of hu-
man physical and
personal abilities

Close proximity with the target, direct observation, the human memory. physical access to the
target device, physical walk through the target’s location, context information about the victim,
access to public geographical information, access to a reference image of the phone, Victim’s
phone number and name,
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B.1 Diary Study Format

In this section, we present the diary format used in Study I. Use the below space to record your
recent experience of unnoticed observations on personal devices (such as smartphone, laptop,
tablet etc). You are required to make a note of every incident when you found someone re-
lated/unrelated to you looking over on your personal device (such as a smartphone etc) without
your permission or when you encountered a situation where you had a chance to look over some-
one’s personal device (such as smartphone/laptop) without being noticed by them. You may be
a third person who observed the observer and the observee.

A pictorial example is also shown below for the clearer meaning. In this sketch, you see
Cas and Vic. Cas is using a mobile device (like a smartphone or tablet) and is **not aware** of
Vic looking and seeing what’s on the screen of the device (e.g. text, pictures, passwords/PINs,
maps, videos, apps, games, websites etc.). To help you get started with noting down, here are
some clues you might consider: time, location, the task involved, relationship with the observer
etc.

Please answer the following questions in regards to your experience which you just logged
on the previous page

1. "The task that was being carried out on the device was important"

2. How many people (excluding you) were involved in the event?

3. How would you describe the relationship between yourself and the observer/observee?
(e.g., family member, friend, stranger)

4. Considering the relationship identified in the previous question, answer the following
questions (strongly disagree to strongly agree):

(a) My relationship with my ....... is close.

(b) When we are apart, I miss my ..... a great deal.

(c) My ..... and I disclose important personal things to each other.
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Figure B.1: (The image was taken from the work by Eiband et.al. [85] on shoulder surfing to
better illustrate the meaning of shoulder surfing.)

(d) My ..... and I have a strong connection.

(e) My ..... and I want to spend time together.

(f) I’m sure of my relationship with my ......

(g) My ..... is a priority in my life.

(h) My ..... and I do a lot of things together.

(i) When I have free time I choose to spend it alone with my .....

(j) I think about my ..... a lot.

(k) My relationship with my ..... is important in my life.

(l) I consider my ..... when making important decisions.

5. Were you the observer, the observee, or a third person?

6. "A significant amount of time was wasted due to the observation of my interaction with

the device"

7. "I would like my device to have a mechanism to detect, react, and alert in similar situations

like this"

8. What would you like the device to do?
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9. "Having such a mechanism will impact my relationship with the observer"

10. How do you think having such a mechanism will impact your relationship in any way?

11. Below are some examples of proposed mechanisms. Please choose the one which you
think would be most suitable to have in the situation you described earlier.

Figure B.2: Presented Mechanisms to choose from that either alert the user giving the choice to
the user to decide if he wants to have protect the view or mitigating the shoulder surfed content
by applying an overlay or a filter

12. "The selected method is adequate for use in the situation I described earlier"

13. In your opinion, who should be in control of activating this mechanism?

(a) User

(b) The User Interface

(c) Both

14. Why do you think the selected method is most appropriate in your situation?

15. Would you like to amend the selected mechanism in any way?
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B.2 Codebook for the Diary Study

In this section, we provide the codebook used during the diary study analysis.
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Category Code Description & Examples

Location

Public Transport A mode of transportation such as bus, train, taxi and alike

Work Workplace such as "office"

Narrow/Crowded Place Locations with dense number of people such as "malls"

Cafe/Bar/Restaurant Social hangout places such as cafe, pub, bar, or restaurant

Personal environment Private environment such as "home"

Time of Day

Morning Time between 04:00 and 11:59 such as 06:27, 08:16

Afternoon Time between 12:00 to 17:00 such as 12:55, 14:29

Evening Time between 17:00 and 20:00 such as 18:15

Night Time between 20:00 and 04:00 such as 8-9PM

User & Observer Activity

Chatting The act of verbal conversation such as "talking"

Watching TV The act of watching television,

Playing game The act of playing game

Lunching/Dinning The act of having food

Checking phones The act of navigating the screen of phones such as "checking phone", "looking at phone"

On the way The act of commuting such as riding the train, sitting in the bus

Observer Motivation

Boredom Boredom describing words such as "bored"

Curiosity Curiosity describing words such as "curiosity"

Line of sight Referring to line of sight such as "was shown and line of sight"

Common Interest Interest describing phrases such as "interesting", "common interest in game"

Action of Observation

Peeking Act of quickly looking such as "peeking"

Looking over Phrases describing the observation such as "watching", "looked", "look- ing over"

Snooping Act of trying to find out something such as "snooping"

Leaning over Describing the positioning of the observer such as "leaning over the front of the seat"

Sneak a peak A secretive look such as "peek into privacy"

Starring A fixed look such as "starring"

Reaction

Angry Feeling or showing annoyance such as "angry"

Uneasy Causing or feeling discomfort such as "uneasy"

Uncomfortable Causing or feeling awkward such as "makes me uncomfortable"

Lowered Brightness Act of decreasing brightness of the screen such as "lowered my phone’s brightness"

Feeling bad A non-appreciative feeling such as "Felt bad but couldn’t help"

Device
Smartphone Describing smartphones such as mobile, phone

Tablet Describing tablet such as "tablet"

Activity on Device

Reading Act of reading such as "reading something"

Scrolling Act of navigating screens of the device such as "checking messages"

Texting Action of sending messages on smartphone such as "texting"

Video call Call made with a camera and a screen such as "Zoom meeting"

Playing game Act of1p8laying game such as "playing game"

Table B.1: Codebook used to analyze the Diary Study (1/2)
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Category Code Description & Examples

Application on Device

Email Email application such as "reading email"

Messaging Messaging application such as "Checking messages"

Texting Any messaging platform such as "texting"

Video call Application offering call services with a camera and a screen such as "Zoom" (video call)

Social Media Social media applications such as "Facebook", "YouTube" and alike

Gallery The photos application on the phone such as "photo album"

Game Gaming applications such as "playing game"

Proposed Features of Mechanisms

Alert Quick notice such as a "warning"

Blurry Unclear such as "blurry"

Automatic Lock Involving no direct human control such as "automatic screen lock"

Remind Causing to remember such as "remind me that someone is watching my screen"

Unsure Uncertain such as "not sure"

Mechanism Impact on Relationship
Not matter Conveying unimportant such as "it does not matter"

Privacy Protection Privacy defence such as "maintain my privacy"

Positive Contentment such as "happy"

Mechanism Execution Less Notifications Low number of notifications such as "Too many triggering points..might get annoyed"

Mechanism Visualization Blurring Making unclear such as "blur faces"

Table B.2: Codebook used to analyze the Diary Study (2/2).
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C.1 Survey Format for the Impact Study

Shoulder Surfing refers to observing someone’s device screen without permission. Shoulder
surfing can happen anytime and by anyone, requiring no particular expertise or equipment but
careful observation. Among all devices, smartphones are the most shoulder-surfed devices. For
this reason, in this study, we focus on experiences of shoulder surfing on smartphones only.
Considering this definition, please answer the following questions.

1. When did you experience shoulder surfing most recently?

• Yesterday or today,

• A few days ago,

• Less than a month ago,

• A few months ago.

2. For the statement, “I am shoulder surfed almost daily”:

• Strongly disagree

• Somewhat disagree

• Neither agree nor disagree

• Somewhat agree

• Strongly agree

3. Please describe the latest shoulder surfing experience which you experienced. Please pro-
vide as much details as possible.

Considering the experience you just shared, please answer the following questions:
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4. For the statement: “I continue using the smartphone and accessing information in the
same setting where I experienced shoulder surfing”, you:

• Strongly disagree

• Somewhat disagree

• Neither agree nor disagree

• Somewhat agree

• Strongly agree

Please provide reasons for your answer in the previous question. Please provide as much
details as possible.

5. For the statement: “The shoulder surfing experience affected my perceptions towards my
privacy”, you:

• Strongly disagree

• Somewhat disagree

• Neither agree nor disagree

• Somewhat agree

• Strongly agree

Please provide reasons for your answer in the previous question. Please provide as much
details as possible.

6. For the statement, “ If someone sees my friend’s content on my screen (e.g., a picture or a
message of my friend), it feels like a breach of my friend’s trust in me to keep their content
private”, you:

• Strongly disagree

• Somewhat disagree

• Neither agree nor disagree

• Somewhat agree

• Strongly agree

Please provide reasons for your answer in the previous question. Please provide as much
details as possible.

7. For the statement: “Experiencing shoulder surfing prevented me or slowed me down from
what I wanted to do on the device”, you:
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• Strongly disagree

• Somewhat disagree

• Neither agree nor disagree

• Somewhat agree

• Strongly agree

Please provide reasons for your answer in the previous question. Please provide as much
details as possible.

8. For the statement: “Experiencing shoulder surfing impacted negatively the way I use my
device”, you:

• Strongly disagree

• Somewhat disagree

• Neither agree nor disagree

• Somewhat agree

• Strongly agree

Please provide reasons for your answer in the previous question. Please provide as much
details as possible.

9. For the statement: “Experiencing shoulder surfing impacted positively the way I use my
device”, you:

• Strongly disagree

• Somewhat disagree

• Neither agree nor disagree

• Somewhat agree

• Strongly agree

Please provide reasons for your answer in the previous question. Please provide as much
details as possible.

10. List your three biggest concerns around shoulder surfing. Please provide as much details
as possible.

11. Are you aware of any technology or security features that can help prevent or mitigate
shoulder surfing? Please provide as much details as possible.
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12. Have you received any education or training on protecting yourself from shoulder surfing,
personally or through your workplace or educational institution? Please provide as much
details as possible.

13. Have you used additional privacy protection measures to protect your privacy from shoul-
der surfing? Please provide as many details as possible.

14. For the statement: "I would use additional privacy measures or tools to prevent shoulder
surfing incidents", you:

• Strongly disagree

• Somewhat disagree

• Neither agree nor disagree

• Somewhat agree

• Strongly agree

Please provide reasons for your answer in the previous question. Please provide as much
details as possible.
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C.2 Codebook for the Impact Study

In this section, we provide the codebook used to analyse the questionnaire responses.
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Code Description
shoulder_surfing_by_child referring to a child
context_specific factors of situational information
frequent_shoulder_surfing describing the frequency of shoulder surfing
location_specific_concern describing concerns that are specific to a certain location
need_of_privacy information that conveys the need for privacy
negative_feelings words that describe unfavourable emotions
no_effect phrases that describe no effect
privacy_invasion phrases that describe a violation of privacy or personal space
rethinking_accessing_of_information phrases that describe where participants had to reconsider about accessing information
shoulder_surfers_will_always_be_there phrases that describe the prevalence of shoulder surfing
surrounding_awareness phrases that relate to the awareness of the surrounding
use_of_privacy_measures actions that indicate user-level efforts for privacy protection
app_access phrases that communicate selective app access
shoulder_surfing_awareness phrases that describe awareness of participants on shoulder surfing
continued_use_without_change phrases where participant continued the device usage without making changes
device_use phrases that describe how a device is used
perspective phrases that describe how participant’s opinion
unavoidable phrases that describe when something can not be avoided
user_position phrases that describe the positioning of the participant
application_specific where participants described something specific to a certain application
availability where participants described of something being able to use
awareness knowledge of participants
ease_of_use words that describe easy and simple to use
invasive words that describe how much something intervenes user experience
prevention phrases that show how something could be prevented from happening
privacy_screen a screen protector that can be applied on the smartphone’s screen to avoid viewing from certain angles
public_spaces a location with a dense number of people
safety phrases that describe the condition of protection
screen_lock phrases that describe mechanisms that lock the device screen from use
security phrases that describe the state of being free from the threat of something
tool_cost phrases that describe the financial cost of a tool
tool_dependent phrases that describe some conditions of a tool
unnecessary phrases that describe something is unrequired
avoid keeping away from something
discomfort negative feeling of being uncomfortable
increased_time additional period of time to accomplish a task
task_interruption disruption to the task being performed
concern a matter of interest or importance that causes worry
considerate being careful of not letting harm to oneself
neutral state of being neither agreeing nor disagreeing
other_people_privacy someone else’s right to keep their information private
personal privacy referring to one’s right to be free from interferrence and intrusion
unintentional accidental, involuntary
negative_impact adverse affects, consequences
unclear uncertainity phrases
blackmailing forcing someone to do something
content_specific_concern concerns specific to a content type
identity_theft using another person’s identity
inappropriate_content disturbing or upsetting content
information_theft immoral ganing of data
misuse_of_personal_information improper use of information
personal_space distance from another person where one feels comfortable
information_privacy data privacy
self_perception_from_the_eyes_of_others viewing oneself from the lens of others
stalker a person who pursues someone obsessively
unauthorized_access gaining access to something without permission
unethical not confirming to high moral standards

Table C.1: Codebook Used to Analyse Questionnaire Responses
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D.1 Item Generation Phase

This section lists the total items created in the initial item generation phase using literature-based
and empirical approaches.

D.1.1 Items Created Using Literature-Based Approach

1. I turn off my device’s display if I notice someone looking over my screen without my
permission [85]

2. I adjust my position when browsing through my smartphone so that no one can take a look
at it [91]

3. I hide the screen with my hands if I notice someone looking at my screen [94]

4. I usually avoid accessing apps that contain private information when I am around oth-
ers [85]

5. If someone looks at my screen without permission, I usually ignore them [85]

6. To avoid surrounding people from looking at my screen, I use a tampered privacy protector
on my device [91]

7. I lower my screen brightness so that no one around me can take a look at my screen [94]

8. I am concerned about my reputation if someone oversees my device screen without my
permission [91]

9. If someone oversees my screen content, I would feel uncomfortable, because I feel like
those people trusted me to keep their data private [85]

10. I often clean my device screen to remove any oily residues so that no one can use them to
trace what I entered on the device [256]
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11. I use biometric authentication to avoid someone observing my password and/or to avoid
any oily or heat residues on the screen [25]

12. I backup my valuable data often for safety in case of theft or lost [213]

13. I carry a small paper book to save my contacts in case my device is lost/stolen [213]

14. I back up my data frequently [213]

15. I do not trust the security of smartphones and therefore do not store any sensitive infor-
mation on them [213]

16. I would change all my passwords immediately in my smartphone is stolen or lost [213]

17. I do not leave my device unattended around others to avoid giving anyone the opportunity
to unlock it [25]

18. I am concerned when using ATMs that use cameras for recording purposes [25]

19. I wear gloves to avoid anyone taking heat traces picture of my PIN when I use ATM [25]

20. I press extra keys after I have entered my PIN at the ATM [25]

D.1.2 Items Constructed Through Deductive Approach - Researchers
Developed Items

21. I clear my location track history because in case my phone is lost then someone might be
able to track down my home

22. I access sensitive data only on personal PC

23. I keep my security knowledge up to date

24. I use auto-fill in passwords to avoid anyone over seeing my passwords when I enter on my
smartphone

25. I am concerned about my reputation if I see someone looking over my screen without
permission

26. I check for my surrounding people when I use my smartphone at public places

27. The survellance cameras concern me as I fear that they might be recording my device
interaction

28. The increasing availability and cost feasibility of devices like thermal cameras are a threat
to everyone’s privacy
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29. I clean my smartphone screen often to clear off any smudges left behind after interaction

30. I use two smartphones, one for private and indoor usage and one for outdoor purposes so
I dont have to worry in case of smartphone theft

31. Along with taking care of threats within the device such as phishing emails, I also take
care of threats outside the device, for example device observations by surrounding people

32. I get annoyed when I catch someone looking over my device screen

33. I often catch people looking over my device screen without permission which irritates me

34. I would like my device to do something everytime someone looks at it without my per-
mission

35. I hide my screen when I am in public areas

36. I hide my screen when I am viewing sensitive information on my phone

37. I scroll quickly when I sense someone is looking at my phone’s screen

38. I switch off my phone when I sense someone is looking at my phone’s screen

39. I don’t view sensitive messages, play sensitive voice messages, or view perform sensitive
actions (e.g., online banking) on my phone when I am in a public area

40. I place my palm on touchscreens after i have entered sensitive information, to reduce the
chances for thermal attacks to succeeed

41. I press random keys on touchscreens to add noise to thermal imaging data

42. I wipe my phone’s screen with a cloth to prevent smudge attacks

43. I don’t leave my phone unattended to make sure no one attempts to use it or try to unlock
it

44. I keep my phone near me and visible to me all the time to make sure it is not compromised

D.1.3 Items Constructed Through Deductive Approach - Items by
Larger Pool of Researchers

45. I ensure no one is looking at my screen when I am entering passwords

46. I use separate devices for private and non-private stuff

47. I get anxious when someone from my surrounding invades my device privacy
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48. I am worried that someone might access my information by spying on what I am doing on
my smartphone

49. I am a privacy-centred person

50. I would be embrassed if information found on my smartphone is leaked to my surrounding
people

51. I keep myself updated on how someone around me can unlock my smartphone without
my permission

52. I consider my data as a target from device external threats

53. I believe my data is worth protecting from device external threats

54. I protect my device from being observed by others

55. I believe there are no data privacy threats outside of the device

56. I am well aware of how to protect my data from device external threats

57. I believe device external threats are not a serious privacy threat to be concerned of

58. Device external threats are not effective in leaking private information

59. I value protecting information from device external threats

60. Device external threats are not a concerning threat to privacy

61. It is fine for me to unveil my phone screen to the public

62. It is important for me to protect from screen content from people around me in public
transport

63. I do not believe that someone could use my screen traces to attack my phone

64. I dont mind if someone sitting next to me takes a look at my smartphone while I am
watching a video

65. I am concerned by the CCTC cameras as they might capture what I am doing on my device

66. I protect my data from surrounding people

67. I take all actions to keep my data safe from device external threats
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D.2 Items Used in the Pre-Testing Phase

1. I try to adjust my hand position when using my smartphone so that no one can see the
information shown on it

2. I hide my smartphone screen with my hands if I notice anyone looking at it

3. If anyone looks at my screen without permission, I tend to put my smartphone away

4. To avoid people nearby from looking at my smartphone screen, I specifically use a privacy-
protecting screen cover (e.g. tampered glass protector)

5. I lower my screen brightness so that no one around me can take a look at what is shown
on it

6. If someone sees my friend’s content on my screen, it feels like a breach of my friend’s
trust in me to keep their content private

7. I use fingerprint (or other biometric methods) mainly to avoid someone observing my
password

8. I trust the security system of smartphones and therefore store any sensitive information on
them

9. I would change all of my passwords immediately if my smartphone was lost

10. I feel concerned when using ATMs that use cameras for recording purposes

11. I wear gloves to avoid anyone taking a heat-trace picture of my PIN when I use an ATM

12. I press extra keys after I have entered my PIN at the atm to avoid anyone taking a heat-trace
picture of my PIN

13. I access all sorts of data on my smartphone, including sensitive data

14. Among the reasons I use auto-fill for passwords on my smartphone, is to avoid anyone
overseeing what I enter

15. I check for any surrounding people when I am doing something on my smartphone in
public places

16. The increasing availability and affordability of audio, video and photo recording devices
are a threat to everyone’s privacy

17. I would like my device to do something to alert me every time someone looks at it without
my permission
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18. I scroll quickly when I sense someone is looking at my smartphone’s screen

19. I place my palm on touchscreens after I have entered sensitive information, to reduce the
chances for thermal attacks to succeed

20. I press random keys on touchscreens to add irrelevant signals to thermal imaging data

21. I ensure no one is looking at my screen when I am typing in passwords

22. I consider my data to be a target for external threats to my device such as shoulder surfing

23. I believe my data is worth protecting from external threats to my device

24. Privacy invasion by people surrounding us is effective in leaking information

25. It is not fine for me to have my smartphone screen visible to the public

26. It is important for me to protect my screen content from people around me on public
transport

27. I believe that someone could use any finger tip traces on my screen to reveal my password

28. I mind if a stranger sitting next to me takes a look at my smartphone while I am watching
a private video

29. I am a privacy-centred person

30. I am worried that someone might access my information by spying on what I am doing on
my smartphone

31. I get anxious when someone from my surroundings invades my privacy by looking at the
screen

D.3 Items Explored in the Exploratory Factor Analysis

1. I try to adjust my hand position when using my smartphone so that no one can see the
information shown on it

2. If anyone looks at my screen without permission, I tend to put my smartphone away

3. To avoid people nearby from looking at my smartphone screen, I specifically use a privacy-
protecting screen cover (e.g. tampered glass protector)

4. I lower my screen brightness so that no one around me can take a look at what is shown
on it
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5. If someone sees my friend’s content on my screen, it feels like a breach of my friend’s
trust in me to keep their content private

6. I use fingerprint (or other biometric methods) mainly to avoid someone observing my
password

7. I trust the security system of smartphones and therefore store any sensitive information on
them

8. I would change all of my passwords immediately if my smartphone was lost

9. I feel concerned when using ATMs that use cameras for recording purposes

10. I press extra keys after I have entered my PIN at the atm to avoid anyone taking a heat-trace
picture of my PIN

11. I access all sorts of data on my smartphone, including sensitive data

12. Among the reasons I use auto-fill for passwords on my smartphone, is to avoid anyone
overseeing what I enter

13. I check for any surrounding people when I am doing something on my smartphone in
public places

14. The increasing availability and affordability of audio, video and photo recording devices
are a threat to everyone’s privacy

15. I would like my device to do something to alert me every time someone looks at it without
my permission

16. I scroll quickly when I sense someone is looking at my smartphone’s screen

17. I consider my data to be a target for external threats to my device such as shoulder surfing

18. I believe my data is worth protecting from external threats to my device

19. Privacy invasion by people surrounding us is effective in leaking information

20. It is not fine for me to have my smartphone screen visible to the public

21. It is important for me to protect my screen content from people around me on public
transport

22. I believe that someone could use any finger tip traces on my screen to reveal my password

23. I mind if a stranger sitting next to me takes a look at my smartphone while I am watching
a private video
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Item Statement Literature-Based Reference Empirically (by Researchers) Empirically (by Experts)

It is important for me to protect my screen content from people around me on public transport
I am worried that someone might access my information by spying on what I am doing on my smartphone
I get anxious when someone from my surroundings invades my privacy by looking at the screen
I am a privacy-centred person
I consider my data to be a target for external threats to my device such as shoulder surfing
I believe my data is worth protecting from external threats to my device
It is not fine for me to have my smartphone screen visible to the public
I mind if a stranger sitting next to me takes a look at my smartphone while I am watching a private video
Privacy invasion by people surrounding us is effective in leaking information
The increasing availability and affordability of audio, video and photo recording devices are a threat to everyone’s privacy
I would like my device to do something to alert me every time someone looks at it without my permission
I would change all of my passwords immediately if my smartphone was lost [213]
If someone sees my friend’s content on my screen, it feels like a breach of my friend’s trust in me to keep their content private [85]
Among the reasons I use auto-fill for passwords on my smartphone, is to avoid anyone overseeing what I enter
I scroll quickly when I sense someone is looking at my smartphone’s screen
I try to adjust my hand position when using my smartphone so that no one can see the information shown on it [91]
I check for any surrounding people when I am doing something on my smartphone in public places
If anyone looks at my screen without permission, I tend to put my smartphone away [91]

Table D.1: The Table shows the list of items included in the final version of the ODPS and the
corresponding sources.

24. I am a privacy-centred person

25. I am worried that someone might access my information by spying on what I am doing on
my smartphone

26. I get anxious when someone from my surroundings invades my privacy by looking at the
screen

D.4 Final Set of Items & The Respective Sources

The table below presents the items from the final version of the out-of-device Privacy Scale and
lists the corresponding sources from which the items were derived.
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D.5 Exploring Multi-Factor Solutions - Additional Analysis

To finalize the factor solution, we explored factor solutions using direct oblimin (oblique) as the
rotation method. We present and discuss the results below.

First, we explored a four-factor solution using 0.4 as the recommended loading cut-off value.
The Table D.2 below presents the results. It can be observed that no item is loaded onto the fourth
factor. Therefore, we next explored a three-factor solution. Table D.3 shows the output of a 3-
factor solution. It can be observed that only two items are loaded onto the second factor, whereas
at least three items must be loaded onto a factor for it to be considered a factor. Therefore, we
dropped the three-factor solution and next explored a two-factor solution. The 2-factor solution
(presented in Table D.4 gave a simple structure; however, before finalizing it, we checked for
the following descriptives:

1. Correlation between the two factors: The correlation between the two factors turned out
to be .553, indicating a high correlation.

2. Reliability: We then checked for reliability, which appeared to be 0.857 for the first and
0.664 for the second factors. While the first factor gave a good reliability score, the relia-
bility of the second factor was unacceptable.

While the above recommends opting for a single-factor solution, we further explored essen-
tial statistics. We collected a new dataset with N=1000 participants. Out of N=1000, 69 failed
the attention check and were removed from further analysis. On the remaining N=931 partici-
pants’ data, we performed the following tests. We again checked for a correlation between the
two factors in the new dataset collected. The correlation between the two factors in the latest
dataset was 0.590, indicating a high correlation. We then extracted loadings using Principle Axis
Factoring (PAF) and CFA (Confirmatory Factor Analysis) for the two factors. For the loadings
received using PAF (two-factor solution), the average variance extracted for each factor was
0.469 and 0.234, respectively. We then checked for the square root of AVE and compared it to
the correlation. The square root of AVE was higher for only one factor (0.684) and not the other
factor (0.483). For the loadings received using CFA, the average variance extracted for each
factor was 0.47817 and 0.3207, respectively. We then checked for the square root of AVE and
compared it to the correlation. The square root of AVE was higher for only one factor (0.691)
and not the other factor (0.566). In both cases, insufficient discriminant validity was observed
as factor correlation was not lower than the square root of AVE for Factor 2. Further, the AVE
for each factor is less than 0.5, which is unacceptable as greater than 0.5 is the recommended
threshold. Even with all these methods, TLI remains below the threshold of 0.9 (0.872). Given
all these results, we opted for a single-factor solution.
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Item Statements Factor

1 2 3 4
I am worried that someone might access my information by spying on what I am doing on my smartphone 0.726
I consider my data to be a target for external threats to my device such as shoulder surfing 0.701
I am a privacy-centred person 0.546
Privacy invasion by people surrounding us is effective in leaking information 0.49
The increasing availability and affordability of audio, video and photo recording devices are a threat to everyone’s privacy 0.455
I believe my data is worth protecting from external threats to my device 0.447
I mind if a stranger sitting next to me takes a look at my smartphone while I am watching a private video 0.443
I feel concerned when using ATMs that use cameras for recording purposes
It is not fine for me to have my smartphone screen visible to the public
I would like my device to do something to alert me every time someone looks at it without my permission
Among the reasons I use auto-fill for passwords on my smartphone, is to avoid anyone overseeing what I enter 0.517
To avoid people nearby from looking at my smartphone screen, I specifically use a privacy-protecting screen cover (e.g. tampered glass protector) 0.448
I use fingerprint (or other biometric methods) mainly to avoid someone observing my password 0.406
I lower my screen brightness so that no one around me can take a look at what is shown on it
I would change all of my passwords immediately if my smartphone was lost
I check for any surrounding people when I am doing something on my smartphone in public places -0.681
If anyone looks at my screen without permission, I tend to put my smartphone away -0.63
I scroll quickly when I sense someone is looking at my smartphone’s screen -0.565
I try to adjust my hand position when using my smartphone so that no one can see the information shown on it -0.526
I get anxious when someone from my surroundings invades my privacy by looking at the screen 0.432 -0.459
It is important for me to protect my screen content from people around me on public transport -0.445
If someone sees my friend’s content on my screen, it feels like a breach of my friend’s trust in me to keep their content private

Table D.2: The table shows the results of a 4-factor solution using a loading cut-off value of 0.4.

Item Statements Factor

1 2 3
I consider my data to be a target for external threats to my device such as shoulder surfing 0.651
I believe my data is worth protecting from external threats to my device 0.57
I am worried that someone might access my information by spying on what I am doing on my smartphone 0.553
The increasing availability and affordability of audio, video and photo recording devices are a threat to everyone’s privacy 0.523
Privacy invasion by people surrounding us is effective in leaking information 0.492
It is not fine for me to have my smartphone screen visible to the public 0.452
I am a privacy-centred person 0.447
It is important for me to protect my screen content from people around me on public transport 0.443 -0.41
I feel concerned when using ATMs that use cameras for recording purposes 0.423
I mind if a stranger sitting next to me takes a look at my smartphone while I am watching a private video
I would like my device to do something to alert me every time someone looks at it without my permission
I would change all of my passwords immediately if my smartphone was lost
Among the reasons I use auto-fill for passwords on my smartphone, is to avoid anyone overseeing what I enter 0.526
To avoid people nearby from looking at my smartphone screen, I specifically use a privacy-protecting screen cover (e.g. tampered glass protector) 0.449
I use fingerprint (or other biometric methods) mainly to avoid someone observing my password
I lower my screen brightness so that no one around me can take a look at what is shown on it
I check for any surrounding people when I am doing something on my smartphone in public places -0.66
I scroll quickly when I sense someone is looking at my smartphone’s screen -0.617
I try to adjust my hand position when using my smartphone so that no one can see the information shown on it -0.589
I get anxious when someone from my surroundings invades my privacy by looking at the screen -0.555
If anyone looks at my screen without permission, I tend to put my smartphone away -0.501
If someone sees my friend’s content on my screen, it feels like a breach of my friend’s trust in me to keep their content private

Table D.3: The Table shows the 3-factor solution using a loading cut-off value of 0.4.
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Factor

Item Statements 1 2
It is important for me to protect my screen content from people around me on public transport 0.673
I am worried that someone might access my information by spying on what I am doing on my smartphone 0.649
I am a privacy-centred person 0.632
I consider my data to be a target for external threats to my device such as shoulder surfing 0.63
I believe my data is worth protecting from external threats to my device 0.619
I get anxious when someone from my surroundings invades my privacy by looking at the screen 0.619
The increasing availability and affordability of audio, video and photo recording devices are a threat to everyone’s privacy 0.551
I mind if a stranger sitting next to me takes a look at my smartphone while I am watching a private video 0.545
It is not fine for me to have my smartphone screen visible to the public 0.539
Privacy invasion by people surrounding us is effective in leaking information 0.533
I feel concerned when using ATMs that use cameras for recording purposes
I would like my device to do something to alert me every time someone looks at it without my permission
If anyone looks at my screen without permission, I tend to put my smartphone away
I would change all of my passwords immediately if my smartphone was lost
If someone sees my friend’s content on my screen, it feels like a breach of my friend’s trust in me to keep their content private
Among the reasons I use auto-fill for passwords on my smartphone, is to avoid anyone overseeing what I enter 0.557
I lower my screen brightness so that no one around me can take a look at what is shown on it 0.468
I scroll quickly when I sense someone is looking at my smartphone’s screen 0.468
To avoid people nearby from looking at my smartphone screen, I specifically use a privacy-protecting screen cover (e.g. tampered glass protector) 0.465
I try to adjust my hand position when using my smartphone so that no one can see the information shown on it 0.444
I check for any surrounding people when I am doing something on my smartphone in public places
I use fingerprint (or other biometric methods) mainly to avoid someone observing my password

Table D.4: The Table shows the 2-factor solution using a loading cut-off value of 0.4
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E.1 Questionnaire Format

Introduction
Shoulder Surfing refers to observing someone’s device screen without permission. Shoulder
surfing can happen anytime and by anyone, requiring no special expertise or equipment but
careful observation. Among all devices, smartphones are the most shoulder-surfed device. For
this reason, in this study, we focus on experiences of shoulder surfing on smartphones only. The
picture below shows an example of everyday life shoulder surfing. In this questionnaire, we will
use some words that are worth defining for the sake of clarity:
Content: This refers to any content on the smartphone, e.g. text, pictures, videos, etc.
Device: This refers to the item being attacked. In this study, it will be a smartphone
Interface: This refers to the part of the device you are interacting with. For a smartphone, it is
the touchscreen.

Figure E.1: The figure shows an example of everyday life shoulder surfing

173
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Please answer the following questions to confirm that you understand what is meant by
shoulder surfing.

• Shoulder surfing refers to observing someone’s device screen without permission. Please
indicate if this statement is true or false.

– True

– False

• To perform a shoulder surfing attack, one must be close to the device screen being ob-
served. Please indicate if this statement is true or false.

– True

– False

• Who, in your opinion, is responsible for protecting you from shoulder surfing attacks?

– I am responsible

– The manufacturer of the device is responsible

– Other:

• Have you ever been shoulder-surfed by someone?

– Yes

– No

– Don’t recall

• What is your experience with shoulder surfing?

– I have intentionally/unintentionally shoulder surfed someone

– I have intentionally/unintentionally shoulder surfed someone and was shoulder surfed
by someone

– Someone has shoulder surfed me

– Prefer not to say

• For the statement, "I experience shoulder surfing frequently", do you:

– Strongly disagree

– Disagree

– Somewhat disagree

– Neither agree nor disagree
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– Somewhat agree

– Agree

– Strongly agree

• When was the last time you experienced shoulder surfing? Please select the most appro-
priate choice.

– Never

– More than a year ago

– In the last 6 months

– In the last 3 months

– In the last month

– A few weeks ago

– A few days ago

Protection Mechanisms
In this section, you will be presented with 10 categories of protection mechanisms and asked
to evaluate them. Each category is described, followed by examples of the mechanisms along
with their videos. We are interested in your intuitive and honest opinion on these categories
of mechanisms. There are no right or wrong answers. We further do not evaluate your perfor-
mance. You will first be asked to evaluate the mechanisms categories individually. Then, you
will be asked to rank all different categories of mechanisms in order of your personal preference.

Selective Visibility: When someone tries to shoulder surf the smartphone, a mechanism is
activated that offers a selective viewing experience by making the part the user gazes at visible
while making the rest invisible to the human eye. The spots follow your eye movements. To see
how the mechanism works, please click on the play button to play the following videos. All the
videos present similar features with slight differences. Please make sure to view all videos to
get an accurate idea of the mechanism functionality.

Screen Brightness: When someone tries to shoulder surf the smartphone, a mechanism that
lowers the screen brightness to make the content less visible from a distance is activated. Below
are some examples of this mechanism category. To see how the mechanism works, please click
on the play button to play the videos. Please make sure to view all videos to get an accurate idea
of the mechanism functionality.

Screen Display Color Change: When someone tries to shoulder surf the smartphone, a
mechanism that changes the display into a monochrome combination of black and white upon
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the detection of bystanders is activated. Below is an example of this mechanism category. To
see how the mechanism works, please click on the play button to play the video.

Distortion: When someone tries to shoulder surf the smartphone, a mechanism that ob-
fuscates the image into small pixels or blocks out the faces in the photos upon detection of
bystanders is activated. Below are some examples of this mechanism category. To see how the
mechanism works, please click on the play button to play the videos. Please make sure to view
all videos to get an accurate idea of this specific mechanism category functions.

Haptic: When someone tries to shoulder surf the smartphone, a mechanism that relates to
the sense of touch is activated. In the case of shoulder surfing, the user will be alerted through
phone vibrations. Below is an example of this mechanism category. To see how the mechanism
works, please click on the play button to play the video.

Icon Overlay: When someone tries to shoulder surf the smartphone, an icon-like mecha-
nism that is placed on the top of the screen to indicate bystanders is activated. For example,
an alert icon appears on the top of the screen as shown in Figure 1 or a photo of the bystander
appears on the device screen that shows who the bystander is. Below are some examples of
this mechanism category. To see how the mechanism works, please click on the play button to
play the videos. Please make sure to view all videos to get an accurate idea of the mechanism
functionality.

Physical Tangible: When someone tries to shoulder surf the smartphone, a mechanism that
relies on physical components i.e. external to the device screen itself, not involving rendering
on the display - is activated such as a LED light which is an external part of the device but not
the screen display. Below is an example of this mechanism category. To see how the mechanism
works, please click on the play button to play the video.

Replacement by Protective Text: When someone tries to shoulder surf the smartphone, a
mechanism that replaces the content of the device screen by randomly generated unmeaningful
text is activated. Below is an example of this mechanism category. To see how the mechanism
works, please click on the play button to play the videos.

Replacement by Meaningful Text: When someone tries to shoulder surf the smartphone, a
mechanism replaces the content of the device screen with randomly generated meaningful text.
Below is an example of this mechanism category. To see how the mechanism works, please
click on the play button to play the video.
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Combination of Mechanisms: When someone tries to shoulder surf the smartphone, a
mechanism that combines multiple features into one mechanism is activated upon the detection
of a shoulder surfer. For example, it adjusts font size, color scheme, and screen brightness -
all of them together. Below are some examples of this mechanism category. To see how the
mechanism works, please click on the play button to play the following videos. Please make
sure to view all videos to get an accurate idea of the mechanism functionality.

Considering the main mechanism category presented in all of the videos above, please
answer the following questions. (7-point Likert Scale)

• For the statement, "I would like to use the above protection mechanisms to protect my
screen from shoulder surfing", you:

• For the statement, "It is important for me to have the mechanisms installed and working
on my device", you:

• For the statement, "I am convinced the mechanisms described above will help protect my
privacy", you:

• For the statement, "If the mechanisms described above is not installed by default, I would
try to install it myself or resort to a similar alternative to protect my privacy from shoulder
surfing", you:

• For the statement, "I prefer using a non-digital alternative to the mechanisms described
above to protect my privacy from shoulder surfing (e.g. covering the screen using hands,
screen cover, etc). ", you:

Questions for General Protection Mechanisms
Please answer the following questions based on your general perception on the use of mecha-
nisms regardless of their design to protect your privacy from shoulder surfing attacks. (7-point
Likert Scale)

• Protecting text and photos from shoulder surfing is important to me.

• I would feel more comfortable using my smartphone in public if it has privacy protection
mechanisms.

• Having protection mechanisms will safeguard my privacy.

• Understanding how these mechanisms protect my privacy is easy.

• I trust the presented mechanisms to protect my privacy from shoulder surfing

• Having these mechanisms makes me aware of my surroundings
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• Having access to the mechanisms described above makes me consider using them to pro-
tect my privacy.

• I prefer using the presented mechanisms rather than having none to protect my device
from shoulder surfing.

• The presented privacy mechanisms better protect my privacy from shoulder surfing than
non-digital alternatives, such as covering the screen using my hands or screen cover.

• Having a mechanism that only alerts me about shoulder surfing is sufficient for me.

• The protection mechanism must convey irrelevant information (such as random unmean-
ingful text) to the observer to let them know they have invaded my personal space.

• A protection mechanism that covers the entire display is suitable for me.

• The protection mechanism should tell about who the observer is as well.

• The observer should not know that I have a protection mechanism.
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